ABSTRACT

PANDITA, RAHUL. Inferring Semantic Information from Natural-Language Software Artifacts. (Under the direction of Laurie Williams.)

Specifications play an important role in software engineering for ensuring software quality. Not only do the specifications guide the development process by outlining what/how to reuse, they also help in the verification process by allowing testers to test the expected outcome. For instance, static and dynamic program analysis tools use formal specifications such as code contracts or assertions to detect violations of these specifications as defects. Likewise, API migration tools use predefined mapping specifications to perform automated migration. While highly desirable, oftentimes such formal specifications are missing from existing software. In contrast, these specifications are described in natural language in various software artifacts. Particularly, Application Programming Interface (API) documents that are targeted towards developers, are invaluable source of information regarding code-level specifications. However, (most of) existing developer productivity tools/frameworks are not designed to process the natural-language descriptions in software artifacts.

The goal of this work is to improve developer / tester / end-user productivity by accurately identifying specification sentences from the natural language text in software artifacts and representing them formally through adaptation of existing text analysis techniques.

Since natural-language software artifacts are often verbose, manually writing formal specifications from software artifacts may be resource intensive and error prone. To address this issue, this dissertation presents a text mining and natural language processing (NLP) framework to automate the task of inferring semantic information from natural-language in software artifacts to bridge the disconnect between the inputs required by software engineering tools/frameworks and the specifications described in natural-language software artifacts. Specifically, this dissertation reports on the process and effectiveness of applying text mining and NLP techniques in the following developer problems:

1. Specification of a method arguments and return values describes how to use a particular method within a class in terms of the expectations of the method arguments (pre-conditions) and expected return values (post-conditions). We propose a novel approach to infer these specifications from natural-language text of API documents. Our evaluation results show that our approach achieves an average of 92% precision and 93% recall
in identifying sentences that describe such specifications from more than 2500 sentences of API documents. Furthermore, our results show that our approach has an average 83% accuracy in inferring specifications from over 1600 specification sentences.

2. Temporal specifications of an API are the allowed sequences of method invocations in the API. We propose ICON: an approach based on machine learning and NLP for identifying and inferring formal temporal constraints to assist tool based verification. Our evaluation results indicate that ICON is effective in identifying temporal constraint sentences (from over 4000 human-annotated API sentences) with the average precision, recall, and F-score of 79.0%, 60.0%, and 65.0%, respectively. Furthermore, our evaluation also demonstrates that ICON achieves an accuracy of 70% in inferring and formalizing 77 temporal constraints from these temporal constraint sentences.

3. API mappings facilitate tool based language migration. We propose TMAP: Text Mining based approach to discover likely API mappings using the similarity in the textual description of the source and target API documents. We evaluated TMAP by comparing the discovered mappings with state-of-the-art source code analysis based approaches: Rosetta and StaMiner. Our results indicate that TMAP on an average found relevant mappings for 57% more methods compared to previous approaches. Furthermore, our results also indicate that TMAP found, on average, exact mappings for 6.5 more methods per class as compared to previous approaches.

4. Keeping malware out of mobile application markets is an ongoing challenge. To assist third-party testers for assessing risk of mobile applications, we present WHYPER, a framework using NLP techniques to identify sentences that describe the need for a given permission in an application description. WHYPER achieves an average precision of 82.8%, and an average recall of 81.5% for three permissions (address book, calendar, and record audio) that protect frequently-used security and privacy sensitive resources. These results demonstrate great promise in using NLP techniques in aiding the risk assessment of mobile applications.
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1.1 Motivation

Specifications play an important role in software engineering. In general, specifications help end users to access the functionality of the software, before they actually use it. An example of such specification is code-level specifications. Not only, these specifications guide the development process by outlining what/how to reuse, they also help in verification process by allowing quality assurance practitioners to test the expected outcome.

Specifications in general are distributed across various software artifacts such as requirements documents, design documents and application descriptions. Application Programming Interface (API) documents, that are targeted towards developers, are invaluable source of information regarding code-level specifications. Typically, library developers commonly describe legal usage of the library in natural language text in API documents. Such documents are usually provided to client-code developers through online access, or are shipped with the API code. For example, J2EEs API documentation is one of the popular API documents.

API documentation provides developers with useful information about class/interface hierarchies within a software. Additionally, API documents also provide information about how to use a particular method within a class by means of method descriptions. Method descriptions typically describe specifications in terms of the expectations of the method arguments
(pre-conditions), expected return values (post-conditions) and functionality of method in general. These specifications are invaluable to automated tools directed towards improving developer/tester productivity. For instance, a typical automated testing tool will check to see if any of the pre-conditions or the post conditions are violated. However, such tools are not designed to work with the natural language descriptions, and often require more formal specifications. Thus, a disconnect exists between the inputs required by these tools and the natural language specifications described in software artifacts.

The goal of this work is to improve developer / tester / end-user productivity by accurately identifying specification sentences from the unconstrained natural language text in software artifacts and representing them formally through adaptation of existing text analysis techniques.

The formal representation of the specification sentences are meant to bridge the gap between the existing tools that help the target audience and inputs required by tools. This dissertation presents my recent research projects for developing/applying text mining and Natural Language Processing (NLP) techniques to discover specifications from natural language software artifacts. The evaluation of these efforts show promising results to improve developer/tester productivity. For example, a formal representation of API method expectations could assist a developer in writing better code. Similarly, a formal representation of appropriate usage of an API method could be beneficial to a quality assurance practitioner by explicitly delineating the illegal usages of an API. From an end users perceptive automated analysis of application description can empower them by answering a variety of questions regarding privacy and security such as: how a users private data will be used.

1.2 Summary

This section summarizes the individual instances of inferring formal specifications form natural language artifacts for improving developer, tester, and end user productivity.

1. **Method arguments and return value specifications**: Specification of a method arguments and return values describe how to use a particular method within a class in terms of the expectations of the method arguments (pre-conditions) and expected return values (post-conditions). In practice, most libraries do not come with formal specifications, thus hindering tool-based verification. To address this issue, we propose a novel approach to infer formal specifications from natural language text of API documents. Our evaluation results show that our approach achieves an average of 92% precision and 93% recall
in identifying sentences that describe method arguments and return value specifications from more than 2500 sentences of API documents. Furthermore, our results show that our approach has an average 83% accuracy in inferring specifications from over 1600 method arguments and return value specification sentences.

2. **Temporal specifications for method invocation** Temporal specifications of an Application Programming Interface (API) are the allowed sequences of method invocations in the API. We propose ICON: an approach based on Machine Learning (ML) and Natural Language Processing (NLP) for identifying and inferring formal temporal constraints to assist tool based verification. To evaluate our approach, we apply ICON to infer and formalize temporal constraints from the Amazon S3 REST API, the PayPal Payment REST API and the java.io package in the JDK API. Our results indicate that ICON is effective in identifying temporal constraint sentences (from over 4000 human-annotated API sentences) with the average precision, recall, and F-score of 79.0%, 60.0%, and 65.0%, respectively. Furthermore, our evaluation also demonstrates that ICON achieves an accuracy of 70% in inferring and formalizing 77 temporal constraints from these temporal constraint sentences.

3. **API mappings for language migration** API mappings facilitate tool based language migration. Previously, researchers proposed to learn mapping specifications by mining existing code-bases. However, these approaches require as input a manually ported (or at least functionally similar) code across source and target API’s. To address the shortcoming, we propose TMAP: *Text Mining based approach to discover likely API mappings* using the similarity in the textual description of the source and target API documents. To evaluate our approach, we apply TMAP to discover API mappings for 15 classes across: 1) Java and C# API; 2) Java ME and Android API. We next compare the discovered mappings with state-of-the-art source code analysis based approaches: Rosetta and StaMiner. Our results indicate that TMAP on an average found relevant mappings for 57% more methods compared to previous approaches. Furthermore, our results also indicate that TMAP found, on average, exact mappings for 6.5 more methods per class with a maximum of 21 additional exact mappings for a single class as compared to previous approaches.

4. **Risk assessment of mobile applications** Application markets such as Apple’s App Store and Google’s Play Store have played an important role in the popularity of smartphones
and mobile devices. However, keeping malware out of application markets is an ongoing challenge. To assist third-party quality assurance practitioners in assessing risk, this study presents the first step by automatically inferring expected functionality from the natural language application description. Specifically, we focus on permissions for a given application and examine whether the application description provides any indication for why the application needs a permission. We present WHYPER, a framework using Natural Language Processing (NLP) techniques to identify sentences that describe the need for a given permission in an application description. WHYPER achieves an average precision of 82.8%, and an average recall of 81.5% for three permissions (address book, calendar, and record audio) that protect frequently-used security and privacy sensitive resources. These results demonstrate great promise in using NLP techniques in aiding the risk assessment of mobile applications.

1.3 Challenges

In this section we briefly summarize some of the technical challenges addressed by this dissertation in applying text mining and natural language processing techniques on natural language software engineering artifacts.

1. **Ambiguity.** Existing linguistic analysis techniques focus on well-written documents such as news articles [SNL99]. In contrast, method descriptions are often not well-written. For instance, consider the sentence from the `File` class in the C# .NET Framework: “true if path is an absolute path; otherwise false”. This sentence does not have the main subject and the verb, which may cause the linguistic techniques to behave undesirably.

2. **Programming Keywords.** Method descriptions often contain programming keywords (e.g., `true`, `null`, `buffer`), which have a different meaning in the context of programs, in contrast to general linguistics. For instance, consider this sentence from the `Path` class in the C# .NET Framework: “This method also returns false if path is null”. In this sentence, words ‘false’ and ‘null’ are nouns in the context of object-oriented languages such as Java and C#, whereas in general linguistics these words are adjectives. Thus, these keywords need to be handled differently. The proposed text mining and natural language processing techniques must make these distinctions from the generic English usages.
3. **Semantic Equivalence.** A legal usage in natural language can be described in different words and semantic structures. For instance, consider the following two fragments that describe the same specification: “*name can contain numbers, underscores...*” and “*name consists of numbers and/or underscores...*”. Thus, semantic equivalence of legal usage described in different ways needs to be identified. The proposed text mining and natural language processing techniques must be reasonably resilient to such semantic equivalence.

4. **Confounding Effects.** Certain keywords have confounding effects and are important depending on the context. For example, to find sentences related to “user contacts” in an application description keyword “contact” exhibits a confounding effect. For instance, ‘*... displays user contacts, ...*’ vs ‘*... contact me at abc@xyz.com*’. The first sentence fragment refers to a sensitive operation while the second fragment does not. However, both fragments include the keyword “contact”. The proposed techniques must consider the context of a sentence into account for such cases.

5. **Semantic Inference.** Natural language is very expressive, and oftentimes the sentences implicitly convey information about concepts without explicitly referring to them. For example, consider the problem to identify sentences that describe a sensitive operation such as *reading user contacts*. Oftentimes, sentences do not even explicitly contain the keyword “contact”. For instance, “*share... with your friends via email, sms*”. The sentence fragment describes the need to read contacts; however the “contact” keyword is not used. The proposed text mining and natural language processing techniques should be able to perform such semantic reasoning.

### 1.4 Scope

The approaches presented in this dissertation focuses on inferring semantic information from API documents with the exception of WHyPER that works on mobile application descriptions. However, the approaches presented in the dissertation addresses the generic issues of applying NLP techniques on software artifacts and thus may be extended to other software artifacts as well.

Our approach to infer method specifications [PXZ+12] infers method specifications in terms of pre- and post- condition on method parameters. To evaluate our approach we used
API method descriptions written in the C# language of .NET platform. ICON: our approach for inferring method sequence specifications has been evaluated on the API written for Java language as well as language agnostic REST APIs. TMAP: our approach to infer method mappings across API has been evaluated on the following language/platform pairs: 1) Java and C#; and 2) Android and J2ME. The techniques proposed in these approaches are programming language agnostic and can be applied to various API’s with minor changes to the pre-processing infrastructure. The pre-processing infrastructure is responsible to extract the desired descriptive text from an natural language artifacts.

Finally, WHYPER [PXY+13, YXP+14] approach has been implemented for application descriptions in Android ecosystem. However, the WHYPER infrastructure can be leveraged to perform similar analysis in other mobile application ecosystems such as the Windows Phone and the iOS.

The presented techniques were implemented using the “Stanford Parser” [KM03a] as our choice of external NLP annotation library. However, this dissertation uses the Stanford Parser as a black box implementation of the NLP functionality to perform analysis thus making the proposed techniques realizable through NLP annotation libraries other than Stanford Parser. As the accuracy of the external NLP annotation libraries improves accuracy of the approaches proposed in this dissertation increases and some of the preprocessing steps such as annotation of programming keywords may be rendered redundant. Finally, this dissertation does not directly contributes to the techniques in the fields of text mining and machine learning. However, this dissertation proposes enhancements to the techniques in these fields for addressing problems in software engineering domain.

1.5 Contributions

This section summarizes the main contributions of this dissertation.

- An approach that effectively identifies natural language sentences (in the API documents for a library) that describe method parameter and return value specifications, and a technique to infer specifications from the identified specification sentences.

- An ML- and NLP-based approach that effectively infers formal temporal constraints of method invocations.
  - All our experimental subjects, results, and artifacts are publicly available online. [proa].
• An approach that uses NLP techniques to help bridge the semantic gap between what mobile applications do and what users expect them to do.

  – A publicly available prototype implementation of our approach is available online [proc].

• A text mining based approach that effectively discovers mapping between source and target API.

  – A prototype implementation of our approach based on extending the Apache Lucene [luc].
    An open source implementation of our prototype is publicly available online. [prob]
  – The evaluation results and artifacts are publicly available online. [prob]

1.6 Outline

The remainder of this dissertation as structured as follows: Chapter 2 provides a brief background on text mining. Chapter 3 describes our approach to infer method specifications from natural language descriptions API documents. Chapter 4 introduces our approach to infer temporal constraints method descriptions of API documents. Chapter 5 describes our approach to automatically identify the permission describing sentences in a mobile applications. Chapter 6 presents our work to infer similar methods between different API’s using text mining. Chapter 7 discusses the related work. Chapter 8 describes the future-work. Finally, Chapter 9 summarizes the contributions of this dissertation and discuss the important lessons learned during the course of this dissertation.
CHAPTER 2

Background

This chapter briefly introduces the concepts and techniques from natural language processing, information retrieval, and text mining domain that have been used/adapted in this work. The remainder of the chapter is organized as follows. Section 2.1 introduces the concepts from natural language processing used in this dissertation. Section 2.2 briefly introduces text mining. Finally, Section 2.3 describes formal representation used in this work.

2.1 Natural Language Processing

Natural language is well suited for human communication, but converting natural language into unambiguous specifications that can be processed and understood by computers is difficult. However, research advances [dMMM06, dMM08, KM03b, KM03c] have increased the accuracy of existing NLP techniques to annotate the grammatical structure of a sentence. We next introduce the core NLP techniques used in this work.

- Parts Of Speech (POS) tagging [KM03b, KM03c]. Also known as ‘word tagging’ and ‘grammatical tagging’, these techniques aim to identify the part of speech (such as noun, verbs, etc.), a particular word in a sentence belongs to. The most commonly used technique is to train a classification parser over a previously known data set. Current state of
Figure 2.1: An example of POS tags and Chunking annotation for comment “This method also returns false if path is null”.
the art approaches been have demonstrated to achieve 97% [SNL99] accuracy in classifying POS tags for well written news articles. Figure 2.1 shows the a sentence annotated with POS tags.

- **Chunking.** Also known as phrase and clause parsing, this technique divides a sentence into a constituent set of words (or phrases) that logically belong together (such as a Noun Phrase and Verb Phrase). Chunking thus further enhances the syntax of a sentence on top of POS tagging. Current state-of-the-art approaches can achieve around 90% [SNL99] accuracy in classifying phrases and clauses over well written news articles. Figure 2.1 shows the a sentence annotated with chunking tags.

- **Typed Dependencies** [dMM06, dMM08]. The Stanford typed dependencies representation is designed to provide a simple description of grammatical relationships directed towards non-linguistics experts to perform NLP related tasks. It provides a hierarchical structure for the dependencies with precise definitions of what each dependency means, thus facilitating machine based manipulation of natural language text. Figure 2.1 shows the a sentence annotated with Stanford typed dependencies.

- **Named Entity Recognition** [FGM05]. Also known as ‘entity identification’ and ‘entity extraction’, these techniques are a subtask of information extraction that aims to classify words in a sentence into predefined categories such as names, quantities, expression of times, etc. These techniques help in associating predefined semantic meaning to a word or a group of words (phrase), thus facilitating semantic processing of named entities.

- **Co-reference Resolution** [RLR+10, LPC+11]. Also known as ‘anaphora resolution’, these techniques aim to identify multiple expressions present across (or within) the sentences, that point out to the same thing or ‘referant’. These techniques are useful for extracting information; especially if the information encompasses many sentences in a document.

### 2.2 Text Mining

Text mining is a broad research area, including but not limited to the techniques facilitating retrieval/manipulation of useful information from a large corpus of text. A recent study [R+11]
Figure 2.2: An example of Stanford Typed Dependencies for comment “This method also returns false if path is null”.
indicates that a significant (35%) of business information is captured in unstructured data. A large part of this information is in documents containing narrative text, such as reports, presentations, web data, and design documents. Text mining is used to infer the knowledge in these documents through a combination of extraction and analytical methods.

As opposed to traditional data mining, text mining analyzes free-form text spread across documents (rather than data localized and maintained within a database). To analyze this data, text mining uses concepts from traditional data analytics, natural language processing, and data modeling. We next introduce the concepts from text mining that have been used in the presented approach.

**Indexing** [Fra92, MRS08]: Indexing is the process of extracting text data from source documents and storing them in well-defined indexes. The indexing process starts with, division of document into its constituent units, known as tokens, based on a well-defined criterion. A token is usually an individually identifiable unit of the document (such as a word) and relates to the individual terms stored in an index. Once the tokens within each document are identified, they are added to the index, with the corresponding link to the document and associated term frequencies. Term frequency is the simple count of the occurrence of a term in a document. An optional pre-processing step further assists with indexing, such as removing stop-words, grouping similar words together.

Among various indexing strategies, the use of inverted file indexing [Fra92] is well suited for large document collections. In the simplest form, inverted file index maintains the mapping of terms and their location in a text collection. For instance, a text document can be thought of as a collection of \( m \) words. Typically a document is made up of a sequence of \( n \) unique words such that \( n <= m \). The number \( n \) is usually far less than \( m \) as most of the words are repeated while forming a document. For instance, the word “the” is repeated many times in this dissertation. The set of unique words within an index forms the “Term List” \( v \) of the index. If a pointer (say numeric location) is associated with each word in \( v \) to the location of that word in text document, the resultant data structure is a form of inverted file index. As the document collection grows, the number of documents matching a word in the index becomes sparser.

The index is oftentimes annotated with the information regarding the frequency of occurrence of each term in the document. The representation of a document as a vector of frequencies of terms is referred to as **vector space model** [Sin01, Fra92].

**TF-IDF** [MRS08]: Term-frequency inverse-document-frequency (tf-idf) is a numerical statistic that is intended to capture the importance of a term to a document in a corpus. Of-
ten used as a weighting metric in information retrieval and text mining, the \textit{tf-idf} weight increases proportionally to frequency of the occurrence of a term in a document, however the weight is also offset by the frequency of occurrence the term in the corpus.

\textbf{Cosine Similarity} \cite{Sin01}: In mathematics, cosine similarity is a numerical statistic to measure the similarity between two vectors. Cosine similarity is defined as a dot product of magnitude of two vectors. In context of text mining, the cosine similarity is used to capture the similarity between two documents represented as term frequency vectors.

\section{2.3 Formal representation used in this work}

We use First-Order Logic (FOL) like expressions for representing the specifications inferred from the natural language text in API documents. We chose FOL as formal representation because the syntax is simple and yet powerful enough to represent the inferred specifications.

Terms and formulas form the basic building blocks of FOL expressions. Terms can be further resolved into two sub categories: variables (or entities) and functions (or predicates). Functions constitutes of arguments that are terms. Thus, arguments can be either variables or functions. Below are the five rules for constructing valid FOL expressions:

- \textit{Predicate Symbols}: If \( P \) is a Predicate symbol involving \( n \) terms then \( P(t_1, t_2, ... t_n) \) is a valid FOL expression.

- \textit{Equality}: If \( t_1 \) and \( t_2 \) are two valid terms then \( t_1 = t_2 \) is valid FOL expression.

- \textit{Negation}: If \( E_1 \) is a valid FOL expression then its negation, denoted by \( \neg E \) is a valid FOL expression.

- \textit{Binary Connectives}: If \( E_1 \) and \( E_2 \) are two valid FOL expressions then an expression involving binary connectives (inclusive of \( \land, \lor, \text{and } \rightarrow \)) is a valid FOL expression. The symbol \( \land \) is ‘conjunction’, \( \lor \) is ‘disjunction’ and \( \rightarrow \) is a conditional (if/then) statement.

- \textit{Quantifiers}: If \( E \) is a valid FOL expression and \( v \) is a valid variable then \( \exists v E \) and \( \forall v E \) are valid expressions.

Figure 2.3 shows the graphical FOL expression. Each internal node (dotted border) represents a predicate and the children of these nodes represent the terms to that predicate. The expression is parsed as in-order traversal of tree. For instance, ‘\textit{path-is-null}’ form a tuple where,
Figure 2.3: Intermediate representation of comment “This method also returns false if path is null”

‘path’ is the governing entity, ‘null’ is the dependent entity, and these entities are related by predicate ‘is’.
This chapter introduces an approach to infer method arguments and return values specifications. These specifications describe how to use a particular method within a class in terms of the expectations of the method arguments and expected return values. The remainder of this chapter is organized as follows. Section 3.1 introduces the approach. Section 3.2 presents an two real world examples motivating the approach. Section 3.3 presents the approach. Section 3.4 presents evaluation of the approach. Section 3.5 presents a brief discussion and future work.

3.1 Introduction

Software reuse is commonly practised since the advent of software development [FK05]. Software reuse facilitates development of larger, more complex, and timely-delivered software systems [GC92]. To determine what and how to reuse, specifications of reusable software libraries play an important role. In the absence of specifications, developers may write code that is
inconsistent with the expectations of libraries. As a result, not only such code is of inferior
good and contains faults, the added cost of debugging and correcting such faulty code could
also defeat the purpose of reusing software.

Code contracts [Mey92, Cha06] have emerged as a popular way of formalizing method
specifications close to the implementation level. Code contracts unambiguously capture the
expectations of a method in terms of what is required (pre-conditions) and what to expect after
method execution (post-conditions). Furthermore, code contracts can be subjected to formal
verification by existing state-of-the-art verification tools such as Spec# [BLS04], JML2, and
Code Contracts for .NET3. Additionally, code contracts can be used for formal proofs and
automated code correction [WPF+10].

Despite being highly desirable, code contracts do not exist in a formalized form in most
existing software systems in practice [PCM09]. In contrast, library developers commonly de-
scribe legal usage in natural language text in Application Programming Interface (API) docu-
ments. Typically, such documents are provided to client-code developers through online access,
or are shipped with the API code. For example, Oracle’s J2EE API documentation4 is an ex-
ample of online documentation for Java programming language.

Even with such API documents, client-code developers often overlook some API descrip-
tions and use methods in API libraries incorrectly [NW06]. Since these documents are written
in natural language, existing tools cannot verify legal usage described in a library’s API docu-
ments against the client code of that library. One possible solution is to manually write code
contracts based on the specifications described in API documents. However, due to a large
number of sentences in API documents, manually hunting for contract sentences and writing
code contracts for the API library is prohibitively time consuming and labor intensive. For in-
stance, the File class of the C# .NET Framework has around 800 sentences. Moreover, not
all of these sentences describe code contracts, requiring extra effort to first locate the sentences
describing code contracts and then translate them into formal specifications.

To address the preceding problem, we propose a novel approach to facilitate verification
of legal usage described in natural language text of API documents against client code of
those libraries. We propose new techniques that apply Natural Language Processing (NLP) on
method descriptions in API documents to automatically infer specifications. In particular, our
techniques address the following challenges to infer specifications automatically.

2http://www.eecs.ucf.edu/~leavens/JML/
4http://download.oracle.com/javaee/1.6/api/
Ambiguity. Existing linguistic analysis techniques focus on well-written documents, such as news articles [SNL99]. In contrast, method descriptions are often not well-written. For instance, consider the sentence from the File class in the C# .NET Framework: “true if path is an absolute path; otherwise false”. This sentence does not have the main subject and the verb.

To address this challenge, we use meta-data such as position information of description as well as method signatures. In particular, in this example, the sentence is located within the return descriptions, and the method signature describes the return type as boolean. We use this information to infer that words “true” and “false” describe the return value of the method.

Programming Keywords. Method descriptions often contain programming keywords (e.g., true, null, buffer), which have a different meaning in the context of programs, in contrast to general linguistics. For instance, consider this sentence from the Path class in the C# .NET Framework: “This method also returns false if path is null”. In this sentence, words ‘false’ and ‘null’ are nouns in the context of object-oriented languages such as, Java and C#, whereas in general linguistics these words are adjectives. Thus, these keywords need to be handled differently. For those keywords, we propose a new technique called Noun Boosting to distinguish keywords from the other words.

Semantic Equivalence. A legal usage in natural language can be described in different words and semantic structures. For instance, consider the following two fragments that describe the same specification: “name can contain numbers, underscores...” and “name consists of numbers and/or underscores...”. Thus, semantic equivalence of legal usage described in different ways needs to be identified.

To address this challenge, we propose a new technique called equivalence analysis based on identified grammatical structures (main nouns and verbs) of a sentence.

In summary, our approach infers specifications from existing API documents, thus facilitating verification of client code of an API library against the natural language descriptions of the library. As our approach analyzes API documents in natural language, it can be reused independent of the programming language of the library. Additionally, our approach complements existing approaches [WFKM11, CTS08, NE02] that infer code contracts from source code or binaries. To the best of our knowledge, ours is the first approach that analyzes API documents to infer specifications targeted towards generating code contracts.

This chapter makes the following major contributions:

- An approach that effectively identifies natural language sentences (in the API documents for a library) that describe code contracts, hereby referred to as contract sentences, and a
technique to infer specifications from the identified contract sentences.

- A prototype implementation of our approach based on extending the Stanford Parser [KM03a, SNL99], which is a natural language parser to derive the grammatical structure of sentences. An open source implementation of our prototype can be found at our website\(^5\).

- An evaluation of our approach on 2717 sentences (for 333 methods) in five different classes from the .NET Framework and Facebook API for C#. Our evaluation results show that our approach effectively identifies contract sentences with an average of 92% precision and 93% recall. Additionally, our approach infers specifications from 1691 contract sentences with an average accuracy of 83%.

3.2 Motivating Examples

We next present two examples where developers wrote faulty code because they overlooked legal usage in method descriptions. We collected these examples from online developer forums. These examples highlight the importance of our approach, since the defects shown in them could have been prevented with our inferred code contracts.

**NullPointerException.** As shown in Figure 3.1, a developer asked a question (on 06-30-2010) in one of the Java forums\(^6\) regarding java.lang.NullPointerException. Figure 3.1 shows the code snippet. After going through the suggestions from the contributing forum members, the author of this question was finally able to resolve the problem to a path issue occurring in the underlined line, a month (07-30-2010) after he initially posted the question.

The associated API documents reveal that there are many ways to throw java.lang.NullPointerException, thus making the task of debugging non-trivial. The problem caused due to invoking the read method on a null object of InputStream. The method description for the getResourceAsStream method in the ServletContext interface states that “This method returns null if no resource exists at the specified path.”. The sentence, once translated into a formal specification, can be verified statically, or at runtime to pinpoint the problem. For instance, given the specification that the method can return null, advanced Integrated Development Environments (IDEs) can raise a warning after the developer attempts to perform an

\(^5\)http://research.csc.ncsu.edu/ase/projects/pint/
\(^6\)http://www.java-forums.org/java-servlet/30289-download-file-nullpointerexception.html
Figure 3.1: Description of a question posed in a Java forum

```java
public void service(
    HttpServletRequest request,
    HttpServletResponse response
) throws IOException{
    response.setContentType("text/plain");
    response.setHeader("Content-Disposition",
        "attachment; filename=sample.txt");
    ServletContext ctx = getServletContext();
    InputStream is = ctx.getResourceAsStream("sample.txt");

    int read=0;
    byte[] bytes = new byte[BYTES_DOWNLOAD];
    OutputStream os = response.getOutputStream();

    while((read = is.read(bytes)) != -1){
        os.write(bytes, 0, read);
    } 
    os.flush();
    os.close();
}

can any one help me to fix the exception
```
operation on the return value of the `getResourceAsStream` method, thus asking the developer to put the necessary checks in place.

**Path format not supported.** Another developer posted a 44-line code snippet in a forum\(^7\). The developer reported that he/she was noticing exceptions while moving a file. After a brief exchange of messages, the issue was traced to the `moveTo` method in the `FileInfo` class in C# .NET. Further exchanges revealed that the developer was attempting to move and rename the file to “11-19-2009_5:48:27.txt”. The method description for the `moveTo` method in `FileInfo` states that the method throws an `ArgumentException` if the new file name consists of invalid characters defined in `Path.getInvalidCharacters()` (including ‘:’ character). After our approach infers a code contract from the description, the problem can be identified and reported by static checkers that are usually built into IDEs.

### 3.3 Approach

We next present our approach for inferring specifications from method descriptions. Figure 3.2 gives an overview of our approach. Our approach uses a parser, a pre-processor, a text analysis engine, a post-processor, and a code contract generator. The parser accepts the API documents and extracts desired descriptive texts from the method descriptions. The pre-processor augments the sentences in an intermediate representation with meta-data. The text analysis engine accepts the intermediate representation of the sentences, and then based on our semantic templates, generates specifications in the form of First-Order Logic (FOL) expressions. The post-processor refines the FOL expressions. The code contract generator accepts the FOL expressions and generates code contracts by using a mapping relation to the constructs of the target programming language. We next describe these components in detail.

#### 3.3.1 Parser

Our parser accepts API documents and extracts intermediate contents from the method descriptions. In particular, from the method descriptions, our parser extracts the following contents: (1) **summary description**: the summary of the method; (2) **argument description**: the descriptions of the method’s arguments; (3) **return description**: the descriptions of the method’s return value;

\(^7\)http://www.dreamincode.net/forums/topic/140470-elusive-error-while-renaming-file/
(4) exception description: the descriptions of exceptions explicitly thrown by the method; (5) remark description: additional descriptions about the functionality of the method.

### 3.3.2 Pre-Processor

Our pre-processor accepts extracted contents of the method descriptions, and performs three major tasks.

**Meta-data augmentation.** For each identified method, our pre-processor collects the following meta-data information and associates it with respective sentences: (1) the names and data types of method arguments; (2) the types of the return value and exceptions; (3) the names of the classes, namespaces, and methods. For example, for the method description shown in Figure 3.3, the meta-data information associated with the sentences in Line 03 is as follows: (1) Sentence Type: Argument Description; (2) Argument Name: prop.name; (3) Argument Type: String.

This information is used in code contract generation by substituting the name of the variable with its placeholder and matching a template for code contracts using the data type of the variable. In particular, the pre-processor uses method signatures and their associated tags for meta-data augmentation. From the method signatures, our approach extracts the name of the
Figure 3.3: The method description of the `DefineObjectProperty` method in Facebook API

method arguments, the data types of the method arguments, and the exceptions thrown by the method.

**Noun Boosting.** Since our text analysis engine uses the Parts-Of-Speech (POS) tags provided by a POS-tagger, the accuracy of the inferred specifications is dependent on the accuracy of the POS-tagger. However, there are specific words that represent nouns in the context of programs, in contrast to adjectives or verbs in the context of general linguistics. For example, consider the statement “This method also returns false if path is null”. In this sentence, “false” and “null” should be treated as nouns since they are constructs of programming languages, but a typical POS tagger would incorrectly classify them as adjectives.

Our pre-processor identifies these words from the sentences based on a domain specific dictionary, and thus forces the underlying POS tagger to identify them as nouns. In particular, our pre-processor uses a predefined list of words for noun boosting. We manually collected these words by looking into the method descriptions in the `Data` class of the Facebook API and the `Path` class of the .NET Framework API. A list of these words is available on our project website.

**Programming Constructs and Jargon Handling.** In English grammar, the “.” character represents the end of a sentence. However, in programming languages, the “.” character is used as a separator character as well. For example, in the `Facebook.Data` namespace, the “.” character represents that the `Facebook.Data` namespace exists within the `Facebook` namespace. Our pre-processor identifies these separators, and replaces “.” with “__”. For example, "Facebook.Data" is replaced with "Facebook_Data".
Additionally, developers tend to use abbreviations for specific words (e.g., max. for maximum and min. for minimum). Our pre-processor identifies these words, and replaces abbreviations with their full names. For example, “max.” is replaced with “maximum”.

These techniques increase the accuracy of the underlying POS tagger, and thus increase the accuracy of our text analysis engine. Furthermore, our pre-processor maintains mapping relations of the place-holder words from the programming language constructs to the original words and locations, and these relations are used by our post-processor later to infer specifications.

Methods and namespaces have a well-defined lexical structure in a programming language. Our pre-processor uses this structural information, and builds regular expressions to identify these words. For handling jargons and abbreviations such as “max.”, we manually built a list of such words. In future work, we plan to adapt Hill et al.’s technique [HFB+08] to generate the list automatically.

Although a POS tagger can be retrained to achieve these pre-processing steps, we prefer annotations to make our approach independent of any specific NLP infrastructure, thus ensuring interoperability with various POS taggers.

### 3.3.3 Text Analysis Engine

Our text analysis engine parses pre-processed sentences, and builds specifications in the form of FOL expressions. We chose FOL, since previous research [SPKB09, SSP10] shows that FOL is an adequate representation for natural language analysis.

We first use a POS tagger to annotate POS tags in a sentence. We then use an NLP technique, called shallow parsing [Bog00]. A shallow parser accepts the lexical tokens generated by the POS tagger and attempts to classify sentences based on pre-defined semantic templates. Shallow parsing is implemented as a sequence of cascading finite state machines. Research [Bog00, ST97, SPKB09, Gre99] has shown the effectiveness of using finite state machines in different areas of linguistic analysis such as morphological lookup, POS tagging, phrase parsing, and lexical lookup.

Table 3.1 shows frequently used semantic templates for identification of specifications. Column “Description” describes what is inferred from the sentence if a semantic pattern holds. For example, for the template described in the first row in Table 3.1, the FOL expression is constructed as can not be (path, null), where “path” and “null” are terms to the predicate “can not be”. The specification is interpreted as: “can not be” predicate should be evaluated to be
true over terms “path” and “null”.

As another example, our text analysis engine uses the semantic pattern, *transitive predicate*, described in the fourth row in Table 3.1 to analyze the sentence in Line 3 of Figure 3.3. Figure 3.4 shows the graphical FOL expression. Each internal node (shaded grey) represents a predicate and the children of these nodes represent the terms to that predicate.

We implemented a configurable infrastructure to accept a POS tagger to annotate a sentence with POS tags. In particular, for our evaluation, we used the Stanford Parser [KM03a], which is a natural language parser to work out the grammatical structure of sentences. The Stanford Parser parses a natural language sentence and determines POS tags associated with different words/phrases. We also implemented a generic and extensible framework that accepts semantic patterns based on the functions of POS tags and converts them into a series of cascading FSMs. Once POS tags have been determined by a POS tagger, the sentences along with tags are passed as an input to the shallow parser, which generate FOL expressions based on the FSMs.

![Figure 3.4: Specifications in format of FOL expressions extracted by our NLP Parser for DefineObjectProperty method in Facebook API](image-url)
### Table 3.1: Categories of Shallow Parsing Semantic Templates.

<table>
<thead>
<tr>
<th>Name</th>
<th>Example</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Predicate (Name)</td>
<td>The (path)<em>{subject} (can not be)</em>{verb} null_{object}</td>
<td>The subject and object form the terms of the predicate represented by verb.</td>
</tr>
<tr>
<td>2. Conditional followed or preceded nominal predicate</td>
<td>If (path does not have extension)<em>{conditional}, (GetExtension)</em>{subject} (returns)<em>{verb} (System.String.Empty)</em>{object}</td>
<td>The subject-verb-object forms specification as described in row 1, which is true when the condition highlighted by \textit{conditional} is true. The condition is further resolved using one of the templates.</td>
</tr>
<tr>
<td>3. Prepositional predicate</td>
<td>(Path)<em>{subject} (is)</em>{verb} (not null or empty String)_{preposition}</td>
<td>The verb forms the partial predicate and the subject forms one of the terms. The second term and the remaining of the predicate are extracted by resolving the preposition.</td>
</tr>
<tr>
<td>4. Transitive predicate</td>
<td>(Name)<em>{subject} (is)</em>{verb} a (valid , identifier)<em>{object}−subject, which (is no longer than 32 characters)</em>{clause}</td>
<td>The sentence is broken down into two sentences. The first sentence ends with the phrase labeled \textit{object−subject}, and the second sentence begins with the phrase labeled \textit{object−subject}. Each sentence is further resolved and the resulting specifications are joined using the logical AND operator.</td>
</tr>
</tbody>
</table>
3.3.4 Post-processor

Our post-processor accepts the FOL expressions produced by the previous component and performs three types of semantic analysis: removing irrelevant modifiers in predicates, classifying predicates into a semantic class based on domain dictionaries, and augmenting expressions.

**Equivalence analysis.** Consider the predicate, ‘needs to be’, in FOL representation shown in Figure 3.4. The words, “needs to”, are modal modifiers to the verb ‘be’. Such modal modifiers are identified and eliminated. Furthermore, our post-processor classifies predicates into pre-defined semantic classes based on domain dictionaries. This classification addresses the challenge of inferring semantic equivalence. For instance, the predicate, “starting with”, in Figure 3.4 can also be represented as “begins with”. Our post-processor identifies and classifies all semantically equivalent predicates into a single category, and thus reduces the effort to individually write mappings for every predicate in inferred FOL expressions even when they represent the same semantic function. We have identified the following seven major semantic categories for predicates: (1) Greater, (2) Lesser, (3) Begin, (4) End, (5) Consist, (6) Equal, and (7) Action with respect to expressions dealing with code contracts. The negative semantic categories are represented using a negation operator preceding the identified semantic class.

In the preceding semantic analysis, our post-processor uses an NLP technique called lemmatization [SNL99]. Lemmatization involves full morphological analysis to accurately identify the lemma for each word. Extracting lemmas reduces the various operational forms of a word to its root. For example, “am”, “are”, and “is” are all reduced to “be”. Once the lemma of a word is identified, our post-processor uses the lemma to query a synonym from the WordNet [ea98] database for a suitable replacement. From the implementation perspective, we maintain a list of modifier words to identify and discard them. We have also collected synonyms from WordNet to classify a predicate in one of the semantic classes. If a match is not found, our post-processor places the predicate in the unknown category.

**Intermediate Term Elimination.** The intermediate term elimination attempts to remove intermediate terms, if they are found in the extracted expressions. For example, consider the statement in Line 3 of Figure 3.3. Here, Valid Identifier is used as the intermediate term to establish the "no longer" relationship between "name" and "32 characters". Since a shallow parser is independent of the semantics of the words used in a sentence, our text analysis engine picks up these intermediate terms as valid arguments to the predicate using them, as shown in Figure 3.4. These terms are of no inherent importance in code contract generation.
Our post-processor identifies such terms and eliminates them by replacing their usage with their definition. In particular, our post-processor eliminates intermediate terms by parsing FOL expressions. We specifically watch out for terms that are involved in an equality operator with a variable name followed by the same term being used as an input to another predicate in the representation.

**Expression Augmentation.** The sentences in return descriptions and exception descriptions in an API document are often not well written. For example, consider the following sentences:

1. “true if path is an absolute path; otherwise false.”— the return descriptions for the `IsPathRooted` method in the `Path` class in the C# .NET Framework. The main subject and verb are missing as in what is true and false.

2. “If path is null.”— one of the exception descriptions repeated in many methods in the `File` class in the C# .NET Framework. The action is missing as in what happens if the path is null.

3. “IO error occurs while accessing specified directory.”— one of the exception descriptions repeated in many methods in the `Directory` class in the C# .NET framework. While the sentence describes a code contract, the sentence omits important information in terms under what specific condition the exception is thrown.

Our expression augmentation attempts to augment these expressions. In particular, for each method, we use meta-data collected in the pre-processor augment to complete the FOL expressions involving return and exception descriptions. Here, we propose Algorithm 1 to achieve our expression augmentation. The algorithm accepts an FOL expression and the meta-data of a sentence. The algorithm returns an augmented expression if successful, and otherwise returns the original expression. The algorithm first checks whether the expression corresponds to a return description statement (Line 2). If the expression is a conditional expression and the right hand side of the expression is a variable term, the algorithm checks whether the type of the variable matches the return type described in the meta-data. Literals, ‘true’, and ‘false’, are identified as boolean; ‘numeric values’ are identified as numeric that matches integer, float, and double. If a match is found, we construct the right hand side of the original predicate as `returns`.

For the descriptions of exceptions, our expression augmentation does a similar check except that there is no need to match the type of a variable term. We construct the predicate as `throws`. 

27
Algorithm 1 Expression Augmentation generator

Require: Expr, Meta-data
Ensure: Expr’

1: Expr’ = e
2: if (d.description == return) then
3:   if (e’.root == “→”)&(e’.right is variable) then
4:     Term t = e’.right
5:     if findType(t) == d.returnType then
6:       Predicate p = new Predicate(“returns”)
7:       p.term = t
8:       e’.right = p
9:     end if
10:   end if
11: end if
12: if (d.description == exception) then
13:   if (e’.root == “→”)&(e’.right is empty) then
14:     Term t = d.exception.name
15:     Predicate p = new Predicate (“throw”)
16:     p.term = t
17:     e’.right = p
18:   end if
19: if (e’.root! == “→”) then
20:     Term t = d.exception.name
21:     Predicate p = new Predicate (“throw”)
22:     p.term = t
23:     Expr e’ = new Expr (“→”)
24:     e’.left = e’
25:     e’.right = p
26:     e’ = e”
27: end if
28: end if
29: return e’

Additionally, for the expressions in exception descriptions where no conditional expression is identified, we explicitly construct a conditional FOL expression (Line 23-25) and associate the expression to the left hand side and the throws predicate to the right hand side.

3.3.5 Code Contract Generator

Our code-contract generator generates code contracts from the extracted FOL expressions. The generator uses the predefined mapping of semantic classes of the predicates to the programming constructs to produce valid code contracts.

For example, consider the FOL expression in Figure 3.5. The “greater” predicate is mapped to the length method of the String class. Thus, the resulting code contract is requires(! (name.length() > 32)). In contrast, “begins” is mapped to the startswith and substring(0,1) methods of the String class. Our generator resolves which methods to choose by taking into account the argument for the method. If the argument is a character
Figure 3.5: FOL expression after synonym analysis and compaction for the DefineObjectProperty method in Facebook API

(characterized by a single character in quotes) or string (characterized by a string in quotes), our generator uses the `startswith` method, and if the argument is a range (characterized by expression ‘a–z’), our generator uses the `substring(0, 1)` method by converting the range to a regular expression. Thus, the final contract is `requires(name.substring(0, 1).matches("[a-z]+"))`.

### 3.4 Evaluation

We conducted an evaluation to assess the effectiveness of our approach. In our evaluation, we address three main research questions:

- **RQ1**: What are the precision and recall of our approach in identifying contract sentences (i.e., sentences that describe code contracts)?
• **RQ2**: What is the accuracy of our approach in inferring specifications from contract sentences in the API documents?

• **RQ3**: How do the specifications inferred by our approach compare with the human written code contracts?

### 3.4.1 Subjects

We used the API documents of the following two libraries as subjects for our evaluation.

**C# File System API documents.** These documents describe correct usage of methods for manipulating files in the .NET environment. However, developers still post a lot of questions regarding their usage. Because of the importance of the File API, we chose these API documents as the first set of subject documents for inferring specifications. In particular, we use three key classes (File, Path, and Directory) in our evaluations.

**Facebook API documents.** Facebook is a popular social networking site, which allows developers to write their own third-party applications. According to Facebook statistics, people on Facebook install 20 million applications everyday\(^8\). Due to the sheer popularity of Facebook and a huge number of developers developing third-party applications, we chose the Facebook API \(^9\) for C# as another set of subject documents for our evaluation. In particular, we use four key classes (Data, Friends, Events, and Comments) within the Facebook API for our evaluations.

Table 3.2 shows the statistics of the subject documents used in our evaluations. Column “Class[API Library]” lists the name of classes and their corresponding libraries. Column “\(#M\)” lists the number of methods in each class. Column “\(#S\)” lists the number of natural language sentences in method descriptions of each class.

---

3.4.2 Evaluation Results

RQ1: Precision and recall in identifying contract sentences

In this section, we quantify the effectiveness of our approach in identifying contract sentences by answering RQ1. We first manually measured the number of contract sentences in the API documents. We considered a sentence as a contract sentence if it contains a clause that is either a pre-condition or post-condition. Two researchers independently labeled sentences as contract sentences by discussing iteratively until they reached a consensus. We then applied our approach on the API documents and manually measured the number of true positives (TP), false positives (FP), and false negatives (FN) produced by our approach as follows:

- **TP**: A sentence that is a contract sentence and is identified by our approach as a contract sentence.
- **FP**: A sentence that is not a contract sentence and is identified by our approach as a contract sentence.
- **FN**: A sentence that is a contract sentence and is identified by our approach as not a contract sentence.

In statistical classification [Ols08], Precision is defined as the ratio of the number of true positives to the total number of items reported to be true, and Recall is defined as the ratio of the number of true positives to the total number of items that are true. F-score is defined as the weighted harmonic mean of Precision and Recall. Higher values of Precision, Recall, and F-Score indicate higher quality of the contract statements inferred using our approach. Based on the total number of TP, FP, and FN, we calculated the Precision, Recall, and F-score of our approach in identifying contract sentences as follows:

\[
\text{Precision} = \frac{TP}{TP + FP} \\
\text{Recall} = \frac{TP}{TP + FN} \\
F\text{-score} = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}
\]

Table 3.2 shows the effectiveness of our approach in identifying contract sentences. Column “Class[API Library]” lists the names of the classes. Column “#S” lists the number of sentences in each class, and Column “SC” lists the number of sentences manually identified as contract sentences. Columns “TP”, “FP”, and “FN” represent the number of true positives,
false positives, and false negatives, respectively. Columns “P”, “R”, and “F$S$” list values of precision, recall, and f-scores, respectively. Our results show that, out of 2717 sentences, our approach effectively identifies contract sentences based on average Precision, Recall and F-score of 91.8%, 93% and 92.4% respectively.

We next present an illustrative example of how our approach incorrectly identifies a sentence as a contract sentence. Consider the sentence from the `getLastWriteTime` method description in the Directory API for C#: “The file or directory for which to obtain write date and time information.” The sentence describes the input parameter `path`. Ideally, a POS tagger should parse the statement as a noun-phrase statement, i.e., a sentence including just a noun-phrase. However, the POS tagger incorrectly annotates this sentence as including a subject, object, and predicate, where the predicate is “write”. Since our shallow parser is dependent on the POS tagger to correctly annotate POS tags, our approach incorrectly identifies this sentence as a contract sentence. The FP produced by our approach are primarily due to the incorrect POS tags annotated by the POS tagger. The FN in our approach are also primarily due to incorrect POS tags annotated by the POS tagger. Overall, a significant number of FP and FN can be further reduced by improving the existing underlying NLP infrastructure.

**RQ2: Accuracy in inferring specifications from contract sentences**

To address RQ2, we apply our approach on sentences that were manually identified as contract sentences to infer FOL expressions. We then manually verify the correctness of the inferred specifications. We define the accuracy of our approach as the ratio of the contract sentences with correctly inferred expressions to the total number of contract sentences.

Table 3.2 shows the effectiveness of our approach in inferring specifications (FOL expressions) from contract sentences. Column “Class[API Library]” lists the name of the classes. Column “$S_C$” lists the number of sentences manually identified as contract sentences. Column “$S_I$” lists the number of specifications that were correctly inferred from contract sentences. Column “Acc” lists the accuracy of our approach in inferring specifications from the contract sentences. Our results show that, out of 1691 contract sentences, our approach correctly inferred specifications from 1410 contract sentences, with the accuracy of 83.4%.
Table 3.2: Statistics of Subject classes and Evaluation results

<table>
<thead>
<tr>
<th>Class [API Library]</th>
<th>#M</th>
<th>#S</th>
<th>(S_C)</th>
<th>TP</th>
<th>FP</th>
<th>FN</th>
<th>P</th>
<th>R</th>
<th>(F_S)</th>
<th>(S_I)</th>
<th>(Acc)</th>
<th>(S_D)</th>
<th>C</th>
<th>(Q)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data[Facebook.Rest]</td>
<td>133</td>
<td>810</td>
<td>320</td>
<td>288</td>
<td>55</td>
<td>32</td>
<td>84.0</td>
<td>90.0</td>
<td>86.9</td>
<td>244</td>
<td>76.3</td>
<td>102</td>
<td>21</td>
<td>0.75</td>
</tr>
<tr>
<td>Friends[Facebook.Rest]</td>
<td>37</td>
<td>215</td>
<td>126</td>
<td>96</td>
<td>10</td>
<td>30</td>
<td>90.6</td>
<td>76.3</td>
<td>82.8</td>
<td>84</td>
<td>66.7</td>
<td>17</td>
<td>0</td>
<td>0.83</td>
</tr>
<tr>
<td>Events[Facebook.Rest]</td>
<td>29</td>
<td>194</td>
<td>122</td>
<td>110</td>
<td>12</td>
<td>12</td>
<td>90.2</td>
<td>90.2</td>
<td>90.2</td>
<td>84</td>
<td>68.9</td>
<td>15</td>
<td>0</td>
<td>0.85</td>
</tr>
<tr>
<td>Comments[Facebook.Rest]</td>
<td>16</td>
<td>96</td>
<td>33</td>
<td>33</td>
<td>19</td>
<td>0</td>
<td>63.5</td>
<td>100.0</td>
<td>77.7</td>
<td>28</td>
<td>84.9</td>
<td>12</td>
<td>0</td>
<td>0.70</td>
</tr>
<tr>
<td>File[System.IO(.NET)]</td>
<td>56</td>
<td>795</td>
<td>647</td>
<td>627</td>
<td>15</td>
<td>20</td>
<td>97.7</td>
<td>97.0</td>
<td>97.3</td>
<td>599</td>
<td>92.6</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>Path[System.IO(.NET)]</td>
<td>18</td>
<td>99</td>
<td>63</td>
<td>48</td>
<td>11</td>
<td>15</td>
<td>81.4</td>
<td>76.2</td>
<td>78.7</td>
<td>44</td>
<td>69.8</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>Directory[System.IO(.NET)]</td>
<td>44</td>
<td>508</td>
<td>380</td>
<td>371</td>
<td>18</td>
<td>9</td>
<td>95.4</td>
<td>97.6</td>
<td>96.5</td>
<td>327</td>
<td>86.1</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>Total</td>
<td>333</td>
<td>2717</td>
<td>1691</td>
<td>1573</td>
<td>140</td>
<td>118</td>
<td>91.8</td>
<td>93.0</td>
<td>92.4</td>
<td>1410</td>
<td>83.4</td>
<td>146</td>
<td>21</td>
<td>0.79*</td>
</tr>
</tbody>
</table>

* Column average
We next present an illustrative example of how our approach infers an incorrect specification from a contract sentence. Consider the sentence from the Friends class in the Facebook API for .NET: “The first array specifies one half of each pair, the second array the other half; therefore, they must be of equal size.”. The sentence describes the two input parameters. Our approach successfully identifies the sentence as a contract sentence. However, while inferring the specification, our approach faces difficulty in accurately inferring the semantic relations. In particular, the complexity of the sentence (involving both code contracts and generic descriptions) makes it difficult for the POS tagger to correctly annotate POS tags, thus causing a semantic pattern to be incorrectly applied to the sentence. This sentence appears 20 times across different method descriptions in the Friends class where our approach performed the worst. If our approach would have correctly inferred specifications from the sentence, the accuracy of our approach for the Friends API would have been 82.5% instead of 66.7%.

RQ3: Comparison with human written contracts

To answer RQ3, we compared the specifications inferred from contract sentences by our approach with the human written code contracts. The Facebook API for C# is equipped with code contracts that were written by Rubinger et al. [RB10] as a part of their experience report on applying the Microsoft Code Contract system for the .NET framework. We first manually calculated $S_I$ as the number of specifications correctly inferred by our approach for a class. We then calculated $S_D$ as the number of human written code contracts written by Rubinger et al. for that class, and $C$ as the number of the specifications that are common between $S_I$ and $S_D'$. Our results show that out of 440 inferred specifications and 146 human written contracts only 21 are in common. We next discuss some of the implications of the results.

Before carrying out this evaluation, we had hoped that the specifications inferred by our approach would largely be a superset of the human written contracts, as Rubinger et al. claimed to have written these contracts as a “direct translation of the method descriptions and some as their own interpretation of the API” [RB10]. However, the results suggest that not to be the case. We were intrigued by the outcome and manually investigated the nature of the human
written contracts and the specifications inferred by our approach. Interestingly, we found that all of the human written code contracts are assertions categorized as follows: (1) Null Checks, (2) Range Checks, and (3) Size Checks. Furthermore, around 80% of these are simplistic `not null and length>0` checks. For instance, for the example method description in Figure 3.3, the human written code contracts are:

```csharp
Contract.Requires(name!=null&&name.Length>0);
```

Although the contract holds true, it is a simplistic `not null and length>0` check, since it fails to capture limitations of the first character and size restrictions (<32). In contrast, our approach is capable of inferring detailed specifications as shown in Figure 3.6. Furthermore, no direct text (in the method description) could be found that corresponds to some of human written contracts. Since our approach infers specifications from only method descriptions, we do not produce such specifications for these contracts. Additionally, of the 22 instances of the same description as shown in Figure 3.3 for input parameter `name` across the methods in the `Data` class for the Facebook API, we found only 2 (9%) instances where the specifications inferred by our approach completely matched the code contracts written by Rubinger et al. The remaining 20 (91%) instances were translated as described earlier. Logically, specifications produced by our approach imply the corresponding human written code contracts. In future work, we plan to explore techniques to infer these implied contracts. On manual examination of other human written contracts, we concluded that, despite valid, several contracts are deemed to be implied and hence there is no corresponding textual description in the API method descriptions, including all the contracts in the `Friends`, `Comments`, and `Events` classes and more than 70% of the contracts in the `Data` class of the Facebook API. These contracts are the ones that Rubinger et al. claimed to have written as their own understanding of the API. In addition, none of the human written contracts capture post-conditions. In contrast, our approach is able to infer both pre- and post-conditions from the method descriptions.

From our evaluation, we conclude that our approach systematically infers specifications from the method descriptions in API documents. However, there are cases where method descriptions do not completely describe specifications. In such cases, our approach can work in conjunction with either human written contracts or approaches that statically or dynamically infer code contracts from API implementation [CTS08, NE02].
Summary

In summary, our evaluation shows that our approach effectively identifies contract sentences from the method descriptions in API documents, demonstrated by the high values in Columns “Precision”, “Recall”, and “F-score” in Table 3.2 from over 2717 sentences. Our evaluation also shows that our approach infers specifications from the contract sentences with high accuracy (averagely 83.4%), as shown by the values in column “Accu” in Table 3.2 from over 1691 contract sentences. Furthermore, our evaluation results show that our approach can infer detailed specifications than human written contracts.

3.4.3 Threats to Validity

Threats to external validity primarily include the degree to which the subject documents used in our evaluations are representative of true practice. To minimize the threat, we used API documents of two representative projects: one commercial and the other open source. The C# File System API documents describe one of the most commonly used and mature APIs. We also used the Facebook API for C#, which is relatively new (introduced in 2008). Furthermore, the difference in the functionalities provided by the two projects also address the issue of over fitting our approach to a particular type of API. The threat can be further reduced by evaluating our approach on more subjects. Additionally, to represent human written code contracts, we used the human written code contracts for the Facebook API for C# [RB10], and did not use any code contracts written by ourselves. Threats to internal validity include the correctness of our implementation in extracting code contracts and labelling a statement as a contract statement. To reduce the threat, we manually inspected all the specifications inferred against the API method descriptions in our evaluation. Furthermore, we ensured that the results were individually verified and agreed upon by two authors.

3.5 Discussion and Future work

Our approach serves as a way to formalize the description of specifications in the natural language texts of API documents (targeted towards generating code contracts), thus facilitating existing tools to process these specifications. We next discuss the benefits of our approach in other areas of software engineering, followed by a description of the limitations of the current implementation and our approach.
**Code Searching.** Code searching [TX07, Rei09] for reuse is a classic problem [FK05] in software engineering. Among previous approaches, a recent approach by Riess [Rei09] provides promising results by using semantics such as code contracts as input-output relationships for code searching. Our approach can be used for generating specifications from API documents in a code repository and thus assisting such approaches in producing better results.

**Program Synthesis.** Automated program synthesis holds potential for easing the task of a developer by taking care of program generation and allowing the developer to concentrate on design tasks. Recent work by Srivastava et al. [SGF10a] addresses the problem by leveraging specifications in the form of pre/post-conditions and invariants to achieve synthesis. Our approach can work in conjunction with such approaches to extract specifications from natural language text to achieve better synthesis.

### 3.5.1 Limitations:

**Information flow analysis.** Our approach currently takes into account the specifications described in a single sentence. However, there are instances when a specification is distributed across several sentences. Consider the sentences below:

> “parameter values:Id-value pairs of preferences to set. Each id is an integer between 0 and 200 inclusively. Each value is a string with maximum length of 128 characters.”

The first sentence describes the data structure used for the variable values. The sentences following the first sentence describe the specification on each item in the data structure. Since currently our approach works on individual sentences, it is not possible to establish the relationship between the specifications described in later sentences to the first sentence. In future work, we plan to investigate techniques to facilitate information flow analysis to handle such situations.

**Contextual Information.** Some API documents are not comprehensive. Method descriptions omit certain specifications that have already been described in another closely related method. Currently, our approach does not deal with such scenarios as we do not consider contextual information. In future work, we plan to explore techniques to infer specifications in such scenarios.

**Validation of Method Descriptions.** API documents can sometimes be misleading [TMTL12a, RGL10], thus causing developers to write faulty client code. In future work, we plan to extend our approach to find documentation-implementation inconsistencies.
Elimination of Predefined Lists. The current implementation of our approach uses pre-defined lists for domain dictionaries. There are approaches [ZCY08] that facilitate building domain dictionaries from source code. We plan to extend our implementation to use these approaches. Furthermore, we rely on pre-defined templates for code contract generation. While such a strategy serves our purpose of prototyping, advanced techniques such as keyword programming [LM07] have shown promising results in building programming statements using keywords. We plan to explore such techniques and evaluate the overall effectiveness of our approach after augmenting it with such techniques.

3.6 Chapter Summary

Specifications described in natural language in API documents are not amenable to formal verification by existing verification tools. In this chapter, we have presented a novel approach for inferring formal specifications from API documents targeted towards code contract generation. Our evaluation results show that our approach has an average of 92% precision and 93% recall in identifying sentences describing code contracts from over 2717 sentences. Furthermore, our results also show that our approach has an average of 83.4% accuracy in inferring specifications from sentences describing code contracts out of over 1691 sentences.
Temporal constraints of an Application Programming Interface (API) are the allowed sequences of method invocations in the API. These constraints govern the secure and robust operation of client software using the API. This chapter introduces ICON: an approach to infer temporal constraints.  

1 The remainder of this chapter is organized as follows. Section 4.1 introduces the approach. Section 4.2 presents a real-world example that motivates our approach. Section 4.3 presents our approach. Section 4.4 presents the evaluation of our approach. Section 4.5 presents brief discussion on the limitations and future work.

4.1 Introduction

Application Programming Interfaces (APIs) facilitate software reuse by providing a standardized mechanism to access API components. However, an API has some constraints (governing the proper use of the API) that must be followed. One such type of constraints are temporal constraints [2], which are the allowed sequences of invocations of methods from the API. Non-compliance to such constraints often results in faulty applications that are unreliable.

1This work was done in collaboration with Kunal Taneja, Tao Xie, Laurie Williams, and Teresa Tung
Formal analysis tools, such as model checkers and runtime verifiers, can assist in detecting violations of the temporal constraints in API clients as defects [LJMR12]. These tools typically accept a formal representation of the temporal constraints for detecting violations. However, temporal constraints are typically described in natural language text of API documents. Such documents are provided to client-code developers through an online access, or are shipped with the API code. For a method under consideration, an API document may describe both the constraints on the method parameters as well as the temporal constraints in terms of other methods that must be invoked pre/post invoking that method.

Although natural language API descriptions can be manually converted to formal constraints, manually identifying and writing formal constraints based on natural language text in API documents can be prohibitively time-consuming and error-prone [WWL+13, RB10]. For instance, the PDF version of the documentation for the Amazon S3 REST API² spans 278 pages describing 51 methods.

The goal of this work is to assist developers to construct API clients that comply with temporal constraints of the API through the inference and formalization of these constraints found in natural language API documents.

The first step towards formalizing temporal constraints is to identify the sentences describing such constraints. A straightforward approach to identify the constraint sentences is to perform keyword-based search on API documents. However, the effectiveness of such an approach is limited by the quality of the used keywords. Furthermore, sentences involving temporal constraints often the time may not have uniquely identifiable keywords.

For instance, consider the sentences from the PayPal Payment REST API: 1) “Use this call to complete a payment.” from the execute payment method; 2) “Use this call to refund a completed payment.” from the refund sale method. Sentence 1 is a descriptive statement about the execute payment method. In contrast, Sentence 2 indicates the temporal constraint that a payment must be completed before the refund call is initiated. Since these sentences are not significantly different in terms of words, a simple keyword-based search will fail to distinguish between the two. Another problem with keyword-based search is that the method names (and synonyms) are part of the keywords themselves, thus resulting in a large number of keywords to be searched. The large number of keywords further negatively affects accuracy.

Even after a sentence has been identified as a constraint sentence, an approach still needs to infer the references to the method in the sentences, which often may not be explicit. Consider

Sentence 2 in the preceding example. The phrase “completed payment” refers to the `execute payment` method in the API.

To address these issues, we propose ICON: an approach based on Machine Learning (ML) and Natural Language Processing (NLP) for identifying and inferring formal temporal constraints. We propose to first employ ML for identifying temporal constraint sentences and then use NLP techniques to infer formal temporal constraints from the identified sentences.

An ML-based approach for identifying the temporal constraint sentences addresses the limitations of keyword-based search by automatically learning patterns of temporal constraint sentences. Furthermore, we propose to use a combination of words, syntax (parts of speech) of a sentence, and semantics (relationship between words) of a sentence as the features for learning patterns. This combination allows ICON to make a finer-grained distinction between the example sentences described earlier. Furthermore, to identify phrases as implicit method-invocation references, we propose to leverage domain dictionaries that are systematically created from API documents and generic English dictionaries.

In summary, the ICON approach leverages the natural language description of an API to infer temporal constraints of method invocations. As our approach analyzes API documents in natural language, it can be reused independent of the programming language of an API library. Additionally, our approach complements existing mining-based approaches [BW12, TX07, WDZ+13, ZXZ+09] that partially address the problem by mining for common usage patterns among client code reusing the API. Our results indicate that ICON is effective in identifying temporal constraint sentences (from over 4000 human-annotated API sentences) with the average precision, recall, and F-score of 79.0%, 60.0%, and 65.0%, respectively. Furthermore, our evaluation also demonstrates that ICON achieves an accuracy of 70% in inferring 77 formal temporal constraints from these sentences. This chapter makes the following main contributions:

- An ML- and NLP-based approach that effectively infers formal temporal constraints of method invocations.
- A prototype implementation of our approach based on extending the Stanford Parser [KM03b], which is a natural language parser to derive the grammatical structure of sentences.
- An evaluation of our approach on the Amazon S3 REST API, the PayPal Payment REST API, and the commonly used package `java.io` from the JDK API. All our experimental subjects, results, and artifacts are publicly available on our project website. [proa]
4.2 Motivating Example

We next present a real world example to motivate our approach. Through the example, we demonstrate that developers often ignore the temporal constraints of an API described in the documentation. We suspect the reason for this behavior is that the documentation is often verbose and the information is distributed across various pages. Often developers may not have time (and/or patience) to go through all the documentation and may overlook some temporal constraints of the API, resulting in defective client applications that invoke API methods in sequences prohibited by documentation.

Consider the question asked in *Stack Overflow*[^3] as shown in Figure 4.1. Stack Overflow is an online question and answer forum for professional and enthusiast programmers. The query is about the delete functionality of a third-party software S3Fox to interact with Amazon S3 REST API. The inquisitor complains about an issue in the delete bucket functionality of the

[^3]: http://stackoverflow.com/questions/27267/delete-amazon-s3-buckets

---

[^3]: http://stackoverflow.com/questions/27267/delete-amazon-s3-buckets
S3Fox. The S3Fox developers overlooked the constraints in Amazon S3 REST API developer documents, causing the issue. The API document pertaining to the delete bucket functionality states that before deleting the bucket, the objects in the buckets must be deleted. “All objects (including all objects versions and Delete Markers) in the bucket must be deleted before the bucket itself can be deleted”. Although the issue was fixed, one of the forum responses recommended the inquisitor to switch to another product. Customer dissatisfaction caused by such issues with the delete bucket functionality can lead to a loss in revenue.

The presented issue can be easily detected using formal analysis tools. For instance, a specification rule (temporal constraint) can be added to a static checker to verify the presence of a call to delete object functionality before the call to delete bucket functionality.

### 4.3 ICON Overview

We next present our approach for inferring temporal constraints from the method descriptions in API Documents. Figure 4.2 gives an overview of the ICON approach. ICON consists of six major components: a preprocessor, a candidate identifier, a text-analysis engine, a semantic graph generator, constraint extractor, and a type analyzer. Additionally, our approach uses an optional model trainer component and external NLP parser component.

First, the preprocessor accepts API documents and preprocesses the sentences in the method description. Next, an NLP parser annotates the syntax and semantics of preprocessed sentences. The annotated sentences are accepted by candidate identifier component to classify temporal constraint sentences, using the model trained by the model trainer component. The text-analysis engine further transforms the identified constraint sentences into the first-order-logic (FOL) representation. Finally, the constraint extractor leverages the semantic graphs to infer temporal constraints from the FOL representation of a sentence. The type analyzer component infers temporal constraints encoded in the type system of a language by analyzing the API methods parameter and return types. We next describe each component in detail.

#### 4.3.1 Preprocessor

The preprocessor accepts the API documents and extracts method descriptions. In particular, the preprocessor extracts the following fields from the method descriptions: 1) summary of the API method; 2) summary and type information of parameters of the API method; 3) summary
This step is required to extract the desired descriptive text from the API documents. Different API documents may have different styles of presenting information to developers. This difference in style may also include the difference in the level of the details presented to developers. ICON relies only on basic fields that are generally available for API methods across different presentation styles.

After extracting desired information, the natural language text is further preprocessed to be analyzed by subsequent components. The preprocessing steps are required to increase the accuracy of core NLP techniques (described in Chapter 2) that are used in the subsequent phases of the ICON approach. The accuracy of core NLP techniques is often inversely proportional to the number of lexical tokens in a sentence. Thus, reduction in the number of lexical tokens greatly improves the accuracy of core NLP techniques. The preprocessor employs following heuristics to achieve the desired reduction of lexical tokens:

- **Named Entity Handling**: Sometimes a sequence of words correspond to the name of entities that have a specific meaning collectively. For instance, consider the phrases “Amazon
“S3”, “Amazon simple storage service”, which are the names of the service. Further resolution of such phrases using grammatical syntax is redundant for inference needs. This heuristic annotates the phrase representing the name of an entity as a single lexical token, to improve accuracy of core NLP techniques.

- **Abbreviation Handling**: Natural-language sentences often consist of abbreviations interleaved with text. This interleaving may result in POS tagger to incorrectly parse a sentence. This heuristic finds such instances and annotates them as a single lexical unit. For example, text followed by abbreviations such as “Access Control Lists (ACL)” is treated as single lexical unit. Detecting such abbreviations is achieved by using the common structure of abbreviations and encoding such structures into regular expressions. Typically, regular expressions provide a reasonable approximation for handling abbreviations.

### 4.3.2 NLP Parser

The NLP parser accepts the pre-processed documents and annotates every sentence in each document using core NLP techniques [dMMM06, dMM08, PXZ+12, PXY+13, TSSC12] described in Chapter 2. In particular, each sentence is annotated with: 1) POS tags, 2) named-entity annotations, and 3) Stanford-typed dependencies.

Next we use an example to illustrate the annotations added by the NLP Parser. Consider the sentence from the example section ‘All objects (including all object versions and Delete Markers) in the bucket must be deleted before the bucket itself can be deleted.”. Figure 4.3 shows the sentence annotated by NLP parser. Each word (occurs first) is followed by the Part-Of-Speech (POS) tag of the word (in green), which is further followed by the name of Stanford dependency connecting the actual word of the sentence to its predecessor. From an implementation perspective, this component can be implemented using any existing NLP libraries or approaches such as Stanford Parser [SNL99].

### 4.3.3 Candidate Identifier

This component accepts the annotated sentence from the previous component, then using a trained ML model, classifies whether each sentence as a temporal constraint sentence or not. We next describe the model construction.
The goal of model construction is to use a small set of manually classified temporal constraint sentences of a representative API classify the unlabeled sentences as being temporal constraints or not. From an implementation perspective, we can use any of the standard off-the-shelf classifiers to train the ML model, since ICON seeks to achieve only a binary classification of the API sentences. The ML model can be trained offline or else by the users of the approach if better accuracy is desired for domain-specific data.

Feature selection is an important factor for the accuracy any classification method. In the simplest form, each word occurring in a sentence is considered as a feature. However, such an approach may lead to overly specific ML models, and therefore the ICON approach extracts generic features from sentences. We next describe the features we chose for training our ML model along with the rationale for selecting such features.

1. **Length of a Sentence**: The feature is the total number of words in the sentence. The rationale is that shorter sentences (containing fewer words) are unlikely candidates for temporal constraint sentences.
2. **Sentence Type**: The context of sentence, whether the sentence appears as under method, parameter, return value, or exception/error summary as captured by pre-processor phase. The rationale is that a majority of the temporal constraint sentences are either method or exception summary sentences.

3. **Lemmatization**: The features are the lemma of a words occurring in the sentences. In linguistic, lemmatization is the reduction of operational form of a word to its base form. For instance, “invoking”, “invokes”, and “invoked” are all reduced to invoke. The rationale for reducing the words to base form is to reduce the size of the feature set that otherwise considers every word form as an independent feature.

4. **Stopword Reduction**: In linguistics, stopwords are the frequently occurring words that can be ignored and are often considered noise, such as “the”, “of”, “to” etc... The rationale for filtering the stopwords is to reduce the size of feature set that otherwise considers such words (despite being noise) as an independent features. Stopword list is further augmented by adding to them the words that occur exactly once in the training corpus to avoid over-fitting of the model to the training corpus.

5. **Stanford Dependencies**: We add to the feature set by identifying the presence of specific Stanford-typed dependencies pertaining to the temporal aspects of the sentence semantics. In particular, we identify the presence of “advcl”, “aux”, “auxpass”, “vmod”, and “tmod”. For instance, the annotated sentence in Figure 4.3 contains both “aux” and “auxpass” dependencies. These are both added to the feature set.

6. **POS Tags**: We filter words whose part of speech tags are “Noun”, “Determiner”, “Adjective”, “Cardinal Number”, “Foreign Word”, “Brackets”, “Coordinating Conjunction”, and “Personal Pronouns”. The rationale for filtering based on POS tags is to remove the words that are unlikely to be specific to temporal constraints. For instance, presence or absence of determiners is unlikely to affect the outcome of classifier. We further, annotate the POS of word to further distinguish between the words used in different context.

7. **Sentence Structure**: The feature is the ordered sequence of chunking tags [KM03b, KM03c] in a sentence. Chunking seeks to divide a sentence into a constituent set of words (or phrases) that logically belong together (such as a Noun Phrase and Verb Phrase). Thus chunking captures the structure of a sentence. Rationale for selecting ordered sequence of chunking tags is to incorporate structure of a sentence as a feature.
We use the described feature set to train a classifier to perform binary classification of sentence as either temporal constraint describing or not. The rationale of using ML based approach as opposed to a rule based approach is because: 1) rule-writing requires domain expertise; 2) rules-writing tends to quickly become ad hoc thus requires greater effort to generate generic rules to avoid over-fitting; and 3) ML classifiers have shown to scale well with large volumes of data.

### 4.3.4 Text Analysis Engine

The text analysis engine component accepts the sentences identified as constraint sentences and creates an intermediate representation of each sentence. This intermediate representation is leveraged by subsequent component to infer formal constraints. We define our representation as a tree structure that mimics a FOL expression. Research literature provides evidence of the adequacy of using FOL for NLP related analysis tasks [SPKB09, SSP10, PXZ\(^+\)12, PXY\(^+\)13].

In our representation, every node in the tree except for the leaf nodes is a predicate node. The leaf nodes represent the entities. The children of the predicate nodes are the participating entities in the relationship represented by the predicate. The first or the only child of a predicate node is the governing entity and the second child is the dependent entity. Together the governing entity, predicate and the dependent entity node form a tuple.

Chapter 5 introduces the intermediate representation generation technique implemented as a function of Stanford-typed dependencies [dMMM06, dMM08, KM03c], to leverage the semantic information encoded in Stanford-typed dependencies. However, we observed that such implementation is overwhelmed by complex sentences. We improve the accuracy of intermediate-representation generation by proposing a hybrid approach, i.e. taking into consideration both the POS tags as well as Stanford-typed dependencies. The POS tags which annotate the syntactical structure of a sentence are used to further simplify the constituent elements in a sentence. We then use the Stanford-typed dependencies that annotate the grammatical relationships between words to construct our FOL like representation. Thus, the intermediate representation generator used in this work is a two phase process as opposed to single phase in previous work [PXZ\(^+\)12, PXY\(^+\)13]. We next describe these two phases:

- **POS Tags**: We first split a sentence into smaller constituent sentences based on the function of POS tags. For instance, consider the sentence which are then accurately annotated by the underlying NLP Parser:

```plaintext
48
```
“All objects (including all object versions and Delete Markers) in the bucket must be deleted before the bucket itself can be deleted.”

The Stanford parser faces difficulty to annotate accurately the Stanford-typed dependencies of the sentence because of presence of various clauses acting on various subject-object pairs. As shown in Figure 4.3 the word “including” is annotated with Stanford-typed dependencies “dep” that is a catch all dependency. A catch all dependency is selected by a parser when no other appropriate dependency can be selected. The ICON approach thus automatically break down the sentence into two smaller tractable sentences, which are accurately annotated:

“All objects in the bucket must be deleted before the bucket itself can be deleted.”
“All objects including all object versions and Delete Markers.”

Table 4.1 lists the semantic templates used in this phase. Column “Template” describes conditions where the template is applicable and Column “Summary” describes the action taken by ICON when the template is applicable. With respect to the previous example the template 3 (A noun phrase followed by another noun/pronoun/verb phrase in brackets) is applicable. Thus our shallow parser breaks the sentence into two individual sentences.

- **Stanford-typed Dependencies**: After complex sentences (whenever applicable) have been broken to simple sentences, this phase generates an intermediate (FOL) representation of the sentences. This phase accepts the syntax-annotated sentences (grammatical and semantic) and builds a First-Order-Logic (FOL) like representation of the sentence. Earlier researches have shown the adequacy using FOL for NLP related analysis tasks [SPKB09, SSP10, PXZ12]. The component is implemented as a sequence of cascading finite state machines based on the function of annotated Stanford-typed dependencies [dMMM06, dMM08, KM03b, KM03c]. Figure 4.4 is the FOL representation of the sentence “All objects in the bucket must be deleted before the bucket itself can be deleted”. All the leaf nodes (entities) are represented as the bold words. For readability each node is appended with a number representing the in-order traversal index of the tree.
<table>
<thead>
<tr>
<th>S No.</th>
<th>Template</th>
<th>Summary</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Two sentences joined by a conjunction</td>
<td>Sentence is broken down into two individual sentences with the conjunction term serving as the connector between two.</td>
</tr>
<tr>
<td>2.</td>
<td>Two sentences joined by a “,”</td>
<td>Sentence is broken down to individual independent sentences</td>
</tr>
<tr>
<td>3.</td>
<td>A noun phrase followed by another noun/pronoun/verb phrase in brackets</td>
<td>Two individual sentences are formed. The first sentence is the same as the parent sentence sans the noun/pronoun/verb phrase in bracket. The second sentence constitutes of the noun phrase followed by noun/pronoun/verb phrase without the brackets.</td>
</tr>
<tr>
<td>4.</td>
<td>A noun phrase by a conditional phrase in brackets</td>
<td>Two individual sentences are formed. The first sentence is the same as the parent sentence sans the conditional phrase in bracket. The second sentence constitutes of noun phrases followed by conditional in the bracket.</td>
</tr>
<tr>
<td>5.</td>
<td>A conditional phrase followed by a sentence</td>
<td>Two dependent sentences are formed. The first sentence constitutes the conditional phrase. The second sentence constitutes rest of the sentence.</td>
</tr>
<tr>
<td>6.</td>
<td>A sentence in which the parent verb phrase is over two child verb phrases joined by a conjunction</td>
<td>Two dependent sentences are formed where the dependency is the conjunction. The first sentence is formulated by removing conjunction and second child verb phrase. The second sentence is formulated by removing conjunction and first child verb phrase.</td>
</tr>
</tbody>
</table>
Constraint Extractor

Constraint Extractor is responsible for inferring temporal constraint from the classified constraint sentences. Temporal constraints are expressed as temporal formulae involving: a) Predicates $\xi$ representing method calls and b) Temporal operators: backward ($\leftarrow$) & forward ($\rightarrow$) and their negations $\neg \leftarrow$ & $\neg \rightarrow$. We define the following four constraints:

1. **Forward Operator** ($\xi_1 \rightarrow \xi_2$): method call $\xi_1$ must be succeeded by method call $\xi_2$.
2. **Backward Operator** ($\xi_1 \leftarrow \xi_2$): method call $\xi_1$ must be preceded by method call $\xi_2$.
3. **Negative Forward Operator** ($\xi_1 \neg \rightarrow \xi_2$): method call $\xi_1$ cannot be succeeded by method call $\xi_2$
4. **Negative Backward Operator** ($\xi_1 \neg \leftarrow \xi_2$): method call $\xi_1$ cannot be preceded by the method call of $\xi_2$

We next describe how ICON identifies the terms of the constraint formula:

$\xi_1$: ICON first identifies $\xi_1$ as the method whose description the constraint sentence is part of. For instance the sentence in Figure 4.3 is part of Delete Bucket method description in Amazon S3 REST API, $\xi_1$ is instantiated as Delete Bucket method.

$\xi_2$: ICON next identifies $\xi_2$. Since, references to $\xi_2$ may not always be implicit we leverage the semantic graphs. A semantic graph is a representation of objects and the methods applicable on those objects. Figure 4.5 shows a graph for Object resource in Amazon S3 REST API.
Algorithm 2 ActionExtractor

Require: K_Graph \( g \), FOL_rep \( rep \)
Ensure: String \( action \)

1: String \( action = \phi \)
2: List \( r\_name\_list = g.resource\_Names \)
3: FOL_rep \( r' = rep.findLeafContaining(r\_name\_list) \)
4: List \( actionList = g.actionList \)
5: while \( (r'.hasParent) \) do
6:  if \( actionList.contains(r'.parent.predicate) \) then
7:   \( action = actionList.matching(r'.parent.predicate) \)
8:  break
9:  else
10:   if \( actionList.contains(r'.leftSibling.predicate) \) then
11:     \( action = actionList.matching(r'.leftSibling.predicate) \)
12:    break
13:  end if
14: end if
15: \( r' = r'.parent \)
16: end while
17: return \( action \)

The phrases in rounded rectangle are the actions applicable on Object resource. Section 4.3.6 further describes how these graphs are generated. ICON uses the Algorithm 2 to identify \( \xi_2 \).

ICON systematically explores the intermediate representation of the candidate sentence to identify \( \xi_2 \). First, this component attempts to locate the occurrence of object name or its synonym in the leaf nodes (entity) of the intermediate representation of the sentence. Once a leaf node is found, this component systematically traverses the tree from the leaf node to the root, matching all parent predicates as well as immediate child predicates. This component matches each of the traversed predicate with the actions associated with the object defined in semantic graph. ICON further employs WordNet and Lemmatisation to deal with synonyms to find appropriate matches. If a match is found, then the matching action is returned as \( \xi_2 \). ICON does not consider self references, that is if \( \xi_2 = \xi_1 \), the identified method reference is discarded. In case of multiple matching actions ICON considers only the first match. For instance the sentence in Figure 4.3 algorithm identifies Delete Object method as \( \xi_2 \).

Temporal Operator: ICON next identifies the direction (forward or backward) of the relationship by examining the tense of \( \xi_2 \) reference in the sentence. Past tense is considered as
backward and other tenses are considered as forward. For instance, the sentence in Figure 4.3 since “deleted” is in past tense and therefore operator is backward and the constraint is Delete Bucket ← Delete Object. Negation is identified by presence of the negation verbs such as “no”, “not”, “can’t” ... etc. Another rule for negation operator is if the sentence is in exception/error description.

### 4.3.6 Semantic-Graph Generator

A key way of identifying reference to a method in the API by ICON is the employment of a semantic graph of an API. We propose to initially infer such graphs from API documents. Ad hoc creation of semantic graph is prohibitively time consuming and may be error prone. We thus employ a systematic methodology (proposed previously in Whyper [PXY13]) to infer semantic graphs from API documents.

We first consider the name of the class for the API document in question. We then find the synonyms terms used refer to the class in question. The synonym terms are listed as by splitting the camel-case notation in the class name. This list is further augmented with the name of the parent classes and implemented interfaces if any. We then systematically inspect the member methods to identify actions applicable to the objects represented by the class. From the name of a public method (describing a possible action on the object), we extract verb phrases. The verb phrases are used as the associated actions applicable on the object. In case of REST API we first identified the resources and then listed REST actions on those resources as applicable actions. Figure 4.5 shows the graph for Object resource in REST API. The phrases in rounded rectangle are the REST actions applicable on Object resource in Amazon S3 REST API.

### 4.3.7 Type Analysis

Some temporal constraints are enforced by the type system in typed Languages. For instance, a method (m) accepting input parameter (i) of type (t) mandates that (at least one) method (m’) be invoked whose return value is of type (t). To extend the temporal constraints inferred by the analyzing the natural language text, this component infers additional constraints that are encoded in the type system. Algorithm 3 lists the steps followed to infer type based temporal constraints.

The algorithm accepts the list of methods as an input produces a graph with the nodes representing methods in an API and the directed edges representing temporal constraints. First,
Figure 4.5: Semantic Graph for the Object method in Amazon S3 REST API

an index list \((L_{mtd})\) of the public methods in an API is created based on the return types of the method. Next, all public methods in the API are added as nodes \((m_1, m_2...m_k)\) in an unconnected graph \((G)\). Next, for every method \((m)\) in \(L_{mtd}\), we identify the types of the input parameters \((t_1, t_2...t_k)\). We then add a directed edge from all the methods in \((G)\), where the return type of the method matches any of the types in \((t_1, t_2...t_k)\). Additionally, an edge is created from the object creation methods (constructors) of a class to the non-static members methods of a class, because a member methods are invoked after objects creation. The temporal constraints based on the type information is extracted by querying \(G\). The incoming edges to a node denoting a method represents the set of pre-requisite methods. The temporal constraint being, at least one of the pre-requisite methods must be invoked before invoking the method in question.

### 4.4 Evaluation

We next present the evaluation we conducted to assess the effectiveness of ICON. In our evaluation, we address three main research questions:

- **RQ1**: What are the precision and recall of ICON in identifying natural language sentences describing temporal constraints? Answer to this question quantifies the effectiveness of ICON in identifying constraint sentences.

- **RQ2**: What is the accuracy of ICON in inferring temporal constraints from constraint sentences in the API documents? Answer to this question quantifies the effectiveness of
Algorithm 3 Type_Sequence_Builder

**Require:** List `methodList`

**Ensure:** Graph `seq_Graph`

1. Graph `seq_Graph` = φ
2. Map `idx` = createIdx(`methodList`) 
3. for all Method `mtd` in `methodList` do
4. `seq_Graph.addVertex(mtd)`
5. end for
6. for all Method `mtd` in `methodList` do
7. if `mtd.isPublic()` then
8. if !`mtd.isStatic()` then
9. List `preList` = `idx.query(mtd.declaringType)`
10. for all Method `mtd'` in `preList` do
11. `seq_Graph.addEdge(mtd', mtd)`
12. end for
13. end if
14. for all Parameter `param` in `mtd.getParameters()` do
15. if !isBasicType(`param.Type`) then
16. List `preList` = `idx.query(`paramType`)`
17. for all Method `mtd'` in `preList` do
18. `seq_Graph.addEdge(mtd', mtd)`
19. end for
20. end if
21. end for
22. end if
23. end for
24. return `seq_Graph`

ICON in inferring temporal constraints from constraint sentences.

- **RQ3:** What is the degree of the overlap between the temporal constraints inferred from natural language text in comparison to the typed-enforced temporal constraints?

### 4.4.1 Subjects

We used the API documents of the following three libraries as subjects for our evaluation.

- **Amazon S3 REST API** provides a REST based web services interface to store and retrieve data on the web. Furthermore, Amazon S3 also empowers a developer with rich
set of API methods to access a highly scalable, reliable, secure, fast, and inexpensive infrastructure. Amazon S3 is reported to store more than 2 trillion objects as of April 2013 and gets over 1.1 million requests per second at peak time [ama].

- **PayPal Payment REST** API provides a REST based web service interface to facilitate online payments and money transfer. PayPal reports to have handled $56.6 billion (USD) worth of transactions (total value of transactions) in just the third quarter of 2014.

- **java.io**: is one of the widely used packages in Java programming language. The package provides APIs for system input and output through data streams, serialization and the file system, which are one of the fundamental functionalities provided by any programming language.

We chose Amazon S3, PayPal payment, and java.io APIs as our subjects because they are widely used and contain relevant documentation.

### 4.4.2 Evaluation Setup

We first manually annotated the sentences in the API documents of the subject APIs. Two researchers manually labeled each sentence (2417 total) in the Java API documentation as being a temporal constraint sentence or not. We used Cohen kappa [Car96] score to statistically measure the inter-rater agreement. The Cohen kappa score of the two researchers was .66 (on a scale of 0 to 1), which denotes a statistically significant agreement [Car96]. After the researchers classified all the sentences, they discussed with each other to reach a consensus on the sentences they classified differently. We use these classified sentences as the golden set for evaluating effectiveness of ICON. Table 4.3 lists the subject statistics. Based on the discussions with regards to annotation of java.io API, I annotated the rest of the subject APIs.

To answer RQ1, we first measure the number of true positives ($TP$), false positives ($FP$), true negative ($TN$), and false negatives ($FN$) in identifying the constraint sentences by ICON. We define constraint sentence as a sentence describing a temporal constraints. We define the $TP$, $FP$, $TN$, and $FN$ of ICON as follows:

1. $TP$: A sentence correctly identified by ICON as constraint sentence.

---
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In statistical classification [Ols08], precision is defined as a ratio of number of true positives to the total number of items reported to be true, recall is defined as a ratio of number of true positives to the total number of items that are true. F-Score is defined as the weighted harmonic mean of precision and recall. Based on the calculation of $TP$, $FP$, $TN$, and $FN$ of ICON defined previously we computed the precision, recall, and F-Score of ICON as follows:

\[
\text{Precision} = \frac{TP}{TP + FP} \\
\text{Recall} = \frac{TP}{TP + FN} \\
F - \text{Score} = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}
\]

We then use these measures to identify relative effectiveness of ICON by executing multiple classifiers on the annotated sentences. We tested the classifiers using a stratified n-fold cross-validation approach, using 10 as the value n (10-fold) as recommended by Han et al. [HK06]. The cross validation ensures that every sentence is used for training and testing, thus producing low bias and variance. In particular, we execute the classifiers in two different configurations. First we executed the classifiers using the words in the sentences as features and measure precision, recall, and F-Score as $P_{wrd}$, $R_{wrd}$, and $F_{wrd}$. We next executed the classifiers on the features proposed by the ICON approach and measure precision, recall, and F-Score as $P_{ftr}$, $R_{ftr}$, and $F_{ftr}$. We next calculate relative gain in precision, recall, and F-Score as $P_{\Delta}$ ($P_{ftr} - P_{wrd}$), $R_{\Delta}$ ($R_{ftr} - R_{wrd}$), and $F_{\Delta}$ ($F_{ftr} - F_{wrd}$). Higher values of $P_{\Delta}$, $R_{\Delta}$, and $F_{\Delta}$ are indicative of effectiveness of the constraint statements inferred using the features proposed by the ICON approach.

To answer RQ2, we manually verified the temporal constraints inferred from constraint sentences by ICON. However, we excluded the type-enforced temporal constraints described in Section 4.3.7. We excluded the type-enforced constraints because they are correct by construction and are by default enforced by modern IDE’s such as the Eclipse. We then measure accuracy of ICON as the ratio of the total number of temporal constraints that are correctly inferred by ICON to the total number of constraint sentences. Two authors independently verified the correctness of the temporal constraints inferred by ICON. We define the accuracy...
Table 4.2: Evaluation Results (Identification)

<table>
<thead>
<tr>
<th>S. No.</th>
<th>Trainer</th>
<th>P&lt;sub&gt;wrd&lt;/sub&gt;</th>
<th>R&lt;sub&gt;wrd&lt;/sub&gt;</th>
<th>F&lt;sub&gt;wrd&lt;/sub&gt;</th>
<th>P&lt;sub&gt;ftr&lt;/sub&gt;</th>
<th>R&lt;sub&gt;ftr&lt;/sub&gt;</th>
<th>F&lt;sub&gt;ftr&lt;/sub&gt;</th>
<th>P&lt;sub&gt;Δ&lt;/sub&gt;</th>
<th>R&lt;sub&gt;Δ&lt;/sub&gt;</th>
<th>F&lt;sub&gt;Δ&lt;/sub&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>AdaBoost</td>
<td>0.52</td>
<td><strong>0.81</strong></td>
<td>0.61</td>
<td>0.7</td>
<td><strong>0.78</strong></td>
<td>0.74</td>
<td>0.18</td>
<td>-0.03</td>
<td>0.13</td>
</tr>
<tr>
<td>2</td>
<td>NaiveBayes</td>
<td>0.49</td>
<td>0.67</td>
<td>0.56</td>
<td>0.74</td>
<td>0.65</td>
<td>0.69</td>
<td>0.25</td>
<td>-0.02</td>
<td>0.13</td>
</tr>
<tr>
<td>3</td>
<td>Balanced Winnow</td>
<td>0.77</td>
<td>0.76</td>
<td><strong>0.76</strong></td>
<td>0.78</td>
<td>0.77</td>
<td>0.77</td>
<td>0.01</td>
<td>0.01</td>
<td><strong>0.01</strong></td>
</tr>
<tr>
<td>4</td>
<td>Decision Tree</td>
<td><strong>0.82</strong></td>
<td>0.58</td>
<td>0.66</td>
<td><strong>0.92</strong></td>
<td>0.41</td>
<td>0.56</td>
<td>0.1</td>
<td>-0.17</td>
<td>-0.1</td>
</tr>
<tr>
<td>5</td>
<td>Winnow</td>
<td>0.19</td>
<td>0.41</td>
<td>0.15</td>
<td>0.8</td>
<td>0.51</td>
<td>0.59</td>
<td><strong>0.61</strong></td>
<td>0.1</td>
<td><strong>0.44</strong></td>
</tr>
<tr>
<td>6</td>
<td>MaxEnt</td>
<td>0.69</td>
<td>0.48</td>
<td>0.55</td>
<td>0.76</td>
<td>0.46</td>
<td>0.56</td>
<td>0.07</td>
<td>-0.02</td>
<td>0.01</td>
</tr>
<tr>
<td>7</td>
<td>c45</td>
<td>0.78</td>
<td>0.4</td>
<td>0.52</td>
<td>0.82</td>
<td>0.59</td>
<td>0.67</td>
<td>0.04</td>
<td>0.19</td>
<td>0.15</td>
</tr>
<tr>
<td></td>
<td><strong>Average</strong></td>
<td><strong>0.61</strong></td>
<td><strong>0.59</strong></td>
<td><strong>0.54</strong></td>
<td><strong>0.79</strong></td>
<td><strong>0.79</strong></td>
<td><strong>0.65</strong></td>
<td><strong>0.18</strong></td>
<td><strong>0.01</strong></td>
<td><strong>0.11</strong></td>
</tr>
</tbody>
</table>

All values are average over 10-fold cross validation; P: Precision; R: Recall; F: F-Score; <sub>wrd</sub>: No features used for training; <sub>ftr</sub>: features used for training; <sub>Δ</sub>: improvement factor (<sub>ftr</sub> - <sub>wrd</sub>)

of ICON as the ratio of constraint sentences with correctly inferred temporal constraints to the total number of constraint sentences. Higher value of accuracy is indicative of effectiveness of ICON in inferring temporal constraints from constraint sentences.

To answer RQ3, we counted the overlap in the temporal constraints inferred by ICON from the natural language text in API documents to the type-enforced temporal constraints inferred using the method in Section 4.3.7. We next present our evaluation results.

### 4.4.3 Results

**RQ1: Effectiveness in Identifying Constraint Sentences**

In this section, we quantify the effectiveness of ICON in identifying constraint sentences by answering RQ1. Table 4.2 shows the effectiveness of ICON in inferring temporal constraints from the identified constraint sentences using various classifiers. Column “Trainer” lists the names of the classifiers used to train the model for classifications in ICON. Columns P<sub>wrd</sub>, R<sub>wrd</sub>, and F<sub>wrd</sub> list the precision, recall, and F-score of classifiers trained without the features proposed by ICON. Columns P<sub>ftr</sub>, R<sub>ftr</sub>, and F<sub>ftr</sub> list the precision, recall, and F-score of classifiers trained with the features proposed by ICON. Finally, columns P<sub>Δ</sub>, R<sub>Δ</sub>, and F<sub>Δ</sub> list the improvement factors in precision, recall, and F-score respectively.

For our evaluation we used following well known classifiers: AdaBoost (or adaptive boost-
Table 4.3: Evaluation Results (Inference)

<table>
<thead>
<tr>
<th>API</th>
<th>Mtds</th>
<th>Sen</th>
<th>Sen&lt;sub&gt;C&lt;/sub&gt;</th>
<th>Spec&lt;sub&gt;ICON&lt;/sub&gt;</th>
<th>Acc(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>java.io</td>
<td>662</td>
<td>2417</td>
<td>78</td>
<td>56</td>
<td>71.8</td>
</tr>
<tr>
<td>Amazon S3 REST</td>
<td>51</td>
<td>1492</td>
<td>12</td>
<td>7</td>
<td>58.3</td>
</tr>
<tr>
<td>Paypal REST</td>
<td>33</td>
<td>151</td>
<td>20</td>
<td>14</td>
<td>70.0</td>
</tr>
<tr>
<td>Total</td>
<td>746</td>
<td>4060</td>
<td>110</td>
<td>77</td>
<td>70.0*</td>
</tr>
</tbody>
</table>

* Average; Mtds: Total no. of Methods; Sen: Total no. of Sentences; Sen<sub>C</sub>: Total no. of constraint Sentences; Acc: Accuracy Spec<sub>ICON</sub>: Total no. of temporal constraints correctly identified by ICON;

Our results show that ICON effectively identifies constraint sentences with the average (across different classifiers) precision, recall, and F-score of 79.0%, 60.0%, and 65.0%, respectively. Balanced Winnow performed best, with an average precision and recall of 78% and 77% respectively. Furthermore, our results also show the features proposed by ICON improves the precision of classification algorithms by an average of 18%. Our results also show a slight increase in the recall (average 1% gain).

**RQ2: Accuracy in Inferring Temporal Constraints**

Table 4.3 shows the effectiveness of ICON in inferring temporal constraints from the identified constraint sentences. Column “API” lists the names of the subject API. Columns “Mtds” and “Sen” list the number of methods and sentences in each subject API’s. Column “Sen<sub>C</sub>” lists the number of manually identified constraint sentences. Column “Spec<sub>ICON</sub>” lists the number of sentences with correctly inferred temporal constraints by ICON. Column “Acc(%)” list percentage values of accuracy. Our results show that, out of 90 manually identified constraint sentences, ICON correctly infers temporal constraints with the average accuracy of 70.0%.

We next present an example to illustrate how ICON incorrectly infers temporal constraints from a constraint sentence. Consider the sentence “if the stream does not support seek, or if this input stream has been closed by invoking its close method, or an I/O error occurs.” from
method of java.io.FilterInputStream class. Although ICON correctly infers that method close cannot be called before current method, ICON incorrectly associates the phrase “support seek” with method markSupported in the class. The faulty association happens due to incorrect parsing of the sentence by the underlying NLP infrastructure. Such issues will be alleviated as the underlying NLP infrastructure improves.

We next present an example to illustrate how ICON fails to infer constraints from a constraint sentence. For instance, consider the sentence “This implementation of the PUT operation creates a copy of an object that is already stored in Amazon S3.” from PUT Object-Copy method description in Amazon S3 REST API. The sentence describes the constraint that the object must already be stored (invocation of PUT Object) before calling the current method. However, ICON cannot make the connection due to the limitation of the semantic graphs that do not list “already stored” as a “valid operation” on object. In the future, we plan to investigate techniques to further improve knowledge graphs to infer such implicit constraints.

RQ3: Comparison to Typed-Enforced Constraints

In this section, we compare the temporal constraints inferred from the natural language API descriptions to those enforced by the type-system (referred to as type-enforced constraint). The constraints that are enforced by the type-system can be enforced by IDEs. Hence, for such types of constraints, we do not require sophisticated techniques like ICON. For java.io, we define a type-enforced constraint as a constraint that mandates a method $M$ accepting input parameter $I$ of type $T$ to be invoked after (at least one) a method $M'$ whose return value is of type $T$. Since there are no types in REST APIs, for Amazon S3, we consider a constraint as a type-enforced constraint if the constraint is implicit in the CRUD semantic followed by REST operations. CRUD stands for resource manipulation semantic sequence create, retrieve, update, and delete. In particular, we consider a constraint as a type-enforced constraint, if the constraint mandates a DELETE, GET, or PUT operation on a resource to be invoked after a POST operation on the same resource.

To address this question, we manually inspected each of the constraints reported by ICON and classify it as a type-enforced constraint or a non type-enforced constraint. We observed that none of the constraints inferred by ICON from natural language text were classified as a type-enforced constraint. Hence, the constraints detected by ICON are not trivial enough to be enforced by a type system.
4.4.4 Summary

In summary, we demonstrate that ICON effectively identifies constraint sentences (from over 4000 API sentences) with the average precision, recall, and F-score of 79.0%, 60%, and 65% respectively [RQ1]. We also show that ICON infers temporal constraints from the constraint sentences an average accuracy of 70% [RQ2]. Furthermore, also provide discussion on why ICON does not or incorrectly infers temporal constraints. Finally, we provide a comparison of the temporal constraints inferred from natural language description against the temporal constraints enforced by a type system [RQ3].

4.4.5 Threats to Validity

Threats to external validity primarily include the degree to which the subject documents used in our evaluation are representative of true practice. To minimize the threat, we used API documents of three different APIs: JDK java.io, Amazon S3 REST API, PayPal Payment REST API. On one hand, Java is a widely used programming language and java.io is one of the main packages. In contrast, Amazon S3 REST API provides HTTP based access to online storage allowing developers the freedom to write clients applications in any programming language. Finally, PayPal Payment REST API provides a REST support for online financial transactions. The difference in the functionality provided by the three APIs also address the issue of over-fitting our approach to a particular type of API. The threat can be further reduced by evaluating our approach on more subjects APIs.

Threats to internal validity include the correctness of our prototype implementation in extracting temporal constraints and labeling a statement as a constraint statement. To reduce the threat, we manually inspected all the constraints inferred against the API method descriptions in our evaluation. Furthermore, we ensured that the results were individually verified and agreed upon by two authors independently.

4.5 Limitations and Future work

Our approach serves as a way to formalize the description of constraints in the natural language texts of API documents, thus facilitating existing tools to process these specifications. We next discuss some of the limitations of our approach.

**Validation of Method Descriptions.** API documents can sometimes be misleading [TMTL12b,
RGL10], thus causing developers to write faulty client code. In the future, we plan to extend our approach to find documentation-implementation inconsistencies.

**Inferring Implicit Constraints.** The presented approach only infers temporal constraints explicitly described in the method descriptions. However, there are instances where the constraints are implicit. For instance, consider the method description for `markSupported` method in `BufferInputStream` class in Java, that states “Test if this input stream supports mark”. Although trivial for a human to interpret that the method `markSupported` must be invoked before the method `mark`, our approach is unable to infer such implicit temporal constraints. In future work, we plan to investigate techniques to infer these implicit temporal constraints.

**Extending Generic Dictionaries.** The use of generic dictionaries for software engineering related text is sometimes inadequate. For instance, Wordnet matches “has” as a synonym for the word “get”. Although valid for generic English, such instances cause our approach to incorrectly distinguish a constraint sentence from a regular sentence, or vice versa. In future work, we plan to investigate techniques to extend generic dictionaries for software engineering related text. In particular, Yang and Tan [YT13] recently proposed a technique for inferring semantically similar words from software context to facilitate code search. We plan to explore such techniques and evaluate the overall effectiveness of our approach after augmenting it with such techniques.

### 4.6 Chapter Summary

Despite being highly desirable, formal temporal constraints are absent in most APIs. In contrast, documentation of API methods contains detailed specifications of temporal constraints in natural language text. Manually writing formal specifications based on natural language text in API documents is prohibitively time-consuming and error-prone. To address this issue, we have proposed a novel approach called ICON to infer temporal constraints from natural language text of API documents. We used ICON to infer temporal constraints from the PayPal Payment REST API, the Amazon S3 REST API, and the commonly used package `java.io` in the JDK API. Our evaluation results show that ICON effectively identifies sentences describing temporal constraints with an average 79% precision and 60% recall, from more than 4000 sentences in subject API documents. Furthermore, ICON also achieves an accuracy of 70% in inferring 77 formal temporal constraints from these temporal constraint sentences.
This chapter introduces WHYPER: a framework using Natural Language Processing (NLP) techniques to identify sentences that describe the need for a given permission in an application description. The remainder of this Chapter proceeds as follows. Section 5.1 describes the motivation behind WHYPER. Section 5.3 presents the overview of the WHYPER framework. Section 5.4 presents our framework and implementation. Section 5.5 presents evaluation of our framework.

5.1 Introduction

Application markets such as Apple’s App Store and Google’s Play Store have become the de facto mechanism of delivering software to consumer smartphones and mobile devices. Markets have enabled a vibrant software ecosystem that benefits both consumers and developers. Markets provide a central location for users to discover, purchase, download, and install software with only a few clicks within on-device market interfaces. Simultaneously, they also provide a mechanism for developers to advertise, sell, and distribute their applications. Unfortunately, these characteristics also provide an easy distribution mechanism for developers with malicious
intent to distribute malware.

To address market-security issues, the two predominant smartphone platforms (Apple and Google) use starkly contrasting approaches. On one hand, Apple forces all applications submitted to its App Store to undergo some level of manual inspection and analysis before they are published. This manual intervention allows an Apple employee to read an application’s description and determine whether the different information and resources used by the application are appropriate. On the other hand, Google performs no such checking before publishing an application. While Bouncer [Loc12] provides static and dynamic malware analysis of published applications, Google primarily relies on permissions for security. Application developers must request permissions to access security and privacy sensitive information and resources. This permission list is presented to the user at the time of installation with the implicit assumption that the user is able to determine whether the listed permissions are appropriate.

However, it is non-trivial to classify an application as malicious, privacy infringing, or benign. Previous work has looked at permissions [FFC+11, ZWJ+12, PGS+12, CTR+13], code [EKKV11, EOMC11, ZJ12, GZZ+12, GCEC12], and runtime behavior [EGC+10, HJ+11, YY12]. However, underlying all of this work is a caveat: what does the user expect? Clearly, an application such as a GPS Tracker is expected to record and send the phone’s geographic location to the network; an application such as a Phone-Call Recorder is expected to record audio during a phone call; and an application such as One-Click Root is expected to exploit a privilege-escalation vulnerability. Other cases are more subtle. The Apple and Google approaches fundamentally differ in who determines whether an application’s permission, code, or runtime behavior is appropriate. For Apple, it is an employee; for Google, it is the end user.

We are motivated by the vision of bridging the semantic gap between what the user expects an application to do and what it actually does. This work is a first step in this direction. Specifically, we focus on permissions and ask the question, does the application description provide any indication for the application’s use of a permission? Clearly, this hypothesis will work better for some permissions than others. For example, permissions that protect a user-understandable resource such as the address book, calendar, or microphone should be discussed in the application description. However, other low-level system permissions such as accessing network state and controlling vibration are not likely to be mentioned. We note that while this work primarily focuses on permissions in the Android platform and relieving the strain on end users, it is equally applicable to other platforms (e.g., Apple) by aiding the employee performing manual inspection.
With this vision, in this chapter, we present WHYPER, a framework that uses Natural Language Processing (NLP) techniques to determine why an application uses a permission. WHYPER takes as input an application’s description from the market and a semantic model of a permission, and determines which sentence (if any) in the description indicates the use of the permission. Furthermore, we show that for some permissions, the permission semantic model can be automatically generated from platform API documents. We evaluate WHYPER against three popularly-used permissions (address book, calendar, and record audio) and a dataset of 581 popular applications. These three frequently-used permissions protect security and privacy sensitive resources. Our results demonstrate that WHYPER effectively identifies the sentences that describe needs of permissions with an average precision of 82.8% and an average recall of 81.5%. We further investigate the sources of inaccuracies and discuss techniques of improvement.

This chapter makes the following main contributions:

- We propose the use of NLP techniques to help bridge the semantic gap between what mobile applications do and what users expect them to do. To the best of our knowledge, this work is the first attempt to automate this inference.

- We evaluate our framework on 581 popular Android application descriptions containing nearly 10,000 natural-language sentences. Our evaluation demonstrates substantial improvement over a basic keyword-based searching.

- We provide a publicly available prototype implementation of our approach on the project website [proc].

WHYPER is merely the first step in bridging the semantic gap of user expectations. There are many ways in which we see this work developing. Application descriptions are only one form of input. We foresee possibility in also incorporating the application name, user reviews, and potentially even screen-shots. Furthermore, permissions could potentially be replaced with specific API calls, or even the results of dynamic analysis. We also see great potential in developing automatic or partially manual techniques of creating and fine-tuning permission semantic models.

Finally, this work dovetails nicely with recent discourse concerning the appropriateness of Android permissions to protect user security [EOM09, BKvOS10, FGW11, FHE+12]. The overwhelming evidence indicates that most users do not understand what permissions mean,
even if they are inclined to look at the permission list [FHE+12]. On the other hand, permission lists provide a necessary foundation for security. Markets cannot simultaneously cater to the security and privacy requirements of all users [ME10], and permission lists allow researchers and expert users to become “whistle blowers” for security and privacy concerns [EGC+10]. In fact, a recent comparison [HYG+13] of the Android and iOS versions of applications showed that iOS applications overwhelmingly more frequently use privacy-sensitive APIs. Tools such as WHYPER can help raise awareness of security and privacy problems and lower the sophistication required for concerned users to take control of their devices.

5.2 Android Applications

We now present a brief background on Android Applications. Google Play is a digital application distribution service operated by Google. Applications can be installed from the device or the Google Play website. Google Play can update the applications the user selects automatically, or users can update them on a per-case basis or update all applications at once.

Google currently uses an in-house automated anti-virus system to remove malicious applications uploaded on to the marketplace code named Bouncer [Loc12]. Bouncer is meant to prevent repeat-offender developers, as well as check for anomalies in uploaded apps. A recent study conducted by Kaspersky Labs [kas] indicate a three-fold increase in the number of malicious programs in just the second financial quarter of 2012.

5.3 WHYPER Overview

We next present a brief overview of the WHYPER framework. The name WHYPER itself is a word-play on phrase why permissions. We envision WHYPER to operate between the application market and end users, either as a part of the application market or a standalone system as shown in Figure 5.1.

The primary goal of the WHYPER framework is to bridge the semantic gap of user expectations by determining why an application requires a permission. In particular, we use application descriptions to get this information. Thus, the WHYPER framework operates between the application market and end users. Furthermore, our framework could also serve to help develop-
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1Bouncer is credited with reducing malware by 40% between the first and second quarters of 2011.
opers with the feedback to improve their applications, as shown by the dotted arrows between developers and WHYPER in Figure 5.1.

A straightforward way of realizing the WHYPER framework is to perform a keyword-based search on application descriptions to annotate sentences describing sensitive operations pertinent to a permission. However, we demonstrate in our evaluation that such an approach is limited by producing many false positives. We propose Natural Language Processing (NLP) as a means to alleviate the shortcomings of keyword-based searching. In particular, we address the following limitations of keyword-based searching:

1. **Confounding Effects.** Certain keywords such as “contact” have a confounding meaning. For instance, ‘... displays user contacts, ...’ vs ‘... contact me at abc@xyz.com’. The first sentence fragment refers to a sensitive operation while the second fragment does not. However, both fragments include the keyword “contact”.

   To address this limitation, we propose NLP as a means to infer semantics such as whether the word refers to a resource or a generic action.

2. **Semantic Inference.** Sentences often describe a sensitive operation such as reading contacts without actually referring to keyword “contact”. For instance, “share... with your friends via email, sms”. The sentence fragment describes the need for reading contacts; however the “contact” keyword is not used.

   To address this limitation, we propose to use API documents as a source of semantic information for identifying actions and resources related to a sensitive operation.

To the best of our knowledge, ours is the first framework in this direction. We next present the key NLP techniques used in this work. We next describe the threat model that we considered while designing our WHYPER framework.

### 5.3.1 Use Cases and Threat Model

WHYPER is an enabling technology for a number of use cases. In its simplest form, WHYPER could enable an enhanced user experience for installing applications. For example, the market interface could highlight the sentences that correspond to a specific permission, or raise warnings when it cannot find any sentence for a permission. WHYPER could also be used by market providers to help force developers to disclose functionality to users. In its primitive
form, market providers could use WHYPER to ensure permission requests have justifications in the description. More advanced versions of WHYPER could also incorporate the results of static and dynamic application analysis to ensure more semantically appropriate justifications. Such requirements could be placed on all new applications, or iteratively applied to existing applications by automatically emailing developers of applications with unjustified permissions. Alternatively, market providers and security researchers could use WHYPER to help triage markets [CRTE13] for dangerous and privacy infringing applications. Finally, WHYPER could be used in concert with existing crowd-sourcing techniques [LAH+12] designed to assess user expectations of application functionality. All of these use cases have unique threat models.

For the purposes of this chapter, we consider the generic use scenario where a human is notified by WHYPER if specific permissions requested by an application are not justified by the application’s textual description. WHYPER is primarily designed to help identify privacy infringements in relatively benign applications. However, WHYPER can also help highlight malware that attempts to sneak past consumers by adding additional permissions (e.g., to send premium-rate SMS messages). Clearly, a developer can lie when writing the application’s description. WHYPER does not attempt to detect such lies. Instead, we assume that statements describing unexpected functionality will appear out-of-place for consumers reading an application description before installing it. We note that malware may still hide malicious functionality (e.g., eavesdropping) within an application designed to use the corresponding permission.
(e.g., an application to take voice notes). However, false claims in an application’s description can provide justification for removal from the market or potentially even criminal prosecution. WHYPER does, however, provide defense against developers that simply include a list of keywords in the application description (e.g., to aid search rankings).

Fundamentally, WHYPER identifies if there is a possible implementation need for a permission based on the application’s description. In a platform such as Android, there are many ways to accomplish the same implementation goals. Some implementation options require permissions, while others do not. For example, an application can make a call that starts Android’s address book application to allow the user to select a contact (requiring no permission), or it can access the address book directly (requiring a permission). From WHYPER’s perspective, it only matters that privileged functionality may work expectedly when using the application, and that functionality is disclosed in the application’s description. Other techniques (e.g., Stowaway [FCH+11]) can be used to determine if an application’s code actually requires a permission.

5.4 WHYPER Design

We next present our framework for annotating the sentences that describe the needs for permissions in application descriptions. Figure 5.2 gives an overview of our framework. Our framework consists of five components: a preprocessor, an NLP Parser, an intermediate-representation generator, a semantic engine (SE), and an analyzer.

The pre-processor accepts application descriptions and preprocesses the sentences in the descriptions, such as annotating sentence boundaries and reducing lexical tokens. The intermediate-representation generator accepts the pre-processed sentences and parses them using an NLP parser. The parsed sentences are then transformed into the first-order-logic (FOL) representation. SE accepts the FOL representation of a sentence and annotates the sentence based on the semantic graphs of permissions. Our semantic graphs are derived by analyzing Android API documents. We next describe each component in detail.

5.4.1 Preprocessor

The preprocessor accepts natural-language application descriptions and preprocesses the sentences, to be further analyzed by the intermediate-representation generator. The preprocessor
Figure 5.2: Overview of WHYPER framework
annotates sentence boundaries, and reduces the number of lexical tokens using semantic information. The reduction of lexical tokens greatly increases the accuracy of the analysis in the subsequent components of our framework. In particular, the preprocessor performs following preprocessing tasks:

1. **Period Handling.** In simplistic English, the character period (‘.’) marks the end of a sentence. However, there are other legal usages of the period such as: (1) decimal (periods between numbers), (2) ellipsis (three continuous periods ‘...’), (3) shorthand notations (“Mr.”, “Dr.”, “e.g.”). While these are legal usages, they hinder detection of sentence boundaries, thus forcing the subsequent components to return incorrect or imprecise results.

   We pre-process the sentences by annotating these usages for accurate detection of sentence boundaries. We achieve so by looking up known shorthand words from WordNet [ea98] and detecting decimals, which are also the period character, by using regular expressions. From an implementation perspective, we have maintained a static lookup table of shorthand words observed in WordNet.

2. **Sentence Boundaries.** Furthermore, there are instances where an enumeration list is used to describe functionality, such as “The app provides the following functionality: a) abc..., b) xyz...”. While easy for a human to understand the meaning, it is difficult from a machine to find appropriate boundaries.

   We leverage the structural (positional) information: (1) placements of tabs, (2) bullet points (numbers, characters, roman numerals, and symbols), and (3) delimiters such as “:” to detect appropriate boundaries. We further improve the boundary detection using the following patterns we observe in application descriptions:

   - We remove the leading and trailing ‘*’ and ‘-’ characters in a sentence.
   - We consider the following characters as sentence separators: ‘–’, ‘–’, ‘ø’, ‘§’, ‘†’, ‘◊’, ‘♦’, ‘♣’, ‘♥’, ‘♠’ ... A comprehensive list can be found on the project website [proc].
   - For an enumeration sentence that contains at least one enumeration phrase (longer than 5 words), we break down the sentence to short sentences for each enumerated item.

3. **Named Entity Handling.** Sometimes a sequence of words correspond to the name of entities that have a specific meaning collectively. For instance, consider the phrases “Pandora internet radio”, “Google maps”, which are the names of applications. Further resolution of these phrases using grammatical syntax is unnecessary and would not bring forth any semantic
value. Thus, we identify such phrases and annotate them as single lexical units. We achieve so by maintaining a static lookup table.

4. Abbreviation Handling. Natural-language sentences often consist of abbreviations mixed with text. This can result in subsequent components to incorrectly parse a sentence. We find such instances and annotate them as a single entity. For example, text followed by abbreviations such as “Instant Message (IM)” is treated as single lexical unit. Detecting such abbreviations is achieved by using the common structure of abbreviations and encoding such structures into regular expressions. Typically, regular expressions provide a reasonable approximation for handling abbreviations.

5.4.2 NLP Parser

The NLP parser accepts the pre-processed documents and annotates every sentence within each document using standard NLP techniques. From an implementation perspective, we chose the Stanford Parser [KM03a]. However, this component can be implemented using any other existing NLP libraries or frameworks:

1. **Named Entity Recognition:** NLP parser identifies the named entities in the document and annotates them. Additionally, these entities are further added to the lookup table, so that the preprocessor use the entities for processing subsequent sentences.

2. **Stanford-Typed Dependencies:** [dMMM06, dMM08] NLP parser further annotates the sentences with Stanford-typed dependencies. Stanford-typed dependencies is a simple description of the grammatical relationships in a sentence, and targeted towards extraction of textual relationships. In particular, we use standford-typed dependencies as an input to our intermediate-representation generator.

Next we use an example to illustrate the annotations added by the NLP Parser. Consider the example sentence “Also you can share the yoga exercise to your friends via Email and SMS.”, that indirectly refers to the READ_CONTACTS permission. Figure 5.3 shows the sentence annotated with Stanford-typed dependencies. The words in red are the names of dependencies connecting the actual words of the sentence (in black). Each word is followed by the Part-Of-Speech (POS) tag of the word (in green). For more details on Stanford-typed dependencies and POS tags, please refer to [dMMM06, dMM08].
5.4.3 Intermediate-Representation Generator

The intermediate-representation generator accepts the annotated documents and builds a relational representation of the document. We define our representation as a tree structure that is essentially a First-Order-Logic (FOL) expression. Recent research has shown the adequacy of using FOL for NLP related analysis tasks [SPKB09, SSP10, PXZ+12]. In our representation, every node in the tree except for the leaf nodes is a predicate node. The leaf nodes represent the entities. The children of the predicate nodes are the participating entities in the relationship represented by the predicate. The first or the only child of a predicate node is the governing entity and the second child is the dependent entity. Together the governing entity, predicate and the dependent entity node form a tuple.

We implemented our intermediate-representation generator based on the principle shallow
parsing [Bog00] techniques. A typical shallow parser attempts to parse a sentence based on the function of POS tags. However, we implemented our parser as a function of Stanford-typed dependencies [dMMM06, dMM08, KM03a, KM03c]. We chose Stanford-typed dependencies for parsing over POS tags because Stanford-typed dependencies annotate the grammatical relationships between words in a sentence, thus provide more semantic information than POS tags that merely highlight the syntax of a sentence.

In particular, our intermediate-representation generator is implemented as a series of cascading finite state machines (FSM). Earlier research [Bog00, ST97, SPKB09, Gre99, PXZ+12] has shown the effectiveness and efficiency of using FSM in linguistics analysis such as morphological lookup, POS tagging, phrase parsing, and lexical lookup. We wrote semantic templates for each of the typed dependencies provided by the Stanford Parser.

Table 5.1 shows a few of these semantic templates. Column “Dependency” lists the name of the Stanford-typed dependency, Column “Example” lists an example sentence containing the dependency, and Column “Description” describes the formulation of tuple from the dependency. All of these semantic templates are publicly available on our project website [proc]. Figure 5.4 shows the FOL representation of the sentence in Figure 5.3. For ease of understanding, read the words in the order of the numbers following them. For instance, “you” ← “share” → “yoga exercise” forms one tuple. Notice the additional predicate “owned” annotated 6 in the Figure 5.4, does not appear in actual sentence. The additional predicate “owned” is inserted when our intermediate-representation generator encounters the possession modifier relation (annotated “poss” in Figure 5.3).

The FOL representation helps us effectively deal with the problem of confounding effects of keywords as described in Section 5.3. In particular, the FOL assists in distinguishing between a resource that would be a leaf node and an action that would be a predicate node in the intermediate representation of a sentence. The generated FOL representation of the sentence is then provided as an input to the semantic engine for further processing.
### Table 5.1: Examples of Semantic Templates for Stanford Typed Dependencies

<table>
<thead>
<tr>
<th>S. No.</th>
<th>Dependency</th>
<th>Example</th>
<th>Description</th>
</tr>
</thead>
</table>
| 1      | conj       | “Send via SMS and email.”
          | conj_and  | (email, SMS) | Governor (SMS) and dependent (email) are connected by a relationship of conjunction type (and) |
| 2      | iobj       | “This App provides you with beautiful wallpapers.”
          | obj      | (provides, you) | Governor (you) is treated as dependent entity of relationship resolved by parsing the dependent’s (provides) typed dependencies |
| 3      | nsubj      | “This is a scrollable widget.”
          | nsubj    | (widget, This) | Governor (This) is treated as governing entity of relationship resolved by parsing the dependent’s (widget) typed dependencies |
5.4.4 Semantic Engine (SE)

The Semantic Engine (SE) accepts the FOL representation of a sentence and based on the semantic graphs of Android permissions annotates a sentence if it matches the criteria. A semantic graph is basically a semantic representation of the resources which are governed by a permission. For instance, the READ_CONTACTS permission governs the resource “CONTACTS” in Android system.

Figure 5.5 shows the semantic graph for the permission READ_CONTACTS. A semantic graph primarily constitutes of subordinate resources of a permission (represented in rectangular boxes) and a set of available actions on the resource itself (represented in curved boxes). Section 5.4.5 elaborates on how we build such graphs systematically.

Our SE accepts the semantic graph pertaining to a permission and annotates a sentence based on the algorithm shown in Algorithm 4. The Algorithm accepts the FOL representation of a sentence \( rep \), the semantic graph associated with the resource of a permission \( g \) and a boolean value \( recursion \) that governs the recursion. The algorithm outputs a boolean value \( isPStmt \), which is \( true \) if the statement describes the permission associated with a semantic graph \( (g) \), otherwise \( false \).

Our algorithm systematically explores the FOL representation of the sentence to determine if a sentence describes the need for a permission. First, our algorithm attempts to locate the occurrence of associated resource name within the leaf node of the FOL representation of the sentence (Line 3). The method \( \text{findLeafContaining}(\text{name}) \) explores the FOL representation to find a leaf node that contains term \( \text{name} \). Furthermore, we use WordNet and Lemmatisation [DRS+09] to deal with synonyms of a word in question to find appropriate matches. Once a leaf node is found, we systematically traverse the tree from the leaf node to the root, matching all parent predicates as well as immediate child predicates [Lines 5-16].

Our algorithm matches each of the traversed predicate with the actions associated with the resource defined in semantic graph. Similar to matching entities, we also employ WordNet and Lemmatisation [DRS+09] to deal with synonyms to find appropriate matches. If a match is found, then the value \( isPStmt \) is set to \( true \), indicating that the statement describes a permission.

In case no match is found, our algorithms recursively search all the associated subordinate resources in the semantic graph of current resource. A subordinate resource may further have its own subordinate resources. Currently, our algorithm considers only immediate subordinate resources of a resource to limit the false positives.
Algorithm 4 Sentence Annotator

Require: K\_Graph g, FOL\_rep rep, Boolean recursion
Ensure: Boolean isPStmt

1: Boolean isPStmt = false
2: String r\_name = g\_resource\_Name
3: FOL\_rep r' = rep\_findLeafContaining(r\_name)
4: List actionList = g\_actionList
5: while (r'.hasParent) do
6: if actionList.contains(r'.parent.predicate) then
7: isPStmt = true
8: break
9: else
10: if actionList.contains(r'.leftSibling.predicate) then
11: isPStmt = true
12: break
13: end if
14: end if
15: r' = r'.parent
16: end while
17: if ((NOT(isPStmt)) AND recursion) then
18: List resourceList = g\_resourceList
19: for all (Resource res in resourceList) do
20: isPStmt = Sentence\_Annotator(getKGraph(res), rep, false)
21: if isPStmt then
22: break
23: end if
24: end for
25: end if
26: return isPStmt

In the context of the FOL representation shown in Figure 5.4, we invoke Algorithm 4 with the semantic graph shown in Figure 5.5. Our algorithm attempts to find a leaf node containing term “CONTACT” or some of its synonym. Since the FOL representation does not contain such a leaf node, algorithm calls itself with semantic graphs of subordinate resources (Line 17-25), namely ‘NUMBER’, ‘EMAIL’, ‘LOCATION’, ‘BIRTHDAY’, ‘ANNIVERSARY’.

The subsequent invocation will find the leaf-node “email” (annotated 9 in Figure 5.4). Our algorithm then explores the preceding predicates and finds predicate “share” (annotated 2 in Figure 5.4). The Algorithm matches the word “share” with action “send” (using Lemmatisation and WordNet similarity), one of the actions available in the semantic graph of resource ‘EMAIL’ and returns true. Thus, the sentence is appropriately identified as describing the need for permission READ\_CONTACT.

5.4.5 Semantic-Graph Generator

A key aspect of our proposed framework is the employment of a semantic graph of a permission to perform deep semantic inference of sentences. In particular, we propose to initially
infer such graphs from API documents. For third-party applications in mobile devices, the relatively limited resources (memory and computation power compared to desktops and servers) encourage development of thin clients. The key insight to leverage API documents is that mobile applications are predominantly thin clients, and actions and resources provided by API documents can cover most of the functionality performed by these thin clients.

Manually creating a semantic graph is prohibitively time consuming and may be error prone. We thus came up with a systematic methodology to infer such semantic graphs from API documents that can potentially be automated. First, we leverage Au et al.’s work [AZHL12] to find the API document of the class/interface pertaining to a particular permission. Second, we identify the corresponding resource associated with the permission from the API class name. For instance, we identify ‘CONTACTS’ and ‘ADDRESS BOOK’ from the ContactsContract. Contacts class that is associated with READ_CONTACT permission. Third, we systematically inspect the member variables and member methods to identify actions and subordinate
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resources.

From the name of member variables, we extract noun phrases and then investigate their types for deciding whether these noun phrases describe resources. For instance, one of member variables of `ContactsContract.Contracts` class leads us to its member variable “email” (whose type is `ContactsContract.CommonDataKinds.Email`). From this variable, we extract noun phrase “EMAIL” and classify the phrase as a resource.

From the name of an Android API public method (describing a possible action on a resource), we extract both noun phrases and their related verb phrases. The noun phrases are used as resources and the verb phrases are used as the associated actions. For instance, `Contacts-Contract.Contacts` defines operations Insert, Update, Delete, and so on. We consider those operations as individual actions associated with ‘CONTACTS’ resource.

The process is iteratively applied to the individual subordinate resources that are discovered for an API. For instance, “EMAIL” is identified as a subordinate resource in “CONTACT” resource. Figure 5.5 shows a sub-graph of graph for READ_CONTACT permission.

### 5.5 Evaluation

We now present the evaluation of WHYPER. Given an application, the WHYPER framework bridges the semantic gap between user expectations and the permissions it requests. It does this by identifying in the application description the sentences that describe the need for a given permission. We refer to these sentences as permission sentences. To evaluate the effectiveness of WHYPER, we compare the permission sentences identified by WHYPER to a manual annotation of all sentences in the application descriptions. This comparison provides a quantitative assessment of the effectiveness of WHYPER. Specifically, we seek to answer the following research questions:

- **RQ1**: What are the precision, recall and F-Score of WHYPER in identifying permission sentences (i.e., sentences that describe need for a permission)?

- **RQ2**: How effective WHYPER is in identifying permission sentences, compared to keyword-based searching?
5.5.1 Subjects

We evaluated WHYPER using a snapshot of popular application descriptions. This snapshot was downloaded in January 2012 and contained the top 500 free applications in each category of the Google Play Store (16,001 total unique applications). We then identified the applications that contained specific permissions of interest.

For our evaluation, we consider the READ_CONTACTS, READ CALENDAR, and RECORD_AUDIO permissions. We chose these permissions because they protect tangible resources that users understand and have significant enough security and privacy implications that developers should provide justification in the application’s description. We found that 2327 applications had at least one of these three permissions. Since our evaluation requires manual effort to classify each sentence in the application description, we further reduced this set of applications by randomly choosing 200 applications for each permission. This resulted in a total of 600 unique applications for these permissions. The set was further reduced by only considering applications that had an English description. Overall, we analysed 581 application descriptions, which contained 9,953 sentences (as parsed by WHYPER).

5.5.2 Evaluation Setup

We first manually annotated the sentences in the application descriptions. We had three researchers independently annotate sentences in our corpus, ensuring that each sentence was annotated by at least two researchers. The individual annotations were then discussed by all three researchers to reach a consensus. In our evaluation, we annotated a sentence as a permission sentence if at least two researchers agreed that the sentence described the need for a permission. Otherwise we annotated the sentence as a permission-irrelevant sentence.

We applied WHYPER on the application descriptions and manually measured the number of true positives ($TP$), false positives ($FP$), true negatives ($TN$) and false negatives ($FN$) produced by WHYPER as follows:

1. $TP$: A sentence that WHYPER correctly identifies as a permission sentence.
2. $FP$: A sentence that WHYPER incorrectly identifies as a permission sentence.
3. $TN$: A sentence that WHYPER correctly identifies as not a permission sentence.

---
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Table 5.2: Statistics of Subject permissions

<table>
<thead>
<tr>
<th>Permission</th>
<th>#N</th>
<th>#S</th>
<th>SP</th>
</tr>
</thead>
<tbody>
<tr>
<td>READ_CONTACTS</td>
<td>190</td>
<td>3379</td>
<td>235</td>
</tr>
<tr>
<td>READCALENDAR</td>
<td>191</td>
<td>2752</td>
<td>283</td>
</tr>
<tr>
<td>RECORD_AUDIO</td>
<td>200</td>
<td>3822</td>
<td>245</td>
</tr>
<tr>
<td>TOTAL</td>
<td>581</td>
<td>9953</td>
<td>763</td>
</tr>
</tbody>
</table>

#N: Number of applications that requests the permission; #S: Total number of sentences in the application descriptions; SP: Number of sentences manually identified as permission sentences.

4. $FN$: A sentence that WHYPER incorrectly identifies as not a permission sentence.

Table 5.2 shows the statistics of the subjects used in the evaluations of WHYPER. Column “Permission” lists the names of the permissions. Column “#N” lists the number of applications that requests the permissions used in our evaluations. Column “#S” lists the total number of sentences in application descriptions. Finally, Column “SP” lists the number of sentences that are manually identified as permission sentences by researchers. We used this manual identification (Column “SP”) to quantify the effectiveness of WHYPER in identifying permission sentences by answering RQ1. The results of Column “SP” is also used to compare WHYPER with keyword-based searching to answer RQ2 described next.

For RQ2, we applied keyword-based searching on the same subjects. We consider a word as a keyword in the context of a permission if it is a synonym of the word in the permission. To minimize manual efforts, we used words present in Manifest.permission class from Android API. Table 5.4 shows the keywords used in our evaluation. We then measured the number of true positives ($TP'$), false positives ($FP'$), true negatives ($TN'$), and false negatives ($FN'$) produced by the keyword-based searching as follows:

1. $TP'$: A sentence that is a permission sentence and contains the keywords.
2. $FP'$: A sentence that is not a permission sentence but contains the keywords.
3. $TN'$: A sentence that is not a permission sentence and does not contain the keywords.
4. $FN'$: A sentence that is a permission sentence but does not contain the keywords.
In statistical classification [Ols08], Precision is defined as the ratio of the number of true positives to the total number of items reported to be true, and Recall is defined as the ratio of the number of true positives to the total number of items that are true. F-score is defined as the weighted harmonic mean of Precision and Recall. Accuracy is defined as the ratio of sum of true positives and true negatives to the total number of items. Higher values of precision, recall, F-Score, and accuracy indicate higher quality of the permission sentences inferred using WHYPER. Based on the total number of TPs, FPs, TNs, and FNs, we computed the precision, recall, F-score, and accuracy of WHYPER in identifying permission sentences as follows:

\[
\text{Precision} = \frac{TP}{TP + FP} \\
\text{Recall} = \frac{TP}{TP + FN} \\
F\text{-score} = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \\
\text{Accuracy} = \frac{TP + TN}{TP + FP + TN + FN}
\]

### 5.5.3 Results

We next describe our evaluation results to demonstrate the effectiveness of WHYPER in identifying contract sentences.

**RQ1: Effectiveness in identifying permission sentences**

In this section, we quantify the effectiveness of WHYPER in identifying permission sentences by answering RQ1. Table 5.3 shows the effectiveness of WHYPER in identifying permission sentences.
sentences. Column “Permission” lists the names of the permissions. Column “$S_I$” lists the number of sentences identified by WHyper as permission sentences. Columns “TP”, “FP”, “TN”, and “FN” represent the number of true positives, false positives, true negatives, and false negatives, respectively. Columns “P(%)”, “R(%)”, “$F_s$(%)”, and “Acc(%)” list percentage values of precision, recall, F-score, and accuracy, respectively. Our results show that, out of 9,953 sentences, WHyper effectively identifies permission sentences with the average precision, recall, F-score, and accuracy of 82.8%, 81.5%, 82.2%, and 97.3%, respectively.

We also observed that out of 581 applications whose descriptions we used in our experiments, there were only 86 applications that contained at least one false negative statement that were annotated by WHyper. Similarly, among 581 applications whose descriptions we used in our experiments, there were only 109 applications that contained at least one false positive statement that were annotated by WHyper.

We next present an example to illustrate how WHyper incorrectly identifies a sentence as a permission sentence (producing false positives). False positives are particularly undesirable in the context of our problem domain, because they can mislead the users of WHyper into believing that a description actually describes the need for a permission. Furthermore, an overwhelming number of false positives may result in user fatigue, and thus devalue the usefulness of WHyper.

Consider the sentence “You can now turn recordings into ringtones.”. The sentence describes the application functionality that allows users to create ringtones from previously recorded sounds. However, the described functionality does not require the permission to record audio. WHyper identifies this sentence as a permission sentence. WHyper correctly identifies the word recordings as a resource associated with the record audio permission. Furthermore, our intermediate representation also correctly constructs that action turn is being performed on the resource recordings. However, our semantic engine incorrectly matches the action turn with the action start. The later being a valid semantic action that is permitted by the API on the resource recording. In particular, the general purpose WordNet-based Similarity Metric [DRS+09] shows 93.3% similarity. We observed that a majority of false positives resulted from incorrect matching of semantic actions against a resource. Such instances can be addressed by using domain-specific dictionaries for synonym analysis.

Another major source of FPs is the incorrect parsing of sentences by the underlying NLP infrastructure. For instance, consider the sentence “MyLink Advanced provides full synchroniza-
tion of all Microsoft Outlook emails (inbox, sent, outbox and drafts), contacts, calendar, tasks and notes with all Android phones via USB.”. The sentence describes the users calendar will be synchronized. However, the underlying Stanford parser [KM03a] is not able to accurately annotate the dependencies. Our intermediate-representation generator uses shallow parsing that is a function of these dependencies. An inaccurate dependency annotation causes an incorrect construction of intermediate representation and eventually causes an incorrect classification. Such instances will be addressed with the advancement in underlying NLP infrastructure. Overall, a significant number of false positives will be reduced by as the current NLP research advances the underlying NLP infrastructure.

We next present an example to illustrate how WHYPER fails to identify a valid permission sentence (false negatives). Consider the sentence “Blow into the mic to extinguish the flame like a real candle”. The sentence describes a semantic action of blowing into the microphone. The noise created by blowing will be captured by the microphone, thus implying the need for record audio permission. WHYPER correctly identifies the word mic as a resource associated with the record audio permission. Furthermore, our intermediate representation also correctly shows that the action blow into is performed on the resource mic. However, from API documents, there is no way for WHYPER framework to infer the knowledge that blowing into microphone semantically implies recording of the sound. Thus, WHYPER fails to identify the sentence as a permission sentence. We can reduce a significant number of false negatives by constructing better semantic graphs.

Similar to reasons for false positives, a major source of false negatives is the incorrect parsing of sentences by the underlying NLP infrastructure. For instance, consider the sentence “Pregnancy calendar is an application that, not only allows, after entering date of last period menstrual, to calculate the presumed (or estimated) date of birth; but, offering prospects to show, week to week, all appointments which must to undergo every mother, ad a rule, for a correct and healthy pregnancy.”. The sentence describes that the users calendar will be used to display weekly appointments. However, the length and complexity in terms of number of clauses causes the underlying Stanford parser [KM03a] to inaccurately annotate the dependencies, which eventually results into incorrect classification.

We also observed that in a few cases, the process followed to identify sentence boundaries resulted in extremely long and possibly incorrect sentences. Consider a sentence that our preprocessor did not identify as a permission sentence for READCALENDER permission:

---

4Note that the incorrect grammar, punctuation, and spacing are a reproduction of the original description.
Daily Brief “How does my day look like today” “Any meetings today” “My reminders” “Add reminder” Essentials Email, Text, Voice dial, Maps, Directions, Web Search “Email John Subject Hello Message Looking forward to meeting with you tomorrow” “Text Lisa Message I will be home in an hour” “Map of Chicago downtown” “Navigate to Millenium Park” “Web Search Green Bean Casserole” “Open Calculator” “Open Alarm Clock” “Launch Phone book” Personal Health Planner ... “How many days until Christmas” Travel Planner “Show airline directory” “Find hotels” “Rent a car” “Check flight status” “Currency converter” Cluze Car Mode Access Daily Brief, Personal Radio, Search, Maps, Directions etc.

A few fragments (sub-sentences) of this incorrectly marked sentence describe the need for read calender permission (“...My reminder ... Add reminder ...”). However, inaccurate identification of sentence boundaries causes the underlying NLP infrastructure produces a incorrect annotation. Such incorrect annotation is propagated to subsequent phases of WHYPER, ultimately resulting in inaccurate identification of a permission sentence. Overall, as the current research in the filed of NLP advances the underlying NLP infrastructure, a significant number of false negatives will be reduced.

RQ2: Comparison to keyword-based searching

In this section, we answer RQ2 by comparing WHYPER to a keyword-based searching approach in identifying permission sentences. As described in Section 5.5.2, we manually measured the number of permission sentences in the application descriptions. Furthermore, we also manually computed the precision (P), recall (R), f-score (FS), and accuracy (Acc) of WHYPER as well as precision (P′), recall (R′), f-score (FS′), and accuracy (Acc′) of keyword-based searching in identifying permission sentences. We then calculated the improvement in using WHYPER against keyword-based searching as ∆P = P − P′, ∆R = R − R′, ∆FS = FS − FS′, and ∆Acc = Acc − Acc′. Higher values of ∆P, ∆R, ∆FS, and ∆Acc are indicative of better performance of WHYPER against keyword-based search.

Table 5.5 shows the comparison of WHYPER in identifying permission sentences to keyword-based searching approach. Columns “∆P”, “∆R”, “∆FS”, and “∆Acc” list percentage values of increase in the precision, recall, f-scores, and accuracy respectively. Our results show that, in comparison to keyword-based searching, WHYPER effectively identifies permission sentences
with the average increase in precision, F-score, and accuracy of 41.6%, 27.2%, and 7.7% respectively. We indeed observed a decrease in average recall by 1.2%, primarily due to poor performance of WHYPER for RECORD_AUDIO permission.

However, it is interesting to note that there is a substantial increase in precision (average 46.0%) in comparison to keyword-based searching. This increase is attributed to a large false positive rate of keyword-based searching. In particular, for descriptions related to READ_CONTACTS permission, WHYPER resulted in only 18 false positives compared to 265 false positives resulted by keyword-based search. Similarly, for descriptions related to RECORD_AUDIO, WHYPER resulted in 64 false positives while keyword-based searching produces 338 false positives.

We next present illustrative examples of how WHYPER performs better than keyword-based search in context of false positives. One major source of false positives in keyword-based search is confounding effects of certain keywords such as contact. Consider the sentence “contact me if there is a bad translation or you’d like your language added!”. The sentence describes that developer is open to feedback about his application. A keyword-based searching incorrectly identifies this sentence as a permission sentence for READ_CONTACTS permission. However, the word contact here refers to an action rather than a resource. In contrast, WHYPER correctly
identifies the word *contact* as an action applicable to pronoun *me*. Our framework thus correctly classifies the sentences as a permission-irrelevant sentence.

Consider another sentence “*To learn more, please visit our Checkmark Calendar web site: calendar.greenbeanssoft.com*” as an instance of confounding effect of keywords. The sentence is incorrectly identified as a permission sentence for READCALENDAR permission because it contains keyword *calendar*. In contrast, WHYPER correctly identifies “Checkmark Calendar” as a named entity rather than resource *calendar*. Our framework thus correctly identifies the sentences as not a permission sentence.

Another common source of false positives in keyword-based searching is lack of semantic context around a keyword. For instance, consider the sentence “*That’s what this app brings to you in addition to learning numbers!*”. A keyword-based search classifies this sentence as a permission sentence because it contains the keyword *number*, which is one of the keywords for READCONTACTS permission as listed in Table 5.4. However, the sentence is actually describing the generic numbers rather than phone numbers. Similar to keyword-based search, our framework also identifies word *number* as a candidate match for subordinating resource *number* in READCONTACTS permission (Figure 5.5). However, the identified semantic action on candidate resource *number* for this sentence is *learning*. Since *learning* is not an applicable action to *phone number* resource in our semantic graphs, WHYPER correctly classifies the sentences as not a permission sentence.

The final category, where WHYPER performed better than keyword-based search, is due to the use of synonyms. For instance, *address book* is a synonym for *contact* resource. Similarly *mic* is synonym for *microphone* resource. Our framework, leverages this synonym information in identifying the resources in a sentence. Synonyms could potentially be used to augment the list of keywords in keyword-based search. However, given that keyword-based search already suffers from a very high false positive rate, we believe synonym augmentation to keywords would further worsen the problem.

We next present discussions on why WHYPER caused a decline in recall in comparison to keyword-based search. We do observe a small increase in recall for READCONTACTS (1.3%) and READCALENDAR (1.5%) permission related sentences, indicating that WHYPER performs slightly better than keyword-based search. However, WHYPER performs particularly worse in RECORDAUDIO permission related descriptions, which results in overall decrease in the recall compared to keyword-based search.

One of the reasons for such decline in the recall is an outcome of the false negatives pro-
duced by our framework. As described in Section 5.5.3 incorrect identification of sentence boundaries and limitations of underlying NLP infrastructure caused a significant number of false negatives in WHYPER. Thus, improvement in these areas will significantly decrease the false negative rate of WHYPER and in turn, make the existing gap negligible.

Another cause of false negatives in our approach is inability to infer knowledge for some ‘resource’-‘semantic action’ pairs, for instance, ‘microphone’-‘blow into’. We further observed, that with a small manual effort in augmenting semantic graphs for a permission, we could significantly bring down the false negatives of our approach. For instance, after a precursory observation of false negative sentences for RECORD_AUDIO permission manually, we augmented the semantic graphs with just two resource-action pairs (1. microphone-blow into and 2. call-record). We then applied WHYPER with the augmented semantic graph on READ_CONTACTS permission sentences.

The outcome increased $\Delta R$ value from -6.6% to 0.6% for RECORD_AUDIO permission and an average increase of 1.1% in $\Delta R$ across all three permissions, without affecting values for $\Delta P$. We refrained from including such modifications for reporting the results in Table 5.5 to stay true to our proposed framework. In the future, we plan to investigate techniques to construct better semantic graphs for permissions, such as mining user comments and forums.

5.5.4 Summary

In summary, we demonstrate that WHYPER effectively identifies permission sentences with the average precision, recall, F-score, and accuracy of 80.1%, 78.6%, 79.3%, and 97.3% respectively. Furthermore, we also show that WHYPER performs better than keyword-based search with an average increase in precision of 40% with a relatively small decrease in average recall (1.2%). We also provide discussion that such gap in recall can be alleviated by improving the underlying NLP infrastructure and a little manual effort. We next present discussions on threats to validity.

5.5.5 Threats to Validity

Threats to external validity primarily include the degree to which the subject permissions used in our evaluations were representative permissions. To minimize the threat, we used permissions that guard against the resources that can be subjected to privacy and security sensitive operations. The threat can be further reduced by evaluating WHYPER on more permissions.
Another threat to external validity is the representativeness of the description sentences we used in our experiments. To minimize the threat we randomly selected actual Android application descriptions from a snapshot of the meta-data of 16001 applications from Google Play store (dated January 2012).

Threats to internal validity include the correctness of our implementation in inferring mapping between natural language description sentences and application permissions. To reduce the threat, we manually inspected all the sentences annotated by our system. Furthermore, we ensured that the results were individually verified and agreed upon by at least two researchers. The results of our experiments are publicly available on the project website [proc].

5.6 Discussions and Future work

Our framework currently only takes into account application descriptions and Android API documents to highlight permission sentences. Thus, our framework can semi-formally enumerate the uses of a permission. This information can be leveraged in the future to enhance searching for desired applications.

Furthermore, the outputs from our framework could be used in conjunction with program analysis techniques to facilitate effective code reuse. For instance, our framework outputs the reasons of why a permission is needed for an application. These reasons are usually the functionalities provided by the application. In future work, we plan to locate the code fragments that implement the described functionalities. Such mapping can be used as indexes to existing code searching approaches [TX07, Rei09] to facilitate effective reuse.

Modular Applications: In our evaluations, we encountered cases where a description referring to another application where the permission sentences were described. For instance, consider the following description sentence “Navigation2GO is an application to easily launch Google Maps Navigation.”.

The description states that the current application will launch another application “Google Maps Navigation”, and thus requires the permissions required by that application. Currently, our framework does not deal with such cases. We plan to implement deeper semantic analysis of description sentences to identify such permission sentences.

Generalization to Other Permissions: WHyper is designed to identify the textual justification for permissions that protect “user understandable” information and resources. That is, the permission must protect an information source or resource that is in the domain of knowl-
edge of general smartphone users, as opposed to a low-level API only known to developers. The permissions studied in this chapter (i.e., address book, calendar, microphone) fall within this domain. Based on our studies, we expect similar permissions, such as those that protect SMS interfaces and data stores, the ability to make and receive phone calls, read call logs and browser history, operate and administer Bluetooth and NFC, and access and use phone accounts will have similar success with WHYPER.

Due to current developer trends and practices, there is class of permissions that we expect will raise alarms for many applications when evaluated with WHYPER. Recent work [EGC+10, EOMC11] has shown that many applications leak geographic location and phone identifiers without the users knowledge. We recommend that deployments of WHYPER first focus on other permissions to better gauge and account for developer response. Once general deployment experience with WHYPER has been gained, these more contentious permissions should be tackled. We believe that adding justification for access to geographic location and phone identifiers in the application’s textual description will benefit users. For example, if an application uses location for ads or analytics, the developer should state this in the application description.

Finally, there are some permissions that are implicitly used by applications and therefore will have poor results with WHYPER. In particular, we do not expect the Internet permission to work well with WHYPER. Nearly all smartphone applications access the Internet, and we expect attempts to build a semantic graph for the Internet permission will be largely ineffective.

**Results Presentation:** A potential after-effect of using WHYPER on existing application descriptions might be more verbose application descriptions. One can argue that it would lead to additional burden on end users to read a lengthy description. However, such additional description provides an opportunity for the users to make informed decisions instead of making assumptions. In future work, we plan to implement and evaluate interfaces to present users with information in a more efficient way, countering user fatigue in case of lengthy descriptions. For example, we may consider using icons in different colors to represent permissions with and without explanation.

### 5.7 Chapter Summary

In this chapter, I have presented WHYPER, a framework that uses Natural Language Processing (NLP) techniques to determine why an application uses a permission. We evaluated our prototype implementation of WHYPER on real-world application descriptions that involve three
permissions (address book, calendar, and record audio). These are frequently-used permissions that protect privacy and security sensitive resources. Our evaluation results show that WHYPER achieves an average precision of 82.8%, and an average recall of 81.5% for three permissions. In summary, our results demonstrate great promise in using NLP techniques to bridge the semantic gap of user expectations to aid the risk assessment of mobile applications.
Developers often migrate applications to release different versions for supporting application programming interfaces (APIs) of various platforms/programming-languages. To migrate an application written using one API (source) to another API (target), a developer needs to know how the methods in the source API map to the methods in the target API. This chapter introduces TMAP\(^1\): *Text Mining based approach to discover likely API mappings* using the similarity in the textual description of the source and target API documents. The remainder of this chapter is organized as follows. Section 6.1 introduces the approach. Section 6.2 presents a real world example that motivates our approach. Section 6.3 presents TMAP approach. Section 6.4 presents evaluation of TMAP. Section 6.5 presents a brief discussion and future work.

### 6.1 Introduction

Software is ubiquitous and of late people are increasingly interacting with software applications that run on variety of software platforms on daily basis. To retain existing users (and attract new users) across different platforms, developers are increasingly releasing different

\(^1\)This work was done in collaboration with Raoul Jetley, Sithu Sudarsan, and Laurie Williams
versions of their applications. For example, a typical mobile software developer often releases
his/her applications on all the popular mobile platforms, such as Android, iOS, and Windows,
which often involves rewriting applications in different languages. For instance, Java is pre-
ferred language for implementing Android applications and Objective-C for iOS application.
In context of desktop software, many well-known projects, such as JUnit, Hibernate provide
multiple versions in different programming languages, to attract developer community to use
these libraries across those languages.

To assist developers with software migration there are existing language migration tools,
such as Java2CSTranslator [jav]. However, such tools require a programmer to manually in-
put how methods in a source language’s Application Programming Interfaces (API) maps to
the methods of the target language’s API. Given a typical language (or platform) exposes a
large number of API methods for developers to reuse, manually writing these mappings is
prohibitively resource intensive and may be error prone.

The goal of this research is to support software developers in migrating an application from
a source API to a target API by automatically discovering likely method mappings across APIs
using text mining on the natural language API method descriptions

Existing approaches in literature address the problem of finding method mapping between
APIs using static [ZTX+10] and dynamic [GGP13] analysis. Recently Nguyen et al. [NNNN14]
further proposed to apply statistical language translation techniques to achieve language migra-
tion by mining large corpora of open source software repositories. However, these approaches
require as an input manually ported (or at least functionally similar) software across source and
target APIs. Since static analysis and mining approaches [ZTX+10, NNNN14] leverage source
code analysis, accuracy of such approaches is dependent on the quality of the code under con-
sideration. Likewise, accuracy of dynamic approaches [GGP13] is dependent on the quality
and completeness of test inputs to dynamically execute the API behavior comprehensively.

To address the shortcomings of existing program-analysis based approaches, we propose
to use the natural language API method descriptions to discover the method mappings across
APIs. Our intuition is: since the documentation is targeted towards developers, there may be
an overlap in the language used to describe similar concepts that can be leveraged. In general,
API documentation provides developers with useful information about class/interface hierar-
chies within the software. Additionally, API documents also provides information about how
to use a particular method within a class by means of method descriptions. A method descrip-
tion typically outlines specifications in terms of the expectations of the method arguments and
functionality of method in general.

This chapter presents TMAP: An approach that leverages the natural language method descriptions to discover the likely method mapping between APIs. TMAP stands for Text Mining based approach to discover likely API method mappings. In particular, TMAP proposes to create a vector space model [Sin01, MRS08] of the target API method descriptions. TMAP then queries the vector space model of target API using automatically generated queries from the source API method descriptions. TMAP automates the query generation in source API using the concepts from text mining, such as emphasizing (or omitting) certain keywords over others and querying multiple facets (such as class description, package names, and method description).

We pose the following research question: **How accurately can the similarity in the language of API method descriptions be leveraged to discover likely API Mappings?** To answer our question, we apply TMAP to discover likely API mappings for 15 classes across: 1) Java and C# API; 2) Java ME ² and Android API. We also compare the discovered mappings with two state-of-the-art static and dynamic analysis based approaches: Rosetta [GGP13] and StaMiner [NNNN14]. Our results indicate that TMAP on average found relevant mappings for 57% more methods compared to Rosetta and StaMiner. Furthermore, our results also indicate that TMAP found on average exact mappings for 6.5 more methods per class with a maximum of 21 additional exact mappings for a single class as compared to previous approaches.

In summary, TMAP leverages natural language description of APIs to discover likely mapping thus facilitating cross API migration of applications. Since TMAP analyzes API documents in natural language, the proposed approach is reusable, independent of the programming language of the library. This chapter makes the following major contributions:

- A text mining based approach that effectively discovers mapping between source and target API.
- A prototype implementation of our approach based on extending the Apache Lucene [luc]. An open source implementation of our prototype can be found at our website. [prob]
- An evaluation of our approach on 5 classes in Java ME to Android API and 10 Classes Java to C# API. The evaluation results and artifacts are publicly available on the project website.

²Java Platform Micro Edition
javax.microedition.lcdui Class Graphics **drawString**  

**public void drawString(String str, int x, int y, int anchor)**  

Draws the specified String using the current font and color. The x,y position is the position of the anchor point. See anchor points.

**Parameters**  

- *str* - the String to be drawn  
- *x* - the x coordinate of the anchor point  
- *y* - the y coordinate of the anchor point  
- *anchor* - the anchor point for positioning the text  

**Throws**  

- *NullPointerException* - if str is null  
- *IllegalArgumentException* - if anchor is not a legal value  

**See Also**  

drawChars(char[], int, int, int, int, int)

---

**Figure 6.1:** drawString API method description from Graphics class in the Java ME API

---

### 6.2 Example

We next present an example to motivate our work and list the considerations for applying text mining techniques on API documents. The example is from the real Java Platform Micro Edition (Java ME) formerly known as J2ME and the Android API. Both Java ME and Android use Java as the language of implementation and are targeted towards hand-held devices. However, our approach is independent of language of implementation and thus can be used for any source and target API.

Figure 6.1 shows the API method description of drawString method from javax.microedition.lcdui.Graphics class in Java ME API. Figure 6.2 shows the API method description of method drawText method from android.graphics.Canvas class in Android API.

Notice the overlap in the language of these two methods. From a human perspective, it is easy to conclude that the two methods offer similar functionality. However, the Android API has more than 23,000 public methods. Manually going through each method description to find similar methods is prohibitively time consuming, supporting the need for automation. A naive solution to automate the task is to perform keyword-based search.

To demonstrate the difficulties faced by keyword-based search in above example, we searched
android.graphics Class Canvas **drawText**

```java
public void drawText (String text, float x, float y, Paint paint)
```

Draw the text, with origin at (x,y), using the specified paint. The origin is interpreted based on the Align setting in the paint.

**Parameters**

- `text` - The text to be drawn
- `x` - The x-coordinate of the origin of the text being drawn
- `y` - The y-coordinate of the origin of the text being drawn
- `paint` - The paint used for the text (e.g. color, size, style)

---

**Figure 6.2:** `drawText` API method description from `Canvas` class in the Android API

the Android API description with the keywords listed in Table 6.1 using the Apache Lucene [luc] framework. Lucene is a high-performance, full-featured text search engine library written entirely in Java. The column “Query” describes the keywords we used to perform keyword-based search, The column “Hits” lists the number of matches found, and The column “Top-10” lists the rank of the first relevant method in top-ten results. For instance, when we searched for the class name “Graphics” in the Android API, we did not get any results. We also did not get any results for when we searched for method name using keywords “drawString”.

When we searched the Android API using the words in the method signature as keywords, we got a 23,547 results (almost all methods in Android API). The high number of results is because of the confounding effects of keywords, such as “public”. Most of the methods signatures have the keyword “public”. Although the ranking mechanisms in Lucene did rearrange the results moving methods with most keyword matches first, we did not find a relevant method in top-ten results. Likewise, the words in method descriptions as a whole or in parts also did not yield better results. In the example, a combination of various attributes, such as method name split in camel case notation “draw String”, keywords from both class and method description resulted in the Android API equivalent method `drawText` shown in Figure 6.2 in the top ten results.

The example demonstrates difficulties faced by simple keyword-based searches and text mining in general to discover likely method mappings. The TMAP approach in general addresses the following difficulties in applying text mining approaches on natural language API method descriptions:
Table 6.1: Query Results

<table>
<thead>
<tr>
<th>#</th>
<th>Query</th>
<th>Hits</th>
<th>Top-10</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Class Name: “Graphics”</td>
<td>0</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>Method Name: “drawString”</td>
<td>0</td>
<td>-</td>
</tr>
<tr>
<td>3</td>
<td>Method Signature</td>
<td>23547</td>
<td>-</td>
</tr>
<tr>
<td>4</td>
<td>Method Description: (Complete)</td>
<td>16820</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Method Description: (summary sentences)</td>
<td>94230</td>
<td>-</td>
</tr>
<tr>
<td>6</td>
<td>Combination</td>
<td>1479</td>
<td>3</td>
</tr>
</tbody>
</table>

‘-’=No Match in Top-10 results.

1. **Confounding effects.** Certain method names have a confounding effects. For instance, `toString()`, `get()`, `set()` are too generic and tend to have similar descriptions across different method definitions. These generic methods often cause interference with the output of text mining based approaches. The problem is to automatically identify such methods to de-emphasize their importance in a query.

2. **Weights.** Not all terms in a method descriptions are equally important keywords. For instance, the term “zip” in the sentence “opens a zip file” is more important than the terms “opens” and “files” as the term empathizes on the specific type of file. The problem is to automatically identify the importance of a term.

3. **Structure.** API documents are not flat contiguous text blobs. They have well defined structure, that is often shared by method descriptions. Ignoring the structure may cause ineffective queries negatively affecting the results. The problem is to effectively aggregate the results of querying individual API document elements (such as class description, class names, method names, method descriptions).

6.3 **Approach**

We next present our approach for discovering likely mappings of API methods across APIs. Figure 6.3 provides an overview of the ICON approach. The ICON approach consists of three major components: 1) an Indexer; 2) Query Builder; and 3) Searcher components.

The Indexer accepts the API documents of the target API and creates indexes (a vector
space model) of these documents by extracting intermediate contents from the method descriptions. The Query Builder accepts the API documents of the source API and creates queries to be executed on the indexes (a vector space model). Finally, Searcher component execute the queries on the indexes and generates an ordered set of the API methods from target API documents as mapping results to be presented to the developers for confirmation. We next describe each component in detail.

### 6.3.1 Indexer

This component accepts the API method descriptions of the target API and creates indexes (a vector space model) of these documents. In particular, Indexer extracts the following fields from the API method descriptions:

- **F1) Type Name**: The name of enclosing class/interface of the method. For the method description of `drawString` shown in Figure 6.1, indexer extracts the type Name as “Graphics”.

- **F2) Package Name**: The package name of the enclosing type. For the method description
shown in Figure 6.1, indexer extracts the package name as “javax.microedition.lcdui”.

- **F3) Method Name**: The name of the method. For the method description shown in Figure 6.1, indexer extracts the method name as “drawString”.

- **F4) MethodModifiers**: The access modifiers of the method. For the method description shown in Figure 6.1, indexer extracts the method modifiers as “public”.

- **F5) Method Return Type**: The return type of the method. For the method description shown in Figure 6.1, indexer extracts the return type as “void”.

- **F6) Exceptions Thrown**: Name of the exceptions thrown by the method. For the method description shown in Figure 6.1, indexer extracts the exception names as “NullPointerException” and “IllegalArgumentException”.

- **F7) Parameters**: The name and type information of parameters. For the method description shown in Figure 6.1, indexer extracts the parameter name and type information as “String str”, “int x”, “int y”, and “int anchor”.

- **F8) Class Description**: The description of enclosing type. Class description is not shown in Figure 6.1 for the space considerations.

- **F9) Method Description**: The description of the method. For the method description shown in Figure 6.1, indexer extracts the method description as all the text except method deceleration in Line 1.

This step is required to extract the desired descriptive text from the API method descriptions. Getting structured descriptions facilitates searching on individual categories. Thus step allows TMAP to deal with the *structure* issue as presented in Section 6.2. Different API documents may have different styles of presenting information to developers. Such stylistic differences may also include the difference in the level of the details presented to developers. TMAP relies only on basic fields that are generally available for API methods across different presentation styles.

After extracting the desired information, extracted text is further preprocessed. The preprocessing steps are required to make the text amenable to text mining techniques that are used in the subsequent phases of the TMAP approach. In particular, TMAP performs the following basic prepossessing steps:
• **P1) Presentation Elements**: A typical API method description is often interleaved with presentation elements for better readability. For instance, JavaDoc provides a list of identifiers such as @Code and @link. These identifiers are automatically translated into presentation markup, such as links and fonts. Although such elements are part of the description text, these elements often cause noise in the text mining techniques to compute relevance based on the query. Therefore, this preprocessing step cleans the method descriptions to remove such elements. We use a static list of presentation elements to achieve cleaning in this step with relatively high accuracy.

• **P2) Split Package Notation**: In method descriptions, the “.” character is used as a separator character for package names like “javax.microedition.lcdui”. We use regular expressions to split the package name into constituent words to facilitate search on individual words in the package name. For example, “javax.microedition.lcdui” is split into “javax microedition lcdui”.

• **P3) Split CamelCase Notation**: API method descriptions are often interleaved with programming identifiers, such as class names and method names. Oftentimes these identifiers use CamelCase notation. The CamelCase notation is the *de facto* mechanism used by programmers for combining phrases into a single word, such that each word in the phrase begins with a capital letter. Previous research [LM07] demonstrated the benefit of splitting the CamelCase word into its constituent phrase for automated code completion. TMAP splits such identifiers into constituent phrases to better facilitate searching. TMAP leverages the well-formed structure of CamelCase notations to encode a regular expression to achieve splitting with relatively high accuracy. For example, “drawString” is split into “draw String”.

• **P4) Lowercase**: This step involves converting the text description to lower case. The step is performed to normalize the text for making the keyword match case intensive, further increasing the range of queries.

• **P5) Stemming**: This step transforms the words in the description to their base form. Stemming is very effective in extending the range of keyword based queries to match various operational forms of the words. For instance, “has”, “have”, and “had” are mapped to the stem “ha”.
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After preprocessing, TMAP next creates indexes for the API method descriptions. An index is collection of documents where each document is made up of values organized into well defined fields. TMAP considers every method description as an individual document and uses the following major fields (as previously described): 1) combination of package and class name; 2) class description; 3) method signature; 4) method name; and 5) method description. The values are of these fields is text after preprocessing. TMAP uses a vector space model representation of the documents for each field. Vector space model or term vector model is an algebraic model for representing text documents (and any objects, in general) as vectors of identifiers and their frequency of occurrence. In case of TMAP, each word is considered as a term except the stop words, such as “a”, “the”, and “and”.

6.3.2 Query Builder

This component accepts the API method descriptions of the source API and creates queries for method descriptions. These queries are executed on the target API index to retrieve an ordered list relevant API methods. In particular, Query Builder uses the same preprocessing steps followed by Indexer (listed in Section 6.3.1). After extracted desired descriptive text from the API method descriptions, this component systematically creates search queries to search for different fields in Indexes. Keywords for searching in “Type Name”, “Type Description”, “Method Name”, and “Method Description” fields are derived from their equivalents in the extracted descriptive text.

For instance, consider the method description shown in Figure 6.4 and equivalent query in shown in Figure 6.5. The Keywords for “Type Name” are derived from preprocessing “java.util.Iterator” resulting in “java util iter”. Notice the package notation is split into individual words and “Iterator” is further transformed to lower case and its stem “iter”. Likewise, keywords for field “Method Name” is derived by preprocessing “hasNext”, which is first split into “has Next” and then transformed using stemming into “ha next” (ha being stem of word has).

For generating keywords to query the “Type Description” field we consider following heuristic: 

**Heuristic H1:** the first paragraph or the first five sentences of the type description (whichever is shorter) provides reasonable keywords for searching equivalent class in target API.

Likewise, for generating the keywords to query the “Method Description” field, we consider the following heuristic: 

**Heuristic H2:** the first paragraph or the first two sentences of the
java.util Interface Iterator **hasNext**

boolean hasNext ()

Returns true if the iteration has more elements. (In other words, returns true if next() would return an element rather than throwing an exception.)

**Returns:**

true if the iteration has more elements

Figure 6.4: API Method Description of hasNext method in Iterator Interface from Java API

**Type Name:** java.util.iter

**Type Description:** iter over collect iter take enumer java collect framework

**Method Name:** hasNext

**Method Description:** return true iter ha more element other word return true next would return element rather than throw except

Figure 6.5: Query based on API method description of hasNext method in Iterator Interface from Java API
method description (whichever is shorter) provides reasonable keywords for searching equivalent method in target API.

TMAP uses these heuristics to improve the performance of searching infrastructure that tends to be inversely proportional to the complexity and length of the query. Using all the descriptive text as keywords results in a verbose query. As the number of keywords in a query increases the effectiveness of the query decreases. A large number of keywords have higher probability of matching large number of documents in comparison to a query with fewer keywords. In contrast, we observed that the document writers tend to describe the general overview of class and method description in the first few sentences followed by implementation and design specific details. We thus focused on the words in these overview sentences to create queries instead of using entire descriptive text.

Weights for terms. As mentioned in Section 6.2, all terms in a method description are not equally important keywords. TMAP further enhances the query by quantifying the importance of a term in the method description and use that as the weight of the corresponding keywords in the query. In particular, we propose to use tf-idf [MRS08] as a means to quantify importance of a term. For each term in the method description TMAP calculates the number of times the term occurs in that method description as $freq_{mtd}$. TMAP also calculates the maximum frequency of any term in the document as $freq_{MAX}$. TMAP then calculates the number of documents in the corpus that contains the term as $freq_{doc}$. TMAP finally calculates the tf-idf score of the term (as listed [MRS08]) as:

$$\text{tf-idf} = (0.5 + \frac{0.5 \times freq_{mtd}}{freq_{MAX}}) \times \log (1 + \frac{total_{mtd}}{freq_{doc}})$$

The calculated tf-idf values of terms are normalized to a range of 0 to 1 (both 0 and 1 inclusive) for each document. The normalized tf-idf score of the top-k term is then used as the weights for the corresponding keywords occurring in the query.

For the API method description shown in Figure 6.4, TMAP calculates “iter”, “has”, and “element” as most the important terms with normalized tf-idf scores of 1.0, 1.0, and 0.6 respectively. We augment the query shown in Figure 6.5 with the computed weights for the keywords respectively.

6.3.3 Searcher

The searcher component accepts the query from Query Builder component and queries the index generated by Indexer component. The results are then ranked and presented to the end
user for review. The searcher is realized as follows. First all the documents that match the keywords and clauses in a query are returned. Then, the returned documents are ranked using the cosine similarity [Sin01] of the terms in query and the terms in returned documents. In mathematics, Cosine similarity is a numerical statistic to measure the similarity between two vectors. In information theory [MRS08], cosine similarity is the standard statistic to rank relevant documents.

6.3.4 Implementation

We implemented a prototype version of the TMAP approach. We first manually download the HTML version of API documents of libraries. We then implemented a parser for extracting the requisite text from these documents using Jsoup\(^3\), which is a java library for working with HTML documents. In particular our prototype implementation parses: 1) Oracle’s Javadoc style; 2) Android style documentation; and 3) Microsoft’s MSDN documentation.

We next implemented the indexing, query building, and searching infrastructure using the Apache Lucene [luc]. Lucene is a high-performance, full-featured text search engine library written entirely in Java. Our prototype implementation and evaluation subjects are publicly available on the project website. [prob]

6.4 Evaluation

We conducted an evaluation to assess the effectiveness of TMAP. In our evaluation, we address following research questions:

- **RQ1**: What is the effectiveness of TMAP in leveraging the similarity in the language of API method descriptions to discover likely API Mappings?
- **RQ2**: How do the mappings inferred by TMAP compare with the human written mappings?
- **RQ3**: What is the effectiveness of using free form queries using TMAP?

\(^3\)http://jsoup.org/
6.4.1 Subjects

We evaluated TMAP using a snapshot of the API documents of Java, C#, Android, and Java ME downloaded on Jan 2015.

Java Platform Micro Edition, or Java ME, is a Java platform designed for embedded systems (such as mobile devices). Target devices range from industrial controls to mobile phones (especially feature phones) and set-top boxes. Android is a linux-based operating system designed primarily for touchscreen mobile devices, such as smartphones and tablet computers. API documents for both Java ME and Android are publicly available at http://docs.oracle.com/javame/config/cldc/ref-impl/midp2.0/jsr118/index.html and http://developer.android.com/reference/packages.html respectively.

Java and C# are general-purpose programming languages from Oracle and Microsoft respectively. Java applications are typically compiled to bytecode that run on any Java Virtual Machine (JVM) irrespective of underlying computer architecture. Likewise, C# is compiled into intermediate representation that run on Microsoft’s common language infrastructure. API documents for both Java and C# are publicly available at http://docs.oracle.com/javase/8/docs/api/ and https://msdn.microsoft.com/en-us/library/ggl45045(v=vs.110).aspx respectively.

Particularly we used the API documents of the following library pairs as subjects for our evaluation.

Java ME (to Android) API: For our evaluation we considered the methods in the following Java ME Types as the source API methods to discover mapping methods in Android API: Alert, Canvas, Command, Graphics, and Font Classes in javax.microedition.lcdui.

The listed types provides methods for supporting graphics related functionality in Java ME. Furthermore, Gokhale et al. [GGP13] approach Rossetta reports the mapping for methods in theses types along with seven others (twelve types in total) as a part of their evaluation, thus providing for a baseline comparison with dynamic analysis based approaches. Rossetta approach requires a user to manually execute functionally similar applications using source and target API with identical (or near identical) inputs and collect execution traces. Finally Rossetta analyses the collected execution traces to infer method mappings. We focused our evaluation on the listed five types which we perceived important among the twelve types reported by Rossetta. In the future, we plan to evaluate TMAP approach on all the twelve reported types.

Java (to C#) API: For our evaluation we considered the methods in the following Java
Types as the source API methods to discover mapping methods in C# API: 1) File, Reader, and Writer in java.io package; 2) Calendar, Iterator, HashMap, and ArrayList in java.util package; and 3) Connection, ResultSet, and Statement classes in java.sql package.

Types in java.io provide the API methods for accessing and manipulating the file system. Types in java.util provide API methods for miscellaneous utilities, such as text manipulation, collections frameworks and other data structures. Types in java.sql provide the API methods for accessing and processing data stored in databases. We selected these particular packages in Java programming languages because Nguyen et al. [NNNN14] in their work (StaMiner) for statistical language migration find mappings for the types in these packages. Their mappings provides for a external baseline comparison. Although, Nguyen et al. [NNNN14] report on all the classes in these packages, due to the amount of effort, we focused our analysis on the listed types which we perceived as important in their respective packages.

6.4.2 Evaluation Setup

We first downloaded the publicly available API documents from the respective websites of the projects. We then cleaned and extracted the desired fields as described in the Section 6.3.1. We then indexed the extracted text into the Lucene indexes. We created a separate index for every API type: Java ME, Android, Java, and C#.

For every class/interface under consideration (as listed in Section 6.4.1), we extracted the publicly listed methods from API documents. For a given type, we only consider the methods that are explicitly listed in the public API. We exclude the methods that are inherited from a parent type without modification. For instance, we exclude the equals method from the parent class Object which is the parent class for majority of Java types. Since, the inherited methods are part of the parent type, TMAP will find the mapping when considering the parent type. We then use TMAP to create the queries form the descriptions of the considered methods as described in Section 6.3.2. Finally, we execute the formulated queries on the index and collect results We only consider top-10 results for each query. Previous approaches [CJS09, GGP13] also only consider the top-10 results suggested by their approach for evaluation.

The top-10 matches found by the TMAP are then analyzed/reviewed manually to determine the effectiveness of the matched results. For a given method in the source API, a match is characterized by a class and a method within that class that is determined to be the correspond-
ing implementation in the target API. Researchers \(^4\) next annotated each match as ‘relevant’ and/or ‘exact’ based on the following acceptance criteria:

1. **Relevant** If the target method in the top-10 list can be used to implement the same (or similar) functionality as the source method, we classify the result as relevant.
   OR
   The target method is reported by the previous approaches [GGP13, NNNN14] as a mapping.

2. **Exact** If the target method is a relevant method and the target method accurately captures the functionality of the source method, and implements the same feature/function, the resultant match is classified as an ‘exact’ match.
   OR
   The target method is reported by the previous approaches [GGP13, NNNN14] as a mapping.

For example, the method `getInt` in the type `java.sql.ResultSet` has an exact match in the C# method `GetInt32` from `system.data.sqlclient.SqlDataReader` type, since it provides the same functionality of extracting the value stored in a specified column as a 32-bit signed integer. On the other hand, the method `getClob` in type `java.sql.ResultSet` does not have an exact corresponding method in C#. The closest functionality available is the C# method `GetValues` in the class `system.data.sqlclient.SqlDataReader`. Thus the method `GetValues` is marked as relevant, but not an exact match.

We then calculate coverage (\(Cov\)) as the ratio of the number of source methods in a type to the number of methods that TMAP found at-least one relevant mapping. We also calculate the \(\Delta Cov\) as increase in the \(Cov\) in comparison to results reported by previous approaches [GGP13, NNNN14]. High value of \(\Delta Cov\) indicates the effectiveness of TMAP in finding API method mappings.

Finally we measure the common methods between the exact mappings suggested by TMAP for a source method with the mappings suggested by previous approaches. We then calculate, the number of new mappings a the number of exact mappings minus the common mappings.

\(^4\)Rahul Pandita, Raoul Jetley, Sithu Sudarsan
6.4.3 Results

We next describe our evaluation results to demonstrate the effectiveness of TMAP in leveraging natural language API descriptions to discover method mappings across APIs.

RQ1: Effectiveness of TMAP

Table 6.2 presents our evaluation results for answering RQ1. The columns ‘API’ lists the name of source API under ‘Source’ and target API under ‘Target’. The column ‘Type’ lists the class or interface in source API under consideration for finding mappings in target API. The column ‘No. Methods’ lists the number of methods in the class or interface under consideration. We only consider the methods explicitly declared or overridden by a type and ignore the inherited methods. The column ‘Relevant’ lists the number of methods for which at least one relevant mapping is reported. The sub-column ‘Prev.’ reports relevancy numbers by previous approaches. The previous approach for comparison of Java ME-Android mappings is Rosetta [GGP13]. The previous approach for comparison of Java-C# mappings is StaMiner [NNNN14]. The sub-column ‘TMAP’ reports relevancy numbers by TMAP (at least one relevant method in top-ten results). The column ‘Exact’ lists the number of methods for which an exact mapping is found. The sub-column ‘Prev.’ reports exact numbers by previous approaches. Since previous approaches do not make a distinction between exact and relevant, we report same values for both columns. The sub-columns ‘TMAP’ reports exact numbers by TMAP (at least one exact method mapping in top-ten results). Column ‘$\Delta_{Cov}$’ lists the ratio of increase in the number of methods for which a relevant mapping was found by TMAP to the total number of methods in the type.

Our evaluation results indicate the TMAP on an average finds relevant mappings for 57% (Column ‘$\Delta_{Cov}$’) more methods. For the Java ME-Android mappings TMAP performs best for Alert and Font classes from javax.microedition.lcdui package in Java ME API with 75% increase in number of methods for which a relevant mapping was found in Android API. For the Java-C# mappings TMAP performs best for Iterator interface from java.util package in Java API finding a relevant method in C# API for all the methods. Previous approach StaMiner reports a manually constructed wrapper type as a mappings instead. Furthermore, our results also indicate that TMAP found on average exact mappings for 6.5 $((171 - 73)/15)$ more methods per type with a maximum of 21 additional exact mappings for a java.sql.ResultSet type as compared to previous approaches.
<table>
<thead>
<tr>
<th>S No.</th>
<th>Source</th>
<th>Target</th>
<th>Type</th>
<th>No. Methods</th>
<th>Relevant Prev</th>
<th>TMAP</th>
<th>Exact Prev</th>
<th>TMAP</th>
<th>$\Delta_{C_{OE}}$</th>
<th>Common</th>
<th>New</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Java ME</td>
<td>Android</td>
<td>javax.microedition.lcdui.Alert</td>
<td>16</td>
<td>3</td>
<td>15</td>
<td>3</td>
<td>7</td>
<td>0.75</td>
<td>0</td>
<td>7</td>
</tr>
<tr>
<td>2</td>
<td>Java ME</td>
<td>Android</td>
<td>javax.microedition.lcdui.Canvas</td>
<td>22</td>
<td>5</td>
<td>18</td>
<td>5</td>
<td>10</td>
<td>0.60</td>
<td>0</td>
<td>10</td>
</tr>
<tr>
<td>3</td>
<td>Java ME</td>
<td>Android</td>
<td>javax.microedition.lcdui.Command</td>
<td>6</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>0</td>
<td>0.00</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>Java ME</td>
<td>Android</td>
<td>javax.microedition.lcdui.Graphics</td>
<td>39</td>
<td>18</td>
<td>36</td>
<td>18</td>
<td>29</td>
<td>0.47</td>
<td>5</td>
<td>24</td>
</tr>
<tr>
<td>5</td>
<td>Java ME</td>
<td>Android</td>
<td>javax.microedition.lcdui.Font</td>
<td>16</td>
<td>3</td>
<td>15</td>
<td>3</td>
<td>8</td>
<td>0.75</td>
<td>0</td>
<td>8</td>
</tr>
<tr>
<td>6</td>
<td>Java</td>
<td>C#</td>
<td>java.io.File</td>
<td>54</td>
<td>15</td>
<td>37</td>
<td>15</td>
<td>26</td>
<td>0.41</td>
<td>7</td>
<td>19</td>
</tr>
<tr>
<td>7</td>
<td>Java</td>
<td>C#</td>
<td>java.io.Reader</td>
<td>10</td>
<td>1</td>
<td>8</td>
<td>1</td>
<td>6</td>
<td>0.70</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>8</td>
<td>Java</td>
<td>C#</td>
<td>java.io.Writer</td>
<td>10</td>
<td>2</td>
<td>10</td>
<td>2</td>
<td>10</td>
<td>0.80</td>
<td>1</td>
<td>9</td>
</tr>
<tr>
<td>9</td>
<td>Java</td>
<td>C#</td>
<td>java.util.Calendar*</td>
<td>47</td>
<td>0</td>
<td>11</td>
<td>0</td>
<td>5</td>
<td>0.24</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>10</td>
<td>Java</td>
<td>C#</td>
<td>java.util.Iterator*</td>
<td>3</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>1</td>
<td>1.00</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>11</td>
<td>Java</td>
<td>C#</td>
<td>java.util.HashMap</td>
<td>17</td>
<td>5</td>
<td>9</td>
<td>5</td>
<td>5</td>
<td>0.24</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>12</td>
<td>Java</td>
<td>C#</td>
<td>java.util.ArrayList</td>
<td>28</td>
<td>6</td>
<td>22</td>
<td>6</td>
<td>15</td>
<td>0.58</td>
<td>4</td>
<td>11</td>
</tr>
<tr>
<td>13</td>
<td>Java</td>
<td>C#</td>
<td>java.sql.Connection</td>
<td>52</td>
<td>1</td>
<td>28</td>
<td>1</td>
<td>13</td>
<td>0.52</td>
<td>1</td>
<td>12</td>
</tr>
<tr>
<td>14</td>
<td>Java</td>
<td>C#</td>
<td>java.sql.ResultSet</td>
<td>187</td>
<td>10</td>
<td>146</td>
<td>10</td>
<td>31</td>
<td>0.73</td>
<td>1</td>
<td>30</td>
</tr>
<tr>
<td>15</td>
<td>Java</td>
<td>C#</td>
<td>java.sql.Statement</td>
<td>42</td>
<td>1</td>
<td>21</td>
<td>1</td>
<td>5</td>
<td>0.48</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td></td>
<td></td>
<td>549</td>
<td>73</td>
<td>382</td>
<td>73</td>
<td>171</td>
<td>0.57**</td>
<td>22</td>
<td>149</td>
</tr>
</tbody>
</table>

* = Previous approach reported a manually constructed class as mapping; ** = Average
Prev = previous approach; Previous approach for Java ME-Android mappings is Rosetta [GGP13];
Previous approach for Java-C# mappings is StaMiner [NNNN14]
We next describe the cases where TMAP did not find any relevant mapping. A major cause for inadequate performance of TMAP is lack of one-to-one mapping between methods in source and target API. Often times functionality of a method in a source API is broken down into multiple functions in the target API or vice versa. Although, TMAP reports some of the relevant methods, exact mapping may involve a sequence of method calls in target API which is the limitation of TMAP. In the future, we plan to investigate techniques to deal with such cases.

Another cause of inadequate performance of TMAP is inconsistent use of terminology across different APIs. For instance, TMAP did not find any additional relevant mapping for methods in `Command` class in Java ME API. In Java ME API, ‘command’ is used to refer the user interface construct ‘button’. In Android API, ‘command’ is used in more conventional sense of the term. This inconsistent use of terminology causes TMAP to return irrelevant results. When we manually replaced the term ‘command’ with ‘button’ in the generated queries, we observed a relevant method appeared in top ten results for every method `Command` class in Java ME API. However, we refrain from including such modifications to stay true to TMAP approach for evaluation. In the future, we plan to investigate techniques to automatically suggest alternate keywords.

**RQ2: Quality of discovered mappings**

To answer RQ2, we compared the exact mappings discovered by TMAP with the mappings discovered by previous approaches. In Table 6.2 the previous approach for comparison of the Java ME-Android mappings is Rosetta [GGP13] and the previous approach for comparison of Java-C# mappings is StaMiner [NNNN14]. Our results show that out of 171 discovered exact mappings only 22 are in common with previous approaches. We next discuss some of the implications of the results.

Before carrying out this evaluation, we had hoped that the mappings discovered by TMAP would significantly overlap with the mappings discovered by the Rosetta and StaMiner, as these approaches infer mappings from actual source code. Thus, these mappings can be considered as the representative of how developers are actually migrating software. However, the results suggest a low overlap. We manually investigated the possible TMAP specific implications of the observed mismatch.

The results (matches found) comprise of methods from different classes in the target API, reflecting that often there are multiple ways to solve a problem, or to implement a feature using
an API. Further, choice of using multiple APIs gives a developer the flexibility to use different approaches when porting an application from one platform to another.

When more than one match is found for a given source method, the results in TMAP are ranked according to the similarity score, with the more relevant (or exact matches) ranked higher. The ranked set of results helps the developer use the best suited or most appropriate target method in their implementation. This approach is different from earlier approaches [GGP13, NNNN14] that focused on only exact matches between different classes based on the number of methods within them that are similar.

We also contacted the authors of Rosetta approach [GGP13] to report the difference in the mappings. Specifically, we inquired that Rosetta does not report any method form AlertDialog in the Android API as a possible mapping for Alert.setString method in Java ME API. Rosetta reports method sequence Paint.setAlpha CompundButton. setChecked as one of the likely mappings. In contrast, TMAP discovers AlertDialog.setTitle method in Android API as a likely mapping.

The lead author of Rosetta approach responded that they restricted the output of Rosetta to sequences of length up to 2 when inferring mappings (i.e., A → p; q, or A→ p). Furthermore, authors count a reported method sequence as a valid mapping if the reported sequence implements some of the functionality of a source method on the target platform. With regards to our query, Rosetta authors observed that in many of the traces, setting a string first involves setting the attributes of the Paint (with is used to draw the text), followed by a call to setText method, which led them to believe that the sequence Paint.setAlpha CompundButton. setChecked could be a likely mapping, if at least in part. Although, author did confirm that technically AlertDialog.setTitle method in Android API as a likely mapping.

The exchange with Rosetta approach’s lead author points out that that the mappings discovered by TMAP generally point to the closest aggregate API in contrast to the individual smaller API calls that achieve same functionality. Furthermore, exchange also demonstrates the reliance of the code analysis approaches on the quality of the code under analysis. In contrast, TMAP relies on the quality of the API method descriptions.

**RQ3: Effectiveness in free form queries**

RQ3 demonstrates the effectiveness of text-mining in general for API related information retrieval tasks. In particular, we show the effectiveness of creating vector space representation of API method descriptions by using free form queries. For evaluating RQ3, we use the same
queries as used by Chatterjee et al.’s [CJS09] in evaluation of their approach Sniff. Sniff is targeted towards searching for relevant method snippets from source-code repositories. Sniff first annotates the source code with API document descriptions and uses the hybrid representation of source code to get relevant code fragments. Since TMAP does not report method sequences, we consider a method reported by TMAP as relevant iff:

1. the method is in top-10 results.

2. the method is one of the methods in the code fragment reported by Sniff.

Table 6.3 shows the effectiveness of TMAP using free form queries. The column ‘Query’ lists the query used in evaluation. The column ‘Sniff’ lists the ranking of relevant code fragment by Sniff as reported in their work. The column ‘TMAP’ lists the ranking of first relevant method returned by TMAP.

Our evaluation results show that in TMAP returns the relevant method in top 10 results (except one) demonstrating effectiveness of TMAP with free form queries. For the query ‘read a line of text from a file’ all the reported result methods did support the functionality of reading lines from file, however were not reported as relevant code fragment by Sniff.
6.5 Limitation and Future work

We next describe the limitations and future work of TMAP, followed by discussions on threats to validity.

A key limitation of the presented work is reliance on the human developer to confirm or refute mappings. In the future, we plan to extend the TMAP infrastructure to achieve an end-to-end automation. Particularly, we plan on using the program analysis techniques, such as type-analysis proposed in existing approaches [NNNN14, ZZXM09].

Sometimes the functionality achieved by a method call in a source API, is achieved by a sequence of method calls in the destination API and vice versa. Although TMAP may return individual methods as relevant, TMAP does not provide explicit sequences of method calls as relevant suggestions. In the future, we plan to extend the current text mining infrastructure to provide method sequences as relevant suggestions when applicable. In particular, we plan to leverage the NLP techniques, such as specification inference [PXZ+12] to identify method sequences.

From an implementation perspective, TMAP does not take into account the API fields, which limits TMAPs ability in reporting mappings involving API fields. For instance, the functionality achieved by a method call in a source API may be achieved by accessing a API field in destination API. However, disregarding API fields is a limitation of the current implementation and in future iterations of TMAP implementations we plan to include API fields in the indexes as well.

Finally, TMAP operates under the assumption of the availability of the API documents. Thus TMAP is not applicable in situations where API documents are of low quality or are unavailable altogether. In the future, we plan to extend TMAP infrastructure to workaround such situations by integrating with existing source code mining based approaches. Specifically we plan to leverage techniques like code summarisation [SPVS11] and IR based approaches like Exoa [KHK10].

Threats to Validity: The primary threat to external validity is the representativeness of our experimental subjects to the real world software. To address this threat we chose real world API pairs: 1) Java ME and Android APIs are two Java based platforms to develop mobile applications; 2) Java and C# APIs are the top object-oriented programming language APIs used for generic application development. The threat can be further minimized by evaluating TMAP on more APIs from different domains.

Our chief threat to internal validity is the accuracy of TMAP in identifying API mappings.
To minimize this threat we compared the mappings inferred by TMAP with the mappings provided by previous approaches. We thank Gokhale et al. [GGP13] for sharing with us the Java ME and Android API mappings inferred by their Rosetta approach. We also thank Nguyen et al. [NNNN14] for making their mappings publicly available. Furthermore, we did manually identify some of the mappings that could not be compared to previous work. Thus, human errors may affect our results. To minimized the effect, each annotation was independently agreed upon by two out of three researchers (Rahul Pandita, Raoul Jetley, and Sithu Sudarsan).

### 6.6 Chapter Summary

API mapping across different platforms/languages mappings facilitate machine-based migration of an application from a one API to another. Thus tool assisted discovery of such mappings is highly desirable. In this chapter, we presented TMAP: a lightweight text-mining based approach to infer API mappings. TMAP compliments existing mapping inference techniques by leveraging natural language descriptions in API documents instead of relying on source code. We applied TMAP to discover API mappings for 15 types across: 1) Java and C# API, 2) Java ME and Android API. We demonstrated the effectiveness of TMAP by comparing the discovered mappings with state-of-the-art code analysis based approaches. Our results indicate that TMAP on an average found relevant mappings for 57% more methods compared to previous approaches. Furthermore, our results also indicate that TMAP found on average exact mappings for 6.5 more methods per type with a maximum of 21 additional exact mappings for a single type as compared to previous approaches.
Our proposed techniques encompasses multiple research areas within software engineering such as NLP on software engineering artifacts, program synthesis and software verification. We next discuss relevant work pertinent to our proposed approaches in these areas.

### 7.1 Formal Specifications

Design by contracts has been an influential concept in the area of software engineering in the past decade. Contracts formally specify the program behavior in terms of conditions that must hold before/after and/or during the execution of a method. A significant amount of work has been done in automated inference of code contracts. There are existing approaches that statically or dynamically extract code contracts [CTS08, NE02, TCS06]. A significant amount of work has been done in automated inference of contracts. However, studies [PCM09, FL01] demonstrate that a combination of developer-written and automatically extracted contracts is the most effective approach for formally specifying the constraints on an API.

Since developers describe the specifications in the method descriptions, we believe that our approaches can work in conjunction with existing approaches towards extracting a comprehensive set of code contracts for a method. Furthermore, Wei et al. [WFKM11] demonstrated that dynamic contract inference performed better when provided with an initial set of seed
contracts. Additionally, contracts are typically in the form of assertions on the state (member variables/properties) of a program. In contrast, one of our proposed approaches ICON infers temporal constraints, that specify the ordering of method invocations, therefore goes beyond traditional contracts.

Another set of approaches infer code-contract-like specifications (such as behavioral model, algebraic specifications, and exception specifications) either dynamically [HRD07, GMM09, HRD08] or statically [FL01, BW08, WZ11] from source code and binaries. Among mining based approaches Gable and Su [GS08] proposed to learn micro-patterns of temporal properties from runtime traces and then combining them into larger specifications depicted as finite state automata. In contrast, the approaches presented in this dissertation infer specifications from the natural language text in API documents, thus complementing existing approaches when the source code or binaries of the API library is not available.

7.2 NLP in Software Engineering

NLP techniques are increasingly applied in the software engineering domain. NLP techniques have been shown to be useful in requirements engineering [SPKB09, SSP10, GZ05, KPW15], usability of API documents [DH09], and other areas [ZCY08, LM07]. We next describe most relevant approaches.

- **Access control policies**: Xiao et al. [XPTX12] and Slankas et al. [SW13] use shallow parsing techniques to infer Access Control Policy (ACP) rules from natural language text in use cases. The use of shallow parsing techniques works well on natural language texts in use cases, due to well formed nature of sentences in use case descriptions. In contrast, often the sentences in API documents are not well formed. Additionally, their approach does not deal with programming keywords or identifiers, which are often mixed within the method descriptions in API documents.

- **Resource Specifications**: Zhong et al. [ZZXM09] employ NLP and Machine Learning (ML) techniques to infer resource specifications from API documents. Their approach uses machine learning to automatically classify such rules. In contrast, we attempt to parse sentences based on semantic templates and demonstrate that such an approach preforms reasonably well. Furthermore, the performance of the approaches is dependent on the quality of the training sets used for ML. In contrast, approaches presented in this
dissertation is independent of such training set and thus can be easily extended to target respective problems addressed by these approaches.

- **Code Comments**: Tan et al. [TYKZ07] applied an NLP and ML based approach on code comments to detect mismatches between these comments and implementations. They rely on predefined rule templates targeted towards method invocation and lock related comments, thus limiting their scope both in terms of application area as well as language used in the comments. In contrast, approach presented in this report relies on generic natural language based templates thus relaxing the restriction on the style of the language used to describe specifications.

- **Javadoc Comments**: Hwei-Tan et al. [TMTL12b] extended the work of Tan et al. [TYKZ07] to apply NLP and ML based approach to test Javadoc comments against implementations. However, the approach specifically focuses on null values and related exceptions, thus limiting the application scope. In contrast, approach presented in this report infers generic specifications from API documents. Furthermore, approach presented in this report already produces FOL-like representation of the specifications that can be used to test implementation.

- **Requirements Document**: Sinha et al. [SPKB09, SSP10] used NLP on natural language text appearing in the use cases for automated and “edit-time” inspection of use cases based on the construction and analyses of models. In particular the model construction allows them to perform variety of checks such as: stylistic checks for the language, complexity checks for number of actions being performed in a use case, flow checks for use of an item before it is created... In contrast, the approaches presented in this report work on more concrete code level specifications. We believe the techniques presented in this work can further improve their model constructions and their work can further work in conjunction to the techniques presented in this work to infer better specifications.

### 7.3 Program Comprehension

With respect to program comprehension there are existing techniques that assist in building domain specific ontologies [ZCY08]. Furthermore, there are existing approaches [SPVS11, Rob86] that automatically infer natural language documentation from source code. These approaches would immensely help in comprehension of the functionality of an application. How-
ever inherent dependency on source code to generate such documents poses a problem in cases, where source code is not available. We next describe some of these approaches

- Sridhara et al. [SPVS11] use data-flow analysis on the method variables to determine the set of statements that represent the computational intent of the method. The data flow analysis is then used to determine the relation of these statements to the method parameters. These relations are then used to generate the natural language parameter documentation using predefined templates.

- Zhang et al. [ZZE11] present an approach to generate the explanatory document in the form of code comments explaining the failure of the test case. They first instrument the failing test case. They then use statistical algorithm on the different execution traces of the failing test case to determine a relatively small subset of the suspicious statements along with the objects that need correction for successful execution of test case. Finally, the identified objects that need correction for successful execution of the test case are used to generate the explanatory comments using predefined templates on the generalized properties of the object. For instance, \( x == \) \text{null} is translated to \text{x is set to: null}.

- Buse et al. [BW08] use source mining source code repositories to generate usage patterns of an API. They argue that availability of actual usable code examples serves as a better documentation assisting developers in understating the usage of API. They propose the clustering of the uses of an API in the open source repositories based on path information. They then propose type abstraction on the clusters to come up with a usage document.

## 7.4 Program Synthesis

Automated program synthesis has been gaining traction with a lot of recent work [Gul11, GJTV11, HG11, GKT11, IGIS10, JGST10, SGF10b, TGT11, TSSC12] in this direction. Srivastava et. al. [SGF10b] addresses the problem by leveraging specifications in the form of pre/post conditions and invariant to achieve synthesis. There also exists some work [HG11, IGIS10, TGT11, JGST10] in literature that addresses the problem of program synthesis by leveraging the state of the art constraint solving. However, there is disconnect between the synthesis achieved by these approaches and inputs required by them to achieve synthesis. Most of these approaches accept either precise formal specifications in the form of pre-post conditions
or extensive input-output data. The synthesis achieved providing input-output relationships is sensitive to the the input data provided. In contrast, precise formal specifications while highly desirable, are rarely found in practice. Even the formal requirements and design documents of almost all of the projects are invariably mixed with natural language sentences.

Among these approaches Thummalapenta et. al. [TSSC12] work is the closest to the techniques proposed in this report. They propose techniques to automate the manual test case, which is a sequence of steps written in natural language. In particular, they propose to use a novel combination of NLP along with backtracking exploration, runtime interpretation to guide creation of the automated test scripts.

### 7.5 Language Migration

Language migration is an active area of research [HH05, Mos03, vDK99, Wat88, ZTX+10, GGP13, NNNN14], with myriad techniques that have been proposed over time to achieve automation. However, most of these approaches focus on syntactical and structural differences across languages. For instance, Deursen et al. [vDK99] proposed an approach to automatically infer objects in legacy code to effectively deal with differences between object-oriented and procedural languages.

However, El-Ramly et al. [EREA06] points out that most of these approaches support only a subset of API’s for migration. Another recently published survey by Robillard et al. [RBK+13] provides a detailed overview of techniques dealing with mining API mappings. Among other works described in [RBK+13], Mining API Mapping [ZTX+10] (MAM) is most directly related to our work.

MAM mines API mapping relations across different languages for language migration, however there is a significant difference between MAM and TMAP. MAM takes into input a software ($S$) written in source language and manually ported version of $S$ ($S'$) written in target language. MAM then applies a technique called “method alignment” that pairs the methods with similar functionality across $S$ and $S'$. These methods are then statically analyzed to detect mappings between source and target language API. While MAM requires as input software that has been manually ported from a source to target API (both $S$ and $S'$), our approach is independent of such requirement. In contrast, TMAP relies on text mining of source and target API method descriptions (that are typically publicly available) to discover likely mappings.

Gokhle et al.’s [GGP13] approach Rosetta addresses the limitations of MAM to infer method
mappings. In particular, Rosetta relaxes the constraint of having software that has been manually ported from a source to target API. Instead, they use functionally similar software in source and target API. For instance, they use two different ‘tic-tac-toe’ game applications in Java ME and Android API not necessarily manually ported. Rosetta approach then requires user to manually execute these applications under identical (or near identical) inputs and collect execution traces. Finally Rosetta analyses the collected execution traces to infer method mappings. In contrast, TMAP is independent of both the requirements: 1) to have functionally similar applications, 2) to manually execute such applications using similar inputs.

Recently Nguyen et al. [NNN14, NNNN14] proposed StaMiner, an approach that applies statistical machine translation based techniques to achieve language migration. Their approach builds upon a previous result [HBS+12] that demonstrates the effectiveness of using an n-gram model to predict the next token in software source file given a large corpus of software source files to learn from. Similar to MAM [ZTX+10] approach they require a software \( S \) written in source language and manually ported version of \( S' \) written in target language as input. They then consider source code as a sequence of lexical tokens (lexemes) and apply a phrase-based statistical machine translation model on the lexemes of those tokens. In contrast, TMAP is independent of such requirement (presence of \( S \) and \( S' \)).

Furthermore, from an infrastructure perspective, TMAP is independent of the programming language or API under consideration. In contrast, program analysis based approaches like [ZTX+10, GGP13, NNNN14] may need significant efforts for adding support to additional APIs and programming language.

Zheng at al. [ZZL11] mine search results of a web search engine, such as Google to recommend related APIs of different libraries. In particular, they propose heuristics to formulate keywords using the name of the source API, and the name of target API to query a web search engine. For instance, to search for an equivalent class in C# for the HashMap class in Java, a user may manually enter “HashMap C#” in a web search engine. The results are computed one by one and candidates are ranked by relevance, mainly according to their frequency of the appearance of keywords in the query. However, authors provide only preliminary results and queries proposed are of a coarse grain. Furthermore, the results are susceptible to influence by the webpages returned by a web search engine. In contrast, TMAP is independent of the web search engine results.
7.6 Information Retrieval

Information retrieval techniques [CJS09, GFX+10, KLHK10, Rei09] are also being increasingly used in Code Search. We next describe some relevant approaches. Chatterjee et al.’s [CJS09] approach Sniff annotates the source code with API document descriptions. Sniff then performs additional type analysis on the source code to rank relevant code snippets. Grechanik et al.’s [GFX+10] approach Exemplar uses the text in API documents to construct a set of keywords associated with an API call. Exemplar then uses the keywords list to facilitate query expansion to achieve code search. However, these approaches are targeted towards code search in a one API. In contrast, TMAP discovers method mappings across multiple APIs.

7.7 Query Formulation

Shepherd et al. [SFH+07] developed tool V-Do to extract verb direct objects from source code comments and identifiers. The extracted verb-direct objects are provided as recommendations to the developer performing the queries. Haudic et al. [HBM+13] developed techniques to automatically recommend query alternatives by learning from past-queries, using ML based reproaches on historical query data. Hill et al. [HPVS09] proposed a query expansion mechanism by automatically extracting natural language phrases from the source code to be searched.
This dissertation presented natural language processing and text mining based approaches that are targeted towards developer, tester and end user productivity. However, there are also many opportunities for future work. This chapter outlines some of the future work.

8.1 Generic Limitations

Several limitations exist in the presented approaches, that have been individually discussed for each approach. These limitations provide an opportunity to expand the presented work in future. From an practitioners perspective, following areas of our approach need further work.

- **Elimination of Predefined Lists.** The presented approaches uses predefined lists for domain dictionaries. However, there are approaches [ZCY08] that facilitate building domain dictionaries from source code. We plan to extend our work to use these approaches. Furthermore, we rely on pre-defined templates for code contract generation. While such a strategy serves our purpose of prototyping, advanced techniques such as keyword programming [LM07] have shown promising results in building programming statements using keywords. We plan to explore such techniques and evaluate the overall effectiveness of our approach after augmenting it with such techniques.
• **Extending Generic Dictionaries.** Our approaches often use generic dictionaries like Wordnet for synonym analysis (for calculating semantic equivalence). The use of generic dictionaries for software engineering related text is sometimes inadequate. For instance, Wordnet matches “has” as a synonym for the word “get.” Although valid for generic English, such instances cause our approach to incorrectly distinguish a constraint sentence from a regular sentence, or vice versa. In future work, we plan to investigate techniques to extend generic dictionaries for software engineering related text. In particular, Yang and Tan [YT13] recently proposed a technique for inferring semantically similar words from software context to facilitate code search. We plan to explore such techniques and evaluate the overall effectiveness of our approach after augmenting it with such techniques.

• **Multi-sentence specifications.** Our approach currently takes into account the specifications described in a single sentence. However, there are instances when a specification is distributed across several sentences. Consider the case for parameter specification described in sentences below:

  “parameter values:Id-value pairs of preferences to set. Each id is an integer between 0 and 200 inclusively. Each value is a string with maximum length of 128 characters.”

The first sentence describes the data structure used for the variable values. The sentences following the first sentence describe the specification on each item in the data structure. Since currently our approach works on individual sentences, it is not possible to establish the relationship between the specifications described in later sentences to the first sentence. In future work, we plan to investigate techniques to facilitate specification inference across multiple sentences.

• **Results Presentation:** A typical user of this system may be interested in finding the source of the inferred specifications in the software artifacts. With advancement of techniques presented in this work, a potential side-effect might be more verbose software artifacts describing detail specifications in natural language. One can argue that it would lead to additional burden on users to review a lengthy specification sentences. However, such additional description provides an opportunity for the users to make informed decisions instead of making assumptions. In future work, we plan to implement and evaluate interfaces to present users with information in a more efficient way, countering user
fatigue in case of lengthy descriptions. For example, we may consider using icons in different colors to represent different type of specification sentences, building on the work of Dekel and Herbsleb [DH09] who were the first to create a tool namely eMoose, an Eclipse IDE based plug-in that allowed developers to create directives (way of marking the specification sentences) in the default API documentation. These directives are highlighted whenever they are displayed in the Eclipse environment.

8.2 Coding-specific activities

The presented approaches serve as a way to formalize the description of specifications in the natural language texts of API documents, thus facilitating existing tools to process these specifications. We next discuss the benefits of our approach in other areas of software engineering,

- **Code Searching.** Code searching [TX07, Rei09] for reuse is a classic problem [FK05] in software engineering. Among previous approaches, a recent approach by Riess [Rei09] provides promising results by using semantics such as code contracts as input-output relationships for code searching. Our approach can be used for generating specifications from API documents in a code repository and thus assisting such approaches in producing better results.

  In case of mobile applications, our WHYPER framework currently takes into account application descriptions and Android API documents to highlight permission sentences. Thus, our framework can semi-formally enumerate the uses of a permission. This information can be leveraged in the future to enhance searching for desired applications.

  Furthermore, the outputs from our framework could be used in conjunction with program analysis techniques to facilitate effective code reuse. For instance, our framework outputs the reasons of why a permission is needed for an application. These reasons are usually the functionalities provided by the application. In future work, we plan to locate the code fragments that implement the described functionalities. Such mapping can be used as indexes to existing code searching approaches [TX07, Rei09] to facilitate effective reuse.

- **Program Synthesis.** Automated program synthesis holds potential for easing the task of a developer by taking care of program generation and allowing the developer to concentrate on design tasks. Recent work by Srivastava et al. [SGF10a] addresses the problem
by leveraging specifications in the form of pre/post-conditions and invariants to achieve synthesis. Our approach can work in conjunction with such approaches to extract specifications from natural language text to achieve better synthesis.

8.3 Self Assurance

A key assumption made by the presented approaches is that the software artifacts faithfully and accurately describe correct specifications. Inaccuracies in software artifacts may negatively affect the usability of the presented approaches. Thus, the presented approaches should be extended to perform some form of self assurance to assess the validity of inferred specifications.

For instance, API documents can sometimes be misleading [TMTL12a, RGL10], thus causing developers to write faulty client code. In future work, we plan to extend our approach to find documentation-implementation inconsistencies. Likewise, A key limitation of the TMAP work is reliance on the human developer to confirm or refute mappings. In the future, we plan to extend the TMAP infrastructure to achieve an end-to-end automation. Particularly, we plan on using the program analysis techniques, such as type-analysis proposed in existing approaches [NNNN14, ZZXM09].

8.4 \textit{WHYPER} : Generalization to Other Permissions

\textit{WHYPER} is designed to identify the textual justification for permissions that protect “user understandable” information and resources. That is, the permission must protect an information source or resource that is in the domain of knowledge of general smartphone users, as opposed to a low-level API only known to developers. The permissions studied in Chapter 5 (i.e., address book, calendar, microphone) fall within this domain. Based on our studies, we expect similar permissions, such as those that protect SMS interfaces and data stores, the ability to make and receive phone calls, read call logs and browser history, operate and administer Bluetooth and NFC, and access and use phone accounts will have similar success with \textit{WHYPER}.

Due to current developer trends and practices, there is class of permissions that we expect will raise alarms for many applications when evaluated with \textit{WHYPER}. Recent work [EGC+10, EOMC11] has shown that many applications leak geographic location and phone identifiers without the users knowledge. We recommend that deployments of \textit{WHYPER} first focus on other permissions to better gauge and account for developer response. Once general deploy-
ment experience with WHYPER has been gained, these more contentious permissions should be tackled. We believe that adding justification for access to geographic location and phone identifiers in the application’s textual description will benefit users. For example, if an application uses location for ads or analytics, the developer should state this in the application description.

Finally, there are some permissions that are implicitly used by applications and therefore will have poor results with WHYPER. In particular, we do not expect the Internet permission to work well with WHYPER. Nearly all smartphone applications access the Internet, and we expect attempts to build a semantic graph for the Internet permission will be largely ineffective.

8.5 Long term goal

My research, in general, is targeted to develop tools and techniques for improving software quality. In the future, I would also like to work on the area of automated specifications inference investigating competing approaches such as static and dynamic program analysis. Finally, a long-term goal of mine is to develop tools and techniques to achieve assisted program synthesis. I envision assisted program synthesis as a way of writing programs, where a human is focused on the semantic and creative aspect of the problem solving and a computer-system assists human by taking care of low level details such as programming language syntax and configuration issues.
In this chapter, we summarize the contributions of this dissertation and discuss the important lessons learned during the course of this dissertation.

9.1 Summary

Specifications play an important role in ensuring timely-delivered and high quality software. Natural language software artifacts are valuable source of finding specifications. For instance, documentation of API methods contains detailed specifications of how to correctly use methods. However, specifications described in natural language are often not amenable to existing developer productivity tools (that currently operate on formal specifications). This dissertation presented a number of text-analysis based approaches to infer formal specifications from natural language software artifacts.

We presented approaches to infer method specifications (parameter specifications, return value specifications and temporal specifications) from API documents. Chapter 3 presented a novel approach for inferring formal parameter specifications and return value specifications from API documents targeted towards code contract generation. Our evaluation results show that our approach has an average of 92% precision and 93% recall in identifying sentences describing parameter specifications and return value specifications from 2717 sentences. Fur-
thermore, our results also show that our approach has an average of 83.4% accuracy in inferring formal specifications from sentences describing parameter specifications and return value specifications out of 1691 sentences.

Chapter 4 presented ICON, an approach to infer temporal constraints from natural language text of API documents. We used ICON to infer temporal constraints from the PayPal Payment REST API, the Amazon S3 REST API, and the commonly used package java.io in the JDK API. Our evaluation results show that ICON effectively identifies sentences describing temporal constraints with an average 79% precision and 60% recall, from more than 4000 sentences in subject API documents. Furthermore, ICON also achieves an accuracy of 70% in inferring 77 formal temporal constraints from these temporal constraint sentences.

We also presented an approach to infer method mapping across API’s by analyzing natural language method descriptions across APIs. API mapping across different platforms/languages mappings facilitate machine-based migration of an application from one API to another. In Chapter 6, we presented TMAP: a lightweight text-mining based approach to infer API mappings. TMAP compliments existing mapping inference techniques by leveraging natural language descriptions in API documents instead of relying on source code. We applied TMAP to discover API mappings for 15 types across: 1) Java and C# API, 2) Java ME and Android API. We demonstrated the effectiveness of TMAP by comparing the discovered mappings with state-of-the-art code analysis based approaches. Our results indicate that TMAP on an average found relevant mappings for 57% more methods compared to previous approaches. Furthermore, our results also indicate that TMAP found on average exact mappings for 6.5 more methods per type with a maximum of 21 additional exact mappings for a single type as compared to previous approaches.

Finally, in Chapter 5, we presented WHYPER: an approach to automate the task of locating the need for security permission in a mobile application description. WHYPER uses Natural Language Processing (NLP) techniques to determine why an application uses a permission. We evaluated our prototype implementation of WHYPER on real-world application descriptions that involve three permissions (address book, calendar, and record audio). These are frequently-used permissions that protect privacy and security sensitive resources. Our evaluation results show that WHYPER achieves an average precision of 82.8%, and an average recall of 81.5% for three permissions. In summary, our results demonstrate great promise in using NLP techniques to bridge the semantic gap of user expectations to aid the risk assessment of mobile applications.
In summary, our evaluation results demonstrate great promise in using text analysis techniques in aiding with software engineering tasks.

9.2 Lessons learned

This section describes the lessons learned during the course of the research performed towards this dissertation. We hope these would be useful to other researchers, including us, in their future research.

- **Personal pain-points**: The motivation behind performing this work came from the personal experiences. As a new developer, I seldom read API documents and sometimes made incorrect assumptions about using an API method. Such issues were hard to resolve because API documents were unyielding in terms of searching for that one sentence in a verbose description. Driving research from personal pain-point allowed me stay motivated throughout the process. Furthermore, talking to other people about the pain-point facilitated a deeper understanding and a problem-driven approach towards research.

- **Adapting techniques from other research areas**: When existing techniques from a different research area are applied to software engineering problems, they often face difficulties. These difficulties provide an opportunity to perform novel-research and creative-thinking. For instance, existing natural language processing techniques are developed for well written news articles. Thus, these techniques had to be creatively adapted for software engineering artifacts like API documents that are domain specific.

- **Generalize research ideas**: Oftentimes working on research problems, I became very focused on solving a very specific problem. In retrospect, the proposed techniques may very well be generalized. For instance, this research began with the idea of inferring code-contracts for C# programming language: a very specific program analysis framework for a specific programming language. However, the general idea is programming language and analysis framework agnostic, as presented in this dissertation.

- **Building on top of existing industrial tools**: Building prototypes for evaluation of a research idea is always desirable. Since writing code for everything from scratch may not be very practical, I highly recommend using existing tools and libraries whenever applicable. I also recommend building on top of widely used tool to have greater impact.
For instance, as a PhD student, I developed a prototype tool [PXTdH10] to direct Pex \(^1\), a dynamic-symbolic-execution based automated-test-input-generation tool, to generate test inputs to achieve high logic coverage. Pex was built to target path coverage thus the inputs generated by Pex performed poorly in achieving high logic coverage. Since Pex is a popular test input generation framework and people were seeking ways to achieve logic coverage, our research inspired a test input generation strategy within Pex to target logic coverage [TdHX14].

\(^{1}\)http://research.microsoft.com/en-us/projects/pex/
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