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This thesis develops algorithms for monitoring and control of large networked dynamic systems with applications to large-scale power systems. Each monitoring and control deserve their own part, and while treated distinctly, they are united by a common graph-theoretic framework, namely exploiting and controlling the graph-theoretic discrete nodal domains of the underlying network.

In Part I, we develop novel measurement-based, graph-theoretic algorithms for localizing disturbances (attacks) in large clustered consensus networks. We initially develop a localization algorithm, which shows how the discrete nodal domains play a role in the measured system dynamics, for smaller graphs. We show how this algorithm can be used for localization in large clustered networks, utilizing the multi-time-scale properties of such networks. We also rigorously extend these results to second-order synchronization networks, such as swing models of power systems. Finally, using techniques for real-time topology identification, we develop an architecture in which our localization algorithm can be deployed for power system monitoring in real-time without relying on a-priori assumptions of the underlying network.

The focus of Part II shifts to developing and implementing graph-theoretic wide-area control designs to large clustered networks. Based on the results from Part I, we first design optimal state feedback control laws to ensure localizability of disturbances in the aggregate network. We develop these results for weighted tree graphs. Finally, we show how these aggregate control designs can be implemented in the full network using wide-area control inversion.
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Chapter 1

Introduction

Large-scale network dynamic systems (NDS) play an ubiquitous role in the study of numerous physical and engineering systems such as robotics [BA98; Zav11; Des01], computer networks [TB86], sensor networks [Xia05], unmanned vehicles [FM04; DD03], biological and social networks [WS98] and electric power systems [Cho95], to name a few. Over the past decade tremendous research devoted to these studies has developed the theoretical foundations for modeling, monitoring, and control of typical linear and nonlinear NDS [Jad03; OS07; Zel09; ME10]. The study of NDS has been characterized as the intersection of three broad mathematical subjects [Zel09]: optimization, dynamic systems and control, and graph theory. In order to fully understand the dynamics and associated control designs for making NDS function in a desired way, the first and foremost task is to understand the graph-theory behind it.

Graph theory is a mature field of mathematics which studies the relationship between pairs of objects from a given set [Bol98]. Graph theory is closely related to other fields of mathematics including combinatorics, algebra, and geometry, while deep connections between graph theory and other branches of mathematics are routinely discovered [Mac14]. The main application of graph theory in the study of dynamic systems comes from the algebraic representations of a graph which are often found (or can be incorporated in, depending on your perspective) the state matrices of systems of networked agents. The most straightforward example of this can be found in the linear time-invariant (LTI) consensus protocol [CM13; Jad03; OS06; OS07], where the networked agents attempt to reach agreement on an objective of interest. In the most simple case, the system’s state matrix is the graph Laplacian. This of course raises questions regarding how the underlying network topology affects the performance of the dynamic system. For consensus networks, the system’s performance is closely related to the spectrum, or eigenvalues, of the graph Laplacian matrix [ME10].

The converse question was raised by Kac [Kac66] when he asked can one hear the shape of a drum? In terms of graph theory, the question can be summarized as can we identify a graph
from its Laplacian spectrum? We have known for some time that the answer is no: there are cospectral non-isomorphic graphs [Gor92] (and cospectral non-isometric graphs, in the case of weighted graphs). Recently, a better understanding of the Laplacian eigenvectors and their nodal domains [Biy07] has provided another way to ‘listen’ to graphs. And nodal domains have been proposed as a way to resolve cospectral graphs [Bau06]. Given the intrinsic relationship between the eigenvectors of a dynamic system’s state matrix and the input-output transfer function, it is only natural to incorporate the nodal domain information in our study of NDS.

Another recent challenge of applied graph theory is how to deal with the explosion in network size. This growth has come hand-in-hand with an increasingly connected information-driven world. Despite ever increasing computational power, the tractability of many graph problems (some of which are NP-complete) has not kept up. One solution to this problem is to first apply a graph reduction algorithm, whereby the original graph is mapped to a smaller one that preserves (or approximates) certain properties of the original graph, e.g. its spectrum. Examples of graph reduction techniques include aggregation [CK85; Xu14] and edge sparsification [SS11].

Part of the recent growth of network sizes has been propelled by inexpensive sensors equipped with communication capabilities. These sensor networks, in general, are a major driver of the study of cyber-physical systems (CPS) [Lee08], which aims to understand the relationship between the computational (cyber) elements of the system and the physical elements. Examples of CPS include typical NDS such as sensor networks, robotics and unmanned vehicles, and power system networks. The development of advanced monitoring systems in power systems have made them a particularly interesting CPS, where the cyber network has been superimposed onto an existing physical network. This is somewhat unlike a fleet of unmanned vehicles, which without a communication network would be completely disconnected (unless two crash into one another).

An important challenge for operating any typical NDS is to ensure its security against malicious disturbances that may corrupt its dynamic performance or even lead to instability. A recent example is the STUXnet attack [FR11], which demonstrated how adversaries can exploit vulnerabilities in the cyber layers of a CPS to cause damage to the physical system. This emphasizes the pressing need for network operators to not just detect the presence of an attack or an external disturbance, but also to rapidly determine its location in the network so that appropriate control actions can be taken. We refer to this process of determining the location of a disturbance input in a large NDS as disturbance localization. Moreover, an equally important challenge is for the network operator to secure his or her network from vulnerabilities and potential threats.

The work presented in this thesis digs deeper into the rich and exciting field of graph theory, relates these topics to the networked system dynamics, formulates optimal control problems while considering these graph-theoretic constraints, and develops measurement-based algorithms
that are demonstrated on power system networks. Both the monitoring algorithms and control
designs exploit the relationship between a reduced-order graph and the more complex network.
For example, we show how the control designs can be mapped back to the more complex system,
while still achieving the desired response. The results developed here are a novel set of tools
which network operators can use to monitor and secure their large-scale NDS.

1.1 Contributions

The first contribution of this research is a generalization of the classic time-scale separation
properties of clustered networks [CK85] to networks defined over node- and edge-weighted
graphs.

In Part I we describe the relationship between the nodal domains of a graph and the impulse
response transfer function residues of a consensus network defined over this graph. We show
that the signs of these residues can be used to build a mapping between the input and output
location, i.e. given this mapping and the output location, one can infer the input location (up
to a certain level of granularity). Assuming the effect of the disturbance to be impulsive, we
exploit this relationship to develop a disturbance localization algorithm in first-order consensus
networks. One striking result is the characterization of the observability/controllability of a
particular mode in terms of the nodal domains corresponding to that mode. We extend the basic
results to synchronization networks, which are a second-order analog to consensus networks and
are a mathematical representation for the swing model of a power system network. We also relax
the assumption that the effect of the disturbance is impulsive. Finally, we develop a real-time
implementation of our localization algorithm.

In Part II, we formulate a security-focused optimal control problem to ensure localizability
of disturbances in the closed-loop aggregate network by restricting the nodal domains of each of
the slow modes to come from a desired set. In other words, we are shaping, or designing, the
eigenvectors of the NDS through closed-loop state feedback control while extremizing a given
control objective. We next show how these optimal control designs, which are done with the
aggregate network in mind, can actually be implemented in the full network through wide-area
control inversion.

1.2 Organization

The topics in this thesis can be nicely grouped in two parts: Part I on monitoring and Part II
on control of networked dynamic systems. Both parts take a graph-theoretic approach, utilizing
the time-scale separation properties of clustered networks to efficiently deal with large-scale
networks. Additionally, the results (algorithms) throughout this theses illustrated with power system network examples.

The next chapter introduces the notations and provides fundamental mathematical results from matrix analysis, graph theory, and presents the basic model of our NDS.

Part I develops novel measurement-based graph-theoretic algorithms for localizing disturbances in network dynamic systems based on the nodal domains of the underlying graph Laplacian matrix. Chapter 3 introduces this concept in linear first-order consensus networks by relating the aforementioned nodal domains to the system’s transfer function residues. The initial algorithm assumes that the disturbance can be modeled as an impulse input. Chapter 4 extends the theory to systems where each node is described by second-order equations—also called second-order synchronization networks—and to cases with a forcing function as an input. Chapter 4 also presents numerical examples to illustrate the various steps of the algorithms. Finally, Part I concludes with Chapter 5, where we develop a real-time localization algorithm that can be implemented in power system monitoring without relying on any a-priori analysis of the network.

The focus of Part II shifts to developing and implementing graph-theoretic wide-area control designs to large clustered networks. Based on the results from Part I, in Chapter 6 we first design optimal state feedback control laws to ensure localizability of disturbances in the aggregate network. We do this by considering a differential feedback control, which ensures that the closed-loop system takes the form of a graph, then we impose constraints on the nodal domains of this closed-loop graph. We implement this problem the $\lambda_2$ nodal domains of weighted trees. Finally, in Chapter 7 we show how these control designs for the aggregate network can be implemented in the full network using wide-area control inversion. We rigorously develop a decoupled multi-model composite control strategy.

Chapter 8 concludes this thesis with a summary of open problems and possible extensions to the work presented here.
Chapter 2
Mathematical Preliminaries

This chapter introduces the notation conventions, provides important graph-theoretic definitions, and reviews the standard mathematical results used throughout this thesis.

For the real or complex scalar $a$, we let $|a|$ denote its modulus, and for the set $S$, we let $|S|$ denote its cardinality. For the matrix $A$ or the vector $x$, we let $\|A\|$ or $\|x\|$ denote the norm, and let $[A]_{ij}$ or $[x]_i$ denote the $(i, j)^{th}$ element or $i^{th}$ component, respectively. We may also define a matrix with $A_{ij}$ elements by $[A]_{ij}$, and define a diagonal matrix by $\text{diag}[x_1, \ldots, x_n]$. We let $I_n \in \mathbb{R}^{n \times n}$, $0_{n \times m} \in \mathbb{R}^{n \times m}$, and $1_n \in \mathbb{R}^n$ denote the identity matrix, zeros matrix, and vector of all ones, respectively. If $0_{n \times m}$ is square, we will use the shorthand $0_n \in \mathbb{R}^{n \times n}$. We define $J_n \triangleq 1_n 1_n^T$. We let $e_l \in \mathbb{R}^n$ denote the unit indicator vector, where $[e_l]_k = 1$ when $k = l$ and $[e_l]_k = 0$ otherwise. We also define $j \triangleq \sqrt{-1}$.

2.1 Matrix Analysis

2.1.1 Eigenvalues and Eigenvectors

The eigenvalues of a square matrix $A \in \mathbb{R}^{n \times n}$ are denoted $\lambda(A) = \{\lambda_1, \ldots, \lambda_n\}$, where, by convention, we take $|\lambda_1| \leq |\lambda_2| \leq \ldots \leq |\lambda_n|$. We let $v_k$ and $w_k$ denote the right and left eigenvectors of $A$ corresponding to eigenvalue $\lambda_k$. Hence, the right eigenvalue problem is written as

$$Av_i = \lambda_i v_i,$$  \hspace{1cm} (2.1)

and the left eigenvalue problem is written as

$$A^T w_i = \lambda_i w_i.$$  \hspace{1cm} (2.2)
We will also make use of the generalized eigenvalue problem (GEP) for the matrix pair \((A, B)\), where \(A, B \in \mathbb{R}^{n \times n}\), defined as

\[ Av_i = \lambda_i B v_i. \]  

(2.3)

The spectral radius of \(A\) is defined as

\[ \rho(A) \triangleq \max_i |\lambda_i(A)| = |\lambda_n| \]  

(2.4)

The square matrix \(A \in \mathbb{R}^{n \times n}\) is said to be positive definite (positive semi-definite), denoted as \(A \succ 0\) \((A \succeq 0)\), if all of its eigenvalues \(\{\lambda_1, \ldots, \lambda_n\}\) are greater than zero (greater than or equal to zero).

2.1.2 Kronecker Product

We will frequently use the Kronecker product for matrices, which is denoted by \(\otimes\). For \(A = [a_{ij}] \in \mathbb{R}^{n \times m}\) and \(B \in \mathbb{R}^{p \times q}\), their Kronecker product is

\[ A \otimes B \triangleq \begin{bmatrix} a_{11}B & \cdots & a_{1m}B \\ \vdots & \ddots & \vdots \\ a_{n1}B & \cdots & a_{nm}B \end{bmatrix} \in \mathbb{R}^{np \times mq}. \]  

(2.5)

It is easy to see that the Kronecker product is associative and bilinear (linear in \(A\) and in \(B\)) [HJ91]. Another useful relationship is the mixed-product property: if \(A \in \mathbb{R}^{n \times m}\), \(B \in \mathbb{R}^{p \times q}\), \(C \in \mathbb{R}^{m \times r}\), \(D \in \mathbb{R}^{q \times s}\), then

\[ (A \otimes B)(C \otimes D) = (AC) \otimes (BD). \]  

(2.6)

As a consequence of the mixed-product property, \(A \otimes B\) is invertible if and only if \(A\) and \(B\) is invertible, where the inverse is

\[ (A \otimes B)^{-1} = A^{-1} \otimes B^{-1}. \]  

(2.7)

2.2 Graph Theory

A graph \(G = (V, E)\) is a collection of vertices (or nodes) \(V = \{1, \ldots, n\}\) and edges \(E \subset V \times V\). The number of vertices in \(G\) is \(|V| = n\). If there exists edge \(kl \in E\) then we say the nodes \(k, l \in V\) are adjacent, and write \(k \sim l\). The set of nodes adjacent to \(l \in V\) is called the neighborhood of \(l\) and denoted \(N_l = \{k \in V \mid k \sim l\}\). We always assume \(G\) is undirected, i.e., \(l \sim k \Rightarrow k \sim l\), and
that there are no loops or multiple edges between nodes. We assume every node \( k \in V \) has a real-valued weight \( m_k > 0 \), and every edge \( kl \in E \) has a real-valued weight. Depending on the context we will denote this edge weight by \( a_{kl} = a_{lk} > 0 \), \( kl = lk \in E \) or \( w_e > 0 \), \( e \in E \). In the power system models, the node weight corresponds to the generator inertia constant, and the edge-weight is proportional to tie-line admittance. The symmetric, positive semidefinite graph Laplacian matrix associated with \( G \) is defined as:

\[
L_G = D_G - A_G ,
\]

where the adjacency matrix \( [A_G]_{ij} = a_{ij} \) if \( ij \in E \) and \( [A_G]_{ij} = 0 \) otherwise and the diagonal degree matrix \( [D_G]_{ii} = \sum_{k \in N_i} a_{ki} \). The form (2.8) is a definition of the graph Laplacian from a node-based perspective. We can also define an edge-based perspective as

\[
L_G = E_G WE_G ,
\]

where \( W = \text{diag}[w_1, \ldots, w_m] \), \( \forall e_i \in E \) is the edge weight matrix, and the (oriented) incidence matrix \( [E_G]_{ik} = 1 \) if edge \( e_k \in E \) is incident from node \( i \in V \), \( [E_G]_{jk} = -1 \) if edge \( e_k \) is incident to node \( j \), \( [E_G]_{ik} = 0 \) otherwise. Notice that in undirected graphs the orientation is arbitrary, so by convention, if \( ij = e_k \in E \) with \( i < j \) we write \( [E_G]_{ik} = 1 \) and \( [E_G]_{jk} = -1 \). An example of both definitions of the graph Laplacian is shown in Fig. 2.1.

It will be usefull to define the space of Laplacian matrices for a graph \( G \) as

\[
\mathcal{L}_G \triangleq \{ L_G = E_G WE_G \mid W > 0_n \}
\]

Unless specifically noted, we assume \( G \) is connected, and the eigenvalues of \( L_G \) are ordered as \( 0 = \lambda_1 < \lambda_2 \leq \cdots \leq \lambda_n \). When there is no ambiguity we will drop the explicit reference to \( G \). We also define the asymmetric Laplacian matrix \( L_m \triangleq M^{-1} L \), where \( M = \text{diag}[m_1, \ldots, m_n] \in \mathbb{R}^{n \times n} \) is the diagonal node weight matrix. Clearly \( L_m \) is also positive semidefinite.

### 2.2.1 Discrete Nodal Domains

We will use the following definition of weak discrete nodal domains, which we will simply refer to as nodal domains.

**Definition 2.2.1** ((Weak) Discrete Nodal Domain [Biy07]). A positive (negative) nodal domain \( \mathcal{D} \) of a real-valued vector \( x \in \mathbb{R}^n \) is a maximal connected subgraph of \( G \) on nodes \( k \in V \) such that \( [x]_k \geq 0 \) ([\( x]_k \leq 0 \)), where \( |V| = n \).

Throughout this thesis we will refer to the nodal domains of \( v_i \) (\( w_i \)) as the right (left) \( \lambda_i \)
\[
A_G = \begin{bmatrix}
0 & 1 & 1/2 & 0 \\
1 & 0 & 1/4 & 0 \\
1/2 & 1/4 & 0 & 1/5 \\
0 & 0 & 1/5 & 0
\end{bmatrix}
\]
\[
E_G = \begin{bmatrix}
1 & 1 & 0 & 0 \\
-1 & 0 & 1 & 0 \\
0 & -1 & -1 & 1 \\
0 & 0 & 0 & -1
\end{bmatrix}
\]
\[
M = \text{diag}[1, 3/2, 1, 2]
\]
\[
W = \text{diag}[1, 1/2, 1/4, 1/5]
\]

(a) \hspace{1cm} (b)

\[\text{sgn}(v_2) = \begin{bmatrix} + \\
+ 
\end{bmatrix}\]
\[\text{sgn}(v_3) = \begin{bmatrix} + \\
+ 
\end{bmatrix}\]
\[\text{sgn}(v_4) = \begin{bmatrix} + \\
- 
\end{bmatrix}\]

(c) \hspace{1cm} (d) \hspace{1cm} (e)

**Figure 2.1** Example 1: (a) The weighted adjacency matrix \(A_G = [a_{ij}]\) and diagonal node-weight matrix \(M\). (b) The diagonal edge-weight matrix \(W\) and the incidence matrix \(E_G\). (c)–(e) The eigenvector sign patterns and nodal domains of the asymmetric Laplacian corresponding to \(\lambda_2, \lambda_3, \lambda_4\). (c) There are two \(\lambda_2\) nodal domains \(D_1 = \{1, 2, 3\}, \ D_2 = \{4\}\). (d) There are three \(\lambda_3\) nodal domains \(D_1 = \{1, 2\}, \ D_2 = \{3\}, \ D_3 = \{4\}\). (e) There are also only three \(\lambda_4\) nodal domains \(D_1 = \{1\}, \ D_2 = \{2, 3\}, \ D_3 = \{4\}\).

Finally, from Definition 2.2.1, the following definition of adjacent nodal domains is obvious.

**Definition 2.2.2.** Two \(\lambda_i\) nodal domains \(D_1\) and \(D_2\) are adjacent if there exist vertices \(k \in D_1\) and \(l \in D_2 \setminus D_1\) such that the edge \(kl \in E\), where ‘\(\setminus\)’ denotes the set-minus operation.

### 2.3 Consensus Networks

The basic NDS model that we study throughout this thesis is a linear time-invariant (LTI) system defined over a connected, node- and edge-weighted graph \(G = (V, E)\), \(V = \{1, \ldots, n\}\),
with each node or agent represented by first-order consensus dynamics as

\[ m_i \dot{x}_i(t) = \sum_{j \in \mathcal{N}_i} a_{ij} (x_j(t) - x_i(t)) + \sum_{j=1}^{m} b_{ij} u_j(t) + \tilde{B}_{il} \tilde{u}_l(t), \quad (2.11) \]

for \( i \in \mathcal{V} \). For a given \( t \), the state \( x_i(t) \in \mathbb{R} \), the real number \( m_i > 0 \) represents the weight of the \( i^{th} \) node, the real number \( a_{ij} = a_{ji} > 0 \) represents the weight of the edge \( ij \in \mathcal{E} \), and the binary number \( \tilde{B}_{il} = 1 \) if the disturbance input \( \tilde{u}_l(t) \in \mathbb{R} \) enters at node \( i \), otherwise \( b_{il} = 0 \).

The control inputs for \( i \in \mathcal{V} \) are denoted by \( b_{ij} u_j(t) \in \mathbb{R} \) and the locations of the disturbance inputs \( \tilde{u}_l(t) \) (i.e. \( \{ i \in \mathcal{V} \mid \tilde{B}_{il} = 1 \} \)) are unknown.

The motivation for using model (2.11) is to represent the most general form of linear consensus. For example, if the time-scale of evolution of the different node-states are significantly different from each other, then the node weights \( m_1, \ldots, m_n \) may be viewed as the respective time-constants associated with each node. Models similar to (2.11) have also been explored recently for optimization of various consensus problems in [Sha12a]. It also forms the basic electro-mechanical dynamics of electric power systems, which is described in detail in Appendix C.

The overall system dynamics can be vectorized as

\[ M \dot{x}(t) = -L_G x(t) + Bu(t) + \tilde{B} \tilde{u}(t), \quad (2.12) \]

where \( L_G \in \mathbb{R}^{n \times n} \), \( x(t) = [x_1(t), \ldots, x_n(t)]^T \), \( M = \text{diag}[m_1, \ldots, m_n] \), \( u(t) = [u_1(t), \ldots, u_m(t)]^T \), \( B \in \mathbb{R}^{n \times m} \), \( \tilde{u}(t) = [\tilde{u}_1(t), \ldots, \tilde{u}_{\tilde{m}}(t)]^T \), and \( \tilde{B} \in \mathbb{R}^{n \times \tilde{m}} \), with columns of \( \tilde{B} \) of the form \( e_i \). By defining \( L_m = M^{-1}L_G \), we can write (2.12) as

\[ \dot{x}(t) = -L_m x(t) + B_m u(t) + \tilde{B}_m \tilde{u}(t), \quad (2.13) \]

where \( B_m = M^{-1}B \) and \( M^{-1} \tilde{B}_m = \tilde{B} \). Given a set \( S \subseteq \mathcal{V} \) such that the states \( \{ x_j(t) \mid j \in \mathcal{V} \} \) of (2.13) are available from sensor measurements, the output equation can be written as

\[ y(t) = Cx(t), \quad (2.14) \]

where \( y(t) = [y_1(t), \ldots, y_h(t)]^T \) with \( h = |S| \) and the rows of \( C \in \mathbb{R}^{h \times n} \) are of the form \( e_j^T \), \( j \in S \).

### 2.4 Time-scale Separation

In [Cho95; CK85] the authors show the two-timescale behavior of \( x(t) \) in (2.13) constrained to certain conditions on the edge weights \( a_{ij} \) or on the network topology, assuming the node
weights are unity, i.e. $M = I_n$. We generalize these results for $M = \text{diag}[m_1, \ldots, m_n] > 0_n$.

First partition the nodes of the graph $\mathcal{G} = \{\mathcal{V}, \mathcal{E}\}$ from (2.12) into $p$ distinct areas as $\mathcal{V} = \bigcup_{k=1}^{p} \mathcal{V}^k$, $\mathcal{V}^i \cap \mathcal{V}^j = \emptyset$, $i \neq j$, where the number of nodes in the $k^{th}$ area is denoted $n_k = |\mathcal{V}^k|$. The $k^{th}$ area may be taken as the induced subgraph $G^k = \mathcal{G}[\mathcal{V}^k]$. We also define the set of inter-area edges as $\mathcal{E}^I = \{(i, j) \in \mathcal{E} | i \in \mathcal{V}^i, j \in \mathcal{V}^j, i \neq j\}$, the inter-area neighborhood of any node as $\mathcal{N}_i^I = \{j \in \mathcal{V} | (i, j) \in \mathcal{E}^I\}$, and the inter-area graph as $\mathcal{G}^I = (\mathcal{V}, \mathcal{E}^I)$. Following this notation, we write $\mathcal{G} = \bigcup_{k=1}^{p} G^k \cup G^I$.

Momentarily ignoring the disturbances inputs $\tilde{B}\tilde{u}$, the dynamic network in (2.12) can then be expressed as

$$M \dot{x}(t) = -(L^I + L^E)x(t) + Bu(t), \quad (2.15)$$

where the internal Laplacian $L^I \triangleq \text{diag}[L^1, \ldots, L^p] \in \mathbb{R}^{n \times n}$ is block-diagonal with $L^k \triangleq L(G^k) \in \mathbb{R}^{n_k \times n_k}$, and the external (inter-area) Laplacian is $L^E = L(G^I) \in \mathbb{R}^{n \times n}$.

In the following analysis, we derive a condition on the network parameters that guarantees two time-scale behavior when explicitly considering the node weights. To understand this, we may define slow and fast variables from the states in (2.15) in the following way [CK85]. The fast variable is defined in terms of a reference node in each area, which we choose to be the $n_k^{th}$ node in Area $k$, $\forall k = 1, \ldots, p$. The fast variable $x_f(t) \in \mathbb{R}^{(n-p)}$ is then defined as

$$x_f(t) = Fx(t) = \text{diag}[F^1, \ldots, F^p]x(t), \quad (2.16)$$

where $F^k$ is a transformation for the $k^{th}$ area, defined as

$$F^k = \begin{bmatrix}
1 & 0 & \cdots & 0 & -1 \\
0 & 1 & \cdots & 0 & -1 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & 1 & -1
\end{bmatrix}, \quad (2.17)$$

with $F^k \in \mathbb{R}^{(n_k-1) \times n_k}$. In contrast, the slow variable $x_s(t) \in \mathbb{R}^p$ represents the aggregate dynamics of each area, and is defined as

$$x_s(t) = (U^T MU)^{-1}U^T Mx(t), \quad (2.18)$$

where $U = \text{diag}[1_{n_1}, \ldots, 1_{n_p}]$. Combining the slow and fast transformations we have

$$\begin{bmatrix} x_s(t) \\ x_f(t) \end{bmatrix} = \begin{bmatrix} (U^T MU)^{-1}U^T M \\ F \end{bmatrix} x(t). \quad (2.19)$$
The inverse transformation of (2.19) is

\[ x(t) = \begin{bmatrix} U & M^{-1}F^T(F^{-1})^T \end{bmatrix} \begin{bmatrix} x_s(t) \\ x_f(t) \end{bmatrix}. \] (2.20)

Differentiating (2.19) with respect to \( t \) and substituting (2.15) yields

\[ \begin{bmatrix} \dot{M}x_s(t) \\ \dot{x}_f(t) \end{bmatrix} = -\begin{bmatrix} U^T \\ FM^{-1} \end{bmatrix} (L^I + L^E)x(t) + \begin{bmatrix} U^T \\ FM^{-1} \end{bmatrix} Bu(t), \] (2.21)

where \( \dot{M} = (U^T MU) \) is the aggregate weight matrix. Finally, substituting (2.20) into (2.21) yields

\[ \begin{bmatrix} \dot{M}x_s(t) \\ \dot{x}_f(t) \end{bmatrix} = -\begin{bmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{bmatrix} \begin{bmatrix} x_s(t) \\ x_f(t) \end{bmatrix} + \begin{bmatrix} U^T \\ FM^{-1} \end{bmatrix} Bu(t), \] (2.22)

where the state matrices are given as

\[ \begin{align*}
A_{11} &= U^T L^E U, \\
A_{12} &= U^T L^E M^{-1}F^T(F^{-1})^T, \\
A_{21} &= FM^{-1}L^E U, \\
A_{22} &= FM^{-1}(L^I + L^E)(F^{-1})^T(F^{-1})^T. 
\end{align*} \] (2.23, 2.24)

In (2.23) we used \( U^T L^I = 0 \), and in (2.24) we used \( L^I U = 0 \). The next proposition suggests that in addition to the network sparsity and the magnitude of the edge-weights, the node-weights also play a role in clustering.

**Proposition 2.4.1.** **Defining the slow time-scale** \( t_s = t(\varepsilon d^I) \), the system (2.22) can be written in the explicit singular perturbation form

\[ \begin{align*}
\dot{M}x_s(t_s) &= \bar{A}_{11}x_s(t_s) + \bar{A}_{12}x_f(t_s) + \bar{B}_1 u(t_s), \\
\varepsilon_m \dot{x}_f(t_s) &= d \bar{A}_{21}x_s(t_s) + \bar{A}_{22}x_f(t_s) + \bar{B}_2 u(t_s),
\end{align*} \] (2.25a, 2.25b)

with regular perturbation parameter \( d = (d^E m / (d^I m)) \) and with the singular perturbation parameter

\[ \varepsilon_m = m \varepsilon = m \frac{d^E}{d^I M^*}, \] (2.26)
where

\[
\begin{align*}
\tilde{m} &= \min_{i,k} m_i, \quad i \in \mathcal{V}^k, \\
\bar{M} &= \min_k \sum_{j \in \mathcal{V}^k} m_j, \\
d^I &= \min_{i,k} \sum_{j \in \mathcal{V}^k} a_{ij} \\
\tilde{\gamma}^E &= \max_k \sum_{i \in \mathcal{V}^k, j \in \mathcal{N}^E_i} a_{ij}, \quad k = 1, \ldots, p, \\
\bar{\gamma}^E &= \max_i \sum_{j \in \mathcal{N}^E_i} a_{ij}, \quad i \in \mathcal{V}^k, \quad k = 1, \ldots, p.
\end{align*}
\] (2.27a) (2.27b) (2.27c)

The normalized state matrices in (2.25) are defined as

\[
\begin{align*}
\bar{A}_{11} &= A_{11}/\tilde{\gamma}^E, \\
\bar{A}_{21} &= A_{21}/(\bar{\gamma}^E/\bar{m}), \\
\bar{B}_1 &= U^T B/\tilde{\gamma}^E, \\
\bar{B}_2 &= F M^{-1} B/(d^I/\bar{m}).
\end{align*}
\] (2.28a) (2.28b) (2.28c)

Proof. See Appendix A.1. □

The parameter \( \bar{m}\tilde{\gamma}^E \) in (2.26) is a measure of the worst-case edge sparsity between the areas, while \( d^I\tilde{M} \) is a measure of best-case edge density inside the areas. Therefore, a direct implication of Assumption 3.0.1 is \( \bar{m}\tilde{\gamma}^E \ll d^I\tilde{M} \) or \( \varepsilon_m \ll 1 \). This, in turn, using Proposition 2.4.1, means that the system (2.13) exhibits a two time-scale behavior [Cho95]. Using this result, the next three chapters relate the residues corresponding to the \( p - 1 \) slow poles of the transfer matrix of (2.13) to the graph-theoretic properties of \( \mathcal{G} \) in order to develop our localization algorithms. Again, this formulation will be extremely convenient when \( n \) is large compared to the number of areas \( p \). For example, if \( n = 1000 \) but \( p = 5 \), then one would need to only compute the four residues associated with the eigenvalues \( 0 \neq \lambda_2 \leq \lambda_3 \leq \lambda_4 \leq \lambda_5 \) to localize the inputs.
Part I

Monitoring
Chapter 3

Disturbance Localization in Consensus Networks

We consider the open-loop consensus network, i.e. ignoring the control inputs $Bu(t)$ in (2.13), defined over the graph $\mathcal{G} = (\mathcal{V}, \mathcal{E})$ with a chosen set $\mathcal{S} \subseteq \mathcal{V}$ of measured states as

$$\dot{x}(t) = -L_m x(t) + \tilde{B}_m \tilde{u}(t), \quad (3.1a)$$

$$y(t) = Cx(t), \quad (3.1b)$$

where $x(t) \in \mathbb{R}^n$, $L_m = M^{-1}L_G$, and $\tilde{B} \in \mathbb{R}^{n \times \tilde{m}}$ are defined in (2.13), $\tilde{u}(t) \in \mathbb{R}^{\tilde{m}}$ are the unknown disturbance inputs, and $y(t) = \in \mathbb{R}^h$ with $h = |\mathcal{S}|$, and the rows of $C \in \mathbb{R}^{h \times n}$ are of the form $e_j^T$, $j \in \mathcal{S}$. Intuitively our goal is to keep $h$ small. We will discuss more details of how $\mathcal{S}$ should be chosen in Section 3.2.

Our objective is to localize the disturbance inputs $\tilde{u}_j(t)$, $j = 1, \ldots, \tilde{m}$ in (3.1a). This, however, cannot be done directly through system identification methods, which are only accurate up to a similarity transform of the pair $(-L_m, \tilde{B}_m)$. Furthermore, if $n$ is large, then finding the precise set of nodes where the inputs enter may be computationally intractable within a given time-frame. To bypass this limitation we make the following assumption:

**Assumption 3.0.1.** The graph $\mathcal{G}$ in (2.13) can be partitioned into $p$ coherent areas [Cho95], also called clusters [GN02], where edges within clusters are dense, and edges between clusters are sparse.

Such clustering is prevalent throughout engineered and natural networked systems including power transmission systems, social and biological networks, the internet and the world-wide web, etc. [GN02; WS98]. For example, as shown in [CK85], the U.S. West Coast power grid can be partitioned into as many as 11 coherent areas. In light of Assumption 3.0.1 we, therefore,
formulate our problem for Part I as follows:

Given \( y(t) \) from (5.2), develop an algorithm to identify the cluster in which the disturbance input in (3.1a) \( \tilde{u}_j(t) \), \( j = 1, \ldots, \tilde{m} \), enter.

The results in Section 2.4 show that Assumption 3.0.1 leads to a two time-scale behavior of \( x(t) \) in (3.1a). This two time-scale behavior of \( x(t) \) will indeed enable us to identify the cluster(s) in which the inputs \( \tilde{u}_j(t) \), \( j = 1, \ldots, \tilde{m} \), may have entered. This formulation is also particularly attractive when the individual areas are managed by non-cooperative local operators, as will be shown in the examples of Section 4.4.

3.1 Relating Residues and Nodal Domains

In this section we relate the residues of the transfer function for every input-output pair of (3.1a) and (5.2) to the nodal domains of \( G \). We do this in two steps. We first relate the residue \( R_{ij}^k \) corresponding to the \( k \)th slow pole of the transfer function from the \( i \)th input to the \( j \)th output to the respective left and right eigenvectors of \( L_m \). Thereafter, we exploit the algebraic relationship between these eigenvectors and the nodal domains of \( G \) to obtain an explicit relationship between \( R_{ij}^k \) and the nodal domains.

3.1.1 Relating Residues to Eigenvectors of \( L_m \)

The transfer matrix of (3.1a)–(5.2) can be constructed as \( G(s) = C(sI_n + L_m)^{-1}B_m \). The \((i, j)\)-th element of \( G(s) \), defined as \( g_{ij}(s) \triangleq [G(s)]_{ij} \), is a rational function of the form

\[
g_{ij}(s) = \frac{\beta_1 s^{n-1} + \beta_2 s^{n-2} + \cdots + \beta_n}{s(\alpha_2 s^{n-1} + \alpha_3 s^{n-2} + \cdots + \alpha_n s + \alpha_n)}. \tag{3.2}
\]

Since the network is clustered into \( p \) areas, \( L_m \) will have \( p - 1 \) non-zero slow eigenvalues [AF03]. For simplicity, we assume that the slow eigenvalues are simple, in which case the transfer function in (3.2) can be decomposed into pole-residue form as

\[
g_{ij}(s) = \sum_{k=2}^{p} \frac{R_{ij}^k}{s + \lambda_k} + \tilde{g}_{ij}(s), \tag{3.3}
\]

where \( \tilde{g}_{ij}(s) \) contains the zero mode and the fast modes. The residue \( R_{ij}^k \) can also be represented as the product of the mode controllability factor and mode observability factor [ML89] as

\[
R_{ij}^k = [Cv_kw_k^T B_m]_{ji} = \left( e_j^T v_k \right) \left( w_k^T M^{-1} e_i \right), \tag{3.4}
\]
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where $v_k$ and $w_k$ are the right and left eigenvectors, respectively, associated with the $k^{th}$ slow eigenvalue of $L_m$. We next extrapolate the relationship between $R_{ij}^k$ and the eigenvectors $v_k$ and $w_k$ in (5.8) to the nodal domains of $\mathcal{G}$.

### 3.1.2 Relating Eigenvectors of $L_m$ to Nodal Domains of $\mathcal{G}$

We start with three important lemmas. They establish the relationship between the nodal domains of the left and right Laplacian eigenvectors of a node- and edge-weighted graph $\mathcal{G}$ to the residues in (5.8), and they are the building blocks of the main result of this chapter.

**Lemma 3.1.1.** The nodal domains of the left and right eigenvectors of $L_m$ are identical.

**Proof.** Let $w_k$ and $v_k$ be the left and right eigenvectors of $L_m$ corresponding to $\lambda_k$. It suffices to show that $\text{sgn}([v_k]_i) = \text{sgn}([w_k]_i), \forall i \in \mathcal{V}$. The left eigenvector must satisfy $L^T_m w_k = \lambda_k w_k$ [HJ85]. It follows that $(M^{-1}L)^T w_k = \lambda_k w_k = \lambda_k M(M^{-1}w_k)$. Pre-multiplying by $M^{-1}$ yields $L_m (M^{-1}w_k) = \lambda_k (M^{-1}w_k)$, Therefore $v_k = \alpha_k M^{-1}w_k$, where $\alpha_k > 0$ is a real-valued constant.

As a result of this relationship between the left and right eigenvectors of $L_m$ the residues of the transfer function defined in (5.8) are symmetric, as stated in the following corollary.

**Corollary 3.1.1.** The residues defined in (5.8) are symmetric, i.e., $R_{ij}^k = R_{ji}^k, i, j \in \mathcal{V}, k = 1, \ldots, n$.

**Proof.** Consider the arbitrary input-output pair $(i, j)$. The output matrix $C = e_j^T$ and the input matrix $B_m = M^{-1}e_i$. The residue associated with the $k^{th}$ eigenvalue is $R_{ij}^k = e_j^T v_k w_k^T M^{-1}e_i$. Next, define the matrix of residues $[R_{ij}^k]$ by considering every input-output pair,

$$[R_{ij}^k] = \begin{pmatrix} e_1^T \\ e_2^T \\ \vdots \\ e_n^T \end{pmatrix} v_k \begin{pmatrix} w_k^T M^{-1} \left[ e_1 \mid e_2 \mid \cdots \mid e_n \right] \end{pmatrix} = v_k w_k^T M^{-1}. \quad (3.5)$$

From Lemma 3.1.1 $v_k = \alpha_k M^{-1}w_k$, and we have $[R_{ij}^k] = \frac{1}{\alpha_k} v_k v_k^T = [R_{ij}^k]^T$, which implies $R_{ij}^k = R_{ji}^k, \forall i, j \in \mathcal{V}$. \hfill $\square$

At this time, we define the symmetrized Laplacian, which is used in the next two lemmas, as

$$L_s = M^{-1/2}LM^{-1/2}. \quad (3.6)$$

By construction, $L_s$ is similar to $L_m$, i.e., they have the same eigenvalues [HJ85]. Moreover, since $M > 0$, the nodal domains of $L_s$ are identical to those of $L_m$. 
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Lemma 3.1.2. Let $v_k$ and $\psi_k$ denote eigenvectors $L_m$ and $L_s$, respectively, corresponding to the eigenvalue $\lambda_k$. The nodal domains of $v_k$ and $\psi_k$ are identical.

Proof. As in Lemma 3.1.1, it suffices to show $\text{sgn}([v_k]_i) = \text{sgn}([\psi_k]_i), \forall i \in \mathcal{V}$. By definition, the eigenvector $v_k$ satisfies $L_m v_k = M^{-1/2}L v_k = \lambda_k v_k$. Pre-multiplying both sides by $M^{1/2}$ yields

$$M^{-1/2}L v_k = M^{-1/2}LM^{-1/2}(M^{1/2}v_k) = L_s(M^{1/2}v_k) = \lambda_k(M^{1/2}v_k).$$

(3.7)

(3.8)

It follows that $\psi_k = M^{1/2}v_k$ is the eigenvector of $L_s$ corresponding to $\lambda_k$. Since $M^{1/2} = \text{diag}[^{\sqrt{m_1}, \ldots, \sqrt{m_n}}] > 0$, therefore $\text{sgn}([\psi_k]_i) = \text{sgn}([v_k]_i) \forall i \in \mathcal{V}$. $\square$

This result guarantees that nodal domains are preserved under similarity transformations of the form (3.6), even when eigenvectors are not. Using Lemma 3.1.1 and Lemma 3.1.2, the next result relates the signs of the residues of the transfer function in (6.5) to the nodal domains of $L_m$.

Lemma 3.1.3. Let $v_k$ be an eigenvector of $L_m$ (or its similarity transformation $L_s$) corresponding to $\lambda_k$, and let $\mathcal{D}_1$ and $\mathcal{D}_2$ be adjacent nodal domains of $v_k$. Then 1) $R_{ij}^k > 0$ if $i, j \in \mathcal{D}_1 \setminus \mathcal{D}_2$; 2) $R_{ij}^k < 0$ if $i \in \mathcal{D}_1 \setminus \mathcal{D}_2$ and $j \in \mathcal{D}_2 \setminus \mathcal{D}_1$; and 3) $R_{ij}^k = 0$ if $i \in \mathcal{D}_1 \cap \mathcal{D}_2$ or $j \in \mathcal{D}_1 \cap \mathcal{D}_2$.

Proof. From Lemmas 3.1.1 and 3.1.2, $\text{sgn}(R_{ij}^k) = \text{sgn}([v_k]_i[v_k]_j)$. Furthermore, by definition, adjacent nodal domains have opposite signs. It follows that

1. $i, j \in \mathcal{D}_1 \setminus \mathcal{D}_2$ implies both $[v_k]_i, [v_k]_j \neq 0$ and $\text{sgn}([v_k]_i) = \text{sgn}([v_k]_j)$. Thus, $[v_k]_i[v_k]_j > 0$.

2. $i \in \mathcal{D}_1 \setminus \mathcal{D}_2$ and $j \in \mathcal{D}_2 \setminus \mathcal{D}_1$ implies $[v_k]_i \neq 0$ and $[v_k]_j \neq 0$. Since $i$ and $j$ are in adjacent domains, $\text{sgn}([v_k]_i) = -\text{sgn}([v_k]_j)$. Thus, $[v_k]_i[v_k]_j < 0$.

3. $i \in \mathcal{D}_1 \cap \mathcal{D}_2 \Rightarrow [v_k]_i = 0$, thus $[v_k]_i[v_k]_j = R_{ij}^k = 0$, and if $j \in \mathcal{D}_1 \cap \mathcal{D}_2$, then $R_{ij}^k = 0$. $\square$

This suite of results will be used to construct our localization algorithm based on the signs of the residues corresponding to the slow poles of (6.5). In particular, these signs can be used to construct a so called localization key which maps inputs in Area $i$ to outputs in Area $j$ for all areas $i, j = 1, \ldots, p$. An a-priori step of our algorithm is to construct a $p \times p$ array containing all of these localization keys defined for a nominal model of (3.1a), as explained next.

### 3.1.3 Input Localization Keys

We assume there exists a centralized network supervisor who knows a baseline model for (3.1a). This supervisor, therefore, has knowledge of the nominal clustering structure of the network.
graph $G$, and the nominal Laplacian matrix, denoted as $\overline{L}_m$. Using $\overline{L}_m$, he constructs a $p \times p$ array of nominal localization keys, denoted as $K = [K_{ij}]$, where $K_{ij}$ is the set of signs $\{+, -, 0\}$ of the residues corresponding to the $p - 1$ slow eigenvalues of $\overline{L}_m$. For definiteness let

$$K_{ij} = \{\text{sgn}(R^2_{q_i q_j}), \ldots, \text{sgn}(R^p_{q_i q_j})\},$$

(3.9)

where $R^k_{q_i q_j} = [v_k w^T_k M^{-1}|_{q_i q_j}$ from (5.8) with $q_i \in \mathcal{V}^i$, $q_j \in \mathcal{V}^j$, and $v_k$ and $w_k$ denote the right and left eigenvectors corresponding to the $k$th slow eigenvalue of $\overline{L}_m$, respectively. Construction of these keys is a one-time task as long as the clustering structure of $\overline{L}_m$ for any disturbance event remains the same as that of $\overline{L}_m$. In other words, during a disturbance, the network parameters may change from their nominal values (e.g., changes in generator inertias and tie-line reactances in power grids), or some edges may be removed (e.g., loss of tie-lines or communication links between agents), but as long as the network retains the nominal clustering structure despite these changes one may use the same array of localization keys to determine the location of the incoming inputs.

Example: An example of constructing $K$ for a small four-node graph is shown in Fig. 2.1. Each node can be considered as an equivalent area, resulting in a 4-area partitioning (one may also consider a 3-area partitioning of this graph, as we do in Section 3.3). The key length is $p - 1 = 3$. We consider the nodal domains corresponding to $\lambda_2$, $\lambda_3$, and $\lambda_4$. The sign patterns of the corresponding eigenvectors are shown in Fig. 2.1. The localization keys can be constructed using (3.9) and Lemma 3.1.3. One may also compare the color of the nodes: i.e., for a given $\lambda_k$ if two nodes are of the same color, then the corresponding residue is positive, and vice-versa. For example, $\text{sgn}(R^2_{12}) = \{+\}$, $\text{sgn}(R^3_{12}) = \{+\}$, and $\text{sgn}(R^4_{12}) = \{-\}$, and therefore the localization key $K_{12} = \{+, +, -\}$. The complete array of input localization keys is shown in Table 3.1. It is clear from this example that $K$ is symmetric.

Following Assumption 3.0.1 and the analysis in Section 2.4, we note that the array in Table 3.1 would be applicable if each node of the graph in Fig. 2.1 were a coherent cluster with multiple internal nodes. This clearly demonstrates the advantage of relating the nodal domains of $G$ in (3.1a) to the signs of the residues of the slow poles. Concretely, once the $p - 1$ slow eigenvalues and eigenvectors of $L_m$ have been computed, only an additional $p - 1$ multiplications are needed to compute $K_{ij}$ in (3.9). Furthermore, the $p \times p$ array is symmetric and only the off-diagonal keys are unknown, thus computing the entire array only requires a total of $(p - 1) ((p^2 - p)/2)$ multiplications. More importantly, the local area operators will only require the row (or column) from the array corresponding to their own area. This means that no area needs to reveal its internal topology to other areas, thereby preserving the privacy of the algorithm. Furthermore, each area may execute the algorithm with its local measurements only, and does not require measurements from other areas, thereby eliminating the need for inter-area data communication.
Table 3.1 Input localization keys for example system in Fig. 2.1.

<table>
<thead>
<tr>
<th>Area</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>{+, +, +}</td>
<td>{+, +, -}</td>
<td>{+, -, -}</td>
<td>{-, +, +}</td>
</tr>
<tr>
<td>2</td>
<td>·</td>
<td>{+, +, +}</td>
<td>{+, -, +}</td>
<td>{-, +, -}</td>
</tr>
<tr>
<td>3</td>
<td>·</td>
<td>·</td>
<td>{+, +, +}</td>
<td>{-, -, -}</td>
</tr>
<tr>
<td>4</td>
<td>·</td>
<td>·</td>
<td>·</td>
<td>{+, +, +}</td>
</tr>
</tbody>
</table>

3.2 Measurement-based Localization

Up to this point we have developed a set of graph-theoretic tools analyzing the system-theoretic properties of the NDS (3.1a). This section applies these results to construct our measurement-based disturbance localization algorithm for this NDS. The a-priori step, as mentioned previously, is to construct the nominal array of localization keys $K$ whose row $K_j = [K_{1j}, ..., K_{pj}]$ is associated with the node set $V_j$. We assume that every area is managed by a local operator who has been provided $K_j$. Following the intrusion of the disturbance input, the local operator must now run a system identification to estimate the transfer function $g_{ij}^{slow}(s)$ using its local measurements, and estimate the slow-mode residues $R_{kj}^k$, $k = 2, ..., p$. A necessary requirement for estimating these residues is that $g_{ij}^{slow}(s)$ must be minimum realizable. This requirement is intrinsically related to the structure of $G$. We first define the zero nodes of the graph $G$, and then state necessary and sufficient conditions which the input and output must satisfy in terms of these zero nodes in order to guarantee minimum realizability.

Definition 3.2.1 (Zero nodes). The set of zero nodes of the graph $G = (V, E)$ corresponding to eigenvalue $\lambda_k$ is defined as $Z_k = \{i \in V \mid [v_k]_i = 0\}$, where $v_k$ is a right or left eigenvector of $L_G$ corresponding to $\lambda_k$.

Theorem 3.2.1. $g_{ij}^{slow}(s)$ from (6.5) is minimum realizable if and only if the input does not enter a zero node corresponding to $\lambda_k$, $k = 2, ..., p$, and the output is not taken at a zero node corresponding to $\lambda_k$, $k = 2, ..., p$.

Proof. From Lemma 3.1.1, zero nodes of the left and right eigenvectors are identical, so the proofs of the observability and controllability conditions are analogous. We state the controllability proof here. Since the columns of $\tilde{B}_m$ are of the form $e_i/m_i$, a left eigenvector, denoted $w_k$, is orthogonal to the columns of $\tilde{B}_m$ if and only if $w_k^T e_i/m_i = [w_k]_i/m_i = 0 \Leftrightarrow [w_k]_i = 0$. The controllability condition follows from the PBH-controllability test [AM05].

Theorem 3.2.1 implies that a necessary condition for the disturbance input $\tilde{u}(t)$ to be detectable is that neither the input nor the output(s) are allowed to be at the zero nodes of the
network (whenever such nodes exist). We, therefore, make the following assumption to ensure
the detectability of $\tilde{u}(t)$ so that it can be localized.

**Assumption 3.2.1.**

- The set $S$ satisfies $S \nsubseteq \mathcal{Z}_k$, $\forall k = 2, \ldots, p$.  
- Any disturbance $\tilde{u}_j(t)$, $j = 1, \ldots, m$, occurs at, $j \notin \mathcal{Z}_k$, $\forall k = 2, \ldots, p$.

Assumption 3.2.1 is valid for all practical purposes since in reality local area operators will
know the identity of their zero nodes, and, hence, they may impose extra security measures to
ensure that these nodes are never attacked. In order to estimate the transfer function residues
from the output measurements, the central operator must run a system identification algorithm.
Two such algorithms that are widely used in the power system community are the Eigensystem
Realization Algorithm (ERA) [JP85] and Prony’s method [Hau90]. Basic versions of these
algorithms are presented in Appendix B.

### 3.2.1 Localization Algorithm

After the transfer function $\hat{g}_{ij}(s)$ has been computed, the signs of the estimated residues
$\hat{R}_{ij}^k$, $k = 2, \ldots, p$, are used to build a localization key $\hat{K}_{ij}$ following (3.9). Recall that the nominal
keys in the $p \times p$ array $K$ in (3.9) map the inputs and outputs between any pair of areas.
Therefore, as long as the clustering structure of $G$ in (3.1a) has not changed from the nominal
conditions, the estimated $\hat{K}_{ij}$ can be matched to the elements of $K$ in order to determine the
area in which the disturbance may have occurred. Since the local operator in Area $j$ only has
access to the $j^{th}$ row $K_j = [K_{1j}, \ldots, K_{pj}]$, he tries to match the estimated $\hat{K}_{ij}$ to the elements
of $K_j$. If the matching is successful then the input may have occurred in the corresponding
area. For example, if $\hat{K}_{ij} = [K_{1j}]$, then the input may have occurred in Area 1. Algorithm 1
summarizes the entire measurement-based localization procedure.
Algorithm 1  Output-only localization for measurement node \( q_j \in \mathcal{V}^j \) and input \( u_n \)

**Require:** Measurements \( y_{q_j}(t_k), t_k = t_0, t_1, \ldots, t_\varsigma \), and nominal keys \( \mathcal{K}_j = [\mathcal{K}_{1j}, \ldots, \mathcal{K}_{pj}] \)

1: Run System Identification to estimate \((\hat{A}, \hat{B}, \hat{C})\) from (B.5)
2: Detect slow modes \( \hat{\lambda}_k k = 2, \ldots, \hat{p} \), where \( \hat{\lambda}_p \ll \hat{\lambda}_{p+1} \)
3: Estimate residues \( \hat{R}^k_{nj}, i = 1, \ldots, \hat{p} \)
4: Construct estimated localization key as \( \hat{\mathcal{K}}_{nj} = \{\text{sgn}(\hat{R}^2_{nj}), \ldots, \text{sgn}(\hat{R}^p_{nj})\} \)
5: for \( i = 1 \rightarrow p \) do
6: Match the estimated key to elements of \( \mathcal{K}_j \)
7: if Match, i.e., \( \hat{\mathcal{K}}_{nj} = [\mathcal{K}_j]_i \) then
8: Input may be located in Area \( i \), i.e. \( \kappa \in \mathcal{V}^i \)
9: end if
10: end for

We see the importance of Assumption 3.2.1 in the first step of Algorithm 1. Without this assumption we do not have a minimum realization of the triple \((\hat{A}, \hat{B}, \hat{C})\), which means that some or all of the slow modes and their corresponding residues are not available to fully construct \( \hat{K}_{ij} \). If Assumption 3.2.1 is met, we can state the following result regarding Algorithm 1.

**Theorem 3.2.2 (Uniqueness of Input Localization).** For an arbitrary output node \( q_j \in \mathcal{V}^j \), the localization resulting from Algorithm 1 is unique iff the nominal keys \( \mathcal{K}_{kj} \neq \mathcal{K}_{\ell j}, \forall k \neq \ell \).

**Proof.** Necessary condition: The assumption that the localization is unique means that \( \hat{\mathcal{K}}_{nj} = \mathcal{K}_{ij} \) for exactly one \( i = 1, \ldots, p \), which implies \( \mathcal{K}_{kj} \neq \mathcal{K}_{\ell j}, \forall k \neq \ell \). To prove sufficiency, assume \( \mathcal{K}_{kj} \neq \mathcal{K}_{\ell j}, \forall k \neq \ell \), and that the localization is not unique. Then we have \( \mathcal{K}_{kj} = \hat{\mathcal{K}}_{nj} = \mathcal{K}_{\ell j} \Rightarrow \mathcal{K}_{kj} = \mathcal{K}_{\ell j} \) for some \( k \neq \ell \), a contradiction. \( \square \)

Theorem 3.2.2 provides the necessary and sufficient conditions for unique localization using Algorithm 1, meaning there is no ambiguity as to which area the input entered. It, however, does not indicate how the dynamic network (3.1a) should be designed to uniquely localize a disturbance input. We next develop a class of graphs to bridge this gap.

### 3.3 \( p \)-Area Complete Graphs

In order to satisfy the sufficient conditions provided by Theorem 3.2.2, we define a class of graphs called \( p \)-area complete graphs as follows.

**Definition 3.3.1.** The connected node- and edge-weighted graph \( \mathcal{G} = (\mathcal{V}, \mathcal{E}) \) with a \( p \)-area partition is \( p \)-area complete if, for all generalized eigenvalues \( \lambda_k \) of \((L_G, M), k = 2, \ldots, p\):
the set of zero nodes is empty;

- there are exactly k nodal domains;

- and, each area lies in exactly one nodal domain.

The first property ensures that the first \( p \) Laplacian eigenvalues of a \( p \)-area complete graph are simple, because eigenvectors corresponding to repeated eigenvalues have at least one vanishing coordinate [Biy07]. The second and third properties together imply that if a graph is \( p \)-area complete then it is also \((p - 1)\)-area complete. These conditions may appear to be artifacts, but the first and third properties hold for all practical networks that exhibit strong clustering. Property 2 places some constraints on the wide-area network topology, but to the best of our knowledge we are not aware of any other less restrictive assumptions. These conditions are sufficient for unique localization using Algorithm 1, which we establish with the following theorem.

**Theorem 3.3.1.** If \( G \) in (3.1a) is \( p \)-area complete, then Algorithm 1 guarantees unique localization of \( \hat{u}(t) \).

**Proof.** Let \( q_j \in V^j \) be an arbitrary output node in Area \( j \). We will use induction on the number of nodal domains \( k \). As a basis, consider \( k = 2 \). The key length is 1, and since there are no zero nodes \( K_{j1} = \{+\} \) corresponds to an input in the same nodal domain as \( q_j \) and \( K_{j2} = \{-\} \) corresponds to an input in the adjacent nodal domain as \( q_j \). Hence the localization is unique. Now assume the statement is true for all \( k < p \). Let \( k = p - 1 \). In that case, Theorem 3.2.2 implies that keys of length \( p - 2 \) are unique. Moreover, from the second and third properties of \( p \)-area complete graphs, one nodal domain contains two areas, while the remaining \( p - 2 \) nodal domains contain exactly one area each. Now if we let \( k = p \), the two previously paired areas are in adjacent nodal domains, while the adjacency pattern of the remaining areas has not changed. Hence, the \((k - 1)\)-length keys \( K_{ji}, i = 1, \ldots, p \) are unique. \( \square \)

For example, consider the network in Fig. 2.1. Given the 3-area partitioning \( V^1 = \{1, 2\}, V^2 = \{3\}, V^3 = \{4\} \), this graph is 3-area complete. To emphasize that \( p \)-area completeness provides only sufficient conditions for unique localization, and not necessary conditions, consider the 4-area partitioning of the same network. There are only three nodal domains corresponding to \( \lambda_4 \) (Fig. 2.1(e)), but Table 3.1 still satisfies the conditions for unique localization in Theorem 3.2.2. Also, while the construction of a \( p \)-area complete graph may initially seem restrictive from Definition 3.3.1, this property, in fact, can be found in several real-world networks. For example, the widely used aggregate model of the U.S. West Coast power grid presented in [Bal04] is 5-area complete. Random proximity graphs, which have wide applications in sensor and social networks, also exhibit similar \( p \)-area completeness properties, an example being the 20-node network
presented in [OS07] that can be easily shown to be 4-area complete under minor approximations. Furthermore, we next show that a \( p \)-area complete graph with an arbitrarily large number of nodes may be constructed by taking the Cartesian product of two smaller graphs.

### 3.3.1 Constructing \( p \)-area Complete Graphs using Cartesian Products

The Cartesian product\(^1\) \( G_1 \Box G_2 \), of graphs \( G_1 = (V_1, E_1) \) and \( G_2 = (V_2, E_2) \) has vertex set \( V = V_1 \times V_2 \), where vertices \((i_1, i_2), (j_1, j_2) \in V\) are adjacent if and only if either \( i_1 = j_1 \) and \( i_2 j_2 \in E_2 \) or \( i_2 = j_2 \) and \( i_1 j_1 \in E_1 \) [ME10].

For the remainder of this section we will assume \( G_1 \) and \( G_2 \) are connected graphs with \( |V_1| = n_1 \) and \( |V_2| = n_2 \). We next present two lemmas. The first lemma provides constructive results for obtaining a new \( p \)-area complete graph by taking the product of two edge-weighted graphs. This result will be generalized for node- and edge-weighted graphs in the second lemma.

**Lemma 3.3.1.** Let \( G_1 \) and \( G_2 \) be edge-weighted graphs, and define \( L_1 = L_{G_1} \) and \( L_2 = L_{G_2} \). Denote the eigenvalues and eigenvectors of \( L_1 \) as \( \lambda_1 \leq \cdots \leq \lambda_{n_1} \) and \( v_1, \ldots, v_{n_1} \), respectively. Denote the eigenvalues and eigenvectors of \( L_2 \) as \( \mu_1 \leq \cdots \leq \mu_{n_2} \) and \( u_1, \ldots, u_{n_2} \), respectively. If \( G_1 \) is \( p \)-area complete and \( \mu_2 > \lambda_p \) then the graph \( G = G_1 \Box G_2 \) is also \( p \)-area complete.

**Proof.** Let the \( p \)-area partitioning of \( G \) be the same as that of \( G_1 \), but where each of the nodes in \( G_1 \) has been replaced by a copy of the graph \( G_2 \). The eigenvalues and corresponding eigenvectors of \( L_G \) are [ME10]

\[
\lambda'_k = \lambda_i + \mu_j, \quad 1 \leq i \leq n_1, \quad 1 \leq j \leq n_2, \\
v'_k = v_i + u_j, \quad 1 \leq i \leq n_1, \quad 1 \leq j \leq n_2,
\]

for \( k = 1, \ldots, n_1 \times n_2 \). Arranging the first \( p \) of these in increasing order, we have

\[
\lambda'_k = \lambda_k, \quad v'_k = v_k \otimes u_1,
\]

where \( \otimes \) denotes the Kronecker product. Since \( \mu_1 = 0 \) and \( u_1 = 1_{n_2} \), \( v'_k \) has the same sign pattern as \( v_k \), \( k = 1, \ldots, p \), where each of the original elements in \( v_1 \) has been replaced by a vector of length \( n_2 \). Therefore, \( G \) is at least \( p \)-area complete. \( \square \)

A generalized version of Lemma 3.3.1 can be obtained by using a node-weighted graph product, defined as follows.

**Definition 3.3.2** (Node-weighted Cartesian Product). Let \( G_1 = (V_1, E_1) \) and \( G_2 = (V_2, E_2) \) be node- and edge-weighted graphs with diagonal node-weight matrices \( M_1 \in \mathbb{R}^{n_1 \times n_1} \) and \( M_2 \in \mathbb{R}^{n_2 \times n_2} \). This is sometimes called the box product of graphs.
Remark 3.3.1. The asymmetric Laplacian of the node- and edge-weighted graph \( G = G_1 \Box G_2 \) is
\[
L_m = M^{-1} L_G = (M_1^{-1} L_{G_1}) \otimes M_2^{-1} + M_1^{-1} \otimes (M_2^{-1} L_{G_2}).
\] (3.13)

An example of the node- and edge-weighted product is shown in Fig. 3.1. Unfortunately, the eigenvalue and eigenvector relationships in (3.10) and (3.11) no longer apply for \( L_m \) in (3.13). However, using the symmetrized Laplacian from (3.6) and a first-order approximation of the resulting eigenvalues and corresponding eigenvectors we can generalize Lemma 3.3.1 as follows.

Lemma 3.3.2. Let \( G_1 \) and \( G_2 \) be node- and edge-weighted graphs with diagonal node-weight matrices \( M_1 \in \mathbb{R}^{n_1 \times n_1} \) and \( M_2 \in \mathbb{R}^{n_2 \times n_2} \). Define \( L_1 = L_{G_1} \), \( L_{m_1} = M_1^{-1} L_1 \), \( L_2 = L_{G_2} \), and \( L_{m_2} = M_2^{-1} L_2 \). Let \( \lambda_1 \leq \cdots \leq \lambda_{n_1} \) and \( \bar{\lambda}_1 \leq \cdots \leq \bar{\lambda}_{n_1} \), denote the eigenvalues of \( L_1 \) and \( L_{m_1} \), respectively. Let \( \mu_1 \leq \cdots \leq \mu_{n_2} \) and \( \bar{\mu}_1 \leq \cdots \leq \bar{\mu}_{n_2} \), denote the eigenvalues of \( L_2 \) and \( L_{m_2} \), respectively. If \( G_1 \) is \( p \)-area complete and the following are satisfied: \( \lambda_p < \mu_2 \) and \( a\bar{\lambda}_p < \bar{\mu}_2 \), where \( a = n_2 / \text{tr}(M_2) \), then the node- and edge-weighted graph \( G = G_1 \Box G_2 \) is \( p \)-area complete.

Proof. See Appendix A.2.

Remark 3.3.2. An arbitrarily large \( p \)-area complete graph may also constructed using Lemma 3.3.1 and then choosing the node weights in a way that preserves the \( p \)-area complete property.

Lemmas 3.3.1 and 3.3.2 are nicely interpreted in terms of the time-scale separation of the system (3.1a) detailed in Section 2.4. Here, the NDS with network graph \( G \) can be partitioned according to the \( p \) areas of \( G_1 \), but where each node in \( G_1 \) has been replaced by a copy of...
$\mathcal{G}_2$. The assumptions that $\lambda_p < \mu_2$ and $a\lambda_p < \bar{\mu}_2$, respectively, guarantee that the dynamics associated with the nodes in $\mathcal{G}_2$ reach a consensus faster than the slow modes associated with $\lambda_k$, $k = 1, \ldots, p$, after which each copy of $\mathcal{G}_2$ can be considered as a single aggregate node. This will be further illustrated in the simulation example in Section 4.4.
Chapter 4

Input Localization in Second-Order Synchronization Networks

We next extend the results from Chapter 3 to second-order consensus networks, also called synchronization networks. The practical motivation for studying such models comes from the swing model of power system networks (cf. Appendix C). Consider a second-order consensus network defined over the graph $G = (V, E)$ where the dynamic model of the overall network can be written as

$$
M\ddot{x}(t) = -Lx(t) - Dx(t) + \tilde{B}\tilde{u}(t),
$$

(4.1)

where $x(t) \in \mathbb{R}^n$, $\tilde{u}(t) \in \mathbb{R}^m$, $M$, $L = L_G$, and $\tilde{B}$ are defined as in (3.1a), and $D = \text{diag}[d_1, \ldots, d_n]$, with $d_i \geq 0$, $\forall i \in V$, is a real-valued damping coefficient. Our objective is to localize the clusters in which elements of $\tilde{u}(t)$ enter using chosen measurements of $x(t)$ and $\dot{x}(t)$. In this section, we show that Algorithm 1 can be naturally extended for this purpose if the system is weakly damped, defined as:

**Definition 4.0.3.** The system in (4.1) is said to be weakly damped when [TM01]

$$
(D\psi, \psi) - 4(M\psi, \psi)(L\psi, \psi) < 0,
$$

(4.2)

where $D = \text{diag}[d_1, \ldots, d_n]$ and $\psi \in \mathbb{C}^n$ is any non-zero vector.

Denoting $\xi_1 = x$ and $\xi_2 = \dot{x}$, we can write (4.1) as

$$
\begin{bmatrix}
\dot{\xi}_1(t) \\
\dot{\xi}_2(t)
\end{bmatrix} =
\begin{bmatrix}
0 & I_n \\
-L_m & -M^{-1}D
\end{bmatrix}
\begin{bmatrix}
\xi_1(t) \\
\xi_2(t)
\end{bmatrix}
+ 
\begin{bmatrix}
0 \\
M^{-1}\tilde{B}
\end{bmatrix}
\tilde{u}(t),
$$

(4.3)
Since $A$ in (4.3) has dimension $2n$ with complex eigenvalues and eigenvectors, we cannot directly apply Definition 2.2.1 to the eigenvectors of $A$ to derive a relationship between the nodal domains of $G$ and the system-theoretic properties of (4.3). However, with a slight abuse of notation we will define the nodal domains of $A$ in (4.3) to be the nodal domains of $\text{Re}(\nu_k)$, where $\nu_k \in \mathbb{C}^n$ is an (right) eigenvector of (4.1) corresponding to eigenvalue $\mu_k \in \mathbb{C}, \ k = 1, \ldots, n$. In the next section, we present a lemma followed by a theorem that motivate this definition by relating $\nu_k$ to the eigenvectors of $A$ in (4.3).

### 4.1 Nodal Domains of Weakly Damped Second-order Networks

We start by defining a quadratic eigenvalue problem (QEP) for (4.1) as finding scalars (eigenvalues) $\mu \in \mathbb{C}$ and vectors (right eigenvectors) $\nu \in \mathbb{C}^n$ that satisfy

$$ (\mu^2 M + \mu D + L)\nu = 0, \quad (4.4) $$

where $M$, $L$, and $D$ are in general $n \times n$ complex matrices. Solutions to (4.4) are largely dependent on the structure and properties of $M$, $L$, and $D$ [TM01]. Since $M > 0$, $D > 0$, and $L$ is a Laplacian matrix, we can state the following results.

**Lemma 4.1.1.** Let $\mu_k \in \mathbb{C}$ and $\nu_k \in \mathbb{C}^n$ be a solution to the QEP for (4.1). Let $\psi_k \in \mathbb{C}^{2n}$ be an eigenvector of $A$ in (4.3) corresponding to eigenvalue $\mu_k \in \mathbb{C}$. Then $\psi_k^T = [\nu_k^T \mu_k^T \nu_k^T]$.

**Proof.** Let $\psi_k = [\psi_{k,1}^T \psi_{k,2}^T]^T$, where $\psi_{k,1}, \psi_{k,2} \in \mathbb{C}^n$. Solving $(A - \mu_k I_{2n})\psi_k = 0$ yields

$$ \psi_{k,2} - \mu_k \psi_{k,1} = 0 \quad \quad \quad (4.5) $$

$$ -L_m \psi_{k,1} - M^{-1}D \psi_{k,2} - \mu_k \psi_{k,2} = 0 \quad \quad \quad (4.6) $$

Substituting (4.5) into (4.6) and pre-multiplying by $M$ yields

$$ L\psi_{k,1} + \mu_k D \psi_{k,1} + \mu_k^2 M \psi_{k,1} = 0, \quad (4.7) $$

which is a solution to the QEP for (4.1). Hence $\psi_{k,1} = \nu_k$.

The next theorem uses Lemma 4.1.1 to relate the nodal domains of $A$ in (4.3) to those of $L_m$.

**Theorem 4.1.1.** Let $\psi_k \in \mathbb{C}^{2n}$ be a right eigenvector of $A$ in (4.3) corresponding to eigenvalue $\mu_k$. Let $v_k \in \mathbb{R}^n$ be a right eigenvector of $L_m$ corresponding to $\lambda_k$. If $D$ is small enough, then the nodal domains of $A$ in (4.3) are identical to those of $L_m$. 

27
Proof. As $d_i \to 0$, $\forall i \in V$, then $\mu_k \to \pm \sqrt{-\lambda_k}$. From (4.7) in Lemma 4.1.1 we have

$$L\nu_k = -\mu_k^2 M\nu_k - \mu_k D\nu_k \to \lambda_k M\nu_k. \quad (4.8)$$

When $D \to 0$, (4.8) becomes the generalized eigenvalue problem (GEP) for the pair $(L, M)$, which implies $\nu_k \to v_k$, $k = 1, \ldots, n$.

**Remark 4.1.1.** The left eigenvectors $\phi_k \in \mathbb{C}^{2n}$ of (4.3) are related to the left eigenvectors $w_k$ of $L_m$ through an analogous construction.

### 4.2 Residues of Second-Order Systems

As in Section 3.1, for analysis purposes we assume every component of $\bar{u}(t)$ in (4.3) to be impulsive, and consider the outputs as

$$y(t) = \begin{bmatrix} C_1 & 0 \\ 0 & C_2 \end{bmatrix} \begin{bmatrix} \xi_1(t) \\ \xi_2(t) \end{bmatrix}, \quad (4.9)$$

where $C_1 \in \mathbb{R}^{h \times n}$ and $C_2 \in \mathbb{R}^{h \times n}$ have rows of the form $e_j^T$, $j \in S$, with $S \subseteq V$, $|S| = h$. Since we now have two outputs from every node $j \in S$, we can write the residues of (4.3) as $R_{ij}^k = [Q_{ij}^k \ P_{ij}^k]^T$, where $Q_{ij}^k, P_{ij}^k \in \mathbb{C}$ are defined as

$$Q_{ij}^k = [e_j^T \ 0] \psi_k \phi_k^* M^{-1} \begin{bmatrix} 0 \\ e_i \end{bmatrix}, \quad P_{ij}^k = [0 \ e_j^T] \psi_k \phi_k^* M^{-1} \begin{bmatrix} 0 \\ e_i \end{bmatrix}, \quad (4.10)$$

where $^*$ denotes the conjugate transpose. Lemma 4.1.1 and Theorem 4.1.1 together imply the following corollary relating the nodal domains of $A$ in (4.3) to the residues defined in (4.10).

**Corollary 4.2.1.** $Q_{ij}^k$ and $P_{ij}^k$ from (4.10) satisfy

$$-\text{sgn}(\text{Im}(Q_{ij}^k)/\text{Im}(\mu_k)) = \text{sgn}([v_k]_j[w_k]_i), \quad (4.11)$$
$$\text{sgn}(\text{Re}(P_{ij}^k)) = \text{sgn}([v_k]_j[w_k]_i). \quad (4.12)$$

Corollary 4.2.1 provides the theoretical extension of Lemma 3.1.3 to second-order systems of the form (4.1), where each node has two dynamic states. Corollary 4.2.1 implies that the central network manager is oblivious to the distinction between first- and second-order networks, and he may construct the table of localization keys according to the nominal Laplacian matrix $\hat{L}_m$ as before. However, the local operators now have a choice of measurements with which they may run Algorithm 1, namely $\xi_1(t)$ and $\xi_2(t)$; the only modification of the algorithm is that $\hat{K}_{ij}$
should be constructed according to (4.11) or (4.12), respectively.

4.3 Localizing the Resonant Input

The remainder of the chapter is devoted to the specific application of localizing forced harmonic inputs of the form \( u(t) = f_0 \sin \omega ft \). Our basic approach is as follows. Recalling Assumption 3.0.1, the system (4.1) consists of \( p \) coherent areas, hence the inter-area dynamics are governed by \( p - 1 \) inter-area modes. Using the phase angles and frequency measurements available from sensors such as Phasor Measurement Units (PMU) at a selected number of generators, we first run a system identification routine to estimate the transfer function of the entire power system model (4.1), isolate the residues of the \( p - 1 \) slow poles, and finally construct a localization key and compare it with the table of keys \( \mathcal{K} \) described previously in Chapter 3.

4.3.1 Transfer Function Derivations

We begin by analyzing the input-output transfer function to see how the effective transfer-function residues are related to the impulse-response residues used in the localization algorithm. For the sake of clarity in the following derivations, we consider a single input and a single output in the undamped system

\[
\begin{bmatrix}
\dot{\xi}_1(t) \\
\dot{\xi}_2(t)
\end{bmatrix} =
\begin{bmatrix}
0 & I_n \\
-L_m & 0
\end{bmatrix}
\begin{bmatrix}
\xi_1(t) \\
\xi_2(t)
\end{bmatrix} +
\begin{bmatrix}
0 \\
M^{-1}B
\end{bmatrix}u(t),
\]

(4.13)

where the measured state is \( x_1 \) (phase-angle). Let the input enter node \( k \) and let the output be measured at node \( l \). We first assume that the incoming disturbance is impulsive, and run a subspace identification algorithm (see Appendix B). Since the network has \( p \) areas the identified transfer function can be written in a truncated pole-residue form as

\[
\frac{Y_l(s)}{U_k(s)} = \sum_{i=2}^{p} \frac{R^i}{(s^2 + \lambda_i)} + \tilde{g}(s),
\]

(4.14)

where \( \tilde{g}(s) \) contains the zero modes and the fast modes, \( R^i \in \mathbb{R} \) is the residue corresponding to \( \lambda_i = -\mu_i^2 \), and \( Y_l(s) \) and \( U_k(s) = 1 \) are the Laplace transforms of the output and input, respectively. The actual input to the system, however, is \( u(t) = f_0 \sin \omega ft \), the Laplace transform of which is \( U(s) = f_0 \omega f/(s^2 + \omega_f^2) \). Then the actual expression for \( Y_l(s) \), assuming \( f_0 = 1 \) and
neglecting the contribution from $\tilde{g}(s)$ without loss of generality, is

$$Y_l(s) = \left( \frac{\omega_f}{s^2 + \omega_f^2} \right) \sum_{i=2}^{p} \frac{R_i}{s^2 + \lambda_i} \quad (4.15)$$

$$= \frac{1}{4} \left( \frac{j\omega_f}{s + j\omega_f} + \frac{-j\omega_f}{s - j\omega_f} \right) \times \sum_{i=2}^{p} \left( \frac{P_i + jQ_i}{s + \mu_i} + \frac{P_i - jQ_i}{s - \mu_i} \right), \quad (4.16)$$

where $\mu_i = \pm j\sqrt{\lambda_i}$ and $P_i \in \mathbb{R}$ and $Q_i \in \mathbb{R}$ are the real and complex parts of the residues corresponding to modes $\pm \mu_i$. From Corollary 4.2.1, it is easy to verify $P_i = 0$ and $jQ_i = \mu_i R_i$.

Then (5.2) can be written as

$$Y_l(s) = \frac{1}{4} \sum_{i=1}^{p} \left[ \left( \frac{j\omega_f}{s + j\omega_f} + \frac{-j\omega_f}{s - j\omega_f} \right) \left( \frac{jQ_i}{s + \mu_i} + \frac{-jQ_i}{s - \mu_i} \right) \right] \quad (4.17)$$

$$= \frac{1}{4} \sum_{i=1}^{p} \left[ \frac{-\omega_f Q_i}{(s + j\omega_f)(s + \mu_i)} + \frac{\omega_f Q_i}{(s - j\omega_f)(s + \mu_i)} \right. \right.$$

$$\left. \quad + \frac{-\omega_f Q_i}{(s + j\omega_f)(s - \mu_i)} + \frac{\omega_f Q_i}{(s - j\omega_f)(s - \mu_i)} \right]. \quad (4.18)$$

It can be shown that the output decomposes into a component corresponding to the input frequency $\omega_f$ and components corresponding to the system’s slow poles as

$$Y_l(s) = \frac{1}{2} \sum_{i=1}^{p} \left[ \left( \frac{-\omega_f \mu_i Q_i}{\omega_f^2 - \lambda_i} \frac{1}{s + j\omega_f} + \frac{\omega_f \mu_i Q_i}{s - j\omega_f} \frac{1}{s + \mu_i} \right. \right.$$  

$$\left. \quad + \left( \frac{j\omega_f^2 Q_i}{\omega_f^2 - \lambda_i} \frac{1}{s + \mu_i} + \frac{-j\omega_f^2 Q_i}{s - \mu_i} \right) \right]. \quad (4.19)$$

From (4.19), we see that the effective residues associated with the system’s slow poles are

$$\tilde{R}_i = \frac{j\omega_f^2 Q_i}{(\omega_f^2 - \lambda_i) = \frac{\omega_f^2}{\omega_f^2 - \lambda_i} \mu_i R_i,} \quad (4.20)$$

for $i = 2, \ldots, p$. From (4.20) we see that not only do these effective residues grow in magnitude compared to their nominal values as the input frequency approaches the resonance condition $\omega_f^2 \rightarrow \lambda_i$, but they also change signs when $\omega_f^2 < \lambda_i$. This will be accounted for in the following input localization algorithm.
4.3.2 Input Localization Algorithm

This section details an algorithm to localize the source of a forced harmonic input in a large-scale power system. We will also discuss the ability to quickly detect the input from a measurement-based perspective; however, the focus of the algorithm is localization.

As detailed in Section 3.2, the algorithm for the first-order network requires minimal a-priori information in the form of localization keys, and the requirement is no different here. To recollect, a central operator has a nominal knowledge of the clustering structure of the network graph $G$. Denote the nominal Laplacian matrix by $L_m$. Using $L_m$, construct a $p \times p$ array of input localization keys $K = [K_{ij}]$. Construction of this key is a one-time task as long as the clustering remains the same as $L_m$. In practice, this means $K$ can be used despite changes in real-time operating conditions, such as loss of generators and tie-lines, so long as the clustering structure does not change. Once this table of keys has been computed, the $l^{th}$ row of the table is associated with Area $l$ (i.e. given to the local operator of Area $l$), which encompasses the node set $V_l$.

The local operator taking measurements at $q_l \in V_l$ runs a system identification procedure to estimate the transfer function $Y_l(s) = \hat{g}^{slow}(s)$. If the number of slow modes detected exceeds the expected number, i.e., the transfer function contains $\hat{p} > p$ modes in the slow spectrum, then we say that the input pole has been detected. Once the pole has been detected, the operator attempts to distinguish the input from the system’s natural response, after which the residue signs can be corrected according to equation (4.20). The input localization steps are summarized in Algorithm 2. It should be noted that the complexity of the first step in the algorithm—the system identification subroutine—is by far the most complex and time consuming step.

4.3.3 Distinguishing the Exogenous Mode

The unwanted input is easily detected in Algorithm 2 if the system identification subroutine successfully identifies $\omega_f$ in addition to the slow poles of (4.3). However, distinguishing the unwanted mode $\omega_f$ from $\{\lambda_1, \ldots, \lambda_p\}$ requires additional information and additional computation. In this section we consider the two cases where $\omega_f^2 \neq \lambda_i, \forall i = 1, \ldots, p$, and where $\omega_f^2 \to \lambda_i$ for some $i, i = 2, \ldots, p$.

First we consider these cases in the weakly damped system (4.3). The presence of any damping in the natural frequencies is enough information to distinguish $\omega_f$ which is assumed to have zero damping. The distinguishing step (line 7 in Algorithm 2) can simply include an all-to-all comparison of $\text{Re}(\mu_i)$. In the first case, when $\omega_f^2 \neq \lambda_i, \forall i = 1, \ldots, p$, this procedure results in an additional $(\hat{p}^2)$ operations. In the second case, as $\omega_f$ approaches the resonance condition, this procedure can be reduced to a single additional operation as the candidate modes have been previously identified in the algorithm (line 2).

In a second scenario, consider the response of the undamped system (4.13). Here damping
Algorithm 2 Localization Algorithm

Require: Measurements $y_q(t_k)$, $t_k = t_0, t_1, \ldots, t_\varsigma$ and $\mathcal{K}_l = \{\mathcal{K}_{l1}, \ldots, \mathcal{K}_{lp}\}$

1: Run System Identification to estimate $(\hat{A}, \hat{B}, \hat{C})$
2: Detect slow modes $\hat{\lambda}_i = -(\hat{\mu}_i)^2$, $i = 2, \ldots, \hat{p}$ such that $\hat{\lambda}_{\hat{p}} \ll \hat{\lambda}_{\hat{p}+1}$
3: Estimate effective residues $\tilde{R}_i$, $i = 1, \ldots, \hat{p}$
4: if $\hat{p} > |\mathcal{K}_l| + 1 = p$ then
5:  for $l = 1 \rightarrow \hat{p} - p$ do
6:     Distinguish $\omega_f$ from natural frequencies
7:     if Distinguishable then
8:     Estimate nominal residues $\hat{R}_i$ from (4.20)
9:     end if
10: end for
11: end if
12: Construct localization key
13:  $\mathcal{K}_{l\kappa} = \{\text{sgn}(\hat{R}_2), \ldots, \text{sgn}(\hat{R}_p)\}$
14:  for $i = 1 \rightarrow p$ do
15:     Match the estimated key to stored table
16:     if Match, i.e., $\mathcal{K}_{l\kappa} = \mathcal{K}_{li}$ then
17:         Input may be located in Area $i$
18:     end if
19: end for

cannot be used as a distinguishing factor. However, if one has a-priori information about the magnitude of the nominal residues $R_i$ and $\omega_f^2 \neq \lambda_i, \forall i = 2, \ldots, p$, then one could formulate a non-linear least-squares problem using this information with the effective residues described by (4.20) to determine $\omega_f$ from a set of candidates. Namely,

$$\omega_f = \arg \min_{\omega} \| \tilde{R}_k - f_k(\omega; \lambda_2, \ldots, \lambda_p) \|$$  \hspace{1cm} (4.21)

where

$$f_k(\omega; \lambda_2, \ldots, \lambda_p) = \frac{\omega^2}{(\omega - \lambda_i)} \mu_i R^k,$$  \hspace{1cm} (4.22)

and $R^k$ is assumed known. However, as $\omega_f^2 \rightarrow \lambda_i$, the effective residue of the input also approaches the magnitude of its $\lambda_i$ counterpart, making it impossible to distinguish $\omega_f$ from $\lambda_i$. The ‘distinguish’ step in Algorithm 2, therefore, works best when the system is weakly damped.
4.4 Numerical Examples

As mentioned in the introduction, our interest in the model (4.3) is motivated by input localization problems in large-scale power systems, where disturbances must be localized in real-time using measurements of voltage, phase angle, and frequency [AF03]. The recent outburst of the Wide-Area Measuring Systems (WAMS) technology [Pha83] has inspired an urgent need for such disturbance localization using Phasor Measurement Units (PMUs). The approach proposed in this chapter is highly suitable for WAMS. Unlike the model-based observer designs presented in [Sha12b; Pas13], we do not necessarily require access to all of the measurements communicated across the network. We next implement Algorithm 1 on a 60-generator, 292-tie-line, 4-area power system model using outputs from only a single measurement node. We also demonstrate Algorithm 1 with a well-defined 5-area model of the U.S. west coast power grid, also referred to as the Western Electricity Coordinating Council (WECC).

4.4.1 Dynamic Model of the 60-machine Power System

For completeness, we recapitulate the second-order swing model of a power system network. More details on graph theoretic modeling of power system networks are provided in Appendix C. Consider the 60-generator power system model defined over the graph \( G \) shown in Fig. 4.1(a). Each node represents a synchronous generator and each edge represents a transmission line. For simplicity, we assume that the lines are directly connected between the generator buses. Ignoring line-loss, the dynamic electro-mechanical model of the \( i^{th} \) generator can be written as [AF03]

\[
\dot{\delta}_i = \omega_i - \omega_s, \quad (4.23)
\]

\[
m_i \dot{\omega}_i = P_i - d_i \omega_i - \sum_{k \in N_i} \frac{E_i E_k \sin(\delta_i - \delta_k)}{x_{ik}}, \quad (4.24)
\]

where \( \delta_i \) is the internal rotor angle, \( \omega_s = 120\pi \) is the synchronous speed for a 60 Hz system, \( \omega_i \) is the rotor angular velocity, \( m_i = 2H_i \) denotes the electro-mechanical inertia, \( P_i \) is the mechanical power, \( d_i \) is the internal machine damping, \( E_i \) is the magnitude of the voltage phasor, \( x_{ik} \) denotes the reactance of the tie-line connecting the \( i^{th} \) and \( k^{th} \) machines, and \( N_i \) is the neighbor set of the \( i^{th} \) generator. We linearize (4.23)–(4.24) about an initial equilibrium \((\delta_{0i}, \omega_s)\) where \( 0 < \delta_{0i} < 90^\circ \) \( \forall i \in \mathcal{V} \). Denoting the perturbed state variables as \( \Delta \delta = [\Delta \delta_1 \ldots \Delta \delta_{60}]^T \) and \( \Delta \omega = [\Delta \omega_1 \ldots \Delta \omega_{60}]^T \), and assuming \( P_i \) to be constant for all \( i \), the LTI model with a disturbance input \( \tilde{u}(t) \) entering the \( j^{th} \) generator can be written as

\[
\begin{bmatrix}
\Delta \dot{\delta} \\
\Delta \dot{\omega}
\end{bmatrix} =
\begin{bmatrix}
0 & I_n \\
-L_m & M^{-1}D
\end{bmatrix}
\begin{bmatrix}
\Delta \delta \\
\Delta \omega
\end{bmatrix} +
\begin{bmatrix}
0 \\
M^{-1}e_j
\end{bmatrix}
\tilde{u}(t), \quad (4.25)
\]
where $M = \text{diag}[m_1, \ldots, m_{60}]$, $D = \text{diag}[d_1, \ldots, d_{60}]$, $L_m = M^{-1}L_G$, and the edge weights of $G$ are $a_{ik} = \frac{E_iE_k}{x_{ik}} \cos(\delta_{i0} - \delta_{k0})$. We assume the network admits a 4-area partition, as shown in Fig. 4.1(a).

Figure 4.1  (a) Network $G$ used in the numerical example. Area assignments are sequential: $V^1 = \{1, \ldots, 15\}$, $V^2 = \{16, \ldots, 30\}$, $V^3 = \{31, \ldots, 45\}$, and $V^4 = \{46, \ldots, 60\}$. Spacing between vertices is approximately (resistance distance)$^{1/5}$. Measurement node(s) are highlighted in blue, while the disturbance location is yellow. (b) The sparse, 4-node graph $G_1$, with node and edge weights labeled. (c) A dense, random, 15-node graph $G_2$. Edge weights are 10 per-unit and node weights are unity.

4.4.2 Construction of Nominal Keys

The underlying network graph $G$ (Fig. 4.1(a)) is constructed by taking the node- and edge-weighted Cartesian product (Definition 3.3.2) of the two graphs $G_1$ and $G_2$ shown in Fig. 4.1(b) and Fig. 4.1(c), respectively. The 4-node, node-and edge-weighted graph $G_1$ is sparse, and hence the aggregate structure of $G$ closely resembles the structure of $G_1$. The topology of the 15-node
Table 4.1 Localization Keys for Fig. 4.1(a)

<table>
<thead>
<tr>
<th>Area</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>{-,-,-}</td>
<td>{-,-,}</td>
<td>{-,-,}</td>
<td>{-,-,}</td>
</tr>
<tr>
<td>2</td>
<td>{+,-,-}</td>
<td>{+,-,-}</td>
<td>{+,-,-}</td>
<td>{+,-,-}</td>
</tr>
<tr>
<td>3</td>
<td>{+,-,-}</td>
<td>{+,-,-}</td>
<td>{+,-,-}</td>
<td>{+,-,-}</td>
</tr>
<tr>
<td>4</td>
<td>{+,-,-}</td>
<td>{+,-,-}</td>
<td>{+,-,-}</td>
<td>{+,-,-}</td>
</tr>
</tbody>
</table>

Table 4.2 Localization keys for the WECC model Fig. 4.3(a)

<table>
<thead>
<tr>
<th>Area</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>{+,-,-,-}</td>
<td>{+,-,-,+}</td>
<td>{+,-,+,-}</td>
<td>{+,-,+,-}</td>
<td>{+,-,+,-}</td>
</tr>
<tr>
<td>2</td>
<td>{+,-,-,-}</td>
<td>{+,-,-,-}</td>
<td>{+,-,-,-}</td>
<td>{+,-,-,-}</td>
<td>{+,-,-,-}</td>
</tr>
<tr>
<td>3</td>
<td>{+,-,-,-}</td>
<td>{+,-,-,-}</td>
<td>{+,-,-,-}</td>
<td>{+,-,-,-}</td>
<td>{+,-,-,-}</td>
</tr>
<tr>
<td>4</td>
<td>{+,-,-,-}</td>
<td>{+,-,-,-}</td>
<td>{+,-,-,-}</td>
<td>{+,-,-,-}</td>
<td>{+,-,-,-}</td>
</tr>
<tr>
<td>5</td>
<td>{+,-,-,-}</td>
<td>{+,-,-,-}</td>
<td>{+,-,-,-}</td>
<td>{+,-,-,-}</td>
<td>{+,-,-,-}</td>
</tr>
</tbody>
</table>

random graph $G_2$ is dense and arbitrary. Since the graphs $G_1$ and $G_2$ satisfy the hypothesis of Lemma 3.3.2 with $p = 4$, we may construct the nominal table of localization keys using the nodal domains of $G_1$. This is easily accomplished following the procedure outlined in the example in Section 3.1.3. The table of nominal keys is shown in Table 4.1. After the network topology has been constructed and the array of nominal localization keys has been computed, we simulate a disturbance in the network.

4.4.3 Impulsive Disturbance

At $t = 0$ a disturbance occurs at node 36 (in Area 3). Following the disturbance, the operator in Area 2 uses measurements of $\Delta \delta_{17}(t)$ corrupted by white Gaussian noise with a 40 dB signal-to-noise ratio recorded over $t = 0, \ldots, 60$ seconds to identify the transfer function

$$\hat{g}_{\text{slow}}(s) = \frac{0.0518s^5 - 0.0659s^4 + 0.0375s^3 - 0.0501s^2 - 0.0016s + 0.003}{s^5 + 0.0398s^4 + 1.1205s^3 + 0.0307s^2 + 0.3223s^2 + 0.0052s + 0.01778} \quad (4.26)$$

$$= \frac{-0.0085 \mp 0.0673j}{s - (-0.0091 \pm 0.2683j)} + \frac{0.0427 \mp 0.1106j}{s - (-0.0036 \pm 0.5972j)} + \frac{-0.0083 \mp 0.0169j}{s - (-0.0072 \pm 0.8314j)}. \quad (4.27)$$

The plot of $\Delta \delta_{17}(t)$ together with the impulse response of the identified transfer function is shown in Fig. 4.2(a). It can be seen that the matching is robust to the measurement noise. This operator also has access to the nominal localization keys $K_2 = \{-,-,\}, \{+,-,+\}, \{+,-,+\}, \{+,-,+\}$ from Table 4.1. Using Corollary 4.2.1 he constructs an estimated localization key by comparing the sign of the imaginary part of each residue in (4.27) to that of the imaginary part of the corresponding pole. The estimated key is obtained as $\hat{K}_2 = \{+,-,+\}$. This key matches $[K_2]_3$, [35]
indicating that disturbance entered in Area 3, which is indeed correct.

Similarly, if the operator uses measurements of $\Delta \omega_{17}(t)$, the identified transfer function is

$$
\hat{g}_{\text{slow}}(s) = \frac{-0.0746s^5 - 0.0182s^4 - 0.0569s^3 - 0.0172s^2 + 0.00196s - 0.00093}{s^5 + 0.0202s^4 + 1.1199s^3 + 0.0161s^2 + 0.3215s^2 + 0.0026s + 0.01761}
$$

which results in

$$
= \frac{-0.0746s^5 - 0.0182s^4 - 0.0569s^3 - 0.0172s^2 + 0.00196s - 0.00093}{s^5 + 0.0202s^4 + 1.1199s^3 + 0.0161s^2 + 0.3215s^2 + 0.0026s + 0.01761}
$$

for which the estimated key is obtained, again, as $\hat{K}_{i2} = \{+, -, +\}$, clearly showing that the choice of measurement does not affect the result of localization.

### 4.4.4 U.S. West Coast Power Grid Simulation

We next demonstrate our algorithm on a 5-area WECC shown in Figure 4.3(a). This is a widely used model for oscillation analysis in the WECC, where the five areas represent four balancing authorities [Bal04]. This model was recently developed in collaboration with Southern California Edison using real PMU measurements over a range of disturbance events [Cha13]. The details of the model and its parameter values can be found in [Cha13]. A 3-phase line-to-ground fault is injected into the system at Bus 3. The frequency at Bus 1 is measured, and its slow modal components are extracted using ERA, as shown in Figure 4.3(b). The estimated localization key resulting from Algorithm 1 is $\{−, −, +\}$. It can be clearly seen from Table 4.2 that this key corresponds to a disturbance at Bus 3. Moreover, from the model parameters given in [Cha13] this model can be verified to be $p$-area complete with $p = 5$. Hence, the localization is unique.

### 4.4.5 Localizing Forced Input

This simulation uses the same 60-generator, four-area model presented in Section 4.4.1 and shown in Fig. 4.1. The array of localization keys for this simulation is given in Table 4.1. We next simulate a disturbance input $\tilde{u}(t) = \sin \omega_f t$ with $|\omega_f^2 - \lambda_3| \leq 0.001$. The forcing function enters at node 32 in Area 3 (highlighted in yellow). Output responses from a node in each area are shown in Fig. 4.4(a) to illustrate the effects of the resonance condition as measured by local system operators. The specific nodes are chosen so that Assumption 3.2.1 has been met.

Finally, we illustrate how a particular local operator, in this case in Area 1, proceeds through Algorithm 2. A system identification is run using both state measurements from node 4, resulting in a matrix of two transfer functions. The recovered phase angle and frequency are compared against the measurements in Fig. 4.3. The close matching indicates that the system identification from the measurements is accurate (Assumption 3.2.1 has been met). Next, the system poles are distinguished from the forcing frequency $\omega_f$. The poles and corrected residues are shown in Table 4.3 and Tables 4.4. Next, two estimated localization keys are built by applying Corollary 4.2.1. In both cases the estimated key is $\{−, +, −\}$. Comparing the estimated key to
Figure 4.2 Output measurements compared to system identification from node 17: (a) Phase-angle, (b) Frequency.
Figure 4.3  WECC simulation: (a) WECC 5-area model topology, (b) Frequency measurements from Area 1.
Table 4.3 Poles and Residues Measuring $\delta_4$

<table>
<thead>
<tr>
<th>$\mu_i$</th>
<th>$Im(\tilde{R}^i)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$-0.0150 + 0.2676i$</td>
<td>1.9801</td>
</tr>
<tr>
<td>$-0.0150 - 0.2676i$</td>
<td>$-1.9801$</td>
</tr>
<tr>
<td>$-0.0149 + 0.5964i$</td>
<td>$-1.5351$</td>
</tr>
<tr>
<td>$-0.0149 - 0.5964i$</td>
<td>1.5351</td>
</tr>
<tr>
<td>$-0.0230 + 0.8297i$</td>
<td>0.0128</td>
</tr>
<tr>
<td>$-0.0230 - 0.8297i$</td>
<td>$-0.0128$</td>
</tr>
</tbody>
</table>

Table 4.4 Poles and Residues Measuring $\omega_4$

<table>
<thead>
<tr>
<th>$\mu_i$</th>
<th>$Re(\tilde{R}^i)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$-0.0150 + 0.2676i$</td>
<td>$-0.5291$</td>
</tr>
<tr>
<td>$-0.0150 - 0.2676i$</td>
<td>$-0.5291$</td>
</tr>
<tr>
<td>$-0.0149 + 0.5964i$</td>
<td>0.9518</td>
</tr>
<tr>
<td>$-0.0149 - 0.5964i$</td>
<td>0.9518</td>
</tr>
<tr>
<td>$-0.0230 + 0.8297i$</td>
<td>$-0.0107$</td>
</tr>
<tr>
<td>$-0.0230 - 0.8297i$</td>
<td>$-0.0107$</td>
</tr>
</tbody>
</table>

the first row of Table 4.1 (corresponding to outputs from Area 1), the operator finds a match in column 3 and only in column 3. This indicates that the input must have occurred in Area 3—which is indeed the case.
Figure 4.3  (a) Frequency and phase angle response from points in each area. (b) and (c) Show, respectively, the phase angle and frequency response (black) of node 4 in $\mathcal{V}_1$ (Area 1) compared to the estimated states (red) obtained from a system identification algorithm.
Chapter 5

Real-time Disturbance Localization

This chapter utilizes the results from the previous two chapters to develop a real-time attack localization algorithm for power system networks, such as those modeled in Appendix C. The basic purely-differential linearized small signal model of a power system with \( n^g \) generators is

\[
\begin{bmatrix}
\Delta \dot{\delta} \\
\Delta \dot{\omega}
\end{bmatrix} =
\begin{bmatrix}
0_{n \times n} & \omega_s I_{n \times n} \\
- L_m & - M^{-1} D
\end{bmatrix}
\begin{bmatrix}
\Delta \delta \\
\Delta \omega
\end{bmatrix}
+ \begin{bmatrix}
0 \\
M^{-1} e_l
\end{bmatrix} u(t),
\tag{5.1}
\]

where \( \Delta \delta = [\Delta \delta_1, \ldots, \Delta \delta_{n^g}]^T \), \( \Delta \omega = [\Delta \omega_1, \ldots, \Delta \omega_{n^g}]^T \), \( M = \text{diag}[m_1, \ldots, m_{n^g}] \), and \( D = \text{diag}[d_1, \ldots, d_{n^g}] \). This formulation assumes the mechanical power input \( P^M_i \) to be constant for all \( i \in V \) so that it does not enter (5.1), however, for simplicity we consider a single external disturbance \( \tilde{u}(t) \in \mathbb{R} \) entering the network through the acceleration equation of the \( l^{th} \) generator, where the location \( l \) is unknown. Let \( S \subseteq V \) denote a subset of \( h \leq n^g \) generator buses. We consider the output equations as

\[
y(t) = C \Delta \delta,
\tag{5.2}
\]

where \( y(t) = [y_1(t), \ldots, y_h(t)]^T \) and rows of \( C \) are of the form \( e_k^T \), \( k \in S \). Ideally we would like to identify the input location \( l \) directly, but as indicated in the introduction, achieving this in real-time for large power networks may be infeasible. Instead we assume the network to be divided into \( p \) coherent areas with disjoint sets of generators, denoted \( V^k \) with \( k = 1, \ldots, p \). We take advantage of the time-scale separation properties of (C.6) to formulate our problem as follows:

Following an attack on the network, rapidly localize the area(s) in which the attack input \( \tilde{u}(t) \) may have entered using real-time Synchrophasor measurements \( y(t) \) from (5.2).

To solve this problem, we propose the following three steps:
1. Assuming that each of the $p$ coherent areas can be represented by an equivalent aggregate generator connected over an equivalent topology $\mathcal{G}^s$ with $p$ nodes, develop a real-time algorithm by which $\mathcal{G}^s$ can be identified using $y(t)$.

2. Construct a set of localization keys—to be described in Section 5.1.2—based on the identified graph $\mathcal{G}^s$ which maps input-output locations in the network to the residues of the transfer function of the equivalent model.

3. Develop a real-time localization algorithm that utilizes the keys from Step 2 by
   (a) Estimating the poles and the residues of the transfer function of (5.1)–(5.2) via a system identification algorithm using $y(t)$.
   (b) Exploit the same relationship between the poles and residues of the reduced-order equivalent system explained in Section 5.1.2 to build an estimated localization key.
   (c) Compare the estimated localization key to the set of keys provided in Step 2 to localize the area(s) in which the input $\tilde{u}(t)$ may have entered.

The overall cyber-physical architecture for implementing these steps is shown in Fig. 5.1. In this figure, the power system is assumed to be divided into three coherent clusters, denoted as Area 1, Area 2, and Area 3. Each area is equipped with a control center of its own, here represented simply by a Phasor Data Concentrator (PDC). PMUs in each area transmit measurements in real-time over a local area network to the local PDC where Step 3 is carried out. These measurements (or a select subset of them) are sent to the control center of the central ISO, where Steps 1 and 2 are carried out in parallel to Step 3a. After Step 2 has been completed,
the necessary information is transmitted back to the local areas so that they may complete Steps 3b–3c. We next describe each of these steps in detail.

5.1 Steps for Real-time Disturbance Localization

5.1.1 Step 1—Online Topology Identification

This step is carried out by the central system operator using real-time PMU measurements \(y(t)\) in (5.2) streaming from each area. Here we must assume that the \(p\)-area equivalent topology \(G^s\) exists, and that the set of measured phase angles at the generator buses in \(S\) ensures that \(G^s\) is identifiable. Each coherent area can be represented by an equivalent generator, whose rotor angles and angular velocities are defined as \(\delta^s = [\delta^s_1, \ldots, \delta^s_p]\) and \(\omega^s \triangleq \dot{\delta}^s / \omega_s\). The linearized small-signal dynamics of the equivalent model can be written analogously to (5.1) as

\[
\begin{bmatrix}
\Delta \dot{\delta}^s \\
\Delta \dot{\omega}^s 
\end{bmatrix} =
\begin{bmatrix}
0_{p \times p} & \omega_s I_{p \times p} \\
-L_m^s & -(M^s)^{-1}D^s 
\end{bmatrix}
\begin{bmatrix}
\Delta \delta^s \\
\Delta \omega^s 
\end{bmatrix} +
\begin{bmatrix}
0 \\
(M^s)^{-1}e_l 
\end{bmatrix} \tilde{u}(t),
\]

(5.3)

where \(M^s = \text{diag}[m^s_1, \ldots, m^s_p]\) and \(D^s = \text{diag}[d^s_1, \ldots, d^s_p]\) are equivalent inertia and damping matrices, respectively; \(\tilde{u}(t)\) is the same disturbance input as in (5.1), and \(L_m^s \in \mathbb{R}^{p \times p}\) is the equivalent asymmetric Laplacian matrix with elements

\[
[L_m^s]_{ki} = \begin{cases}
-a^s_{ki} / m^s_k & \text{if } k \neq i, \\
\sum_{k \neq i} a^s_{ki} / m^s_k & \text{if } k = i.
\end{cases}
\]

(5.4)

Notice that \(B^s\) in (5.3) now indicates that the input enters the \(l\)th area. The equivalent inertias \(m^s_k\) and damping factors \(d^s_k\) in (5.3) and the equivalent edge weights \(a^s_{ki}\) in (5.4) are unknown, and need to be estimated. We first assume that the equivalent topology \(G^s\) is a complete graph, meaning that every area is connected to every other area; then we set a threshold \(\alpha \in \mathbb{R}\) such that if \(a^s_{ki} < \alpha\) then \(a^s_{ki} = 0\), i.e., areas \(k\) and \(i\) are not connected.

Because of the clustering and resulting time-scale separation of the states in (5.1), the phase angle of the \(i\)th machine can be written as

\[
\Delta \delta_i(t) = \Delta \delta^s_i(t) + \Delta \delta^f_i(t),
\]

(5.5)

for \(i \in \mathcal{V}^k, k = 1, \ldots, p\), and where \(\Delta \delta^f_i(t)\) denotes the fast component of \(\Delta \delta_i(t)\) following from the fast eigenvalues of \(A\) in (5.1). The aggregate state \(\delta^s_i(t)\) can be extracted from the measured values of \(\Delta \delta_i(t)\), where \(t = t_0 \ldots t_f\), using modal decomposition techniques such as Prony’s method [Hau90] or the eigenvalue realization algorithm (ERA) [JP85] described in Appendix B.
Once $\Delta \delta^s(t)$ is estimated, the ISO estimates the equivalent state matrix $A^s$ defined in (5.3) by formulating a nonlinear least-squares (NLS) problem as

$$\min_{A^s} \int_{t_0}^{t_f} \| \Delta \delta^s(t) - \Delta \hat{\delta}^s(t, A^s) \|^2 \, dt, \quad (5.6a)$$

subject to

$$\Delta \hat{\delta}^s(t, A^s) = \hat{C} \exp \left( A^s t \right) \begin{bmatrix} \Delta \hat{\delta}^s(t_0) \\ \Delta \hat{\omega}^s(t_0) \end{bmatrix}, \quad (5.6b)$$

where $\hat{C} = [I_p, \ 0_p]$. The NLS problem (5.6) can be solved in real-time using standard libraries such as MATLAB’s optimization toolbox. Once $A^s$ is estimated, the ISO extracts $L^s_m$ from its bottom left $p \times p$ block shown in (5.3), and constructs the equivalent topology by inspecting the elements of $L^s_m$. For completeness, the steps of this algorithm are summarized in Algorithm 3. The resulting $L^s_m$ is the most up-to-date estimation of the equivalent topology, and therefore will provide more accurate localization compared to the results in [NC13] where the equivalent topology was assumed to be fixed throughout.

**Algorithm 3 Online Topology Identification**

**Require:** Measurements $y(t) = C \Delta \delta(t)$ for $t = t_0, \ldots, t_f$

1: Extract $\delta^s_k(t)$ for $k = 1, \ldots, p$
2: Estimate $A^s$ from NLS problem (5.6)
3: Extract $L^s_m$ from $A^s$

### 5.1.2 Step 2—Constructing Localization Keys

For continuity, we recapitulate the localization results from Chapter 3. We first assume that $\tilde{u}(t)$ is an impulsive function in the $l^{th}$ area and consider a single output of frequency—not phase angle—measurements from the $k^{th}$ equivalent generator (5.3). In the case of frequency measurement, the input-output transfer function is

$$g_{kl}^s(s) \approx \sum_{i=1}^{p} \frac{R_{kl}^i}{s^2 + \lambda_i}, \quad (5.7)$$

where $\lambda_i$ is the $i^{th}$ eigenvalue of $L^s_m$. We use ‘$\approx$’ in (5.7) because we have neglected any damping for simplicity. The residue $R_{kl}^i$ in (5.7) can be written as the product of the mode controllability
factor and mode observability factor [ML89] as

\[ R_{kl}^i = \begin{bmatrix} v_i \end{bmatrix}_l \begin{bmatrix} w_i^T M^{-1} \end{bmatrix}_k, \] (5.8)

where \( v_i \) and \( w_i \) are the right and left eigenvectors corresponding to \( \lambda_i \) of \( L_m^s \). Hence, the sign of \( R_{kl}^i \) must be determined by the relative nodal domain locations of \( k \) and \( l \). For example, if \( D_1 \) and \( D_2 \) are adjacent \( \lambda_i \) nodal domains (Definition 2.2.2), then

\[
\text{sgn}(R_{kl}^i) = \begin{cases} 
+ & \text{if } k, l \in D_1 \setminus D_2, \\
- & \text{if } k \in D_1 \setminus D_2 \text{ and } l \in D_2 \setminus D_1, \\
0 & \text{if } k \in D_1 \cap D_2 \text{ or } l \in D_1 \cap D_2.
\end{cases}
\]

It is straightforward to generalize this example to all of the \( \lambda_i \) nodal domains (not only adjacent nodal domains). Thus, using \( L_m^s \) identified in Algorithm 3, we can build a mapping between the relative input-output locations and the transfer function residues (5.8). We refer to this mapping as a localization key, and define it formally as

\[ K_{kl} = \{ \text{sgn}([v_2]_l[w_2]_k), \ldots, \text{sgn}([v_p]_l[w_p]_k) \}. \] (5.9)

We also define an array of these localization keys as \( \mathcal{K} = [K_{kl}] \), which provides a mapping of all input-output locations (at the area level). In other words, the \( k^{th} \) row (column) of \( \mathcal{K} \), denoted by \( \mathcal{K}_k \), is associated with Area \( k \). This row (column) consists of the keys that relate an input in any (other) area to an output taken from Area \( k \). Furthermore, if we consider every input-output pair, we may define a matrix of residues corresponding to each eigenvalue as

\[ R^i = [R_{kl}^i] = v_i w_i^T M^{-1} \] (5.10)

for \( i = 1, \ldots, p \). The matrix \( R^i \) in (5.10) is symmetric, and the \( \lambda_i \) nodal domains of \( v_i \) and \( w_i \) are identical, which implies that the array of localization keys \( \mathcal{K} \) is symmetric [NC13].

Algorithm 4 outlines the steps which the central operator must take in order to construct \( \mathcal{K} \) in real-time. The most complex step occurs in line 1, which involves an eigenvalue decomposition of the \( p \times p \) matrix \( L_m^s \). Starting on line 3, the individual keys \( K_{kl} \) are constructed according to (5.9). Notice that the array of keys is symmetric and the diagonal entries are trivial, i.e. \( K_{kk} = \{+, \ldots, +\} \). Hence, only the upper triangle of the array needs to be computed. Finally, the central operator transmits the row of keys \( \mathcal{K}_k \) to the respective local area. In Section 5.2 we illustrate the construction of an array of localization keys for a four-area equivalent partitioning of the IEEE 39-bus system.

As we described in Chapter 4, the real component of the residues \( R_{kl}^i \) in (5.7) of the transfer
Algorithm 4 Centralized Localization Key Building for the Equivalent Network

Require: Equivalent Laplacian $L_s^m$

1: Compute eigenvalues and eigenvectors of $L_s^m$
2: for $k = 1 \rightarrow p$ do
3: Construct row of localization keys $K_k$
   $[K_k]_l = \{\text{sgn}([v_2]^l[w_2]^k), \ldots, \text{sgn}([v_p]^l[w_p]^k)\}$
   $\triangleright$ Only require $l > k$ since keys are symmetric
4: end for
5: Broadcast localization keys to Area Operators

function from $\tilde{u}(t)$ to $\Delta \omega^s(t)$ contains information relating the location of the input relative to the location of the output through the $\lambda_i$ nodal domains (Definition 2.2.1). We have shown that the residues of the transfer function from $\tilde{u}(t)$ in (5.3) to $y(t)$ in (5.2) contain identical information. In that case, however, the information is stored in the imaginary part of the transfer function residues. It follows that the operator in the $i^{th}$ area can easily use her measurements $y^i(t)$ to estimate the signs of the residues in (5.8) and exploit the information they carry. We describe this algorithm next.

5.1.3 Step 3—Real-time Input Localization

Step 3 is carried out entirely by the local area operators individually, i.e., each operator uses her own and only her own measurements. The goal of this step is to exploit the locational information carried by the transfer function residues (recall the discussion from the previous section). This can be understood in three distinct parts: estimate the system slow poles and residues of (5.7), build an estimated localization key $\hat{K}_{ik}$, then compare the estimated key to the set provided by the central operator. Algorithm 5 summarizes Step 3 and its three parts are forthwith described in detail.

5.1.3.1 Estimate slow poles and residues

The operator in Area $i$ must estimate the equivalent transfer function (5.7), in particular, he must determine its poles and residues. It is important to emphasize that this part of Step 3—lines 1–2 in Algorithm 5—can be carried out in parallel to Step 1, i.e., starting at $t = t_f$, which is being executed by the central ISO. Since we have assumed $G^s$ is connected, the operator in Area $i$ can use her measurements $y^i(t) = C_i \Delta \delta$ from a set of generator buses $S^i \subset V^s$ to find the poles and residues of interest. This is done by running a standard system identification algorithm to construct the transfer function from $\tilde{u}(t)$ in (5.1) to $y^i(t)$, then truncating this transfer function
to only consider the slow poles and residues. The result of this subroutine is the estimated values
of the system poles and residues, which we denote by $\hat{\lambda}_k$ and $\hat{R}_k$, respectively, for $k = 1, \ldots, \hat{p}$. Notice that since the input location is unknown we have used the dummy variable $\kappa$. Also notice
that depending on the type of disturbance, e.g. transient, harmonic, etc., and due to other un-modeled dynamics in the power system, the system identification algorithm may identify
more than $p - 1$ slow oscillatory components. Hence, we use $\hat{p}$ to denote the total number of
slow modes (including the dc mode) recovered by the system identification.

5.1.3.2 Build estimated localization key $\hat{K}_{i\kappa}$

Before proceeding further, the local operator requires the modes of $A^s$ and localization keys $K_i$. The slow oscillatory components closest to the natural modes of $A^s$ and their corresponding residues are used to build an estimated localization key $\hat{K}_{\kappa i}$ according to (5.8) and (5.9). In the
case that additional slow modes are identified, the residues used to build $\hat{K}_{\kappa i}$ may need to be
corrected.

5.1.3.3 Compare estimated key

Recall that the signs of the transfer function residues contain information about the relative
input-output nodal domain locations, and that the estimated $\hat{K}_{\kappa i}$ is a mapping between the
residues and these locations. Since the output location $i$ is known, the localization problem can
be solved by determining $\kappa$. This is done by comparing $\hat{K}_{\kappa i}$ to the most up-to-date set of keys $K_i$
provided by the central ISO. Matching key(s) indicate possible area(s) in which the disturbance
input may have entered. For example, if $\hat{K}_{\kappa i} = [K_i]_3$, then the disturbance may have occurred in
Area 3. Notice that this matching does not have to be unique. In fact, it should be clear that
this matching will only be unique if for all $k \neq l$ we have $[K_i]_k \neq [K_i]_l$ (cf. Theorem 3.2.2). For
example, if the equivalent network is a complete graph, then the set of keys $K_i$ constructed in
Step 2 will preclude uniquely identifying the area in which the disturbance entered. We refer the
reader to Chapter 3 for further discussion of classes of graphs in which this step will result in a
unique localization. We next provide a concrete implementation of Steps 1–3 using a realistic
power system model.

5.2 Case-study—IEEE 39-bus network

This case study provides a concrete implementation of Steps 1–3 following a disturbance in a
modified IEEE 39-bus model\footnote{The line typically connecting buses 16 and 17 has been removed to improve the coherency of the areas.}, shown in Fig. 5.2. The model parameters of Fig. 5.2 have been
derived from [Ath79]. We consider a 4-area partitioning of the network.
Figure 5.2 (a) IEEE 39-bus power system model used in the case study, with areas: $G_1 = \{G_1\}$, $G_2 = \{G_2, G_3\}$, $G_3 = \{G_4, G_5, G_6, G_7\}$, $G_4^* = \{G_8, G_9, G_{10}\}$. 
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Algorithm 5 Real-time attack localization from Area $i$

**Require:** Local PMU measurements, localization keys $K_i$, modes of $A_s$

1. Run System Identification to estimate $(\hat{A}_s, \hat{B}_s, \hat{C}_s)$
2. Extract slow modes $\hat{\lambda}_k$, $k = 2, \ldots, \hat{p}$ and residues $\hat{R}_{ni}^k$, $k = 2, \ldots, \hat{p}$,
3. Wait to receive $K_i$ and modes of $L_m^s$ from central operator
4. Construct estimated localization key
   \[ \hat{K}_{ni} = \{\text{sgn}(\hat{R}_{ni}^2), \ldots, \text{sgn}(\hat{R}_{ni}^p)\} \]

5. **for** $\kappa = 1 \rightarrow p$ **do**
6. **if** Match, i.e., $\hat{K}_{ni} = [K_i]_l$ **then**
7. **end if**
8. **end for**

At $t_0 = 0$ a three-phase fault occurs on the line between buses 3 and 4, which can be considered as part of Area 4. By $t_f = 6$ sec enough data has been recorded to capture the slow oscillatory modes of the network. Fig. 5.3 shows the output measurements that are sent to the central operator. Steps 1–3 are carried out as follows.

5.2.1 Step 1

At $t = t_f$, the central operator takes the measurements $y(t)$ shown in Fig. 5.3 and starts Algorithm 3. Next, the NLS problem (5.6) is formulated and solved in $t_1$ seconds. The identified equivalent topology $G_s$ is shown in Fig. 5.4(a), and the asymmetric Laplacian matrix is

\[
L_m^s = \begin{bmatrix}
-8.883 & 5.497 & 0 & 3.386 \\
12.828 & -33.159 & 16.981 & 3.350 \\
0 & 8.612 & -11.174 & 2.562 \\
\end{bmatrix}.
\] (5.11)

Notice that in Fig. 5.4(a), Area 1 and Area 3 are not connected and the corresponding elements in the identified Laplacian matrix (5.11) are identically zero. The eigenvalues of $A_s$ are

\[
\{ -0.30 \pm 3.083j, -0.27 \pm 4.966j, -0.28 \pm 6.297j \}.
\] (5.12)

5.2.2 Step 2

At $t = t_f + t_1$, the central operator next runs Algorithm 4 to determine the array of localization keys. He first runs an eigenvalue decomposition on $L_m^s$ in (5.11) to determine the $\lambda_k$ nodal
Figure 5.3 Measured output following a fault in the IEEE 39-bus model.

Figure 5.4 (a) Identified $G^*$ for IEEE 39-bus model; (b)–(d) $\lambda_2$–$\lambda_4$ nodal domains of $G^*$. Notice that there are only two nodal domains for each of $\lambda_2$–$\lambda_4$. 
Table 5.1 Input localization keys for the IEEE 39-bus equivalent system in Fig. 5.2

<table>
<thead>
<tr>
<th>Area</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>{-,-,,-}</td>
<td>{-,-,,+}</td>
<td>{,+,-,,+}</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>\cdot</td>
<td>\cdot</td>
<td>{,+,-,-}</td>
<td>{,-,-,-}</td>
</tr>
<tr>
<td>3</td>
<td>\cdot</td>
<td>\cdot</td>
<td>\cdot</td>
<td>{,-,-,,+}</td>
</tr>
<tr>
<td>4</td>
<td>\cdot</td>
<td>\cdot</td>
<td>\cdot</td>
<td>\cdot</td>
</tr>
</tbody>
</table>

domains of $G^k$ for $k = 2, \ldots, 4$. The resulting nodal domains and eigenvector sign patterns are shown in Fig. 5.4. The array of localization keys $K$ constructed using these nodal domains is provided in Table 5.1. This entire step takes $t_2$ seconds. The central operator transmits individual rows of Table 5.1 to the local area operator corresponding to that row, e.g., the first row is sent to Area 1. Assuming there is some network delay $t_d$, $K_k$ is received at control room of Area $k$ at time $t = t_f + t_1 + t_2 + t_d$.

5.2.3 Step 3

The local area operators can begin Step 3 at the same time as the central operator begins Step 1. For this case study, we consider the perspective of the operator sitting in Area 1. Using her measurements $y^1(t)$, $t = t_0, \ldots, t_f$ from generator 1, he starts Algorithm 5 by running a system identification algorithm such as ERA. The estimated poles and residues are shown in Table 5.2. Notice that two additional slow poles were identified by ERA. If this subroutine takes $t_3 < t_1 + t_2 + t_d$ seconds to execute, the operator in Area 1 must wait until he receives $K_1$ (first row of Table 5.1) and the system slow poles from the central ISO at $t = t_f + t_2 + t_d$ before proceeding.

Once the set of keys $K_1$ and network slow poles (5.12) have been received, uses only her estimated poles in Table 5.2 that match the ones sent by the central ISO (shown in bold), and uses the corresponding residues to construct $\hat{K}_{\kappa 1}$. Evaluating the sign of the real part of the residues in Table 5.2 according to (5.9), he finds $\hat{K}_{\kappa 1} = \{+,\,-,\,+\}$. Finally, the operator in Area 1 finished executing Algorithm 5 by comparing her estimated key $\hat{K}_{\kappa 1}$ to $K_1$ (first row of Table 5.1). Clearly there is a match in the fourth column, i.e., $\hat{K}_{\kappa 1} = [K_1]_4$. The operator in Area 1, therefore, infers that the disturbance has occurred in Area 4. The same procedure can be repeated by the operators in Areas 2, 3, and 4 as well.
<table>
<thead>
<tr>
<th>Pole</th>
<th>Residue</th>
</tr>
</thead>
<tbody>
<tr>
<td>$-0.3447 + 0.9173i$</td>
<td>$0.0299 + 0.0794i$</td>
</tr>
<tr>
<td>$-0.3444 + 2.0210i$</td>
<td>$-0.0468 + 0.0097i$</td>
</tr>
<tr>
<td>$-0.3011 + 3.0825i$</td>
<td>$0.0327 + 0.1115i$</td>
</tr>
<tr>
<td>$-0.2634 + 4.9840i$</td>
<td>$-0.0044 - 0.0121i$</td>
</tr>
<tr>
<td>$-0.2969 + 6.2634i$</td>
<td>$0.0112 - 0.0027i$</td>
</tr>
</tbody>
</table>

Table 5.2 Poles and residues recovered from $\Delta \omega_1$. Values that are used to build the localization key are in **boldface**.
Part II

Control
Chapter 6

Optimal Control of Graphs with Nodal Domain Constraints

For the next two chapters, we consider a network of linear consensus agents defined over the connected graph \( \mathcal{H} = (\mathcal{V}, \mathcal{E}) \)

\[
\dot{x}(t) = -L_\mathcal{H}x(t) + Bu(t) + \tilde{B}\tilde{u}(t) \tag{6.1a}
\]

\[
y(t) = Cx(t), \tag{6.1b}
\]

where the states \( x(t) \in \mathbb{R}^n \), control inputs \( u(t) \in \mathbb{R}^m \), disturbance inputs \( \tilde{u} \in \mathbb{R}^{\tilde{m}} \), outputs \( y(t) \in \mathbb{R}^h \), and state matrices are all defined as in (2.13). \( L_\mathcal{H} \in \mathcal{L}^+_{\mathcal{H}} \) is the graph Laplacian matrix of the underlying network \( \mathcal{H} \). We assume, without loss of generality, that \( M = I_n \). We also assume the graph can be partitioned into \( p \) coherent areas as \( \mathcal{V} = \bigcup_{k=1}^p \mathcal{V}^k \), \( \mathcal{V}^i \cap \mathcal{V}^j = \emptyset, \ i \neq j \), where the number of nodes in the \( k \)th area is denoted \( n_k = |\mathcal{V}^k| \). The \( k \)th area is the induced subgraph \( \mathcal{H}^k = \mathcal{H}[\mathcal{V}^k] \). As in Section 2.4, we define the slow states \( x_s = [x^1_s, \ldots, x^p_s]^T \) as the average of the states within an area. For example, the slow state corresponding to the \( k \)th area is defined as

\[
x^k_s(t) = \frac{1}{n_k} \sum_{i \in \mathcal{V}^k} x_i(t). \tag{6.2}
\]

To recall, fast states are defined for each area by comparing the state relative to a reference within the same area. For example,

\[
x^{k,i}_f(t) = x_i - x^{i*}, \quad \forall i \neq i^*, \ i, i^* \in \mathcal{V}^k, \tag{6.3}
\]
where \(i^* \in \mathcal{V}^k\) is the index of the reference agent. Since the fast states converge to a pseudo-steady state relatively quickly, we are primarily interested in studying the aggregate system with states defined by (6.2), which can be approximated by a rigid body aggregate network [CK85] over the graph \(\mathcal{G}\) with perturbed dynamics described by

\[
\dot{\bar{x}}_s(t) = -L_G x_s(t) + \bar{u}_s(t) + e_k \tilde{u}(t),
\]

(6.4)

where \(L_G = EW E^T \in \mathcal{L}_G^+\) is the graph Laplacian matrix of the aggregate network, \(\bar{u}_s(t) \in \mathbb{R}^p\) is the aggregate control input which can be found by applying the transformation (2.19) on \(u(t)\), and \(e_k \tilde{u}(t)\) represents a disturbance entering the \(k^{th}\) area. The details of how to implement the aggregate control input \(\bar{u}_s(t)\) are developed in Chapter 7.

For now, recall that in Part I we developed graph-theoretic methods to localize the cluster in which a disturbance input \(\tilde{u}(t)\) (ignoring the control inputs). In this case, the transfer function (TF) from input \(\bar{u}(t)\) in area \(i\) to output \(y_j(t) = e_j x_i(t)\) can be written as

\[
g_{ij}^\text{slow} = \sum_{k=1}^{p} \frac{R_{ij}^k}{s + \lambda_k}.
\]

(6.5)

We showed that the disturbance \(\tilde{u}(t)\) can be localized up to the cluster level by analyzing \(\text{sgn}(R_{ij}^k)\) for \(k = 2, \ldots, p\). In Part II, it is our objective to shape the modes, that is, both the eigenvalues and eigenvectors of the slow subsystem defined by the aggregate states (6.2) through feedback control. Specifically, the observability and controllability of a particular mode (e.g. the slow modes) of the network can be characterized in terms of the nodal domains or set of zero nodes (cf. Theorem 3.2.1). Recall that a necessary condition for the localization algorithm (Algorithm 2) was that the transfer function (6.5) is minimal. To guarantee that this condition is met, we introduce an aggregate feedback control input with the form

\[
\bar{u}_s(t) = -E K E^T x_s(t),
\]

(6.6)

where \(E \in \mathbb{R}^{n \times m}\) is the incidence matrix of graph \(\mathcal{G}\) and \(K = \text{diag}[k_{e_1}, \ldots, k_{e_m}] \in \mathbb{R}^{m \times m}\) with \(e_k \in \mathcal{E}\). We will let \(L_K = E K E^T\) denote the graph Laplacian of the aggregate control graph \(\mathcal{K}\). By designing our feedback in this way, we ensure that the feedback conforms to a specified structure. Since \(\mathcal{K}\) can be thought of as a cyber or communication enabled graph, we restrict its structure to be a subset of the physical graph. In other words, the only admissible communication links correspond to preexisting physical edges. Note that unlike the physical graph, the control graph may have negative edge weights. However, in order that the problem retains physical meaning, we require that the closed loop graph have positive edge-weights, i.e. \(L_{cl} = L_G + L_K \in \mathcal{L}_G^+\). Therefore, the problem can be stated as:
Optimally re-weight the edges of $G$ via $K$ such that $\tilde{u}(t)$ is guaranteed to be localizable in the closed-loop system (A.12).

We can formalize this problem by defining $C_k^*$ as the set of feasible nodal domain configurations with no zero nodes for mode $\lambda_k$. For example, consider the three node path in 6.1(a). There are three feasible nodal domain configurations for $\lambda_2$ (Fig. 6.1(b)–6.1(d)):

$$C_2 = \begin{Bmatrix}
\begin{bmatrix} + \\ + \\ - \end{bmatrix}, \\
\begin{bmatrix} + \\ 0 \\ - \end{bmatrix}, \\
\begin{bmatrix} + \\ - \\ - \end{bmatrix}
\end{Bmatrix},$$

(6.7)

one of which contains a zero node. Hence,

$$C_2^* = \begin{Bmatrix}
\begin{bmatrix} + \\ + \\ - \end{bmatrix}, \\
\begin{bmatrix} + \\ - \\ - \end{bmatrix}
\end{Bmatrix}.$$ 

(6.8)

The design problem can then be formalized as: for each $k = 2, \ldots, p$ choose $\psi_k \in C_k^*$; then find $K$ such that $W + K \in W_\psi$, where

$$W_\psi = \cap W_{\psi_k},$$

(6.9)

$$W_{\psi_k} = \{W = \text{diag}[w_1, \ldots, w_n] > 0_n \mid \text{sgn}(v_k) = \psi_k\},$$

(6.10)

with $L_G v_k = \lambda_k v_k$. For this chapter we assume that the set $\{\psi_k\}$ is chosen such that $W_\psi \neq \emptyset$. Given this assumption we would like to choose the $K$ with $W + K \in W_\psi$ that maximizes (or minimizes) a closed-loop performance objective $J(K)$. Formally,

$$\begin{align*}
\text{maximize} & \quad J(K) \\
\text{subject to} & \quad E(W + K)E^T \in \mathcal{L}_G^+, \\
& \quad W + K \in W_\psi, \\
& \quad aI_m \succ K \succ bI_m; \ K \text{ diagonal}
\end{align*}$$

(6.11)

where $a, b \in \mathbb{R}$ are upper and lower bounds on the magnitude of the gains. Notice that the lower bound $b$ must satisfy

$$b > -\max_{e_k} (w_{e_k}), e_k \in \mathcal{E}.$$ 

(6.12)

Examples of performance objectives $J(K)$ include minimizing the $\mathcal{H}_2/\mathcal{H}_\infty$ gains of the closed loop transfer function [Lin11; Far14; Sch12], maximizing consensus speed, and bounding certain
closed-loop eigenvalues [Sha12a], to name a few. Additionally, sparsity-promoting terms can easily be incorporated into the objective. Before concretely implementing our control design, we note that the above problem (6.11) can be reformulated as a closed-loop graph design problem with $\tilde{W} = W + K$, as

$$\begin{align*}
\text{maximize} & \quad J(\tilde{W}) \\
\text{subject to} & \quad EW E^T \in \mathcal{L}^+_G; \\
& \quad \tilde{W} \in \mathcal{W}_\psi; \\
& \quad \tilde{a}I_m \succ \tilde{W}.
\end{align*}$$ (6.13a,b,c,d)

The remainder of this chapter is devoted to developing the theoretical underpinnings of problem (6.13) while restricting our attention to choosing $\psi_2 \in \mathcal{C}^*_2$ on tree graphs. In the following chapter we will show how to concretely implement this control strategy in large-scale clustered networks.

### 6.1 $\lambda_2$ Nodal Domains on Trees

The constraints in (6.13) are not convex, in general. To understand this better, we recall the following characterization of the $\lambda_2$ nodal domains of trees.
6.1.1 Characterization of $\lambda_2$ Nodal Domains on Trees

The following theorems (due to Kirkland et al.) characterize the $\lambda_2$ nodal domains of weighted trees. These theorems will in turn be used to generate the set of edge-weight constraints for any feasible nodal domain configuration on a weighted tree. The first theorem pertains to trees with no zero vertices, referred to as Type II trees.

In Type II trees, adjacent vertices in neighboring nodal domains are called characteristic vertices. The name is appropriate because these two adjacent vertices completely characterize the $\lambda_2$ nodal domains of Type II trees.

Remark 6.1.1. Every $\psi_2 \in C^*_2$ has a one to one correspondence with an edge $ij \in E$, where $i \sim j$ are characteristic vertices.

This means that specifying the design choice $\psi_2 \in C^*_2$ is equivalent to specifying the characteristic vertices $i \sim j \in V$.

Theorem 6.1.1 (Type II weighted trees [Kir96]). Let $T$ be a weighted tree on $n$ vertices $1, \ldots, n$ with Laplacian matrix $L_T$. Suppose that $i$ and $j$ are adjacent vertices of $T$. Then $T$ is Type II with characteristic vertices $i$ and $j$ if and only if there exists $0 < \gamma < 1$ such that

$$\rho(P_{ij} - \gamma w_{ij} J) = \rho(P_{ji} - \frac{1 - \gamma}{w_{ij}} J),$$

where $P_{ij}$ is the bottleneck matrix of the branch at $i$ containing vertex $j$ and vice-versa, $\rho(\cdot)$ is the spectral radius operator, and $J$ is of conformable size. Moreover, if (6.14) holds then

$$\frac{1}{\lambda_2} = \rho(P_{ij} - \frac{\gamma}{w_{ij}} J) = \rho(P_{ji} - \frac{1 - \gamma}{w_{ij}} J).$$

The bottleneck matrices are related to the edge weights through the inverse of the principal submatrix of $L_G$ grounded at vertex $k$, denoted $L_k$. From [Kir96] (Proposition 1) we have

$$[L_k^{-1}]_{ij} = \sum_{e \in P_{ij}} \frac{1}{w_e},$$

where $P_{ij}^k$ is the set of edges of $T$ which are on both the path from $i$ to $k$ and from $j$ to $k$. The bottleneck matrices make up the block diagonal $L_k^{-1} = \text{diag}[P_{k1}, \ldots, P_{kr}]$. The number of bottleneck matrices for a given $L_k$ is equivalent to the number of connected subgraphs induced on the vertex set $V \setminus k$. The bottleneck matrix $P_{ki}$ can be thought of in terms of the graph Laplacian of these subgraphs. Concretely, we write the bottleneck matrices as

$$P_{ki}^{-1} = L_k[V_i],$$
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where \( V^i \) denotes the vertex set of the subgraph that contains node \( i \), i.e. \( i \in V^i \), and \( L_k \) indicates the fact that the subgraph is grounded at node \( k \in V \).

The second theorem pertains to weighted trees where there is at least one zero node, referred to as Type I trees. In Type I trees, the characteristic vertex is the unique zero node with at least one non-zero neighbor.

**Theorem 6.1.2** (Type I weighted trees [Kir96]). Let \( T \) be a weighted tree on \( n \) vertices \( \{1, \ldots, n\} \). Then \( T \) is a Type I tree with characteristic vertex \( k \) if and only if there are least two Perron branches of \( T \) at \( k \). Moreover, the algebraic connectivity of \( T \) is \( \lambda_2 = \frac{1}{\rho(L_k^{-1})} \).

Theorem 6.1.2 will be used for analysis purposes in Section 6.3.

### 6.1.2 Nonlinear Optimization Problem

Theorem 6.1.1 immediately gives us a set of equality constraints to use in our optimal control formulation (6.13). In particular, for \( \psi = \psi_2 \in C^*_2 \) characterized by \( i, j \in V \), we can replace the constraint (6.13c) by

\[
\rho(P_{ij} - \frac{\gamma}{\bar{w}_{ij}}J) = \rho(P_{ji} - \frac{1 - \gamma}{\bar{w}_{ij}}J),
\]

where \( 0 < \gamma < 1 \), \( P_{ij} \) is defined in (6.17), and \( J \) is of conformable size. Because (6.18) represents a nonlinear (and nonconvex) transformation of the weight matrix \( \bar{W} \), we will approach numerical simulations and nonlinear programming (NLP) toolboxes such as Matlab’s `fmincon` and `gaopt`.

We next describe in detail how the constraint (6.18) can be incorporated into two important optimal graph design problems—namely, the fastest consensus problem and the minimum \( \mathcal{H}_2 \) norm problem.

#### \( \mathcal{H}_2 \)-Norm Minimization

The \( \mathcal{H}_2 \) transfer function norm characterizes how noise propagates through the system. In other words, it indicates the total energy dissipated by the transfer function. To quantify the performance, we define the performance output for (6.1a) as

\[
z(t) = \begin{bmatrix} Q^{1/2} & 0_m \\ 0_n & R^{1/2} \end{bmatrix} \begin{bmatrix} x(t) \\ u(t) \end{bmatrix},
\]

(6.19)
where $Q \succ 0_n$ and $R \succ 0_m$. The optimal control objective can be written as

$$J(\tilde{W}) = \text{minimize} \|G_{cl}(s)\|_{H_2}^2$$

$$= \text{minimize} \operatorname{tr} \left[ \tilde{B}^T \int_0^\infty e^{-\tilde{L} t} \left( (Q + (\tilde{L} - L G)^T R(\tilde{L} - L G)^T) e^{-\tilde{L} t dt} \right) \tilde{B} \right].$$

(6.20)

where $G_{cl}(s)$ is the closed loop transfer function from the disturbances $\tilde{u}(t)$ to the performance output $z(t)$, and where $\tilde{L} = E \tilde{W} E^T \in \mathcal{L}_G^+$. If the closed loop system is stable, the optimal control objective (6.20) can be written as

$$J(\tilde{W}) = \text{minimize} \operatorname{tr} \left[ \tilde{B}^T P \tilde{B} \right],$$

(6.21)

where $P = P(\tilde{W}) \in \mathbb{R}^{n \times n}$ is the closed-loop controllability Grammian which satisfies the Lyapunov equation

$$\tilde{L}^T P + P \tilde{L} = Q + (\tilde{L} - L G)^T R(\tilde{L} - L G).$$

(6.22)

We can interpret the object (6.21) as attempting to improve the performance of the re-weighted network in the sense of the $H_2$-norm, while minimally reweighing the edges. We can enforce our desired nodal domain configuration by including the constraint (6.18). The constrained $H_2$ optimal control problem for tree graphs becomes

minimize $\tilde{W}, P, \gamma$ $\operatorname{tr} \left[ \tilde{B}^T P \tilde{B} \right]$ subject to $E \tilde{W} E P + P E \tilde{W} E = Q + E(\tilde{W} - W) E^T R E(\tilde{W} - W) E^T$

$$\rho(P_{ij} - \gamma \frac{\gamma}{\tilde{w}_{ij}} J) = \rho(P_{ji} - \frac{1 - \gamma}{\tilde{w}_{ij}} J),$$

(6.23c)

$$1 > \gamma > 0,$$

(6.23d)

$$\tilde{a} I_m \succ \tilde{W} \succ 0_m; \tilde{W} \text{ diagonal}. $$

(6.23e)

**Fastest Consensus**

It is well-known that the consensus speed of a NDS is bounded by the second smallest eigenvalue of the underlying graph Laplacian [ME10]. Hence, in order to maximize the consensus of the network, it is sufficient to maximize the algebraic connectivity of the closed-loop graph, as

$$J(\tilde{W}) = \text{maximize} \lambda_2(\tilde{L}),$$

(6.24)
where \( \tilde{L} = E\tilde{W}E^T \in \mathcal{L}_g^+ \), with the diagonal edge weight matrix \( \tilde{a}I_m \succ \tilde{W} \succ 0_m \). The problem (6.24) can be solved using semidefinite programming (SDP) by introducing a scalar \( \kappa \) to bound \( \lambda_2(\tilde{L}) \), in which case we can state (6.24) as

\[
\begin{align*}
\text{maximize} & \quad \kappa, \\
\text{subject to} & \quad E\tilde{W}E^T - \kappa I_n \succeq 0_n, \\
& \quad \tilde{a}I_m \succ \tilde{W} \succ 0_m; \; \tilde{W} \text{ diagonal}.
\end{align*}
\]

In light of (6.18) and (6.25), our constrained problem (6.13) with the fastest consensus objective can be written as

\[
\begin{align*}
\text{maximize} & \quad \kappa, \\
\text{subject to} & \quad E\tilde{W}E^T - \kappa I_n \succeq 0_n, \\
& \quad \rho(P_{ij} - \frac{\gamma}{\tilde{w}_{ij}}J) = \rho(P_{ji} - \frac{1 - \gamma}{\tilde{w}_{ij}}J), \\
& \quad 1 > \gamma > 0, \\
& \quad \tilde{a}I_m \succ \tilde{W} \succ 0_m; \; \tilde{W} \text{ diagonal}.
\end{align*}
\]

Problem (6.26) aims to maximize the consensus speed while enforcing our desired nodal domains. Over the next two sections we explore special cases of (6.26) because the results are intuitive and nicely visualized.

### 6.2 Four-node Trees

In this section we maximize the closed-loop consensus speed while meeting our localizability constraints for the aggregate network, which we assume is a connected four-node tree, by solving problem (6.26).

There are two distinct four-node trees, namely the four node path graph, denoted \( \mathcal{P}_4 \) (Fig. 6.2(a)), and the four-node star graph, likewise denoted \( \mathcal{S}_4 \) (Fig. 6.3(a)). While the problem (6.26) is non-convex for four-node trees, we can visualize the constraints using a three dimensional plot (one dimension for each edge). In each case, the edge weights are discretized over a three-dimensional lattice from 0.5–5.0 with a stepsize of 0.1. Next, a line search for \( \gamma \) from 0 to 1 is used to check conditions (6.26c) and (6.26d) for each point in the lattice. If both conditions are met, then the point is feasible. We can then compare the results of this ‘brute force’ approach
to the results using the NLP toolbox.

### 6.2.1 Four-node Path Graph \( P_4 \)

The four-node path graph has five feasible nodal domain configurations for \( \lambda_2 \) and three configurations with no zero nodes (i.e. that correspond to Type II trees):

\[
C_2 = \left\{ \begin{bmatrix} + \\ + \\ + \\ - \end{bmatrix}, \begin{bmatrix} + \\ + \\ 0 \\ - \end{bmatrix}, \begin{bmatrix} + \\ - \\ - \\ - \end{bmatrix}, \begin{bmatrix} + \\ 0 \\ - \\ - \end{bmatrix}, \begin{bmatrix} + \\ - \\ - \\ - \end{bmatrix} \right\},
\]

(6.27a)

\[
C_2^* = \left\{ \begin{bmatrix} + \\ + \\ + \\ + \end{bmatrix}, \begin{bmatrix} + \\ + \\ - \\ - \end{bmatrix}, \begin{bmatrix} + \\ - \\ - \\ - \end{bmatrix} \right\}.
\]

(6.27b)

To illustrate this numerical search process, we consider the design choice \( \psi_2 = [+ + + -]^T \) which is shown in Fig. 6.2(b). As previously mentioned, the edge-weight space is discretized into a three-dimensional lattice from 0.5 to 5.0. The feasible points are plotted in Fig. 6.2(c) with an intensity corresponding to the normalized objective function. A larger objective value corresponds to a more intense color, with the maximal value shown in a slightly different hue. If the problem were convex we would expect to see a precise and regular pattern of feasible points inside of the lattice and a steady color gradient. Instead, we can see a number missing points or holes in Fig. 6.2(c). While the general trend of the color is from less intense to more intense, there are a number of bright spots which correspond to local optima of the objective function. The optimal value found for \( \lambda_2 \) using the brute force method is \( \lambda_2 = 1.35 \), which corresponds to edge weights \( \tilde{W}^* = \text{diag}[4.8 4.9 1.2]^T \). Table 6.1 summarizes these results alongside the optimal value found using a the NLP toolbox and the nominal (unconstrained) solution\(^1\).

\(^1\)The unconstrained problem is convex, hence the solution is unique.
Figure 6.2 (a) Four-node path graph $P_4$, (b) Nodal domain design choice, (c) Feasible region for the nodal domain constraints.
Table 6.1 Summary of numerical results for $P_4$.

<table>
<thead>
<tr>
<th>Method</th>
<th>$J(\tilde{W}) = \lambda_2$</th>
<th>$v_2$</th>
<th>$\text{diag}[\tilde{W}]$</th>
</tr>
</thead>
</table>
| Brute force  | 1.3498                      | \[
\begin{bmatrix}
0.429 \
0.3083 \
0.1052 \
-0.8425
\end{bmatrix}
\] |
|              |                             | \[
\begin{bmatrix}
4.8 \\
4.9 \\
1.2
\end{bmatrix}
\] |
| NLP          | 1.4488                      | \[
\begin{bmatrix}
0.4364 \
0.3098 \
0.0933 \
-0.8396
\end{bmatrix}
\] |
|              |                             | \[
\begin{bmatrix}
4.993 \\
4.9994 \\
1.3038
\end{bmatrix}
\] |
| Unconstrained| 2.9289                      | \[
\begin{bmatrix}
0.6533 \
0.2706 \
-0.2706 \
-0.6533
\end{bmatrix}
\] |
|              |                             | \[
\begin{bmatrix}
5.0 \\
5.0 \\
5.0
\end{bmatrix}
\] |

6.2.2 Four-node Star Graph $S_4$

The four-node star graph has seven feasible nodal domain configurations for $\lambda_2$, but only two configurations with no zero nodes:

$$C_2 = \left\{ \begin{bmatrix} + & + & 0 & + & 0 & 0 & 0 \\ + & 0 & 0 & + & 0 & 0 & 0 \\ + & + & + & 0 & 0 & 0 & 0 \\ - & + & - & + & 0 & 0 & 0 \end{bmatrix} \right\} \quad \text{(6.28a)}$$

$$C_2^* = \left\{ \begin{bmatrix} + & - & + \\ - & - & - \end{bmatrix} \right\} \quad \text{(6.28b)}$$

For $S_4$, we consider the design choice $\psi_2 = [+ + + -]^T$, which is shown in Fig. 6.3(b). We ran experiments identical to those for $P_4$. Fig. 6.3(c) depicts the feasible region for the $S_4$ nodal domains of $\lambda_2$ given this particular design choice. Table 6.2 summarizes the results for the brute force search and the NLP routine.

In both Tables 6.1 and 6.2 we observe that the unconstrained objective function is greater than the constrained objective. However, in both cases we also observe that resulting eigenvector $v_2$ of the closed-loop graph does not meet the desired design criteria. Hence, if the desired eigenvectors have been chosen to ensure localizability for security purposes, then the decreased performance must be considered the cost of security.
Figure 6.3 (a) Four-node star graph $\mathcal{S}_4$, (b) Nodal domain design choice, (c) Feasible region for the nodal domain constraints.
Table 6.2 Summary of numerical results for $S_4$.

<table>
<thead>
<tr>
<th></th>
<th>$J(\tilde{W}) = \lambda_2$</th>
<th>$v_2$</th>
<th>$\text{diag}[\tilde{W}]$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Brute force</strong></td>
<td>3.5635</td>
<td>0.3961</td>
<td>4.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.0958</td>
<td>4.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.3511</td>
<td>3.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-0.8430</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.3747</td>
<td>4.9998</td>
</tr>
<tr>
<td><strong>NLP</strong></td>
<td>3.7499</td>
<td>0.0937</td>
<td>5.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.3746</td>
<td>3.3744</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-0.8429</td>
<td></td>
</tr>
<tr>
<td><strong>Unconstrained</strong></td>
<td>5.0</td>
<td>0.3482</td>
<td>5.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0</td>
<td>5.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-0.8137</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.4655</td>
<td>5.0</td>
</tr>
</tbody>
</table>

6.3 Three-node Path Graph

The three-node path graph is more tractable. Here we show that $W_\psi$ is convex (in fact, linear) for the three-node path graph. The implication of these results is that we can efficiently design an optimal controller $K$ for a three-area network where an exogenous disturbance $v(t)$ is guaranteed to be localizable.

**Proposition 6.3.1.** Given a three-node graph $P_3$ and nodal domain configuration $\psi_2 = [+ + -]^T$ (or $\psi_2 = [+ - -]^T$) corresponding to $\lambda_2$, then $\tilde{W} \in W_{\psi_2}$ if and only if $\tilde{w}_{12} > \tilde{w}_{23}$ or (\(\tilde{w}_{23} > \tilde{w}_{12}\)).

**Proof.** This is a special case of Theorem 6.1.1.

Intuitively recall the results from Theorem 6.1.2, from which we conclude that $P_3$ has a nodal domain configuration $\psi_2 = [+ 0 -]^T$ if and only if $\tilde{w}_{12} = \tilde{w}_{23}$. Proposition 6.3.1 states that for the three-area path graph, the nodal domain constraints can be characterized by a linear inequality. In practice, we may add a bias term $0 < \beta < \tilde{a}$ to ensure that $[v_2]_2$ is sufficiently non-zero, in which case the edge weights constraints become

$$\tilde{w}_{12} - \tilde{w}_{23} > \beta \ (\text{or} \ \tilde{w}_{23} - \tilde{w}_{12} > \beta). \quad (6.29)$$

The nodal domain constraints for the three-node path are visualized in Fig. 6.4. We also note the following regarding the nodal domain configurations corresponding to $\lambda_3$. 
Figure 6.4 Linear inequality constraints that guarantee localizability in the three-node path.

Remark 6.3.1. In the three-node path \( P_3 \), if \( \lambda_3 > \lambda_2 \), then

\[
C^*_3 = C_3 = \begin{Bmatrix}
+ \\
- \\
+
\end{Bmatrix}.
\]  

Proposition 6.3.1 and the previous remark together imply that for the three-node path, \( \mathcal{W}_\psi = \mathcal{W}_\psi_2 \). This is important because it means that we can efficiently guarantee the localizability of disturbances in three-area path networks by designing the aggregate edge weights according to (6.29). This chapter formulated a novel constrained optimal control problem that can ensure localizability of disturbances in the closed-loop graph by shaping its Laplacian eigenvectors. In general such problems are very hard. Utilizing results from graph-theory we were able to find numerical solutions to shaping the \( \lambda_2 \)-nodal domains of trees. In the simplest non-trivial tree, \( P_3 \), there is an analytical solution. Since the algorithms presented in Part I localize disturbances in the aggregate network, we developed control designs for the reduced order aggregate network. The next chapter illustrates how we can implement these results in the full-order network via wide-area control.
Chapter 7

Composite Design for Control Inversion

The control designs in Chapter 6 were developed for the reduced-order aggregate network. The question, therefore, is how can these designs be implemented in the full-order network so that the control design has the same impact on the slow subsystem’s dynamics. In this chapter we develop a framework for practically implementing such aggregate control designs. In order to do this, we recall the standard singular perturbation form of the clustered LTI consensus network (2.25). Our objective is to design \( u_s(t) \) in (6.6) and implement it in (6.1a) through \( u(t) \) as a state feedback control. We will do this by designing a composite control of the form

\[
u(t) = u_s(t) + u_f(t)
\]  

(7.1)

using the slow and fast states \( x_s(t) \) and \( x_f(t) \) from (6.4) and (6.3), respectively. The motivation for this arises from the fact that typical area-level controllers which employ only local feedback can only effectively influence the fast variables \( x_f(t) \). In order to implement wide area control we must somehow incorporate inter-area state information. This requires communication between areas. For consistency, we will assume the network is a ‘power system’ and, as in Chapter 5, we assume that each area contains a PDC which acts as an area-level coordinator. Note that unlike Chapter 5, we assume that there is no central operator and these coordinators communicate directly with each other. Our approach leverages the singular perturbation form to design a decoupled multi-model control, which further simplifies the problem. The theory and slow and fast subproblems are presented next, followed by a case study which illustrates how the results from this chapter can be combined with the designs from Chapter 6.
7.1 Multi-model Representation

We first review the multi-model representation of our clustered NDS (A.12) [KK78] by exploiting the structure of the singular perturbation form (2.25). Notice that here we assume that node weights are unity. Hence, the singular perturbation parameter in (2.25) becomes $\epsilon_m = \epsilon$ and $d = \overline{d} E / d I$. The resulting formulation for the $k^{th}$ simplified model is simpler than the original model (6.1a) and the singular perturbation model (2.25). This model is an effective representation of the entire network from the perspective of the operator in Area $k$. To derive the $k^{th}$ simplified model we first rewrite the normalized state matrices in (2.28) explicitly as

\begin{equation}
\mathbf{A}_{12} = \begin{bmatrix} \mathbf{A}_{o1}, \ldots, \mathbf{A}_{op} \end{bmatrix}, \quad \mathbf{A}_{oi} \in \mathbb{R}^{p \times (n_i - 1)}, \quad (7.2a)
\end{equation}

\begin{equation}
\mathbf{A}_{T21} = \begin{bmatrix} \mathbf{A}_{1o}, \ldots, \mathbf{A}_{po} \end{bmatrix}, \quad \mathbf{A}_{io} \in \mathbb{R}^{(n_i - 1) \times p}, \quad (7.2b)
\end{equation}

\begin{equation}
\mathbf{A}_{22} = \mathbf{A}_{22o} + d \mathbf{A}_{22d}, \quad (7.2c)
\end{equation}

\begin{equation}
\mathbf{B}_1 = \text{diag}([\mathbf{B}_{1s}^1, \ldots, \mathbf{B}_{ps}^p]), \quad \mathbf{B}_i \in \mathbb{R}^{1 \times n_i}, \quad (7.2d)
\end{equation}

\begin{equation}
\mathbf{B}_2 = \text{diag}([\mathbf{B}_{1f}^1, \ldots, \mathbf{B}_{pf}^p]), \quad \mathbf{B}_f \in \mathbb{R}^{(n_i - 1) \times n_i}, \quad (7.2e)
\end{equation}

where

\begin{equation}
\mathbf{A}_{22o} = \text{diag}([\mathbf{A}_{22o}^1, \ldots, \mathbf{A}_{22o}^p]) \quad (7.3)
\end{equation}

\begin{equation}
\mathbf{A}_{22d} = \text{diag}([\mathbf{A}_{22d}^1, \ldots, \mathbf{A}_{22d}^p]) + \begin{bmatrix} 0_{(n_1-1) \times (n_1-1)} & \mathbf{A}_{12} & \cdots & \mathbf{A}_{1p} \\ \mathbf{A}_{21} & 0_{(n_2-1) \times (n_2-1)} & \cdots & \mathbf{A}_{2p} \\ \vdots & \ddots & \ddots & \vdots \\ \mathbf{A}_{p1} & \cdots & \mathbf{A}_{p(p-1)} & 0_{(n_p-1) \times (n_p-1)} \end{bmatrix}. \quad (7.4)
\end{equation}

Using the representation in (7.2), we can rewrite the singular perturbation form (2.25) as

\begin{equation}
\dot{\mathbf{x}}_s(t) = \mathbf{A}_{11} \mathbf{x}_s(t) + \sum_{k=1}^{p} \mathbf{A}_{ok} \mathbf{x}_s^k(t) + \sum_{k=1}^{p} \mathbf{B}_{ok} \mathbf{u}^k(t) \quad (7.5a)
\end{equation}

\begin{equation}
\epsilon \dot{\mathbf{x}}_f^k(t) = d \mathbf{A}_{k0} \mathbf{x}_s(t) + \mathbf{A}_f^k \mathbf{x}_f^k(t) + d \sum_{j \neq k} \mathbf{A}_{kj} \mathbf{x}_f^j(t) + \mathbf{B}_f^k \mathbf{u}^k(t), \quad (7.5b)
\end{equation}

for $k = 1, \ldots, p$, where $\mathbf{x}_s^k(t) \in \mathbb{R}^{n_k-1}$ denotes the fast states of the $k^{th}$ area, $\mathbf{u}^k \in \mathbb{R}^{n_k}$ denotes the control inputs in the $k^{th}$ area, $\mathbf{A}_f^k \triangleq \mathbf{A}_{22o}^k + d \mathbf{A}_{22d}^k$, and $\mathbf{B}_{ok} \triangleq \mathbf{e}_k \otimes \mathbf{B}_{sk}^k \in \mathbb{R}^{p \times n_k}$.

We next assume that the decision maker in the $k^{th}$ area neglects the weak connections between other areas as well as the fast dynamics of all other subsystems. Mathematically this is
equivalent to setting $dA_{ko} = dA_{ki} = 0$ in (7.5a) and $\epsilon x^i_j = 0$, $\forall i \neq k$ in (7.5b). The resulting model becomes

$$\dot{M}x_s(t) = A_{11}x_s(t) + \sum_{k=1}^{p} A_{ok}x^k_j(t) + \sum_{k=1}^{p} B_{ok}u^k(t)$$ (7.6a)

$$\epsilon \dot{x}^k_j(t) = A^k_j x^k_j(t)B^k_ju^k(t),$$ (7.6b)

$$0 = A^i_j x^i_j(t) + B^i_ju^i(t), \quad i = 1, \ldots, p, \ i \neq k.$$ (7.6c)

If $A^i_j$ is nonsingular, we can substitute $x^i_j(t) = -(A^i_j)^{-1}B^i_ju^i(t)$ into (7.6a) to obtain the $k^{th}$ simplified model as

$$\dot{M}x^k_s(t) = A_{11}x^k_s(t) + A_{ok}x^k_j(t) + B_{ok}u^k(t) + \sum_{j \neq k}^p \tilde{B}^j_s u^j,$$ (7.7a)

$$\epsilon \dot{x}^k_j(t) = A^k_j x^k_j(t) + \tilde{B}^k_ju^k(t),$$ (7.7b)

where $\tilde{B}^j_s \triangleq B_{oj} - A_{oj}(A^j_o)^{-1}B^j_j$. The superscript $k$ indicates that the states in (7.7) are perceived by the decision maker in the $k^{th}$ area. Finally, it is worth mentioning that the use of $A^k_j$, opposed to simply using $A^k_{22o}$, will enhance the performance of the model, especially when $d$ is not sufficiently small [CK85]. We next use this multi-model approach to design $p$ unique controllers, one for each of the $p$ aggregate areas.

### 7.2 Multi-area Control

We are now ready to design the composite control $u^k_j(t) \in \mathbb{R}^{n_k}$ in (7.1) for each area, which assumes the form

$$u^k_j(t) = u^k_s(t) + u^k_f(t), \quad k = 1, \ldots, p,$$ (7.8)

where $u^k_s(t) \in \mathbb{R}^{n_k}$ and $u^k_f(t) \in \mathbb{R}^{n_k}$ represent the vectors of slow control input and fast control input, respectively, for each node in the $k^{th}$ area. Recall that the purpose of $u^k_s$ is to influence the slow time-scale dynamics of the aggregate network (6.4), while $u^k_f$ is a high-gain control input designed to drive $\dot{x}^k_j(t) \to 0$ quickly.

**Assumption 7.2.1.** Each agent in (6.1a) has a single control input. Without loss of generality, we can set $B = I_n$. 
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7.3 Fast Control Design

In order to design the fast control $u^k_f(t)$ we consider the fast time-scale $t_f = t/\epsilon$ and let $\epsilon \to 0$ in (7.7). The resulting fast state dynamics for the $k^{th}$ area become

$$\frac{d}{dt_f}x_f^k(t_f) = A_f^k x_f^k(t_f) + B_f^k u_f^k(t_f) = A_f^k x_f^k(t_f) + B_f^k (u_f^k(t_f) + u_s^k(t_f)).$$

(7.9)

In order to decouple the fast and slow control designs we must design $u_s^k$ such that it is in the nullspace of $B_f^k$, i.e. such that $B_f^k u_s^k = 0_{n_k}$. In light of Assumption 7.2.1, the form of $B_f^k$ in (7.2e) becomes $B_f^k = F^k$ defined in (2.17), whose nullspace is spanned by $1_{n_k}$. Hence, the slow control input should take the form

$$u_s^k(t) = 1_{n_k} \hat{u}_s^k(t),$$

(7.10)

for $k = 1, \ldots, p$, where $\hat{u}_s^k(t) \in \mathbb{R}$. In addition to decoupling the fast and slow controls, (7.10) clearly further simplifies the slow control design. We will discuss the implications of this in a moment, after we complete the fast control design. Substituting (7.10) into (7.9) yields

$$\frac{d}{dt_f}x_f^k(t_f) = A_f^k x_f^k(t_f) + B_f^k u_f^k(t_f).$$

(7.11)

Finally, writing

$$u_f^k(t_f) = K_f^k x_f^k(t_f),$$

(7.12)

where $K_f^k \in \mathbb{R}^{n_k \times (n_k - 1)}$ is the fast control gain matrix, results in

$$\frac{d}{dt_f}x_f^k(t_f) = (A_f^k + B_f^k K_f^k)x_f^k(t_f).$$

(7.13)

We can now state the fast control design problem precisely as:

Given a lower bound $\underline{\lambda} \in \mathbb{R}$, find the gains $K_f^k$ such that the eigenvalues of $(A_f^k + B_f^k K_f^k)$ satisfy

$$\underline{\lambda} < \lambda_i(A_f^k + B_f^k K_f^k), \quad i = 1, \ldots, n_k - 1,$$

(7.14)

for $k = 1, \ldots, p$.

The problem (7.14) is a standard pole-placement problem. The parameter $\underline{\lambda}$ controls the width of the gap between the fast and slow eigenvalues of the closed loop system (A.12). Hence we require that $\underline{\lambda} > \lambda_p^*$, where $\lambda_p^*$ is the fastest eigenvalue resulting from the slow control design,
which we describe next.

### 7.3.1 Slow Control Design

For the slow control design, recall that we require $u_s^k = 1_{n_k} \hat{u}_s^k$ for $k = 1, \ldots, p$. This simplifies the design because we now have a single slow control input to design for each area, which then gets mapped to every agent within the area. While it also initially seems to restrict our design, notice that in the slow time-scale the inputs get aggregated. Thus there is no advantage to designing $n_k$ slow control inputs for the $k^{th}$ area. Concretely, to design the slow control we let $\epsilon \to 0$ in the $k^{th}$ simplified model (7.7), which results in

\begin{align}
\dot{M} \dot{x}_s(t) &= \overline{A}_{11} x_s(t) + \sum_{j=1}^{p} \tilde{B}_j^s u_s^j, \\
x_f^k(t) &= - (A_k^f)^{-1} B_k^f u_s^k(t).
\end{align}

(7.15a)  
(7.15b)

Notice that since we let $\epsilon \to 0$ for all Areas $k = 1, \ldots, p$, the aggregate model (7.15a) is no longer exclusive to the $k^{th}$ area, and thus we can drop the superscript on $x_s(t)$. Next, we substitute $u_s^k = 1_{n_k} \hat{u}_s^k$, and recall that $\tilde{B}_j^s = B_{oj} - A_{oj}(A_j^f)^{-1} B_j^f$ and $B_j^f 1_{n_j} = 0$, so (7.15) becomes

\begin{align}
\dot{M} \dot{x}_s(t) &= \overline{A}_{11} x_s(t) + \sum_{k=1}^{p} B_{ok} 1_{n_k} \hat{u}_s^k.
\end{align}

(7.16)

Furthermore, since $B_{ok} = e_k \otimes B_s^k$, (7.16) reduces to

\begin{align}
\dot{M} \dot{x}_s(t) &= \overline{A}_{11} x_s(t) + \hat{B}_s \hat{u}_s,
\end{align}

(7.17)

where $\hat{B}_s = \text{diag}[\hat{b}_1, \ldots, \hat{b}_p] \in \mathbb{R}^{p \times p}$. Using (2.28) and Assumption 7.2.1 we have that

\begin{align}
\hat{b}_k &= \frac{1_{n_k}^T I_{n_k} 1_{n_k}}{\pi^E} = \frac{n_k}{\pi^E},
\end{align}

(7.18)

where $\pi^E$ is defined in (2.27). To simplify notation, we define the effective slow control input as

\begin{align}
\overline{u}_s(t) \triangleq \hat{B}_s \hat{u}_s(t),
\end{align}

(7.19)

where $\overline{u}_s(t) = [\overline{u}_s^1(t), \ldots, \overline{u}_s^p(t)]^T \in \mathbb{R}^p$. Hence, (7.17) becomes

\begin{align}
\dot{M} \dot{x}_s(t) &= \overline{A}_{11} x_s(t) + \overline{u}_s(t).
\end{align}

(7.20)
Recall that $\overline{A}_{11}$ is precisely the graph Laplacian matrix of the aggregate graph $G$. Hence, (7.20) is precisely in the form of (6.4) and we can design $\tilde{u}_s$ as in Chapter 6. In general, we write $\tilde{u}_s(t)$ as a function of the slow states $x_s(t)$ as

$$\tilde{u}_s(t) = \overline{K}_s x_s(t),$$  \hfill (7.21)

where $\overline{K}_s \in \mathbb{R}^{p \times p}$ is the gain matrix for the slow control design. For example, in Chapter 6, $\overline{K}_s$ was a control graph Laplacian defined as $\overline{K}_s = -L_{\mathcal{K}}$. In order to implement the slow control design $\overline{K}_s$ in the network, we must map it back to $u_s(t)$. Hence the term control inversion. This is accomplished by stacking the slow inputs $u_k^s(t)$ in (7.10) for every area, which yields

$$u_s(t) = \begin{bmatrix} u_1^s(t) \\ \vdots \\ u_p^s(t) \end{bmatrix} = U \hat{u}_s(t),$$  \hfill (7.22)

where $U = \text{diag}[1_{n_1}, \ldots, 1_{n_p}]$. Since Assumption 7.2.1 implies $\hat{B}$ is invertible, we use (7.19) to find

$$\hat{u}_s(t) = \hat{B}^{-1} \tilde{u}_s(t).$$  \hfill (7.23)

Combining (7.23) with (7.21) in (7.22) results in implementable form

$$u_s(t) = U \hat{B}^{-1} \overline{K}_s x_s(t).$$  \hfill (7.24)

It is important to note that $\overline{K}_s$ (and hence $K_s$) must be designed cooperatively by the coordinators in each area. However, when implementing the slow control each coordinator only requires his block $u_k^s(t)$, which can be succinctly written as

$$u_k^s(t) = K_k^s x_s(t),$$  \hfill (7.25)

where $K_k^s \in \mathbb{R}^{n_k \times p}$ is defined as

$$K_k^s \triangleq [\hat{B}^{-1} \overline{K}_s]_k \otimes 1_{n_k},$$  \hfill (7.26)

with $[\hat{B}^{-1} \overline{K}_s]_k \in \mathbb{R}^{1 \times p}$ denoting the $k^{th}$ row of the matrix $\hat{B}^{-1} \overline{K}_s$. We next show how to combine the slow and fast control designs and provide performance bounds of our composite control design.
7.3.2 Performance of the Multi-Model Control

Using the results from the fast and slow control designs, the composite control (7.1) can now be written as

\[ u(t) = K_s x_s(t) + K_f x_f(t), \]  

(7.27)

where \( K_s \in \mathbb{R}^{n \times p} \) is defined in (7.24) and \( K_f = \text{diag}[K_f^1, \ldots, K_f^p] \in \mathbb{R}^{n \times (n-p)} \) is specified in (7.12). Since \( u^k(t) \) is designed from the perspective Area \( k \) without regard to the other areas, we refer to (7.27) as the decoupled design. The following theorem bounds the performance error of using our decoupled multi-model approach to design \( u^k(t), k = 1, \ldots, p. \)

Remark 7.3.1. Assumption 7.2.1 implies that the aggregate network is completely controllable, i.e. \((A_{11}, I_p)\) is controllable.

Theorem 7.3.1. Let \( \zeta = [\epsilon \ d]^T \in \Omega \subset \mathbb{R}^2. \) If the fast pairs \((A_f^k, B_f^k)\) for \( k = 1, \ldots, p, \) are controllable and \( K_s, K_f^k \) are designed to assign distinct, stable eigenvalues \( \lambda_i(A_{11} + K_s), \) \( i = 1, \ldots, p, \) and \( \lambda_i(A_f^k + B_f^k K_f^k), \) \( i = 1, \ldots, n_k - 1, \) respectively, then there exists \( \alpha > 0 \) such that \( \forall \zeta \in \Omega \) with \( 0 < \|\zeta\| \leq \alpha, \) the closed-loop system (6.1a) has \( p \) slow eigenvalues \( \{\lambda_1^c, \ldots, \lambda_p^c\} \) and \( (n - p) \) fast eigenvalues \( \{\lambda_{p+1}^c, \ldots, \lambda_n^c\} \) which are approximated by

\[ \lambda_i^c = \lambda_i(A_{11} + \sum_{j=1}^p B_f^j K_f^j) + O(\|\zeta\|), \quad i = 1, \ldots, p \]  

(7.28)

\[ \lambda_i^c = \left[ \lambda_j(A_f^j + B_f^j K_f^j) + O(\|\zeta\|) \right]/\epsilon, \quad i = p + j, \quad j = 1, \ldots, n_1 - 1 \]  

(7.29)

\[ \vdots \]

\[ \lambda_i^c = \left[ \lambda_l(A_f^l + B_f^l K_f^l) + O(\|\zeta\|) \right]/\epsilon, \quad i = p + n_{p-1} + l - 1, \quad l = 1, \ldots, n_p - 1. \]  

(7.30)

Proof. See Appendix A.3. \( \square \)

7.4 Case Study

This section illustrates the multi-model control design for a clustered network. We demonstrate the general performance as described by Theorem 7.3.1, and show how the design for \( P_3 \) from Chapter 6 can be implemented in a three-area NDS using wide-area control inversion.

7.4.1 Three-Area Case Study

We consider the three-area 30-node network shown in Figure 7.1, with consensus dynamics described by (6.1a), and design a composite control \( u(t) = u_s(t) + u_f(t) \) which solves problem
Recall that the objectives of (6.26) were twofold. First, we would like to ensure localizability of disturbances in the aggregate subsystem. Second, we would like to maximize the overall consensus speed. We compare the results of naive structured optimal control design that simply attempts to maximize the consensus speed and our proposed approach (6.26) with varying levels of bias $\beta$.

The first step of our control design is to aggregate the network in Fig. 7.1. Area 1 consists of nodes $V^1 = \{1, \ldots, 10\}$, Area 2 is $V^2 = \{11, \ldots, 20\}$, and likewise $V^3 = \{21, \ldots, 30\}$. This results in a three-node path graph as shown in Fig. 6.1(a) with edge weights

$$W = \text{diag}[0.20, 0.10].$$

The nominal open-loop eigenvalues of the slow subsystem are

$$\lambda^2_{ol} = \{0, 0.08, 0.25\}.$$  

We set the upper bound on the control graph edge weights to be $\bar{a} = 2.0$ per-unit. We find the optimal slow state feedback controller without the nodal domain constraints by solving (6.26) but letting $\beta = 0$. This results in an optimal control gains of

$$K^* = \text{diag}[1.80, 1.90].$$
The sign pattern of the corresponding closed-loop eigenvectors is

$$\text{sgn}(v_2) = \begin{bmatrix} + \\ 0 \\ - \end{bmatrix}. \tag{7.34}$$

Theoretically, this means that the transfer function corresponding to the slow subsystem will not be minimal, according to Theorem 3.2.1. Hence an operator would not be able to localize a disturbance that enters Area 2 using the algorithm in [NC13].

The fast state feedback gains $K_f^k \in \mathbb{R}^{10 \times 9}$ are found using the Matlab function `place`. The gains are chosen such that the fast eigenvalues are on the order of ten times faster than the fastest closed-loop slow eigenvalue. The slow closed-loop eigenvalues of this design are

$$\lambda^s_{cl} = \{0, 1.84, 5.53\}. \tag{7.35}$$

The elements of the eigenvector corresponding $\lambda_2$ of this design are plotted in Fig. 7.2. As expected from the aggregate graph design, the elements corresponding to Area 2 are very close to zero when $\beta = 0$. Indeed, if we assume an impulsive disturbance occurs at node $12 \in \mathcal{V}^2$ and consider an output from node $1 \in \mathcal{V}^1$, we find the transfer function (without considering measurement noise) to be

$$g_{1,12}(s) = \frac{0.033}{s} + \frac{-0.0002}{s+1.84} + \frac{-0.032}{s+5.53} + g^{\text{fast}}(s), \tag{7.36}$$

where the fast component has been truncated in $g^{\text{fast}}(s)$. The contribution of the mode $\lambda_2 = 1.84$ to the transfer function is practically negligible. As a result, if a network operator is using measurements $y_1(t)$, it becomes impossible to accurately localize the disturbance.

We find the optimal slow state feedback controller with the nodal domain constraints by solving (6.26). We choose $\psi_2 = [+,-,+]^T$ and use the constraints (6.29). Since the problem is still convex, we can use convex optimization packages such as `cvx` to solve the problem. We repeat the design procedure for $\beta$ varying from 0.5 to 1.5. As $\beta$ increases, the elements of $v_2$ corresponding to Area 2 move farther from zero. However, the closed loop convergence rate, which is bounded by $\lambda_2$, is adversely affected. Indeed, this is the price of localizability. Table 7.1 summarizes the performance degradation as $\beta$ is increased. Note that so long as the elements of $v_2$ are sufficiently non-zero, depending on the amount of noise present, the disturbances will be localizable. Letting $\beta = 0.5$ may be sufficient, in which case the price of ensuring localizability of the closed-loop system is rather small (compare $\lambda_2 = 1.84$ to $\lambda_2 = 1.56$).
Table 7.1  The price of localization: as $\beta$ increases, consensus speed decreases.

<table>
<thead>
<tr>
<th>$\beta$</th>
<th>$\lambda_2$</th>
<th>$\lambda_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.84</td>
<td>5.53</td>
</tr>
<tr>
<td>0.5</td>
<td>1.56</td>
<td>4.81</td>
</tr>
<tr>
<td>1.0</td>
<td>1.13</td>
<td>4.23</td>
</tr>
<tr>
<td>1.5</td>
<td>0.56</td>
<td>3.81</td>
</tr>
</tbody>
</table>

Figure 7.2  Values of $v_2$ of the optimal closed loop graph with varying levels of the bias term $\beta$. 
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Chapter 8

Conclusions

Measurement-based, data-driven algorithms are rapidly becoming more popular for network operators, driven by the growth of network size and the explosion of sensor data. Simultaneously, with the need to analyze gigantic amounts of data in real-time, operators are persistently searching for efficient numerical algorithms by which they can monitor the health of their network following critical disturbances or faults. In this thesis, we developed a suite of algorithms for one such specific health monitoring application: namely, localization of disturbances in large graphs, and ensuring localizability via closed-loop state-feedback-based optimal control. These algorithms find particular relevance in the monitoring and control of large-scale power systems equipped with WAMS, where security on both the physical and cyber level is becoming increasingly important.

In Part I we developed a measurement-based graph-theoretic algorithm to localize disturbances in a large NDS. In doing so, we drew new connections between the properties of the underlying graph and the measurable dynamics. Namely, the connection between the sign pattern of the system’s transfer function residues and the relative input-output locations with respect to the graph-theoretic nodal domains. The algorithm itself was built on a clustering/aggregation assumptions of the large-scale network, and hence very efficient. We developed theoretical extensions of our basic algorithm and implemented a real-time version in a realistic power system example.

In Part II we formulated new constraints for optimal control problems, whereby the network operator can guarantee localizability of disturbances in the closed-loop system. Using these constraints, we developed optimal control designs for aggregate networks that are trees. In order to implement these control designs, we drew inspiration from classical multi-model control design to develop a control inversion technique in the completely new context of wide-area control.
8.1 Future Directions

This thesis can in no-way completely tackle the problem of monitoring and control of networked dynamic systems. The introduction of nodal domains into the equation—particularly the control designs—may have introduced even more questions than we have addressed. The following includes some high-level descriptions of these open problems and future directions for this research.

8.1.1 Monitoring

Sensitivity Analysis of Localization

In Chapter 4 we demonstrated the effectiveness of our input localization under a certain level of measurement noise. However, no rigorous study was undertaken to show how sensitive the localization algorithm is to process and measurement noise. Understanding how sensitive the localization algorithm is on a whole, and how sensitive are its individual parts—system identification, localization keys, and residues—will be critical to effectively deploying such an algorithm in a real-world system. Furthermore, it may be possible to infer information about the disturbance from a set of partial or fuzzy localization keys in particularly noisy or poorly clustered networks. That is, using the techniques developed in this thesis alongside tools for statistical machine learning.

Distribute Localization

In Chapter 5 we developed a real-time version of our localization algorithm that relied on a centralized independent system operator. This formulation was attractive because of its simplicity and the privacy preserving nature of such an architecture. However, as with most centralized algorithms, it is not a stretch to imagine that our real-time localization algorithm can be cast as a distributed consensus problem. In fact, the first step in the localization algorithm, system identification, has recently been distributed [NC14].

Granular Localization

One of the major limitations of our localization algorithm is the lack of granularity, namely, it can only localize a disturbance up to the cluster level. In order to achieve a more granular localization we could incorporate information from the fast modes along with other information that can be obtained or inferred from the measured outputs. An example includes distance-based information, such as electrical distances which are also closely linked to transfer function residues. Such an approach would undoubtedly require the help of statistical learning.
An alternative approach would be to try to utilize more powerful mathematical tools from Homology, which can utilize higher-powered Laplacians, and Sheaf theory [Rob13; Cur13].

8.1.2 Control

Nodal Domain Characterization

One of the first major questions that needs to be addressed is how to systematically find implementable constraints for nodal domain configurations other than \( \psi_2 \), and for graphs other than just trees. Characterization of Laplacian eigenvectors other than \( v_2 \) seems to be a largely open question in the graph theory community, although new results and algorithms are developed constantly.

Game Theoretic Considerations

The proposed control problem ensures localizability of an attack by augmenting the underlying network via differential state feedback. But as we noticed, there may be multiple closed loop graphs to choose from that all ensure localizability. With the increasing sophistication of cyber-physical attacks, it may be advantageous for the network operator to alternate between feasible nodal domain configurations to fool the attacker. The attack scenario may, therefore, be posed as a zero-sum game in the form of a pursuit-evasion problem.

Control Inversion in Higher-Order Power Systems

In Chapter 7 we developed a control inversion technique for implementing aggregate control designs. One of the primary motivators for this work is its application in large power system networks. Our technique leveraged the first-order consensus NDS. In this case, the measured outputs and control inputs are directly related to dynamics that we wish to shape. However, in a realistic power system network, the control input enters through a synchronous generator’s exciter voltage, while the control objective is to shape the inter-area modes, or frequencies. Hence, the control inversion presented here must be rigorously extended to \textit{at least} a third-order model of the power system network.
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Appendix A

Proofs

This appendix contains proofs of theorems, lemmas, and propositions that impeded the natural flow of the thesis. The proofs appear in sequential order according to the corresponding statement.

A.1 Proof of Proposition 2.4.1

Let \( \| \cdot \| \) denote \( \| \cdot \|_\infty \), the max row norm. For \( A_{11} \) we have

\[
\|A_{11}\| = \|U^T L^E U\| \leq 2\gamma^E. \tag{A.1}
\]

The remaining norms can be computed using the subgraphs \( G^k \). We let \( m_i \) denote the node weight for \( i \in V^k \), \( a_{ij} \) denote the edge weight for \( i \sim j, i, j \in V^k \), and \( d_i = \sum_{j \sim i} a_{ij}, i, j \in V^k \). We first compute two norms that will be used in the remaining derivations:

\[
(M^k)^{-1}(F^k)^T (F^k(M^k)^{-1}(F^k)^T)^{-1} = 
\begin{bmatrix}
1 - \frac{m_1}{\text{tr}(M^k)} & -\frac{m_2}{\text{tr}(M^k)} & \cdots & -\frac{m_{n_k-1}}{\text{tr}(M^k)} \\
-\frac{m_1}{\text{tr}(M^k)} & 1 - \frac{m_2}{\text{tr}(M^k)} & \cdots & \vdots \\
\vdots & -\frac{m_2}{\text{tr}(M^k)} & \ddots & -\frac{m_{n_k-1}}{\text{tr}(M^k)} \\
-\frac{m_1}{\text{tr}(M^k)} & -\frac{m_2}{\text{tr}(M^k)} & \cdots & 1 - \frac{m_{n_k-1}}{\text{tr}(M^k)}
\end{bmatrix} \tag{A.2}
\]

\[
\Rightarrow \|M^{-1}F^T(FM^{-1}F^T)^{-1}\| \leq 2, \tag{A.3}
\]
We next lower bound the internal part, which is block diagonal. Each block is of the form
\[ a \]
where \( k \) components. The upper bound on the external part can be computed using (A.3) and (A.5) as
\[ B \]
Finally, we split \( A \) into external and internal components. The upper bound on the external part can be computed using (A.3) and (A.5) as
\[ C \]
For \( A_{12} \), using (A.3) and \( \|U^T L E\| \leq 2\gamma_E \), we have
\[ D \]
For \( A_{21} \), using (A.5) and \( \|L E U\| \leq 2d_E \), we have
\[ E \]
Finally, we split \( A_{22} = FM^{-1}(L^T + L E)M^{-1}F^T(FM^{-1}F^T)^{-1} \) into external and internal components. The upper bound on the external part can be computed using (A.3) and (A.5) as
\[ F \]
We next lower bound the internal part, which is block diagonal. Each block is of the form
\[ G \]
where \( a_{ij} = a_{ji} \) and \( d_i = \sum_{j=1, j \neq i}^{n_k} a_{ij} \) for \( i, j \in V^k \). We compute the \((i, j)\)-component of the \( k^{th} \) block of the internal part of \( A_{22} \), denoted \( [A_{22}^k]_{ij} \), by taking the product of the \( i^{th} \) row of (A.10) and \( j^{th} \) column of (A.2). It can be shown that \( [A_{22}^k]_{ij} = a_{ijn_k}/m_{nk} - a_{ji}/m_i \) when \( i \neq j \),
and \([A_{22}^k]_{ii} = a_{in_k}/m_{nk} + d_i/m_i\). Using these results, we have

\[
\|FM^{-1}L^T M^{-1}F^T(FM^{-1}F^T)^{-1}\| = \max_{k,i} \left\{ \frac{d_i}{m_i} + \frac{a_{in_k}}{m_{nk}} + \sum_{j=1, j\neq i}^{n_k-1} \left| \frac{a_{in_k} - a_{ij}}{m_{nk} m_j} \right| \right\},
\]

which can be lower bounded by

\[
\|FM^{-1}L^T M^{-1}F^T(FM^{-1}F^T)^{-1}\| \geq \frac{d^I}{m}. \tag{A.11}
\]

Using the bounds in (A.1), (A.6), (A.7), and (A.11), and defining the slow time-scale as \(t_s = t(\varepsilon d^I)\) we obtain (2.25a)-(2.25b), which is the canonical singular perturbation form for (2.22).
A.2 Proof of Lemma 3.3.2

We solve the GEP of (3.13) to show that the first $p$ eigenvalues of $L_m = M^{-1}L_G$ are simple and that the corresponding eigenvectors follow the same sign pattern as the eigenvectors of $L_{m1}$. Let $L_m = M^{-1}(A+E)$, where $A = I_{n1} \otimes L_2$, $E = L_1 \otimes I_{n2}$, and $M = M_1 \otimes M_2$. Denote the eigenvalues of $A$ as $0 = \alpha_1 \leq \cdots \leq \alpha_{n1 \times n2}$. Denote the set of $M$-orthogonal eigenvectors corresponding to $\alpha_1 = 0$, with multiplicity $n_1$, as $Z = [z_1, \ldots, z_{n1}]$. Notice that $\alpha_1 = 0$ of $A$ has multiplicity $n_1$. From here, we find a first-order approximation of the $n_1$ eigenvalues and eigenvectors of $L_m$ that converge to $\alpha_1$ and $\{z_k\}$, $k = 1, \ldots, n_1$, when $E \to 0$. We denote these approximations in matrix form as $\hat{A} = \alpha_1 + d\Lambda$, where $d\Lambda = \text{diag}[d\alpha_1, \ldots, d\alpha_{n1}]$, and $\hat{V} = Z + dV$, where $dV = [dv_1, \ldots, dv_{n_1}]$. To find $Z$ we construct a set of $M$-orthonormal vectors $\Xi = [\xi_1, \ldots, \xi_{n1}]$ that span the null space of $(\alpha_1 M - A)$. One choice of vectors is $\Xi = \left(1/\sqrt{\text{tr}(M_2)}\right) M_1^{-1/2} \otimes 1_{n_2}$. Since the columns of $Z$ and the columns of $\Xi$ span the same vector space, every column in $Z$ can be written as a linear combination of the columns in $\Xi$, i.e. $Z = \Xi B$, where $B \in \mathbb{R}^{n_1 \times n_1}$ is composed of column vectors of real-valued coefficients. Next we solve the GEP of $L_m$ by finding $\hat{A}$ and $\hat{V}$ that satisfy $L\hat{V} = M\hat{V}\hat{A}$, where $L = A + E$. Expanding $L$, $\hat{V}$, and $\hat{A}$ yields $(A+E)(Z + dV) = M(Z + dV)(\alpha_1 I_n + d\Lambda)$. Distributing terms and equating first-order products results in $EZ + AdV = MZd\Lambda$. Using the substitution $Z = \Xi B$ and pre-multiplying both sides by $\Xi^T$, this simplifies to $\Xi^T E \Xi B = Bd\Lambda$, since $\Xi^T M \Xi = I_n$ and $\Xi^T A = (A \Xi)^T = (\alpha_1 M \Xi)^T$. Notice that $d\Lambda$ and $B$ are the eigenvalues and eigenvectors, respectively, of $\Xi^T E \Xi$, where

$$\Xi^T E \Xi = \left(\frac{M_1^{-1/2}}{\sqrt{\text{tr}(M_2)}} \otimes 1_{n_2}\right)^T (L_1 \otimes I_{n_2}) \left(\frac{M_1^{-1/2}}{\sqrt{\text{tr}(M_2)}} \otimes 1_{n_2}\right) = a L_{s1}, \quad (A.12)$$

with $a = n_2/\text{tr}(M_2)$ and $L_{s1}$ is the symmetrized Laplacian of $L_1$ defined in (3.6). It follows that $d\Lambda = \text{diag}[\hat{\lambda}_1, \ldots, \hat{\lambda}_{n_1}]$, and by Lemma 3.1.2, columns of $B$ have same nodal domains as $\hat{v}_k$. Furthermore, since $\Xi \geq 0$ is block diagonal, the columns of $Z$ also have the same sign pattern as columns $\hat{v}_k$. Now, since $a\hat{\lambda}_p < \mu_2$, we can approximate the first $p$ eigenvalues of $L_G$ as $\hat{\lambda}_k \approx a\hat{\lambda}_k$, $k = 1, \ldots, p$, noting that these eigenvalues are simple. We complete the proof by find the corresponding eigenvectors $\hat{v}_2, \ldots, \hat{v}_p$. We solve for $dV$ by finding vectors that span the nullspace of $(E - Md\Lambda)$. Letting $dv_k = \check{v}_k \otimes \zeta_k$, where $\zeta_k \in \mathbb{R}^{n_2}$, we have $0 = (E - d\lambda_k M)dv_k$, which can be written as $[L_1 \otimes I_{n_2} - a\hat{\lambda}_k (M_1 \otimes M_2)] (\check{v}_k \otimes \zeta_k) = L_1 \check{v}_k \otimes (I_{n_2} - aM_2)\zeta_k$, $k = 1, \ldots, n_1$. Since $L_1 \check{v}_k = \hat{\alpha}_k M_1 \neq 0$, $k = 2, \ldots, n_1$, we must find $\zeta_k$ such that $(I_{n_2} - aM_2)\zeta_k = 0$, $k = 2, \ldots, n_1$. Since $(I_{n_2} - aM_2)$ is diagonal, we have $[\zeta_k]_j = 1$ if $[M_2]_{jj} = 1/a$, and $[\zeta_k]_j = 0$ otherwise. This implies that $dv_k$ has the same sign pattern (with some extra zeros) as $\check{v}_k$, $k = 2, \ldots, n_1$. The
form of $dv_k$ and $z_k$ together imply that $\tilde{v}_2, \ldots, \tilde{v}_p$, have the same sign pattern as $\check{v}_2, \ldots, \check{v}_p$. 
A.3 Proof of Theorem 7.3.1

Without loss of generality we consider a two area network, i.e. \( p = 2 \). Applying control (7.27) to (7.5) we get

\[
\begin{bmatrix}
    \dot{M} \hat{x}_s(t) \\
    \epsilon \dot{x}_1^f(t) \\
    \epsilon \dot{x}_2^f(t)
\end{bmatrix}
= 
\begin{bmatrix}
    \Gamma_{11} & \Gamma_{12} & \Gamma_{13} \\
    \Gamma_{21} & \Gamma_{22} & \Gamma_{23} \\
    \Gamma_{31} & \Gamma_{32} & \Gamma_{33}
\end{bmatrix}
\begin{bmatrix}
    x_s(t) \\
    \dot{x}_1^f(t) \\
    \dot{x}_2^f(t)
\end{bmatrix},
\]  

(A.13)

where

\[
\begin{align*}
\Gamma_{11} &= \overline{A}_{11} + \overline{K}_s \\
\Gamma_{12} &= A_{o1} + B_{o1}K_f^1 \\
\Gamma_{13} &= A_{o2} + B_{o2}K_f^2, \\
\Gamma_{21} &= \Delta A_{10} + B_f^1K_s^1 \\
\Gamma_{22} &= A_f^1 + B_f^1K_f^1, \\
\Gamma_{23} &= \Delta A_{12}, \\
\Gamma_{31} &= \Delta A_{20} + B_f^2K_s^2, \\
\Gamma_{32} &= \Delta A_{21}, \\
\Gamma_{33} &= A_f^2 + B_f^2K_f^2.
\end{align*}
\]  

(A.14)

We next use a nonsingular transformation [KK78] to decouple the slow and fast components as

\[
\begin{bmatrix}
    \xi_s(t) \\
    \xi_1^f(t) \\
    \xi_2^f(t)
\end{bmatrix}
=
\begin{bmatrix}
    I_p - \sum_{i=1}^2 \epsilon E_i N_i & -\epsilon E_1 & -\epsilon E_2 \\
    N_1 & I_{(n_1-1)} & 0_{(n_1-1)\times(n_2-1)} \\
    N_2 & 0_{(n_2-1)\times(n_1-1)} & I_{(n_2-1)}
\end{bmatrix}
\begin{bmatrix}
    x_2(t) \\
    \dot{x}_1^f(t) \\
    \dot{x}_2^f(t)
\end{bmatrix},
\]  

(A.17)

where \( E_i \in \mathbb{R}^{p \times (n_i-1)} \) and \( N_i \in \mathbb{R}^{(n_i-1)\times p} \) satisfy the matrix algebraic equations

\[
\begin{align*}
T_1 &\triangleq \Gamma_{22} N_1 - \Gamma_{21} + \Gamma_{23} N_2 - \epsilon N_1 (\Gamma_{11} - \Gamma_{12} N_1 - \Gamma_{13} N_2) = 0, \\
T_2 &\triangleq \Gamma_{23} N_2 - \Gamma_{31} + \Gamma_{32} N_1 - \epsilon N_2 (\Gamma_{11} - \Gamma_{12} N_1 - \Gamma_{13} N_2) = 0, \\
T_3 &\triangleq E_1 (\Gamma_{22} + \epsilon N_1 \Gamma_{12}) + \epsilon E_2 N_2 \Gamma_{12} - \Gamma_{12} + E_2 \Gamma_{32} - \epsilon (\Gamma_{11} - \Gamma_{12} N_1 - \Gamma_{13} N_2) E_1 = 0, \\
T_4 &\triangleq E_2 (\Gamma_{33} + \epsilon N_2 \Gamma_{13}) + \epsilon E_1 N_1 \Gamma_{13} - \Gamma_{13} + E_1 \Gamma_{23} - \epsilon (\Gamma_{11} - \Gamma_{12} N_1 - \Gamma_{13} N_2) E_2 = 0.
\end{align*}
\]  

(A.18)

Substituting (A.17) into (A.13) yields the closed-loop system in the new coordinates, with the form

\[
\begin{bmatrix}
    \dot{M} \hat{x}_s(t) \\
    \epsilon \dot{x}_1^f(t) \\
    \epsilon \dot{x}_2^f(t)
\end{bmatrix}
= 
\begin{bmatrix}
    \Xi_s & 0_{p \times (n_1-1)} & 0_{p \times (n_2-1)} \\
    0_{(n_1-1)\times p} & \Xi_1^f & dA_{12} + \epsilon N_1 \Gamma_{13} \\
    0_{(n_2-1)\times p} & dA_{21} + \epsilon N_2 \Gamma_{12} & \Xi_2^f
\end{bmatrix}
\begin{bmatrix}
    \xi_s(t) \\
    \xi_1^f(t) \\
    \xi_2^f(t)
\end{bmatrix},
\]  

(A.19)
where \( \Xi_s = \Gamma_{11} - \Gamma_{12}N_1 - \Gamma_{12}N_2, \Xi_f^1 = \Gamma_{22} + \epsilon N_1 \Gamma_{12}, \text{and} \Xi_f^2 = \Gamma_{33} + \epsilon N_2 \Gamma_{13}. \)

It can be seen that the operator \( T(T_1, T_2, T_3, T_4, \zeta) = [T_1, T_2, T_3, T_4] \) is analytic in its arguments and its partial derivatives with respect to \( N_1, E_1, N_2, E_2 \) exists and are invertible. Hence, by the implicit function theorem, \( N_1, E_1, N_2, E_2 \) are analytic in \( \zeta \) at \( \zeta = 0 \). Therefore, the matrices of the transformed system (A.13) can be uniformly approximated by the matrices of (7.7). That is,

\[
\begin{align*}
\hat{M}\dot{\xi}_s(t) &= [\overline{A}_{11} + \overline{K}_s + O(\|\zeta\|)] \xi_s(t), \\
\epsilon\dot{\xi}_f^1(t) &= [(A_f^1 + B_f^1 K_f^1) + O(\|\zeta\|)] \xi_f^1(t) + O(\|\zeta\|)\xi_f^2(t), \\
\epsilon\dot{\xi}_f^2(t) &= [(A_f^2 + B_f^2 K_f^2) + O(\|\zeta\|)] \xi_f^2(t) + O(\|\zeta\|)\xi_f^1(t).
\end{align*}
\]

We can see from the continuous dependence of (A.20a) on \( \|\zeta\| \) that \( \xi_s(t) \to x_s(t) \) as \( \|\zeta\| \to 0 \). Similarly, we can see that in the fast time-scale \( t_f = t/\epsilon \) that \( \xi_f^i(t_f) \to x_f^i(t), \ i = 1, 2, \) uniformly.

Complete controllability of the pairs \( (\overline{A}_{11}, I_p) \) and \( (A_f^i, B_f^i), \ i = 1, 2, \) implies the existence of gain matrices \( K_f^i \) and \( K_s \) which arbitrarily assign eigenvalues to the matrices \( \overline{A}_{11} + \overline{K}_s \) and \( A_f^i + B_f^i K_f^i \), respectively [KS72]. Noticing that the closed-loop eigenvalues \( \lambda_f^i, \ i = 1, \ldots, n \) are precisely those of system (A.20) and the fact that the eigenvalues of \( \overline{A}_{11} + \overline{K}_s, A_f^1 + B_f^1 K_f^1, \) and \( A_f^2 + B_f^2 K_f^2 \) are \( O(\|\zeta\|) \) regular perturbations of those of (A.20). The application of ([Kok99], Ch. 2, Thm. 3.1) completes the proof.
Appendix B

System Identification Algorithms

This appendix briefly reviews two standard system identification algorithms. For a more thorough development of identification algorithms for linear systems, we refer the reader to [VODM96]. For simplicity, we consider a SISO LTI system of the form

\[ \dot{x}(t) = Ax(t) + Bu(t) \]  \hspace{1cm} (B.1a)
\[ y(t) = Cx(t) \]  \hspace{1cm} (B.1b)

where \( A \in \mathbb{R}^{n \times n} \), \( B = e_k \in \mathbb{R}^{n \times 1} \), \( C = e_l^T \in \mathbb{R}^{1 \times n} \).

B.1 Eigensystem Realization Algorithm

We describe a Hankel-based method here [JP85]. Consider the discrete-time equivalent of (B.1) as

\[ x(k + 1) = A_dx(k) + B_d u(k) \]  \hspace{1cm} (B.2a)
\[ y(k) = Cx(k) \]  \hspace{1cm} (B.2b)

where \( x(k) \in \mathbb{R}^n \), \( y(k) \in \mathbb{R}^l \) and \( u(k) \in \mathbb{R}^m \), \( A_d = e^{-L_m T} \), \( B_d = \int_0^T e^{-L_m \tau} Bd\tau \), with sampling time \( T \). Our objective is to identify the transfer matrix of (B.2) given \( y(k) \). For this, we assume
that each input $u_i(k)$ is a unit impulse. We define the two $(\varsigma \times m) \times (\tau \times \ell)$ Hankel matrices

$$
\mathbf{H}(0) = \begin{bmatrix}
y(1) & \cdots & y(\tau) \\
\vdots & \ddots & \vdots \\
y(\varsigma) & \cdots & y(\tau + \varsigma - 1)
\end{bmatrix}
$$

(B.3a)

$$
\mathbf{H}(1) = \begin{bmatrix}
y(2) & \cdots & y(\tau + 1) \\
\vdots & \ddots & \vdots \\
y(\varsigma + 1) & \cdots & y(\tau + \varsigma)
\end{bmatrix}.
$$

(B.3b)

Since $y(k) = CA_d^{k-1}B_d$, $k = 1, \ldots, N$, is the $k^{th}$ Markov parameter, (B.3) can be re-written as

$$
\mathbf{H}(0) = \begin{bmatrix}
CB_d & \cdots & CA_d^{\tau-1}B_d \\
\vdots & \ddots & \vdots \\
CA_d^{\varsigma-1}B_d & \cdots & CA_d^{\varsigma+\tau-2}B_d
\end{bmatrix}
$$

(B.4a)

$$
\mathbf{H}(1) = \begin{bmatrix}
CA_dB_d & \cdots & CA_d^{\tau}B_d \\
\vdots & \ddots & \vdots \\
CA_d^{\varsigma}B_d & \cdots & CA_d^{\varsigma+\tau-1}B_d
\end{bmatrix}.
$$

(B.4b)

It is clear that $\mathbf{H}(0) = \mathbf{O}\mathbf{C}$ and $\mathbf{H}(1) = \mathbf{O}A_d\mathbf{C}$, where $\mathbf{O}$ is the $(\varsigma \times \ell) \times n$ observability matrix and $\mathbf{C}$ is the $n \times (\tau \times m)$ controllability matrix of (B.2). We compute the $\tilde{n}^{th}$-order realization of (B.2), $\tilde{n} \leq \text{rank}(\mathbf{H}(0))$, by considering the truncated singular value decomposition of $\mathbf{H}(0)$ as

$$
\hat{\mathbf{H}}(0) = \hat{\mathbf{U}}\hat{\Sigma}\hat{\mathbf{V}}^T,
$$

where $\hat{\mathbf{U}} \in \mathbb{R}^{\varsigma \times \tilde{n}}$, $\hat{\Sigma} \in \mathbb{R}^{\tilde{n} \times \tilde{n}}$, and $\hat{\mathbf{V}}^T \in \mathbb{R}^{\tilde{n} \times (\tau \times m)}$, contain the first $\tilde{n}$ singular values and singular vectors of $\mathbf{H}(0)$. The estimates for $A_d$, $B_d$, $C_d$ can then be written as

$$
\hat{\mathbf{A}}_d = \hat{\Sigma}^{-1/2}\hat{U}^T\mathbf{H}(1)\hat{V}\hat{\Sigma}^{-1/2},
$$

(B.5a)

$$
\hat{\mathbf{B}}_d = \hat{\Sigma}^{1/2}\hat{V}^T\mathbf{E}_m,
$$

(B.5b)

$$
\hat{\mathbf{C}} = \mathbf{E}_\ell^T\hat{U}\hat{\Sigma}^{1/2},
$$

(B.5c)

where $\mathbf{E}_m = [I_m 0 \cdots 0]^T$ and $\mathbf{E}_\ell = [I_\ell 0 \cdots 0]^T$ are of conformable size. In a deterministic model $\tilde{n} \leq \text{rank}(\mathbf{H}(0)) = n$. If the measurements are noisy, we must set a cut-off value $\tilde{n} < \text{rank}(\mathbf{H}(0))$ for the system order. Here we require that $\tilde{n} \geq p$.

Next, the three matrices in (B.5) are converted to their respective continuous-time counterparts, $\hat{\mathbf{A}}$, $\hat{\mathbf{B}}$, $\hat{\mathbf{C}}$, by zero-order hold. We reemphasize that $\hat{\mathbf{A}}$, in general, will not be the same as $\mathbf{A}$ because of similarity transformation. For the same reason, $\hat{\mathbf{B}}$ is not guaranteed to be the same.
indicator matrix as $B$, and therefore cannot be used directly for input localization. Instead, we use $\hat{A}$, $\hat{B}$, $\hat{C}$ to estimate the transfer matrix $\hat{G}(s) = \hat{C}(\lambda I_{\tilde{n}} - \hat{A})\hat{B}$. In particular, for a given input-output pair, we estimate the slow-mode residues from

$$g_{ij}^{\text{slow}}(s) = \sum_{k=2}^{p} \frac{\hat{R}_{ij}^k}{s + \hat{\lambda}_k}, \quad (B.6)$$

where $\hat{R}_{ij}^k$ is the $k^{th}$ estimated residue and $\hat{\lambda}_k$ is the $k^{th}$ identified mode.

## B.2 Prony’s Method

Prony’s method assumes that timeseries data is available and takes the form

$$y(t) = \sum_{i=1}^{n} R_{kl}^i e^{-\lambda_i t}, \quad (B.7)$$

and that discrete samples of the data are available at timesteps of length $T$. Defining $c_i \triangleq e^{-\lambda_i T}$, the sampled data can be represented as

$$y(0) = R_{kl}^1 + R_{kl}^2 + \cdots$$
$$y(T) = R_{kl}^1 c_1 + R_{kl}^2 c_2 + \cdots$$
$$y(2T) = R_{kl}^1 c_1^2 + R_{kl}^2 c_2^2 + \cdots$$
$$\vdots$$

It is our goal to estimate the residues $R_{kl}^i$ and the eigenvalues $\lambda_i = -\ln c_i$. We solve this problem in two steps: first estimate $c_i$ and $\lambda_i$, then use this to determine $R_{kl}^i$. Define a $n^{th}$-order polynomial with roots $c_i$ as

$$P(z) = \prod_{i=1}^{n} (z - c_i) \quad (B.8)$$
$$= z^n + \beta_{n-1} z^{n-1} + \cdots + \beta_1 z + \beta_0 \quad (B.9)$$
Next notice the recursion in the data (B.7):

\[
\begin{bmatrix}
    y(n) \\
    y(n + 1) \\
    \vdots \\
    y(n + \ell)
\end{bmatrix}
= \left[- \begin{bmatrix}
    y(n - 1) & \cdots & y(0) \\
    y(n) & \cdots & y(1) \\
    \vdots & \ddots & \vdots \\
    y(n + \ell - 1) & \cdots & y(\ell)
\end{bmatrix}
\right]
\begin{bmatrix}
    \beta_0 \\
    \beta_1 \\
    \vdots \\
    \beta_{n-1}
\end{bmatrix}.
\] 

(B.10)

Since all of the \(y(t)\) values in (B.10) are known, we can solve for \(\beta\) directly (least squares solution is the left psuedo inverse). Once \(\beta\) is known, \(P(z)\) is completely defined, and \(c_i\) are the roots of this polynomial. Note that one drawback of Prony’s method is root finding algorithms are inherently unstable and may be sensitive to noise. Hence, it is important to restrict the rootfinding algorithm to intervals of interest. Finally, we can write the Vandermonde equation as

\[
\begin{bmatrix}
    y(0) \\
    y(1) \\
    \vdots \\
    y(K-1)
\end{bmatrix}
= \left[ \begin{bmatrix}
    1 & \cdots & 1 \\
    c_1 & \cdots & c_n \\
    \vdots & \ddots & \vdots \\
    c_1^{K-1} & \cdots & c_n^{K-1}
\end{bmatrix}
\right]
\begin{bmatrix}
    R_{11} \\
    R_{12} \\
    \vdots \\
    R_{1K}
\end{bmatrix}.
\] 

(B.11)

The residues \([R_{k1}, \ldots, R_{kK}]\) can be solved for directly from (B.11).
Appendix C

Graph-theoretic Modeling of Power Systems

C.1 Power System Modeling

Consider a \(n\)-bus power system network consisting of \(n^g\) synchronous generators and \(n-n^g\) load buses. Without loss of generality, let \(\{1, \ldots, n^g\}\) denote the generator buses and \(\{n^g + 1, \ldots, n\}\) denote the load buses. Let \(P_i\) and \(Q_i\) denote the total active and reactive power injected into the \(i^{th}\) bus, where

\[
P_i = \sum_{k=1}^{n} -V_i^2 r_{ik}/z_{ik}^2 - V_i V_k \sin(\theta_{ik} - \alpha_{ik})/z_{ik}, \tag{C.1a}
\]

\[
Q_i = \sum_{k=1}^{n} -V_i^2 x_{ik}/z_{ik}^2 + V_i V_k \cos(\theta_{ik} - \alpha_{ik})/z_{ik}, \tag{C.1b}
\]

where \(V_i \angle \theta_i\) is the voltage phasor at the \(i^{th}\) bus, \(\theta_{ik} = \theta_i - \theta_k, r_{ik}\) and \(x_{ik}\) are the resistance and reactance of the tie-line joining bus \(i\) with bus \(k\), \(z_{ik} = \sqrt{r_{ik}^2 + x_{ik}^2}\), and \(\alpha_{ik} = \tan^{-1}(r_{ik}/x_{ik})\).

The electromechanical model of the power system can be described as a system of differential-algebraic equations (DAE) [AF03] as

\[
\dot{\delta}_i(t) = \omega_i(\omega_i - 1) \tag{C.2a}
\]

\[
m_i \dot{\omega}_i(t) = P_i^m - P_i^c - d_i(\omega_i - 1), \tag{C.2b}
\]
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for $i = 1, \ldots, n^g$, and

$$
\begin{align*}
0 &= P_i^e + P_i - P_i^l, \\
0 &= P_k - P_k^l,
\end{align*}
$$

(C.3a)

$$
\begin{align*}
0 &= Q_i^e + Q_i - Q_i^l, \\
0 &= Q_k - Q_k^l,
\end{align*}
$$

(C.3b)

for $i = 1, \ldots, n^g$ and $k = n^g + 1, \ldots, n$. In (C.2), $\delta_i(t)$, $\omega_i(t)$, $m_i$, and $d_i$ denote the internal rotor angle, speed, inertia, and damping of the $i$th generator, while $P_i^m$ denotes the mechanical power input, $P_i^e$ and $Q_i^e$ denote the active and reactive electrical power produced by the $i$th generator. In (C.3), $P_k^l$ and $Q_k^l$ denote the active and reactive power consumed by the load at the $k$th bus. The DAE (C.2) can be converted into a system of purely differential equations via Kron reduction [DB13], resulting in a fully connected graph $G^K$ with $n^g$ nodes. Neglecting line losses, its small-signal model linearized around $(\delta_0, \mathbf{1}_{n^g})$, following a disturbance in the network, can be written as

$$
\begin{bmatrix}
\Delta \delta \\
\Delta \omega
\end{bmatrix} = 
\begin{bmatrix}
\mathbf{0}_{n \times n} & \omega_i I_{n \times n} \\
-L_m & -M^{-1} D
\end{bmatrix}
\begin{bmatrix}
\Delta \delta \\
\Delta \omega
\end{bmatrix} + 
\begin{bmatrix}
\mathbf{0} \\
M^{-1} \mathbf{e}_i
\end{bmatrix} u(t),
$$

(C.4)

where $\Delta \delta = [\Delta \delta_1, \ldots, \Delta \delta_{n^g}]^T$, $\Delta \omega = [\Delta \omega_1, \ldots, \Delta \omega_{n^g}]^T$, $M = \text{diag}[m_1, \ldots, m_{n^g}]$, $D = \text{diag}[d_1, \ldots, d_{n^g}]$, and $L_m$ is the asymmetric weighted Laplacian of the complete graph $G^K$ with elements

$$
[L_m]_{ki} = \begin{cases} 
-\frac{a_{ki}}{m_k} & \text{if } k \neq i, \\
\sum_{\kappa \neq k} a_{\kappa k} / m_k & \text{if } k = i.
\end{cases}
$$

(C.5)

The edge weights of $G^K$ are given as

$$
a_{ki} = \frac{E_k E_i}{x_{ki}} \cos(\delta_{k0} - \delta_{i0})
$$

(C.6)

for all $k \neq i$, where voltage at the $i$th and $k$th generator $E_i$ and $E_k$, respectively, are taken to be constant at this time scale. The vertex set of $G^K$ is the set of generator buses $\mathcal{V} = \{1, \ldots, n^g\}$. 

99