ABSTRACT

LU, SHIJING. Computational Study of Grain Boundaries and Nano-Reactive Materials. (Under the direction of Professor Donald Brenner.)

The thesis summarized my research efforts in two areas:

Chapters 1 to 4 devote to the computational study of grain boundary (GB) structure, energy and mobilities. Despite of the considerable effort that has been placed on those topics, computational study of GB is still a daunting task. Chapter 1 gives a small glimpse into the rich world of GB studies in the past and the difficulties they met. In chapter 2, we propose a new approach to predicting and organizing interface structures in alloys that takes advantage of a disclination structural units model developed previously for grain boundaries in pure systems. This method is demonstrated using symmetric tilt GB in multiple alloy systems. Chapter 3 studies the GB migration using molecular dynamics simulation (MDS) with two methods: (i) direct simulation of GB motion under synthetic driving force. (ii) Transition path sampling (TPS) method. The two methods predict GB mobility differently. But they are consistent with each other because two GB migration mechanisms present in the first approach but only one mechanism is modeled in the TPS method. A simple and clear way to separate two GB migration mechanisms during the direct simulation is also reported in the chapter 3. Of the two GB migration mechanism, the shear coupled mechanisms has been well studied. In chapter 4, the spotlight is focused on the other GB migration mechanism: GB sliding. Two methods are reported, one uses MDS with nudged elastic band techniques and the other is based on macro-scale linear elasticity theory.

Chapters 5 to 8 summarize the computational study of nano energetic materials (NEMs), or more specifically, nano thermites and nano reactive intermetallic compounds. NEMs have raised substantial scientific and technological interest in recent years for their
high reactivity, high energy density, low cost, and non-toxic nature. Chapter 4 provides an overview and information useful for synthesis and characterizations of NEMs. Special concern is given to the thermo analysis (TA) methods of NEMs. Compare to the self-sustaining reaction in NEMs, reactions in TA methods such as differential thermal analysis (DTA) or differential scanning calorimetry (DSC) are much slower. This makes TA a good candidate to unveil the coupled non-equilibrium processes during reactions. However, conventional TA requires a prior knowledge of “model functions” which are empirical approximations (for example, the 1st order reaction) of the overall reactions. In chapter 7, we proposed a better analysis method to study DSC traces of NEMs. This analysis is able to: i) reproduce the DSC curves; ii) predict the peak temperature positions as a function of system sizes and DSC heating rates; iii) explore micro-mechanisms during controlled reactions and provide clean way of retrieving diffusivity parameters. Tested with several experimental datasets and numerical simulations, the new analysis method shows significant improvement over the conventional TA methods. Further, the new TA method predicts that nano energetic particles may work better than nano ferro oxide particles do in hyperthermia cancer treatment (HCT) because of NEMs’ capability of releasing heat rapidly. Chapter 8 reviews the past researches of using nano particles in the HCT. In conventional HCT, energy is transferred to cancer cells through alternating magnetic field (AMF). In chapter 8, a nano pillar comprising both ferro oxides and NEMs is proposed. Upon taken the nano pillars will accumulate in cancer cells due to the well-known Enhanced Permeability and Retention (EPR) effect. Ferro oxides can first be heated up through AMF, and then they will initiate the reactions in NEMs which then will kill the cancer cell. Based on our calculation, this design is promising.
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PART 1, GRAIN BOUNDARY

Chapter 1 An Overview of the Computational Study of the Grain Boundary Structure,
Energy and Mobility

1.1 Introduction

With the advent of high performance computers, computation and simulation approaches are changing the way we learn, view, and study in material science. Yet the value of computation and simulation, as the third pillar of research, standing equally alongside theory and experiment, is still underappreciated. A very similar remark was made in the Presidential Information Technology Advisory Committee [1] report: “Universities...have not effectively recognized the strategic significance of computational science in either their organizational structures or their research and educational planning.” This has been especially true in the computational study of solids in materials science. There appear to be several reasons for this, the most evident one is that, even today, computational resources are limited compared to most of the problems encountered in the practical study of solids.

Different from liquids, gases or powder composites, properties of solid materials depend not only on the macroscopic chemical composition but also on the micro-structure, defects and distribution of constituent chemical elements.
Grain boundaries, for example, are two-dimensional nonequilibrium defects in crystalline solids. It has been proven that many crystalline materials can be strengthened (known as Hall–Petch strengthening) by introducing grain boundaries because grain boundaries can impede dislocations motion. In this view, materials with ultra-fine grains would have ultra-high strength. However, this is not true microstructures of nano crystalline material are often thermally unstable because grain boundaries are associated with positive free energy which means that their configurational entropies are smaller than their formation energies. Minimization of the free energy will drive grain boundaries to move, which is the dominating mechanism for grain growth during the annealing of metals. However, it has also been found first by molecular dynamics simulation and then confirmed by many experimentalists that solute segregates can stabilize grain boundaries and further make ultra-strong materials possible. From this example, we can see how complex the microstructure–property relationships can be even for the simplest case. To provide an overview of grain boundaries in modern material science and to highlight the increasingly important role that computational study is playing in this field, we divided this chapter into three sections. First, we will briefly review the definitions, terminologies and basic properties of various types of grain boundaries. In the second part, past efforts towards macroscopic scale modeling of grain boundary structure, energy and grain boundary solute segregation will be summarized. The third part in this chapter is intended to give an overview of the achievements and challenges for the computational study of grain boundary motion and in the last section, the contents of the first part of this thesis will be outlined.
1.2 Molecular Dynamics and Interatomic Potentials

Molecular dynamics is a straightforward computational simulation in which the motion of atoms is followed and analyzed under different conditions\(^8\). The chief assumption in this technique is that atoms can be treated as classical particles so that their trajectories are calculated by numerically integrating classical Newton equations of motion for each atom. These equations of motion are coupled through the forces on the atoms. The interatomic forces which determine the dynamics of atoms are a key feature of a MDS. They are also typically the most computationally intensive part of the simulation. The forces on the atoms are derived from the negative gradient of the potential energy function (PEF) which is an empirical function for calculating the potential of the system given all atom positions.

Conventionally PEF is split into one-body, two-body, three-body … terms:

\[
U(r_N) = \sum_i V_1(r_i) + \sum_i \sum_{j>i} V_2(r_i, r_j) + \cdots
\]

(1-1)

And the interatomic forces:

\[
F_i = \nabla_{r_i} U(r_N)
\]

(1-2)

where \(r_i\) refers to the position of the \(i^{th}\) atom; \(N\) is the total number of atoms; \(U(r_N)\) is the PEF; \(V_1(r_i)\) is the one body potential which usually represents the interaction between the \(i^{th}\) atom and an externally applied potential field; \(V_2(r_i, r_j)\) is the two-body potential. It is used to describe pair interactions such as the electrostatic, van der Waals or bond interactions. Three body potential and higher order many body potentials are mostly seen in the simulation of organic or biomolecule systems in which energy contribution from bond angles, dihedral angles and so on are significant.
Mathematical forms of PEF came in with great varieties, applicable in different situations. Even for the pair potential, a number of functional forms have been developed, such as Lennard-Jones potential, Morse potential and their countless derivatives\textsuperscript{9}. Since this section is by no means a complete review of interatomic potentials, we refer the reader to other reviews\textsuperscript{10}–\textsuperscript{12} mentioned in the bibliography.

In practical MDS, the criteria being a good PEF is three fold: (i) accuracy: it should accurately reproduce some set of fitting data from experiments or quantum chemistry models such as density-functional theory; (ii) transferability: it should be also capable of producing physically-reasonable (if not accurate) energies for atomic configurations that are not considered in a given fitting database; (iii) efficiency: it should be computationally efficient so that MDS can: generate sufficient number of samples, contain sufficient number of atoms in the system, and perform for sufficient long time to minimize statistic errors and capture the relevant physics of a given problem.

Experience has demonstrated PEFs that find a compromise between accuracy, transferability and efficiency are based on expressions that are derived from quantum mechanical bonding principles. Potential of Embedded Atom Method (EAM) for metallic system is such an example. Different from conventional pair potential which consider interaction between to particles are not affected by the presence of other atoms, EAM add to the PEF a cohesive energy term which describes the energy of embedding an atom into an local electron gas provided by the neighboring atoms. More detailed description of EAM potential can be found in the Chapter 2 and elsewhere\textsuperscript{11},\textsuperscript{13}–\textsuperscript{15}. But see from the EAM formula, i.e. Eq. (2-5), we can see EAM outperforms conventional pair potential for at least
two reasons. First, it is many-body potential in which the metallic bond strength between two atoms is coordinate dependent. This makes EAM an effective potential for pure metal systems. Second, EAM is computationally efficient. By using pair terms for inter-atomic repulsion and the electron density contributions to a given site, the evaluation of the EAM scales as a pair potential despite the many-body aspect of the function that is introduced by an embedding function. It is because of these advantages that EAM has found wide application in the computational study of metals. Throughout this thesis, EAM potential or its direct derivative, modified EAM$^{[14]}$, is used unless specified.

1.3 Basic Conceptions of Grain Boundaries

A grain boundary is an interface separating two crystals (grains) of the same crystal but of different orientations. Grain boundaries are planar defects because the discrepancy of crystal orientations across the grain boundaries brings in misfit energy and stresses. Despite grain boundaries being recognized and studied for centuries, they are still among the least understood structures in materials science because of their extremely complex structures.

In general, the geometry of a grain boundary has eight degrees of freedoms (DOFs): Three Euler angles (3 DOFs) and a three component translation vector (3 DOFs) to fully describe the orientation of one grain with respect to one adjacent grain, plus two independent variables (2 DOFs) to define the inclination of the grain boundary plan. Only five of the eight parameters are important, however, because the translation vectors are often constrained by the geometries such that the energy of the system reaches the minimum. For instance, in research by Tschopp and Mcdowell$^{[16]}$, tilt grain boundaries with fixed tilt angles and fixed
inclination of grain boundary plane but variable translation vector were energy minimized by molecular dynamics simulation using an embedded atom model (EAM) potential so that the minimum energy configuration can be found. Their results showed very good agreement with high-resolution transmission electron microscopy images of experimental grain boundary structures.

To simplify the description of grain boundary crystallography, a number of variables or terminologies are frequently used in the literature. Some of them are summarized below:

**Tilt and twist grain boundaries**

Grain boundaries can be classified by the relationship between the grain orientation rotation axis and the grain boundary plane. If they are parallel, as illustrated in Figure 1.1a, they are called tilt angle grain boundaries. If they are perpendicular, as shown in Figure 1.1b, (i.e. the rotation axis is parallel to the normal vector of the grain boundary plan) they are termed twist grain boundaries. If they are neither parallel nor perpendicular to each other, they belong to the group of mixed grain boundaries. A mixed grain boundary is often viewed as a linear combination of a tilt and a twist grain boundary by projecting its rotation vector to the vectors parallel and perpendicular to the grain boundary plane. The rotation angle $\theta$, as illustrated in Figure 1.1, is also known as the “misorientation” or “disorientation angle”.
Low and high angle grain boundaries

Grain boundaries with small (usually $\theta \leq 15^\circ$) misorientation between adjacent grains are called low angle grain boundaries; accordingly, those who have large misorientation are called high angle grain boundaries. This way of classifying grain boundaries is not precise and the dividing line often varies from one research paper to another. However, it is an important concept that is frequently seen in the literature. This is because low angle grain boundaries can often be approximated as an array of dislocations (edge dislocations for tilt, and twist dislocations for twist grain boundaries), but this approximation is invalid in the high angle region.

Illustrated in Figure 1.2 are the structures of symmetric tilt angle grain boundaries. It is easy to see that grain boundaries with low tilt angle can be well represented by an array of...
edge dislocations. But in high tilt angle cases, the edge dislocations are so close that the
dislocation cores begin to overlap and the definition of the Burger’s vector become unclear.

Figure 1.2: Atomic configurations of symmetric tilt angle grain boundaries from low to high
misorientation. The bottom angular lines show the half of the misorientation angle, i.e. θ/2. From left
to right, θ/2 values are 3.02°, 6.04°, 18.44°, 23.20° and 26.57° respectively.

Based on the idea that low angle grain boundaries can be represented by an array of
dislocations, Read and Shockley developed the expression for the energies of low angle grain
boundaries

\[ E_{gb} = \theta (A - B \ln \theta) \]  

(1-3)

where A and B are constants that depend on the types of dislocations and the elastic constants
of the material.
Figure 1.3 demonstrates the grain boundary energy prediction based on Eq. (1-3) and from molecular dynamics simulation with an EAM potential\cite{11}. The results from the Read and Shockley formula and full atomistic calculation are in good agreement in the low angle region. In high angle region, the Read and Shockley formula predicts an energy decrease for high-angle grain boundaries but in the EAM calculation, the energies remain almost constant for the high angle grain boundaries.

Figure 1.3: Dependence of symmetric tilt angle grain boundary energies on the misorientation angles. The dotted circles are computed from molecular dynamics simulation of FCC copper using EAM potential. The solid curve is computed from the Read Shockley formula.
**Coincidence Site Lattice (CSL) and the Reciprocal Density**

Although the expression “CSL theory” is frequently used in the research papers, CSL itself is not a theory but an imaginary lattice formed by the coincide sites of two regular lattices with special misorientation angles. For instance, shown in the Figure 1.4 is a demonstration of a $\Sigma 5$ structure. The blue and green circles are the crystal structure (simple cubic) of the same structure. The lattice formed by big red circles, i.e. coincide sites is known as the CSL. $\Sigma$ is called the reciprocal density; it is defined as a half of the number of atoms included in one CSL cell. In this example, four green, four blue and 8 coinciding vertices (shared by 4 CSL cells) are included in one CSL cell. Therefore the $\Sigma$ value for the structure is $(4+4+4\times 1/4)/2=5$.

![Figure 1.4: Illustration of a simple cubic $\Sigma 5$ CSL structure.](image)
1.4 Coarse Grained Representation of Equilibrium Grain Boundaries

Serves as supplementary for Chapter 2, this section will present an historical review of coarse grained models of grain boundaries. As mentioned in the previous section, grain boundaries are often treated as an array of dislocations. This treatment can be traced back to 1950 when the well-known relationship between grain boundary energy and misorientation angle, \( i.e. \) Eq. (3-9), was derived\(^{[17]} \). A similar express was also derived by Nabarro in 1952\(^{[18]} \) by integrating the elastic forces on each dislocation from its actual position to infinite distances. In these two cases, grain boundaries were represented by a finite number of equally spaced dislocations. However, in 1953, James\(^{[19]} \) pointed out that a grain boundary is better represented by infinite number of dislocations. The stress fields of the two resemble one another only at the distance from the wall nearer than the dislocation spacing in the wall. Despite the huge success of the dislocation wall model for grain boundaries in the 1950s, researchers found difficulties fitting this model to high angle grain boundaries. In 1960, James\(^{[20]} \) examined the dislocation wall model for high angle tilt grain boundaries and declared that if the interactions of cores of the dislocations are taken into consideration, a dislocation wall model can well represent grain boundaries even in the high tilt angle region. Another effort in extending the dislocation wall model to the high angle grain boundaries is from Brandon, who proved that the dislocation wall model is compatible with coincidence lattice model in the high-angle region\(^{[21]} \).

Started from the 1960s, researchers started to realize that grain boundaries can be better described by disclinations instead of dislocations. In 1966 Eshelby\(^{[22]} \) found that elastic fields of dislocations can be computed easier by inserting and removing a narrow wedge
disclination into the material. In 1972, Li\textsuperscript{[23]} proposed that grain boundaries should be considered as being made of disclinations instead of dislocations because a grain boundary is a rotational defect and so are disclinations (dislocations are translational defects). Moreover, similar to the conclusion by Eshelby\textsuperscript{[22]}, Li discovered that the energy of a symmetric tilt grain boundary (STGB) can be computed easier using the disclination model than the dislocation model. In Li’s paper\textsuperscript{[23]}, STGBs are made of equally spaced (spacing H) disclination dipoles whose strengths are $\omega$ as shown in the Figure 1.5.

![Figure 1.5: Demonstration of (a) disclination model and (b) dislocation model of a symmetric tilt angle grain boundary.](image-url)
Li further assumed that each disclination can be viewed as one low angle infinite dislocation wall consisting of M edge dislocations of Burger’s vector $b'$. Further some imaginary dislocations with Burger’s vector of zero were added to this picture so that the geometry and the number of dislocations have a relationship $M/N = 2L/H$, where $2L$ is the height of the disclination dipole as illustrated in Figure 1.5. The energy of this simple STGB can then be expressed as the sum of all disclinations plus the elastic energies between every two disclinations.

$$E_{gb} = \frac{\mu b'}{4\pi(1-\nu)H} \left[ M \ln \frac{2\pi r_0}{eH} + 2 \sum_{l=0}^{M-1} (M - l) \ln \left(2 \sin \frac{l\pi}{N}\right) \right] \quad (1-4)$$

where $\mu$ and $\nu$ are shear modulus and Poisson ratio of the investigated material.

Shortly after Eq. (1-4) was derived, Shih and Li\textsuperscript{[24]} extended the idea of disclination models to the grain boundaries that consist of alternate disclination dipoles of $\omega_1$ with height $2L_1$ and $\omega_2$ with height $2L_2$. Moreover he rewrote the strain energy part the Eq. (1-4) by replacing the summation with integration to make it more precise and independent of imaginary Burger’s vectors of $b'$. The elastic strain energy of the STGB now is

$$E_{el} = \frac{\mu \Delta \omega^2}{8\pi(1-\nu)} \frac{H}{4\pi^2} f(\lambda_1) \quad (1-5)$$

where $\Delta \omega = |\omega_1 - \omega_2|$ and function $f(\lambda_1)$ is given in Eq. (2-3).

Despite the huge success of Eq. (1-4) and Eq.(1-5), they are still continuum approaches where atomic structure is ignored. The question that whether they are compatible with atomistic approaches was not answered until 1983 by Sutton and Vitek. In their early
work Sutton and Vitek\textsuperscript{[25]} found that some atomistic structural patterns show up repeatedly in the grain boundaries. For example, illustrated in Figure 1.6 are the atomic configurations of the last three grain boundaries in Figure 1.2. It can be seen clearly that Figure 1.6a and Figure 1.6c consist of monotonic repeating structures and historically, they are defined as “B” and “C” structural units, respectively. Figure 1.6b, on the other hand, is made of alternating “B” and “C” structural units. Grain boundaries that are composed of contiguous sequences of one type of fundamental structural units are called “favored boundaries” which usually have low reciprocal density, \textit{i.e.} $\Sigma$ value, of coincidence lattice and low strain energy.

Figure 1.6: Illustration of the structural units model for a STGB. The three grain boundaries shown here are the same as the last three grain boundaries shown in Figure 1.2. Atoms that are not near the grain boundaries are hidden.
In 1986, Wang and Vitek\cite{26} developed a way to compute grain boundary energies based on the structural units model and the dislocation model for grain boundaries. In their paper\cite{26}, the total energy of a grain boundary consists of the energy of a reference structure, the core energy and the elastic energy:

$$E_{gb} = \gamma_\alpha + \frac{1}{d} \left[ E_c + \mu b^2 \ln \frac{eb}{2\pi r_0} \right]$$

(1-6)

where $d$ is the average spacing of the dislocations and $b$ the magnitude of their Burger’s vectors. $\gamma_\alpha$ is the reference energy and were calculated from atomistic models of the favored grain boundaries. For instance, $\gamma_B$ and $\gamma_C$ are the energies of the grain boundaries shown in Figure 1.6a and Figure 1.6c respectively. $E_c \approx \gamma_{\alpha\beta}/2$, is the core energy and $\gamma_{\alpha\beta}$ is the energy of the boundary that has an equal number of $\alpha$ and $\beta$ units. For instance, $\gamma_{BC}$ is the energy of the grain boundary (b) in Figure 1.6.

Formula (1-4) was based on the dislocation model and it involves many unnecessary approximations, such as $E_c \approx \gamma_{\alpha\beta}/2$. In 1989, Gertsman et. al. proposed a disclination structural unit model (DSUM) which treats grain boundary as a disclination dipole wall and each disclination dipole has a unique corresponding structural unit. A detailed formulation can be found in Chapter 2 from Eq. (2-3) to Eq. (2-5). It has been established in the literature that the DSUM is one of the best models for describing both grain boundary structure and energy\cite{27}-\cite{31},\cite{12}.  

1.5 Approaches to Compute Grain Boundary Mobilities

Grain boundary motion is an important aspect to many recovery processes such as grain growth during recrystallization post cold work hardening. Despite many efforts aimed at understanding the details of grain boundary migration, the complexity of the atom dynamics associated with grain boundary motion, and how these dynamics are coupled to internal stresses and external applied strains, makes it one of the major unresolved problems in materials science \[^{32}\].

During grain growth different grain boundaries can behave quite differently. In most annealing experiments, grain growth represents an average behavior of many types of grain boundaries. This limits the ability to understand grain boundary dynamics of one specific interface type. Even in bi-crystal experiments \[^{33},^{34}\] it is still a formidable task to study migration of single grain boundaries throughout a large range of misorientation angles. In contrast, molecular dynamics simulation can provide unique insight and predicted properties of specific grain boundaries that complement experimental capabilities \[^{35}\].

Characterizing grain boundary properties typically starts with mobility, which is defined as the linear coefficient relating the grain boundary normal velocity \(v_{GB}\) to the driving force (pressure) \(P\), i.e. \(M \equiv v_{GB}/P\). For low-angle tilt grain boundaries, which are typically modeled by arrays of dislocations, the mobility can be analytically approximated by the Peach-Koehler force multiplied by the number of dislocations per unit length (as well as by other similar expressions) \[^{36}–^{38}\]. This leads to an analytic expression for mobility with Arrhenius temperature dependence and a value that is inversely proportional to tilt angle. While activated mobility is usually observed, the inverse relation between mobility and tilt
angle is not a typical feature of experimental or atomistic simulation results. For higher tilt angles, assuming that grain boundary motion is closely related to atom diffusion leads to the Burke-Turnbull expression for grain boundary velocity of the form

\[ v = \frac{\Omega}{\alpha^2} \left[ \eta e^{-\frac{Q}{kT}} - \eta e^{-\frac{Q+p\Omega}{kT}} \right] \tag{1-7} \]

where \( \Omega \) is the volume per atom, \( \alpha \) is the lattice spacing, \( \eta \) is an attempt frequency, \( Q \) is an activation energy, \( k \) is Boltzmann’s constant, \( T \) is temperature, and \( p \) is pressure. In the limit that \( p\Omega >> kT \), velocity and pressure are proportional to one another with proportionality constant (i.e. mobility):

\[ M = \frac{\eta \alpha^4}{kT} e^{-\frac{Q}{kT}} \tag{1-8} \]

In this expression the mobility is an activated process, but is independent of tilt angle.

Based on both experimental studies and molecular dynamics simulation, grain boundary mobilities depend on many factors, but with a dependence that is not well understood. There are, however, several trends that have become apparent. First, high angle grain boundaries tend to be more mobile than low angle structures, a trend that in general appears valid for both twist and tilt structures.\textsuperscript{[39]} In addition, in contrast to the analytic theory mentioned above the mobility of low angle grain boundaries tend to increase with increasing misorientation angle in a power law relationship \( M = k\theta^\alpha \textsuperscript{[39]} \). Second, mobility typically shows Arrhenius behavior with respect to temperature, in agreement with the expression above. Third, the mobility of twist structures tend to be higher than tilt grain boundaries while activation energies are similar\textsuperscript{[40]}. Forth, mobilities are found to be
different for planar and curved grain boundaries and highly sensitive to impurity and vacancy concentrations. [41].

To help establish relations between structure and mobility for individual grain boundaries, Foiles and co-workers used molecular dynamics with an artificial driving force method mentioned above [42] to calculate energies and mobilities for a total of 388 grain boundaries in nickel. These interfaces included ⟨111⟩, ⟨100⟩ twist, and ⟨110⟩, ⟨111⟩, ⟨100⟩ symmetric tilt and coherent twin grain boundaries [35]. They reported that over 25% of the grain boundaries migrate via a mechanism that couples shear stress to motion; this included a majority of the non-Σ3 structures that had the highest mobilities. Of the remaining structures, the incoherent Σ3 twins had an anomalously high mobility, while some other boundaries (e.g. all of the <111> twist boundaries) remained static on the time scale of the simulations. Thermal activation energies were also found to vary widely, with some migration mechanisms not having any measured activation barriers. They also reported thermal roughening of the grain boundaries, with substantial increases in grain boundary mobility above the roughening temperatures for each boundary. Despite the wide range of different properties for the different structures, no correlations were discovered between mobility and scalar quantities such as misorientation angle, grain boundary energy, Σ value or excess volume.

The definition of grain boundary mobility implies a linear relationship between grain boundary normal velocity and driving force. Both analytic theory (c.f. Eq.(1-7)) and molecular dynamics simulation, however, predict non-linear behavior [43], and different authors have different explanations for this dependence. Godiksen et. al. [40] found that grain
boundary velocity is proportional to driving force \( v_{GB} \propto P \) for twist grain boundary motion, but is nonlinear \( v_{GB} \propto P^2 \) for tilt grain boundaries. This result is ascribed to local interactions between the grain boundary and nearby dislocations. Another tentative explanation has been proposed by Zhang et al.\(^{[44]}\) who attributed the nonlinearity to an increase in effective activation barrier with increasing applied driving force.

A mechanism based on Eq.\((3)\) was proposed by Zhou and Mohles\(^{[43]}\), who suggested that the approximation leading to Eq.\((4)\) is invalid for the high forces needed to observe grain boundary motion in MDS. They suggested that the low driving force limit can be achieved by extrapolating data from high driving force simulations. Based on this idea, Zhou and Mohles determined misorientation-angle-dependent grain boundary mobilities and migration activation energies by molecular dynamics simulation using the artificial driving force method\(^{[42]}\). In their work, a series of flat twist \(\langle 110\rangle\) grain boundaries with various \(\Sigma\) values and misorientations were investigated. The resultant mobilities of small \((\leq 25^\circ)\) and large misorientation grain boundaries are about \(1 \times 10^{-9} \text{m}^4\text{J}^{-1}\text{s}^{-1}\) and \(1 \times 10^{-8} \text{m}^4\text{J}^{-1}\text{s}^{-1}\) respectively.

One way of avoiding the nonlinearity resulting from a high driving force is to perform equilibrium molecular dynamics simulation and obtain the mobility according to the fluctuation dissipation theorem. Trautt et al. implemented this idea by taking grain boundary migration as analogous to a one-dimensional random walk, and proposed that mobility is linearly dependent on the fluctuation of the mean interface position\(^{[45]}\). They suggested that mobilities of planar grain boundaries at the low driving force limit (i.e. true mobilities) are an order of magnitude higher than the mobilities measured with high driving force methods but
similar to those extracted from molecular dynamics simulation with a curvature driving force.

Similar to grain boundary mobility, there is no simple rule to determine activation energies of grain boundary migration because the energies depend on too many variables such as grain boundary type, impurity concentration, and shape. Activation energies computed from molecular dynamics simulation, for example, are often lower than those determined from experiment, \cite{43, 46}. One contributing factor to this observation is likely the presence of impurities in the experimental systems that are not present in the simulations \cite{35}.

A distinct transition in activation energy between low angle and high angle grain boundaries, irrespective of planar or curved type, at approximately the same misorientation was detected numerically \cite{43} and experimentally \cite{47}. The transition angle measured is about 15° for both \langle 110 \rangle twist \cite{43} and \langle 100 \rangle twist boundaries, \cite{46}, 14.1° for \langle 111 \rangle symmetric tilt boundaries \cite{47}, 8.6° for \langle 100 \rangle symmetric tilt boundaries \cite{36} and 13.6° for \langle 112 \rangle symmetric tilt \cite{48} grain boundaries. The first two transition angles were determined from molecular dynamics simulation while the latter three were measured experimentally. The agreement suggests that molecular dynamics simulation is able to capture the important aspects of this transition.

In a recent experiment by Ruper et al., it was observed that grain boundary migration in nanocrystalline aluminum thin films is governed by shear stresses that produce distortion work rather than normal stresses assumed in conventional theory. \cite{49}. Shear stress as driving force for grain boundary migration has also been reported in other experimental studies \cite{32, 36, 48}. Molecular dynamics simulation results are in agreement with these experimental
studies[^50],[^51]. By performing molecular dynamics simulation for symmetric (100) tilt grain boundary systems in copper, Cahn et al. confirmed that the normal motion of planer grain boundaries can be driven by shear stress and the ratio of normal to tangential translation of a grain boundary is a constant independent of temperature or of the magnitude of the applied shear stress. In a study by Olmsted et al.[^35], they found that even under a normal driving force significant shear can be built up during normal motion of planer grain boundaries. They further claimed that the normal, diffusion controlled mechanism exists in all grain boundaries, but it is often overshadowed by the fast shear coupled mechanism if the latter is allowed geometrically, for instance if lateral translation is unconstrained.

### 1.6 Overview of Chapters 2 – 4

In Chapter 2, considerable efforts will be placed on developing multi-scale, coarse grained models of nanostructured materials. Multiscale modeling describes a wide range of computational activities that are aimed at describing phenomenon of materials at a fine scale level by modeling or simulating at a coarser scale. More specifically, in conventional materials science, symmetric tilt angle grain boundaries are considered as planner defects. However, according to coincide site lattice theory and disclination structural units model, we found that symmetric tilt angle grain boundaries can be simplified and represented by linear models. This approximation is attractive because it can drastically reduce the computational efforts by reducing dimensions of conformation space even compared to the conventional multiscale methods that save computational time by coarse graining groups of atoms.
The third chapter is dedicated to computing mobilities of symmetric tilt grain boundaries for face-centered cubic copper and detecting grain boundary migration mechanisms. A limitation of applying computation and simulation tools in material science is that most available methods have narrow and strict application ranges. Scholars must be very aware of the approximations made and how much the error will be brought in before making use of one method. What is even worse is that limits on the applicability of those computation and simulation methods are undefined for a wide range of methods. This circumstance is even worse when it comes to computer simulation of non-equilibrium processes such as grain boundary migration because many competing mechanisms are in presence simultaneously. Conventional molecular dynamics simulation of grain boundary migration tends to predict an abnormally high mobility and low activation energy for grain boundary motion. In Chapter 3, we first follow the conventional way of computing grain boundary mobilities using molecular dynamics and then demonstrate how the resulting mobilities and activation energies can be better interpreted if various migration mechanism are taken into consideration.

In the annealing process of multi-crystalline materials, dislocation gliding and climbing are generally considered as the two most important atomistic mechanisms. However, occurrences of these two events are not uniformly distributed during the recovery phase of an actual material because climbing is often overshadowed by gliding if the dislocation is straight and of edge type, but on the other hand, the gliding of a dislocation is prohibited if it has a jog with edge character. Unfortunately, until now our understanding regarding the competing micro-scale mechanisms of grain boundary dislocation migration is
very poor despite the fact that computational studies have been being carried on for decades.

One objective of Chapter 4 is to present in depth discussions on characterizing and
categorizing various atomic mechanisms during the annealing process of multi-crystalline
materials. The distinguishing feature of this thesis is that it focuses on not only presenting the
results but also developing useful methodologies and computer algorithms for analyzing non-
equilibrium processes associated with grain boundaries and dislocations.
Chapter 2 Solute Segregation Energy and Grain Boundary Energy Calculation Based On Disclination Structural Units Model and Perturbation Methods

It has been shown in many experiments that solute atoms segregate to and can stabilize grain boundaries in dilute alloys due to the decrease of grain boundary energies after segregation. In this chapter, we propose a few computational tools for studying the stabilization effects of solute atoms in pure metal grain boundary systems from an energy perspective. Tools are (i) a quick way to locate favorite segregation sites for atomistic models, (ii) a semi-analytical formula to compute the grain boundary energy for low sigma grain boundaries with dilute solute segregate and (iii) a highly-efficient method to calculate the segregation energy of solute atoms at all possible lattice sites using perturbation techniques together with an extended disclination structural units model.

2.1 Introduction

The investigation of grain boundary structure and mechanical properties of dilute alloy systems is of substantial scientific and technological interest due to its application in studying solute segregation [52] and grain boundary stabilization [53][5]. For instance, grain boundary mobility measured in bicrystal systems has been found to be sensitive to impurity concentrations [54]. Even extremely small quantities of tellurium in high purity copper [55] and silver in high purity lead [56] have pronounced effect on their recrystallization processes. These effects are widely agreed as a result of solute atoms concentrating on the grain boundaries. According to work by Seah et. al, the molar content ratio of solute atoms at grain
boundaries and in bulk metals can be as high as 10,000\(^{[52]}\). To investigate the effects of solute atoms on the mechanical behavior of grain boundary systems, one must firstly be able to compute the grain boundary energies with solute atoms at various lattice sites and moving the solute atoms from those sites to the grain boundary.

Conventionally, atom structures and molecular dynamics (MD) or first principle calculations are required to compute these energies. However both atom models building and micro scale simulations require lots of efforts to complete. A practical challenge is how to compute these energies without building atom level models or perform exhaustive micro scale simulations. For simple pure metal systems with low \(\Sigma\) boundaries, it is a solved problem. It has been shown that grain boundary energy of pure metal system, can be computed from the disclination structural units model (DSUM) \(^{[23],[26],[29]}\) which is a macroscopic model based on linear elasticity theory that does not require any information of atom level structures (See Chapter 1 for details). However, when solute atoms are included in the system, the case becomes complicated because the chemical interactions have been changed around the solute atoms but linear elasticity does not taken these changes into consideration. Moreover, the energy change of introducing a solute atom is position dependent and is almost impossible to be computed without the knowledge of the atomic structure of the system. In this chapter, we propose that energy of a grain boundary with solute segregates can be calculated quickly for the following two cases.

1. The minimum possible grain boundary energy with given molar content of solute atoms. Even through the number of configurations for solute atom distributions are
enormous, the configurations that produce the lowest grain boundary energies are relatively fixed.

2. The dilute solute case. In this case, interactions between solute atoms are considered weak compared to the energy of introducing these solute atoms. Then overall potential energy can be treated as a function of segregate positions only.

In the following text, a brief review of the background knowledge for computations of both cases is given first. This section contains three parts. First, the formulation of the DSUM theory is presented. Methods to categorize and compute solute segregation energy levels are then introduced. In the third part, we report a method to quickly compute the energy change of introducing single solute atoms at arbitrary lattice sites with minimum knowledge of atom structures and computational effort. In the following section, 30 symmetrical tilt angle grain boundaries with various misorientation angles were built for four alloy systems. All-atom molecular dynamics simulations were performed firstly to obtain the stabilization energies and grain boundary energies. Then those values were compared to the respective values computed from the formulas proposed in the last section to confirm the validity of our methods.

2.2 Theory

First proposed by Sutton and Vitek\textsuperscript{[25],[57],[58]}, further developed by Li\textsuperscript{[23]} for pure metal systems (see Chapter 1), the DSUM uses a limited number, usually three or four, of low $\Sigma$ grain boundaries as structural units to calculate the overall grain boundary energy of
high Σ grain boundaries. Here Σ is the reciprocal density of coincidence sites. The DSUM has proven to lead to reasonable energy estimates for several pure metal systems \cite{25,27,59} and a few covalent materials such as silicon and diamond \cite{29}. Recently, Purohit, et. al successfully applied the DSUM to a Pb-Al alloy system\cite{28}. However, later calculation suggested that the method in \cite{28} is not extensible to other alloy systems. In this work, we extend the power of both atomistic modeling and DSUM method to solute-stabilized systems.

The DSUM describes a grain boundary with misorientation angle θ as a linear combination of alternating segments of two specific disclination units whose misorientation angles are θ₁, θ₂ respectively. The elastic energy of the grain boundary is therefore an expression of partial disclination dipole strength \( \omega = |\theta_1 - \theta_2| \), where θ is then angle of structural units shown

\[
E_{GB}^{\text{pure}} = \frac{n_1 d_1 \varepsilon_1 + n_2 d_2 \varepsilon_2}{H} + E_{\text{elastic}} + \frac{Ga_0^2 \omega^2 n}{2\pi^3(1 - \nu)H} \tag{2-1}
\]

with

\[
E_{\text{elastic}} = \frac{nG\omega^2H}{32\pi^3(1 - \nu)} \left\{ f(n\lambda) \right. \\
+ \left. \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} \left[ f(\tilde{y}_j - \tilde{y}_i + \lambda) - 2f(\tilde{y}_j - \tilde{y}_i) + f(\tilde{y}_j - \tilde{y}_i - \lambda) \right] \right\} \tag{2-2}
\]

where \( \lambda = \pi d_2/H \), \( \tilde{y}_i = \pi y_i/H \), \( y_i \) are the coordination of disclination dipoles., \( n_i, d_i, \varepsilon_i \) are, respectively, the number, length, and energies of specific disclination units and \( H = n_1 d_1 + n_2 d_2 \) is the period of the grain boundary.

The first term on the right side of Eq. (2-1) is the weighted sum of the energies of individual structure units. The second term describes the elastic energy of a disclination
dipole wall (DDW) which is the sum of the interaction energies composing disclination structural units. Function $f(t)$ is given by

$$f(t) = -16 \int_0^t (t - v) \ln[2 \sin(v)] \, dv$$  \hspace{1cm} (2-3)

To extend Eq.(2-1) to (2-3) to dilute alloy system, we added one term to the right side of Eq. (2-1)

$$\tilde{E}_{GB}^{\text{alloy}} = \tilde{E}_{GB}^{\text{pure}} + \tilde{E}_{sub}$$  \hspace{1cm} (2-4)

where the term $\tilde{E}_{sub}$ is called the substitution energy, it measures the energy change of replacing a metal atom with a solute atom in the grain boundary system. The tilde symbol denotes that the energies are obtained from fully relaxed atom structures at O K. The substitution energy varies from site to site due to the lattice disordering near the grain boundaries.

Generally speaking solute atoms tend to occupy those lattice sites near or in the grain boundary. This behavior is known as solute segregation. To determine the energetically preferred segregation sites for solute atoms, we need to find a way to estimate the substitution energy with respect to each lattice site in an atomistic model. In our work, this calculation is done by modifying the EAM formula. In the framework of the EAM potential, the energy of atom $i$ is given by

$$E_i = F_\alpha \left[ \sum_{i \neq j} \rho_\beta(r_{ij}) \right] + \frac{1}{2} \sum_{i \neq j} \phi_{\alpha\beta}(r_{ij})$$  \hspace{1cm} (2-5)

where $r_{ij}$ is the distance between atom $i$ and $j$, $F_\alpha$ is embedding function with respect to electron density, $\rho_\beta$ is the spherically averaged atomic density function, $\phi_{\alpha\beta}$ is the pair
potential function, and $\alpha, \beta$ are the atom types of atom $i$ and $j$. Here we define an inplace substitutional energy ($E^{ise}$) as the energy difference when the atom at site $i$ with type $\alpha$ is replaced by new atom $\beta$ without atomic structure relaxation. The inplace substitutional energy based on Eq. (2-4) can be expressed as

$$ E^{ise}_i = \sum_{j \neq i} \frac{dF}{d\rho} [\rho_\alpha(r_{ij}) - \rho_\beta(r_{ij})] + \sum_{j \neq i} \delta F_{\alpha,\beta} [\rho_\alpha(r_{ij})] + \sum_{j \neq i} \delta \phi_{\alpha,\beta} (r_{ij}) $$

(2-6)

where $\delta F_{\alpha,\beta} \equiv F_\alpha - F_\beta$, and $\delta \phi_{\alpha,\beta} = \phi_{\alpha \tau} - \phi_{\beta \tau}$ are the functional differences and $\tau$ is the atom type of the atom at site $j$. We have implemented this functionality as a plugin in the LAMMPS molecular simulation code[60]. Eq.(2-6) is also applicable to other analytic potentials, for example, pairwise additive potentials (which are a special case of the EAM).

This energy is different from the substitution energy in Eq. (2-4). From a macroscopic viewpoint, the substitution energy has two contributions. One is from the chemical environment change brought by introducing a segregate atom. In this article we refer to the in-place substitution energy as the chemical contribution. The elastic contribution comes from the structural relaxation. To calculate the true substitution energy, the in-place substitute structure must be fully relaxed to achieve a stable structure. The energy decrease in the structure optimization step is given in Eq. (2-9) and discussed in more detail below.

The in-place substitution energy, one of which is demonstrated in Figure 2.3 (b), shows us that the most favorite substitution sites for (001) tilt grain boundaries are always those sites connecting two basic units as drawn in Figure 2. (a). In this circumstance, we can express the substitution energy in Eq. (2-4) as
\[ E_{\text{sub}} = \frac{\delta \varepsilon}{d_1 + d_2} = \frac{\varepsilon_{1-2} - \varepsilon_1 - \varepsilon_2}{d_1 + d_2} \] (2-7)

The idea behind Eq. (2-7) is taking the all unit 1, unit 2 and the solute atoms in between combined as a new structural unit and taking into account the energy difference between the new unit \( \varepsilon_{1-2} \) and the two basic units, i.e. \( \varepsilon_1 \) and \( \varepsilon_2 \). This idea is very straightforward, and can be extended easily to other substitution sites. In the next section, Eq. (2-7) is tested and found to be valid for substitution sites with different energies.

Eq. (2-7) is limited to only a few special substitution sites. To compute substitution energies for arbitrary lattice sites, we propose a threefold expansion method:

1. Compute the grain boundary energy of a pure metal system (\( E_{GB}^{\text{pure}} \)) using the DSUM techniques given in Eq. (2-1).

2. Compute the in-place substitution energy (\( E_{i}^{\text{ise}} \)) according to Eq. (2-6).

3. Compute the energy change (\( \delta E_{i}^{el} \)) during structural relaxation of the in-place substituted lattice using Eq. (2-8).

The energy change measured in step 3 is denoted by \( \delta E_{i}^{el} \) because it is considered as the elastic contribution to the substitution energy as discussed earlier. In the framework of pair potential, the elastic energy change of the simplest case in which one metal atom at position \( r_i \) is replaced by a solute atom can be expressed as

\[
\begin{align*}
\delta E_{i}^{el} & \equiv E_{\text{MS}}^{\text{tot}} - E_{\text{MS}}^{\text{tot}} \\
& = \sum_{k>j, k \neq i} \left[ \phi(r_{kj}) - \phi(r_{kj}) \right] + \sum_{k \neq i} \left[ \psi(r_{ki}) - \psi(r_{ki}) \right] \\
& \approx \sum_{k \neq i} \left[ \psi(\tilde{r}_{ki}) - \psi(r_{ki}) \right] \\
& \approx -\sum_{k \neq i} F_{kl} \cdot \delta r_{kl}
\end{align*}
\] (2-8)
where $\tilde{E}_{MS}^{tot}$ and $E_{MS}^{tot}$ are the total potential energies of a metal system with one solute atom at position $\mathbf{r}_i$ before and after structural relaxation, the subscript $MS$ means that the system contains both metal(M) and solute(S) atoms, $\phi$ and $\psi$ are the pairwise potential functions describing metal-metal and metal-solute interactions respectively, $F_{ki}$ is the force on atom $i$ resulting from atom $k$, and $\mathbf{r}_{kl} \equiv \mathbf{r}_k - \mathbf{r}_l$ is the position vector between atoms $k$ and $l$.

The right side of Eq. (2-8) is linked to the virial stress tensor\[^{[61]}\] in the following fashion:

$$
\sigma_{MS}^m(\mathbf{r}_i) - \sigma_{MS}^m(\mathbf{r}_l) \approx - \sum_{k \neq i} [\mathbf{F}_{kl} \cdot \mathbf{r}_{kl} - F_{kl} \cdot \mathbf{r}_{kl}]
$$

In Eq. (2-9), $\sigma^m = -\left(\sigma_{xx} + \sigma_{yy} + \sigma_{zz}\right)$ is the mean norm component of the virial stress tensor. In elasticity theory, $\sigma^m = PV$ where $P$ is the pressure of a solid body and $V$ is its volume. Therefore Eq. (2-9) is straightforward from a macroscopic viewpoint: $\delta E^{el} = \int PdV \approx \delta (PV) - V\delta P$. In Eq. (2-9), the assumption is made that $V\delta P$ is less position dependent than is $\delta E_i^{el}$ and thus can be treated as a constant. This validity of this assumption is confirmed below using fully atomistic simulations.

The reason of relating the elastic energy to the stress field is because in principle energy is not additive but stress field components are. This is an important property for DSUM based methods. It allows us to express the overall stress field of a complex structure as a linear superposition of the stress fields of a few composing units. Mathematically, it is given as

$$
\hat{\sigma}_{MS}^m(\mathbf{r}_i) \approx \hat{\sigma}_{MS}^m(\mathbf{r}_l) \equiv \sum_{\mu} \hat{\sigma}_{\mu,MS}^m(\mathbf{r}_l - \mathbf{r}_\mu)
$$

\[^{[61]}\]
where $\mu=1$ or 2 has the same meaning as the subscript used in Eq. (2-1). The hatted symbols differentiate the interpolated values from values determined from molecular simulation.

### 2.3 Experiment

Equations (2-6) and (2-7) yield the most likely substitution sites and give the corresponding grain boundary energies. Eq. (2-9) and (2-10) provide a way to compute substitution energy at arbitrary lattice site. To probe the accuracy of these formulas, thirty (001) symmetric tilt angle grain boundary structures have been built and tested; their structural information in terms of basic structural units are listed in Table 2.1.

Simulations of (001) tilt grain boundaries in Table 2.1 are carried out using an embedded atom potential for four alloy systems, lead segregated aluminum (Al-Pb), zirconium segregated aluminum (Al-Zr), niobium segregated copper (Cu-Nb) and zirconium segregated copper (Cu-Zr). The EAM calculations are performed LAMMPS, a Sandia-based parallel MD code[^60].

In our simulation, three dimensional computational cells of bicrystals with three dimensional periodic boundary conditions consisting of two grains were created utilizing coincident site lattice algorithms. The tilt grain boundary cut each computational cell into two halves, each of which are mirror symmetrical and have a minimum thickness of 15.1 nm.
Table 2.1: (100) Symmetric tilt grain boundaries with impurities segregating at the first lowest energy sites; the term “alloy” means the solute induced system. The dash symbol “-“ in the Structure column is used to denote the site that connects two basic structural units and is substituted by impurity atoms. For instance, an B-C structure is equal to a combination of B+C- structure shown in Figure 2.1 (a).

<table>
<thead>
<tr>
<th>CSL Notion</th>
<th>Structure</th>
<th>Tilt angle (°)</th>
<th>ρ_{impurity} (at%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Σ1-110</td>
<td>A-A</td>
<td>0.00</td>
<td>0.903</td>
</tr>
<tr>
<td>Σ 421-15140</td>
<td>AAAAAAAAAAA-B</td>
<td>3.95</td>
<td>0.048</td>
</tr>
<tr>
<td>Σ 181-1090</td>
<td>AAAAAAAAA-B</td>
<td>6.03</td>
<td>0.079</td>
</tr>
<tr>
<td>Σ 41-540</td>
<td>A-A-B</td>
<td>12.68</td>
<td>0.189</td>
</tr>
<tr>
<td>Σ 25-430</td>
<td>A-A-B</td>
<td>16.26</td>
<td>0.236</td>
</tr>
<tr>
<td>Σ 149-1070</td>
<td>A-A-B</td>
<td>20.02</td>
<td>0.289</td>
</tr>
<tr>
<td>Σ 13-320</td>
<td>A-B</td>
<td>22.62</td>
<td>0.336</td>
</tr>
<tr>
<td>Σ 85-1170</td>
<td>A-B-A-B-B</td>
<td>25.06</td>
<td>0.253</td>
</tr>
<tr>
<td>Σ 17-530</td>
<td>A-B-B</td>
<td>28.07</td>
<td>0.197</td>
</tr>
<tr>
<td>Σ 65-740</td>
<td>A-B-B</td>
<td>30.51</td>
<td>0.140</td>
</tr>
<tr>
<td>Σ 109-1370</td>
<td>A-BB-BBBB</td>
<td>33.40</td>
<td>0.077</td>
</tr>
<tr>
<td>Σ 533-29150</td>
<td>A-BBBBBBBBBB</td>
<td>35.30</td>
<td>0.031</td>
</tr>
<tr>
<td>Σ 5-210</td>
<td>B-B</td>
<td>36.87</td>
<td>0.272</td>
</tr>
<tr>
<td>Σ 353-1780</td>
<td>BBBBBB-B-C</td>
<td>38.60</td>
<td>0.057</td>
</tr>
<tr>
<td>Σ 97-940</td>
<td>BBB-B-C</td>
<td>42.08</td>
<td>0.115</td>
</tr>
<tr>
<td>Σ 29-730</td>
<td>B-B-C</td>
<td>43.60</td>
<td>0.157</td>
</tr>
<tr>
<td>Σ 29-520</td>
<td>B-C</td>
<td>46.40</td>
<td>0.216</td>
</tr>
<tr>
<td>Σ 73-830</td>
<td>B-C-C</td>
<td>48.89</td>
<td>0.138</td>
</tr>
<tr>
<td>Σ 325-1760</td>
<td>B-BB-C</td>
<td>51.11</td>
<td>0.062</td>
</tr>
<tr>
<td>Σ 5-310</td>
<td>C-C</td>
<td>53.13</td>
<td>0.186</td>
</tr>
<tr>
<td>Σ 397-1960</td>
<td>CCC-C-D</td>
<td>54.95</td>
<td>0.051</td>
</tr>
<tr>
<td>Σ 109-1030</td>
<td>CCC-D</td>
<td>56.60</td>
<td>0.115</td>
</tr>
<tr>
<td>Σ 53-720</td>
<td>C-C-D</td>
<td>58.11</td>
<td>0.158</td>
</tr>
<tr>
<td>Σ 17-410</td>
<td>C-D</td>
<td>61.93</td>
<td>0.282</td>
</tr>
<tr>
<td>Σ 85-920</td>
<td>C-DC-DD</td>
<td>64.94</td>
<td>0.264</td>
</tr>
<tr>
<td>Σ 13-510</td>
<td>C-DD</td>
<td>67.38</td>
<td>0.228</td>
</tr>
<tr>
<td>Σ 37-610</td>
<td>C-DDD</td>
<td>71.08</td>
<td>0.260</td>
</tr>
<tr>
<td>Σ 25-710</td>
<td>C-DDDD</td>
<td>73.74</td>
<td>0.168</td>
</tr>
<tr>
<td>Σ 101-1010</td>
<td>CDDDDDDD</td>
<td>78.58</td>
<td>0.111</td>
</tr>
<tr>
<td>Σ 1-100</td>
<td>D-D</td>
<td>90.00</td>
<td>1.786</td>
</tr>
</tbody>
</table>
The tilt axis is along the $x$ direction and the normal vector of each grain interface is along the $z$ axis. Each atomistic model contains a total of between 54648 and 100416 atoms and was fully relaxed using a conjugate gradient energy minimization algorithm. EAM potentials of Al-Zr, Cu-Nb and Cu-Zr systems are taken from the work of Sheng et al.\cite{62,15}, and that of Al-Pb system is from Landa’s work.\cite{63} Those are highly optimized EAM potentials designed for simulating alloy structures and mechanical properties at any temperature. It predicts alloy structure in a reasonable agreement with experimental data. At zero temperature, the potentials predict perfect FCC structures whose lattice constants match first principle calculations.

Equilibrium relaxed structures at zero temperature are then found by minimizing the total internal energy with respect to all atomic positions. Further we resize the dimensions of the simulation box to ensure that the total pressure of the block is zero (e.g. no artificial inner stresses are introduced). Grain boundary energies of both pure metal and alloy systems are computed and shown in the Figure 2.2.

Twenty eight $\langle 001 \rangle$ Cu-Zr grain boundary models with misorientation angles ranging from 3.95° to 78.58°, as listed in Table 2.1, were chosen to evaluate the accuracy of Eq.(2-9) and Eq. (2-10). Overall 500 near grain boundary copper atoms were randomly chosen and replaced by zirconium atoms in these twenty eight models. The substitution energies were then computed as the energy difference between fully relaxed Zr containing models and fully relaxed pure copper systems.
2.4 Results and Discussion

Evaluating Eqs. (2-1) - (2-4) requires the energies of basic structural units A, B, C, D and the bonding energies defined in Eq. (2-10). Because the basic units A and D are unit cells of perfect FCC lattice, \( \varepsilon_A = \varepsilon_D = 0 \ J \cdot m^{-2} \). The energies of the basic units B and C are determined from EAM results of model \( \Sigma 5 - 210 \) and \( \Sigma 5 - 310 \) grain boundary structures. We found for the Al-Pb system \( \varepsilon_B^{Al} = 0.443 \ J \cdot m^{-2} \) and \( \varepsilon_C^{Al} = 0.451 \ J \cdot m^{-2} \). Those values are a little different for Al-Zr system: \( \varepsilon_B^{Al} = 0.489 \ J \cdot m^{-2} \) and \( \varepsilon_C^{Al} = 0.487 \ J \cdot m^{-2} \). In principle these values should be equal since they all are computed from pure aluminum systems. However the disparity is understandable because they are calculated based with different EAM potentials. Similarly, in pure copper, the energies of the basic units are \( \varepsilon_B^{Cu} = 0.862 \ J \cdot m^{-2} \), \( \varepsilon_B^{Cu} = 0.830 \ J \cdot m^{-2} \) for the Cu-Nb system and \( \varepsilon_B^{Cu} = 0.834 \ J \cdot m^{-2} \), \( \varepsilon_B^{Cu} = 0.807 \ J \cdot m^{-2} \) for the Cu-Zr system, respectively.

According to Eq. (2-4) both grain boundary energies of pure metal systems and impurity induced systems are calculated using EAM potentials; bond energies are then found as the difference of the two according to Eq. (2-10). Because the bond energies are most likely negative, they are the reason why grain boundaries are stabilized after solute atoms been introduced, they are also called the stabilization energy in the following text.

Table 2.2: Observed disclination dipole strengths of fully relaxed atomistic structures.

<table>
<thead>
<tr>
<th></th>
<th>Al – Pb</th>
<th>Cu - Nb</th>
<th>Al -Zr</th>
<th>Cu - Zr</th>
<th>Theoretical</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \omega_{AB} )</td>
<td>35.2</td>
<td>35.3</td>
<td>36.8</td>
<td>36.8</td>
<td>36.9</td>
</tr>
<tr>
<td>( \omega_{BC} )</td>
<td>15.4</td>
<td>17.2</td>
<td>17.2</td>
<td>18.1</td>
<td>16.3</td>
</tr>
<tr>
<td>( \omega_{CD} )</td>
<td>39.4</td>
<td>42.0</td>
<td>39.8</td>
<td>42.3</td>
<td>36.9</td>
</tr>
</tbody>
</table>
In our calculation, the disclination diople strengths, i.e. $\omega$ in Eqs (2-1) and (3-9), were measured from fully relaxed atomistic models instead of the ideal values. In particular, it was found that $\omega_{CD}$ values are constantly greater than what we would expected from the ideal $C-D$ disclination diople. For example, the observed value of $\omega_{CD}$ is $44.12^\circ$ for the $\Sigma 13-510$ structure instead of $36.87^\circ$ predicted by CSL theory. We measured disclination angle differences for all those grain boundary structures that have $C-D$ dislination dioples and took the average value as the input parameter, i.e. $\omega_{CD}$, in Eqs (2-1) and (3-9). Following this procedure we measured the diople strengths of different structural units for all four alloy systems and list the values in Table 2.2. From Table 2.2, we can see that the actual $\omega_{AB}$ and $\omega_{BC}$ values are approximatly equal to the ideal values, while $\omega_{CD}$ values are clearly greater. We believe that the degree to which the grain boundary structure resembles the dislocation wall model plays an essential role here. As illustrated in Figure 2.1- (b), the actual basic unit C structure differs widely from the uniformly distributed dislocation wall model, which is the assumed in Eqs (2-1) and (3-9). Instead, constrained by geometries, the two dislocations inside C are pushed aside by the middle atom and piled up at at the bottom of the unit. This pile up gives the $C-D$ diople a larger value of $\omega$. This modification to diople strengths have a pronounced effect on DSUM predictions. As shown in Figure 2.1-(c), using unrealistic $\omega$ values for $C-D$ dioples underestimates the grain boundary energy of copper in the high tilt angle region. The difference is the energy needed to pile up the two dislocations.

Figure 2.2 summarizes the misorientation angle dependences of grain boundaries energies of both pure metal systems and alloy systems determined from atomistic calculations and the disclination units model. Results from DSUM theory match what we
would expect to see from EAM calculations at almost all tilt angles. Similar results have been obtained for many pure metal systems over the past decades [25], [27], [28].

Stabilization effects are clearly demonstrated in Figure 2.2, in which the doped structures give lower grain boundary energies than that of dilute solutions in pure metal structures. The grain boundary energy of the doped system at tilt angle of 0° and 90° are hypothetical since these two structures are grain-boundary-free lattices. In our calculation we hypothetically chose (110) and (100) as grain boundary planes. To compare results of hypothetical grain boundaries to normal ones, we artificially choose those doped sites that lie on (110) and (100) planes whereas doped sites in defect-free lattice should be distributed homogenously among the lattice in the dilute solution limit.

A notable result from Figure 2.2 is that grain boundary energies of some doped structures are negative for some structures, for example the Σ13 − 320 and Σ17 − 410 interfaces in Cu-Zr and Al-Pb systems. In the case of dilute solute systems, a negative grain energy means that the grain boundary structure is more stable than the perfect lattice structure. If an alloy of such material is recovered from work hardening, grains enclosed by negative energy grain boundaries are not driven to grow because the energy change of removing those grain boundaries is positive.

Figure 2.3 shows the stabilization effects, it can be seen from (a) that bond energy relations of Cu-Nb, Al-Zr and Cu-Zr systems are almost parallel. This indicates that the stabilization mechanisms of all the three systems are the same. We believe that the stabilization energy arises from the interaction of the grain boundary stress field and the volume misfit stress filed due to impurity substitution. If we define an parameter such as
lattice constant difference \( \delta a_{IM} = |a_I - a_M| \), where \( a_I \) (\( a_M \)) is the lattice constant of the solute (matrix) material, we can draw the phenomenological conclusion from Figure 2.3 that the stabilization energy is negatively correlated to \( \delta a_{IM} \). For example, zirconium has a more prominent stabilizing effect to copper than niobium. This is because \( a_{Zr-Cu} \approx 0.38\text{Å} > \delta a_{Cu-Nb} \approx 0.31\text{Å} \). This empirical conclusion is reasonable, because the volume misfit effect grows as the lattice constant difference increases.

Figure 2.3-(c) and (d) demonstrates how grain boundary energy changes with area density of impurities. The lines in (c) are not smooth, and taking Cu – Nb system as an example, there are five linear segments in the blue line. Each stage corresponds to a doping level. As concentration of Nb in Cu is gradually increased, impurities tend to sit on those sites with lowest substitutional energies. In the meantime, it is apparent from Figure 2.3-(b) that there are many sites with similar energies in a grain boundary model. We therefore call this stage 1\textsuperscript{st} doping level region in which substitution happens only at energy favorites sites.

We call the grain boundary energy values at the minimum points in Figure 2.3 as the “optimized grain boundary energy”, and the concentration at these points points as the “optimized impurity concentration”. We can conclude that optimized grain boundary energy decreases and corresponding impurity concentration grows with increasing tilt angle. This conclusion is not always true, but it is general for those grain boundaries that are made of A-B units. The latter is easy to understand, because the energy change of introducing one impurity into the grain boundary is bounded, and that optimized energy of high angle grain boundaries is lower, more substituting impurities are therefore needed to achieve that optimum grain boundary energy. The reason why the high angle grain boundary has a
smaller optimized grain boundary energy is not straightforward. Considering that the unit A does not bring any defect into the structure, but B does. As the tile angle increases, the proportion of B units also increases, and thus more defects are introduced, and the interaction between defects and grain boundary are then increased accordingly because the total stress field is also increasing.

2.5 Conclusion

In this chapter, several efficient computational methods were presented to study the stability of alloy systems. First, a formula based on the perturbation of EAM potentials was derived and implemented in LAMMPS to compute the in-place substitution energy for all lattice sites for all atom models. This algorithm is $O(N^2)$ in time compared to $O(M \times N^2)$ of conventional methods if $N$ lattice sites are present and $M$ substitution sites are considered. Second, for grain boundaries with solute segregated at favorite segregation sites or the second to most likely segregate lattice sites, a formula based on DSUM techniques was proposed to compute the corresponding grain boundary energies. Because the DSUM is a macroscopic model and has analytical expression for grain boundary energies, its complexity in time can be considered as $O(1)$. In contrast, computing corresponding grain boundary energies with molecular dynamics requires at least $O(N \log N)$ computation time, not to mention the formidable tasks of building full atomistic models for every grain boundary investigated. Third, we constructed a three-fold method to compute substitution energy for every lattice site with expansion techniques. Compared to the conventional way of computing substitution energies which is $O(M \times N^2 \times T)$ in time with $T$ the average number
of molecular dynamics steps for potential energy minimization, this method is $O(N^2)$ in time and therefore can save enormous computation effort since it allows us to compute the segregation energy at arbitrary lattice sites without performing structural relaxation or doing solute substitution one at a time. All three proposed methods have been tested with satisfactory accuracy for various alloy systems.

Figure 2.1: (a) Structural units model of FCC (100)-$\Sigma$73-830 grain boundary. Impurity atoms, which are represented by bigger yellow spheres, segregate on the first lowest energy sites. The blue and red spheres denote the copper atoms that lie on (002) and (001) planes respectively. Those structures whose head (tail) atom is replaced are marked as positive (negative) structure. (b) Illustration of theoretical (inside green shape) and actual (outside black shape) C structure. Two dislocations pile up at the bottom of C unit. (c) Illustration how disclination dipole strength affects the DSUM results, the red dot line is the grain boundary energy of Copper calculated from atomistic models. The blue rectangle line and the green triangle line are DSUM predictions with and without dipole strength modification respectively.
Figure 2.2: Dependence of energies of (100) symmetric tilt grain boundaries on the tilt angle for four systems. Respectively: (a) Pb doped Al; (b) Nb doped Cu; (c) Zr doped Zr and (d) Zr doped Cu systems. The rectangle lines are computed directly from atomistic models with EAM potential, the solid circle lines are obtained from DSUM model. The red and purple lines correspond to pure metal system, the blue and green lines represent grain boundary energy of solute induced systems.
Figure 2.3: Stabilization effects shown by (a) Energies of different bond types of four alloy systems; (b) energy change of substituting a copper atom for a zirconium atom at different sites in the $\Sigma 17$-$530$ grain boundary. (c/d) Dependence of grain boundary energy on area density of impurities in different alloy systems / with different tilt angles.
Figure 2.4: Comparison between expansion obtained and full calculations of segregation energies for Cu-Zr alloy. Values denoted by triangles are obtained from Eq. (2-9) only, and the circles are computed under the approximation of Eq. (2-10). Data with circle are elevated by 0.1 eV intentionally so that two sets of data are distinguishable.
Chapter 3 Studying Motion of (100) Tilt Grain Boundaries Using Molecular Dynamics Simulation

In the study of grain boundary migration of metallic materials using molecular dynamics simulation, grain boundary mobilities and activation energies are often found to be different from experimentally observed values. To reconcile the discrepancies, tremendous effort has been made to replicate experimental conditions in molecular dynamics simulations, e.g. as low a driving force as possible, near zero grain boundary velocity. In the present study, we propose an analytic method that removes effects from non-physical conditions such as high driving force or high temperature. The analytic model presumes that two types of rate limiting events coexist during grain boundary migration. Kinetics parameters, such as activation energies, of these events are different and therefore should be modeled separately. Activation energies from this model are closer to experiment than previously reported values. Further, by analyzing the evolution of atomic structures, these two types of rate limiting events correspond to shear coupled migration and grain boundary sliding mechanisms.

3.1 Introduction

Molecular dynamics simulations (MDSs) have been used to model the dynamic behavior of grain boundaries (GBs). However, despite continuous efforts in this area during the past decades,[42],[44]–[46],[64]–[67], our ability to simulate GB motion and to predict microstructure evolution from these simulations is still lacking. In principle, MDS with embedded atom method (EAM) potentials can provide a relatively accurate description of the
atomistic energy of metal systems. However, GB properties such as GB mobilities and activation energies predicted by MDS are often different from experimentally measured values. To reconcile the discrepancies between molecular dynamics simulation and experiments, methods have been developed that are intended to make experimental conditions such as grain boundary velocity of $10^{-8}$ m/s and driving force about $10^{-2}$ MPa accessible to MDS. Published in 2006, Janssens et al. proposed an orientation dependent driving force method to study GB migration in f.c.c. aluminum bicrystals. They used a driving force in their work of 0.025 eV per atom or 244 MPa on the interfaces at a simulation temperature of 800K (~0.8Tm). Despite the driving force being several orders of magnitude higher than the driving force used in experiments, some boundaries, including all of the \{111\} twist boundaries, were found to be immobile with this method. Soon after this work, Zhou and Mohles claimed that the driving force used in the above mentioned work was too large, and that boundary migration velocity and driving force are nonlinear. To obtain a GB velocity at the limit of a zero driving force, they computed a series of GB velocities under different driving force conditions and then extrapolated the velocity-driving force curve to obtain GB mobility at a zero driving force. However, Zhou and Mohles’ work still requires an elevated temperature and driving force (so that the GBs are mobile). In related work by Trautt et al, GBs in a bicrystal were treated as a one dimensional random walking particle so that the GB mobility is linearly proportional to its position fluctuation in a MDS. Different from the driving force methods, this random walk method requires MDS at an equilibrium condition with zero driving. However, it still requires a high temperature, $0.9T_m$, to create sufficient fluctuations for a meaningful statistical analysis. Recent work by
Deng and Schuh improved the statistical method of the original random walk method by applying a small driving force as a bias. By comparing the boundary fluctuation before and after applying the bias, they were able to compute the GB mobility and activation energy at a low temperature, ~0.2 Tm with mild driving force 0.01 eV (~100MPa).

Reaching the limits of low driving force and low temperature is the common goal in MDS studies of GB migration with the goal of MDS replicating experimental results when the limits are reached. In many publications, the authors indicate that the discrepancy between MDS results and experimental values arise from either elevated temperature or high driving force. For instance, Trautt et al.\textsuperscript{[45]} asserted that GB mobilities are sensitive to the driving force and implied that the driving force methods underestimate GB mobilities. Furthermore, Deng and Schuh suggested that\textsuperscript{[68]} that the different driving forces not only lead to different mobility but may also leads to different GB migration mechanisms. More specifically, they concluded that, “grain boundary motion is diffusional” at low driving force and low temperature limit while “grain boundary migration exhibits the characteristic kinetic scaling behavior of a ballistic process” under conditions of high driving force and high temperature.

In many aspects, results from MDS with mild conditions are more convincing, although this has been disputed. In a review paper by Mishin et al.\textsuperscript{[69]}, for example, the authors reviewed many publications and concluded that “the GB mobilities extracted from the simulations, no matter which method was applied, are consistently higher than experimental mobilities”. Furthermore, the activation energies of GB migration always underestimate the experimental values, sometimes by as much as an order of magnitude.”
Another study by Mendelev et al.\textsuperscript{70} carefully compared the MDS results from different methods and concluded that both the GB mobility and activation energy are independent of the nature of the driving force.

In this chapter, we propose an analytic method that can reconcile the differences between MDS and experiments. By studying the migration mechanisms of symmetric tilt grain boundaries (STGB), we concluded that more than one rate limiting process coexists during GBM. These processes were categorized into two classes, corresponding to coupled shear and GB sliding by conventional definition. An analytical expression that incorporates two rate constants is then proposed to interpret the temperature dependence of GB mobility. Activation energies resulting from our model are then compared to experimental values to validate our theory. This chapter concludes with a discussion regarding why micro-mechanisms affect the MDS and leads to divergent results under different MDS conditions.

3.2 Direct MDS with Pure Metal Systems

A total of 28 \{100\} symmetric tilt angle grain boundaries of f.c.c. copper with tilt angles varying from 3.95° to 78.58° were created in three-dimensional periodic computational cells. All GBs were carefully constructed according to coincident lattice theory so that the Σ is as small as possible. Each computational cell accommodates a total number of 54648 to 100416 atoms. The tilt grain boundary cut each computational cell into two exact halves, each of which are mirror symmetrical and have a minimum thickness of 15.1 nm. The tilt axis is along x direction and the normal vector of each grain interface is along the z axis. Each atomistic model was fully relaxed using a conjugate gradient energy
minimization algorithm. Simulation boxes defining the periodic boundaries were also resized to ensure that the total pressure of the block is zero so that no artificial inner stresses are introduced. Grain boundary energies of all 28 microstructures were computed as a reference to which both GB mobilities and GB activation energies can compare. An EAM potential from Sheng [62] for pure copper was used in both energy minimization and MDS of GBM. It is a highly optimized EAM potential designed for simulation of crystal structure and mechanical properties at any temperature. It is able to produce accurate matches with experiments, such as elastic constants, vacancy formation energy, stacking fault energy, and melting temperature.

GB motion simulations were performed for all 28 GBs using the orientation-dependent driving force method developed by Janssens et al [42]. Specifically, the potential energy of atoms in one grain are elevated by a value of $\Delta E$. Because of the energy difference on the two sides of a GB interface, atoms with an elevated potential energy are driven to move towards the GB interfaces and finally merge with atoms in the other grain so that overall energy of the system can be lowered. In all our simulations, a driving force of 0.1 eV, which equals to about 340MPa, was used. Temperature was controlled in all of the simulations using the Nose-Hoover thermostat as suggested in Janssens’s paper [42]. To study the tilt angle dependence of activation energies, we collected MDS trajectories in three parameter space: misorientation angle $\theta$, temperature $T$ and independent sample index $\nu$. $r^{3N}(t; \theta, T, \nu)$ where temperature ranges from 800K to 1150K with a uniform step size of 50K. This sample index means that for each tilt angle GB and each temperature, 12 independent MDS trajectories with randomized initial atom velocities were generated to
produce an ensemble average of GBM. A total number of \(28 \times 8 \times 12 = 2688\) MDS trajectories were collected and analyzed.

For each MDS trajectory, GB position \(z_{gb}(t; \theta, T, \nu)\) was determined from the maximum in the centro-symmetry parameter profile in the z-direction (the z axis is normal to the GB plane). GB velocity was calculated from the slope of the ensemble averaged GB position line. Mobility was then calculated as \(m_{gb}(\theta, T) = v_{gb}(\theta, T)/P\), where \(P=340\text{MPa}\) as mentioned above. Finally the activation energies were computed from fitting mobilities to an Arrhenius equation through an Arrhenius plot of the form

\[
\ln[m_{gb}(\theta, T)] = -\frac{E_a(\theta)}{kT} + \ln A
\] (3-1)

### 3.3 Mobility Calculation with Transition Path Sampling Method

Transition path sampling (TPS) is a set of rare event sampling methods in trajectory space. Rare events in computer simulations are the events that rarely occur but proceed quickly when they occur. GBM is one such example. According to a study of the shear coupled migration of a symmetrical tilt angle GB in copper by Rajabzadeh et al\(^{[71]}\), the energy landscape along the GB motion path is not flat. A metastable transition state presents between two stable states. Similar results (Figure 4.2) are also obtained from our study of GB sliding events. The energy barriers along the GB motion path make the barrier crossing events the migration rate limiting events. Therefore, according to the TPS theory, the transition rate, and hence the grain boundary mobility, can be obtained from the time correlation functions of configurations in trajectory space.
To apply the TPS method to the GB migration problem, we first define a “reaction” for GB migration as

\[ A \leftrightarrow B \]  

(3-2)

where A and B are two stable configuration along the migration coordinate. As shown in Figure 3.1, suppose a STGB in the bicrystal finds three consecutive stable states, state A, B and C, respectively. According to Figure 4.2 and our priori knowledge\[^7^1\] we know that there must be unstable transition states that reside in between each two stable states.

In a typical transition path calculation, a number of dynamic paths of length \( t \) are collected as ordered configurations sequences: \( z(t) \equiv \{z_0, z, z_{2\Delta t}, \ldots, z_t\} \). According to transition state theory, the reaction rate constant for Eq. (3-9) is directly related to the time correlation function

\[ C_{AB}(t) = \frac{\langle h_A(z_0)h_B(z) \rangle}{\langle h_A(z_0) \rangle} \approx k_{A\rightarrow B} \cdot t \]  

(3-3)

where the \( \langle \ldots \rangle \) denotes the ensemble average, \( h_A(z_0) \) and \( h_B(z_t) \) are the histogram of grain boundaries at position A at time \( t=0 \), and position B at time \( t \), respectively. Eq. (3-9) measures the probability of finding a grain boundary at position B at time \( t \) given that it initially was at A.

To link the reaction constant \( k_{A\rightarrow B} \) to the mobility, a theoretical model for grain boundary mobilities is needed. Of many candidates\[^5^4\], we choose the standard model that can be found in many text books. For instance, in the book by Gottstein and Shvindlerman\[^4^1\], grain boundary mobility is modeled by atom jumping across the grain boundary under the driving force \( P \).
\[
v_{gb} = v e^{-\frac{E_a}{kT}} \cdot \left[ 1 - e^{-\frac{P_{gb}(Z_B-Z_A)}{kT}} \right] \cdot (z_B - z_A) \tag{3-4}
\]

where \(z_A\) and \(z_B\) are the GB coordinates (in our calculation, it is along the z axis) at A and B, \(E_a\) is the energy barrier height, or the activation energy between A and B, and \(A_{gb}\) is the total area of the GB. In addition, according to transition theory:

\[
k_{A\rightarrow B} = v e^{-\frac{E_a}{kT}} \tag{3-5}
\]

Figure 3.1: Demonstration of three stable states (A, B, C) during a simulation of grain boundary migration. State A is the initial state during the TPS calculation and the reaction coordinate is defined as the position of the grain boundary.

Combining Eqs. (3-9), (3-4) and (3-9) gives the expression for mobility
\[
\mu_{gb} \equiv \frac{v_{gb}}{P} = k_{A \rightarrow B} \cdot \frac{A_{gb} \delta z^2}{kT}
\]

where \( \delta z = z_B - z_A \) is the distance the GB moves when it successfully overcomes the energy barrier between state A and B.

3.4 Results

3.4.1 Direct MDS with Driving Force

Mobilities at 800K and activation energies are summarized and shown in Figure 3.2. The first non-zero mobility is from \( \Sigma 41-540 \) whose tilt angle is 12.68°. Two GBs with smaller tilt angles of 3.95° (\( \Sigma 421-15140 \)) and 6.03° (\( \Sigma 181-1090 \)) are zero. Those zero values are not the true values for the two GBs, but only because the two GBs are immobile under a driving force of 340 at any temperature from 800K to 1150K. This agrees with experiments in that there is a significant drop in GB mobility from the high- to low angle regime\(^{[36]}\), and the transition angle for \( \langle 100 \rangle \) tilt GBs is believed to be around 8.6° for all f.c.c metals\(^{[48]}\).

Due to a lack of experiment data in copper, we are not able to tell the correctness of our data. However, by comparing our results to mobilities listed in ref\(^{[45]}\), we conclude that our mobilities are on the same order as past reported data.

As for the activation energies, data for GBs with tilt angles below 22.62° are missing because the temperature dependence of GB mobility for those small angle GBs do not follow the Arrhenius equation very well. This may be attributed to non-activated GBM mechanisms in certain temperature regions. Similar behavior was also reported in ref\(^{[35]}\). From Figure 3.2, we can see that activation energies of GBM for most tilt angles are very small (<0.4eV)
compared to experimental values. For instance, the average activation energy for GBs with tilt angles in the range from 36.87° (Σ5-210) to 53.13° (Σ5-310) is 0.12eV which is smaller by a factor of 6 - 7 than 0.81eV, the activation energy measured experimentally in ultra-fine grain copper systems\cite{72}. We believe that the discrepancy arises from a misinterpretation of mobility data.

Conventionally grain boundary motion is considered a single rate limiting process, given that the energy barrier of the kinetics is $E_a$. Suppose that a short distance of $\delta z$ is gained when the rate limiting event happens; grain boundary motion can then can be modeled as

$$v_{gb} = \frac{dz_{gb}}{dt} = \frac{\delta z \cdot k \cdot dt}{dt} = \delta z \cdot A e^{-\frac{Ea}{kT}}$$

This equation has been validated for many cases and was used to derive GBM activation energies for all publications mentioned in the introduction section. This model has one caveat, however: it relies upon the assumption that there is only one GBM mechanisms during a MDS of GBM.
Figure 3.2: Tilt angle dependence of (a): Mobilities at 800K and (b): corresponding activation energies for STGBs of copper as listed in the Table 2.1. The dashed dots are the stationary GB energies as reported in Figure 2.2.
To probe the micro mechanisms during GBM, we examined the GBM trajectory of a $\Sigma_{17}$-530 structure by calculating the displacement of each atom at the end of trajectory with respect to their initial positions. The y-component of displacements as well as the initial and final positions of all atoms are plotted in Figure 3.3. Two micro-mechanisms are apparent from the displacement plot. Displacements of atoms at the two ends ($z<20\,\text{Å}$ or $z>130\,\text{Å}$) distribute linearly along the z axis. The lines correspond to shear coupled GBM through which GBM distance is linearly proportional to shear strain$^{[51]}$ parallel to the GB plane. Shear coupled mechanisms happen throughout the GBM, as indicated by the linear part in the sawtooth wave line plot in Figure 3.3. Another noticeable mechanism occurs at jumps between every two linear segments. These jumps represent the GB sliding events as discussed in ref$^{[35],[51]}$. Generally it is believed that both mechanisms coexist during GBM, but GB sliding events have a much higher energy barrier and may be overshadowed by fast shear mechanisms when they are available$^{[35]}$. On the other hand, shear coupled GBM accumulates lateral translation as it proceeds. In many experiments where a large size of GB sample is used, the lateral translation may be prohibited or limited.
Figure 3.3: (a), initial and final position of atoms in Σ17-530 STGB, (b) y-component of displacement profile of atoms in (a) along z-direction.

To incorporate both mechanisms in GBM, we propose the following formula:

$$m_{gb}(\theta, T) = m_1 e^{-E_{a_1}(\theta)/kT} + m_2 e^{-E_{a_2}(\theta)/kT}$$

(3-7)

This formula arises from the assumption that GB moves by two major mechanisms, where each has an energy barrier of $E_{a_1}$ and $E_{a_2}$ respectively. A distance of $\delta z_1$ or $\delta z_2$ is gained when event “1” or event “2” happens so that

$$v_{gb} = \frac{dz_{gb}}{dt} = \delta z_1 \cdot k_1 + \delta z_2 \cdot k_2$$

$$= \delta z_1 \cdot A_1 e^{-E_{a_1}/kT} + \delta z_2 \cdot A_2 e^{-E_{a_2}/kT}$$

(3-8)
Figure 3.4: Demonstration of activation energies computed by fitting temperature dependent GB mobility to different equations. The symbols are ensemble averaged MDS results, dashed lines are the fits using Eq. (3-1) and solid lines are the fits according to Eq. (3-7)

The mobilities of three GBs were fit to Eq. (3-7) and the results are summarized in Figure 3.4. The activation energies of GBM for these three GB systems are now comparable to experimental values. For instance, the two activation energies for the $\Sigma 5-310$ GB are 0.24 eV and 1.2 eV respectively. Judging from the absolute values, we infer that GB sliding has an activation energy of 1.2 eV and the energy barrier for shear coupled GBM is about 0.24 eV. This conjecture is consistent with a recently published paper in which the energy barrier for the $\Sigma 13-320$ STGB through shear coupled mechanism is 0.283 eV. In addition, the value of
1.2 eV for GB sliding is also reasonable. Considering that GB sliding is accomplished through atom diffusion along the GB, the activation energy should be comparable to the activation energy of self-diffusion along grain boundaries. According to ref \cite{73}, this value is 107 kJ/mol, or 1.11 eV for diffusion along stationary GBs in coarse grained copper.

The reason why Eq. (3-7) works better than Eq. (2-7) is because the two mechanisms are actually competing processes during GBM. Taking the numeric fitting of data for the $\Sigma 13\text{-}320$ STGB to Eq. (3-7) as an example, the pre-exponents are $m_1 = 2.64$ and $m_2 = -7840$. According to Eq. (3-8), $m_2$ being negative indicates that each time sliding occurs, the GB moves backward, i.e. $\delta z_2 < 0$. This is also shown clearly in Figure 3.3 where the linear segments overlap each other and each time a jump happens, the GB moves from one end of a linear segment to the next one by moving back a little. When a single Arrhenius term equation is used to model the temperature dependence of GB mobilities, the competing effects are averaged out and the displayed activation energy is smaller than the activation energy of either mechanisms.

3.4.1 Transition Path Sample Calculations

The fact that more than one mechanism is involved during GBM makes MDS of GBM complicated. In this case, the TPS method, i.e. Eq. (3-9), which concerns only one type of event becomes very useful. To illustrate this, we applied the TPS method to the $\Sigma 17\text{-}530$ STGB with MDS.

As shown in the Figure 3.5, the temporal evolution of $C_{AB}$ extracted from the TPS method is linear as predicted in Eq. (3-3) and the mobility yielded therefrom is $18 \text{ m}\cdot\text{MPa}^{-1}\cdot\text{s}$. 
1, or equivalently $1.8 \times 10^{-8}$ m$^4$.J$^{-1}$.s$^{-1}$. This result is consistent with previous calculations\textsuperscript{[45]} but one magnitude larger than the mobility computed from direct MDS as shown in the Figure 3.2. This result indicates that both the GBM events captured in our TPS calculation and the GBM modeled by interface random walk method\textsuperscript{[45]} follow the same mechanism, i.e. shear coupled mechanism.

![Correlation function and its linear fit for the Σ17-530 STGB at 600K.](image)

Figure 3.5: Correlation function and its linear fit for the Σ17-530 STGB at 600K.

Our TPS calculation bears many similarities to the random walk method on the theory level: (i) Neither of them requires a driving force, unlike the synthetic driving force
method\textsuperscript{[42]}. (ii) Both of them work well at low temperature. For example, our calculation is done at 600 K while the minimum temperature used in Figure 3.2b is 800K. (iii) Both of them compute the correlation functions. The TPS method calculates the correlation of being at state A and being at state B (as shown in the Figure 3.6). The random walk method calculates the correlation of GB positions. If the transition from A to C is also taken into account, and if we define a new variable as

\[ D \equiv \delta z^2 (c_{AB} + c_{AC}) / t \]  

(3-9)

Figure 3.6: Histogram plot of $\Sigma$17-530 STGB being at different stable states at $t=5000\text{fs}$.
Further assuming that the GB has equal odds of jumping to state A or C, i.e. \( C_{AB} = C_{AC} \) and combining Eq. (3-9) with Eq. (3-6) gives \( D = 2kT \mu_g b / A \). This is the same formula as the one given by the random walk method\(^{45} \). However the two methods are not exactly the same. The most apparent difference is that our TPS calculation is mechanism specified, which means it models one type of mechanism and accordingly the rate expression (Eq. (3-6)) is exact. On the other hand in the random walk method any knowledge of the GB migration mechanisms is hidden. Moreover, considering that a GB is a 2D interface, the random walk method’s use of the average GB position implies that different parts of the GB move independently. This is a very strong assumption. While in TPS calculation, the position of the GB is discretized. This assumes that all parts of the GB move together. Considering that the flat interface is energetically favorable for STGB, we believe that the TPS calculation provides a better interpretation of GBM.

3.5 Conclusion

In this chapter, migration of STGB with various misorientation angles in copper bicrystals in response to a synthetic driving force method is simulated at different temperatures. Mobilities and activation energies of different GBs are then calculated and compared to the work of others. Mobilities were found to be of the same order as experimental values. Consistent with MDS results in almost all of previous publications, our activation energies are significantly smaller than experiment values. However, we propose that two mechanisms, namely coupled shear and GB sliding coexist during GBM, and the displayed activation energy is an average of two mechanisms. To model both mechanisms,
we propose a two Arrhenius term equation to which the temperature – mobility dependence is fitted. The fitting results reveals that the two mechanisms are competing during GBM and activation energies for each processes are comparable to the valued obtained experimentally. The fact that multiple mechanisms coexist during GBM inspired us to study different GBM mechanisms with TPS techniques. An investigation of the shear coupled GBM mechanism was performed in the research. The resulting mobility is consistent with previous random walk study of grain boundary mobility done by Trautt et al[74].
Chapter 4 Micromechanics of Grain Boundary Shearing from Atomic Modeling

4.1 Introduction

Grain boundary (GB) migration is of essential importance in the science and engineering of polycrystalline materials. Molecular dynamics simulations have been used to model the dynamic behavior of grain boundaries. However, despite continuous efforts in this area during the past decades\cite{42,44-46,64-67}, our ability to understand fundamental mechanisms are still limited to very few cases.

During grain growth, the two grains that meet at a grain boundary may, shear relative to one another in the lateral direction parallel to the grain boundary plane or migrate along the direction normal to the grain boundary. If the lateral translation rate is linearly proportional to the migration rate, then this mechanism is called shear-coupled motion, and the linear coefficient is called the coupling constant. In contrast, the motion is called grain boundary sliding (GBS) if the grain boundary does not move laterally to the shearing direction. It is believed\cite{35,75} that shear coupled motion is energetically preferred when geometrically allowed, but all grain boundary motion involves at least some amount of sliding, especially in cases like triple junction migration where the lateral translation of one grain against another is prohibited\cite{35,74,76}. On the other hand, many systems are dominated by GBS. For instance, most of \(\{110\}\) and \(\{111\}\) grain boundaries\cite{75} only slide and do not shear couple; the majority of superplastic strain in nanocrystalline metallic systems is created by grain boundary sliding\cite{77}; deformation of grain boundary networks demands
accommodation of grain boundary sliding\cite{76} and more generally grain boundaries with high energy at elevated temperature are more susceptible to GBS\cite{78}.

GBS is of equal, if not greater, importance to the coupled shear during grain boundary migration processes and a considerable effort has been placed on this topic. Conventionally, GBS is studied on the macroscopic scale and is often described by various empirical governing equations. For example, in the review by Meyers et al. GBS mechanisms were categorized into regimes that depend on grain size. In another review paper by Landon\cite{79}, GBS events were divided into two groups from a morphology viewpoint, Rachinger grain boundary sliding which produces no grain elongation and Lifshitz GBS which does. More recently, studies have begun focusing on the microscopic mechanisms of GBS. In Van et al.’s paper\cite{76}, for example, GBS is accomplished by either atomic shuffling or stress-assisted free volume migration processes. In the studies by Winninga et al\cite{47},\cite{48}, dislocation climb is the major microscopic mechanism for grain boundary sliding, and the accompanying diffusion through bulk or along grain boundary is attributed to the activation energy differences between low angle grain boundary and high angle grain boundaries.

Despite previous efforts, our understanding of grain boundary sliding is still limited. A major reason is that GBS in the past studies always takes place with concurrent accommodating processes, such as grain boundary migration\cite{78},\cite{80},\cite{81}, grain rotation\cite{74},\cite{82}, and inter-granular fracture\cite{83},\cite{84}. The symbiotic behavior of various dynamics processes is called cooperative GBS and contributes more than 50% of the total strain during superplastic deformation\cite{82},\cite{83}. In this chapter, we instead of focus on how GBS is correlated with other compatible inter-granular processes and single out the GBS by finding the minimum
energy pathway (MEP) connecting two stable states before and after grain boundary sliding. The nudged elastic band technique is employed to search the MEP and the energy profile is calculated along the reaction coordinate (RC) of the MEP. Geometric characteristics of grain boundary sliding are then modeled by analyzing the unstable structures taken from the NEB calculations. The NEB calculation is then validated by comparing its values to the activation energies calculated from the Arrhenius equation.

4.2 Simulation
To obtain the two stable states that bracket a grain boundary sliding event, molecular dynamics simulations of f.c.c. copper bicrystals in response to synthetic driving force$^{[42]}$ of 0.05 eV were first performed at 700K using an embedded atom model (EAM) potential for copper$^{[62]}$. Settings of the simulations are illustrated in Figure 4.1.

The simulation box contains two mirror symmetric grains, between which is a $\Sigma$13-320 symmetric tilt angle grain boundary. Periodic boundary conditions were applied to all three spatial directions and thus the system contains two symmetrical tilt angle grain boundaries (STGBs). The center GB is subject to a synthetic driving force from the right to the left as shown in the Figure 4.1. The GB connecting $z = 0$ and $z = L_z$ was set to immobile by fixing atom positions within two 12Å thick slabs at the two ends of the cell.

Illustrated in Figure 4.1 (b) is the resulting atom configuration of the system after a time span of $\Delta t = 1.0$ ps. Lateral translation along the $y$ direction ($v_{shear}$) and grain boundary migration along the $z$ direction ($v_{gb}$) were recorded during the simulation.
Figure 4.1: Illustration of atomistic model used in the simulation.

The two velocities are coupled in the beginning as reported by Cahn et al\cite{51}. The coupling was then broken by grain boundary sliding as the grain boundary moved to position P shown in the Figure 4.1 (b). Atom configurations before and following the first grain
boundary sliding event were recorded and are named as “reactant” and “product” or stage A and B in the following text. Both the reactant and the product were fully relaxed at 0K to obtain corresponding stable structures. The optimum transition path between the two states was identified utilizing the nudged elastic band (NEB) method\cite{85,86}.

Overall 48 intermediate images along the grain boundary sliding (“reaction”) pathway were involved in the NEB calculation. Each was energy minimized while maintaining equal spacing to neighboring images. The energy profiles as a function of reaction coordinate (RC) for systems with different lengths along the $y$ direction are shown in Figure 4.2.
Three peaks exist along the RC. The major peak value of 0.224eV is the energy barrier for GBS. By analyzing the two small energy peaks prior and post the GBS event at RC=8 and RC=38, we found that these two unstable states correspond to two coupled shear events. This is reasonable because coupled shear is energetically favorable. Before the GBS event happens, coupled shear is balanced by the normal direction driving force and counter driving force due to accumulated shear stress.

After a GBS event, a coupled shear event happens almost immediately because the balance is broken due to the relief of accumulated shear stress by GBS. This indicates that GBS is the rate limiting process for the grain boundary migration (GBM) at low temperature. Follow convention\cite{71}, system sizes are measured in units of repeating disclination structures\cite{28,71}. For $\Sigma 13$-320 STGB, $1L = 1L_{[320]} = 13\text{Å}$. Different from the case of shear coupled motion\cite{71}, energy profiles of GBS do not change significantly with system sizes. This has at least two implications. First, GBS is more likely the rate determining process during grain growth than is the shear coupled motion. This is because grain boundary mobility and the activation energy of a specific grain boundary type are intrinsic properties of a material and are considered as unchanged to systems sizes\cite{41}. Actually, it has been found that shear coupled GBM presents many abnormal behavior beyond the range of conventional understanding of grain boundary migration\cite{75}. Second, the fact that energy barrier for shear coupled GBM decreases significantly with grain boundary size indicates that calculations of grain boundary mobility under equilibrium conditions, such as the random walk method\cite{45} and derivative methods thereafter\cite{64}, may overestimate the true grain boundary mobility.
This is because shear coupled motion, if available, moves faster and is energetically more favorable than other GBM mechanisms at low temperature without a driving force\cite{35,75,87}.

4.3 Results and discussion

Different from coupled shear GBM, GBS does not progress through disconnected motions\cite{71,88}. Analysis of the metastable configurations along the MEP shows structural changes as demonstrated in the Figure 4.3. The colored arrows denote the geometry change for typical shear and GBS. Atoms on the two sides of each arrow are considered as equivalent atoms because the position on the end of one arrow will copy the position of the atom on the beginning of the arrow after coupled shear or a GBS event happens. Take the coupled shear as an example, its geometry vector is $\frac{1}{2}[01 \bar{1}]$. This indicates that the coupling constant for this tilt angle grain boundary is $\beta_{[032]} = 1/5 = \tan \theta_{[01\bar{1}],[032]}$. This value has been proven to be correct both experimentally and numerically\cite{71,74,75,87}. Whereas there has been an explosion in the number of papers dealing with geometry coupling phenomenon in shear coupled grain boundary migration, there rarely has been any reports talking about geometry aspects of grain boundary sliding. By comparing the atomistic configurations before and after a sliding event as illustrated in the Figure 4.3, we propose that $[00\bar{1}]$ is the characteristic vector for the sliding event with two accompanying shear coupled events. This means that for each time grain boundary migrate leftward by $\Delta Z_{gb}$, the left grain will move upward, relative to the right grain, by $\Delta Y_{gb}$. These values are:
\[
\Delta Z_{\text{gb}} = \frac{[00\overline{1}] \cdot [02\overline{3}]}{||[00\overline{1}]||[02\overline{3}]||} = \frac{3}{\sqrt{13}},
\]
\[
\Delta Y_{\text{gb}} = \frac{[00\overline{1}] \cdot [032]}{||[00\overline{1}]||[032]||} = \frac{2}{\sqrt{13}}.
\]

To further elucidate the contribution of GBS to the overall GBM, NEB calculations with similar setups were performed for 26 symmetric tilt angle grain boundaries (STGBs) with misorientation angle ranges from 12.68° to 78.58°. Meanwhile non-equilibrium constant temperature molecular dynamics simulations (MDS) of GBM under a synthetic driving force were performed for the same set of systems at different temperatures from 400K to 1150K to extract activation energies from the temperature dependence of GB mobilities.
The relationship between the NEB energy barrier heights ($\Delta E_{NEB}$) and GB misorientation angles ($\theta$) are summarized in Figure 4.2, from which a good match is shown between $\Delta E_{NEB}(\theta)$ and activation energies ($E_a(\theta)$). This is not surprising. According to transition state theory, the activation energy (eV) can be viewed as the energy required for one atom to jump across a GB interface, and the NEB energy barrier (J/m$^2$) is the energy required for a GBM event where a GB is treated as one dimensional object. The two quantities are connected by Eq. (4-2) based on the reasoning that at 0K, elevation of the internal energy of atoms in one grain by the amount of activation energy will just make them move across the GB. On the other hand, the GBS is just possible if the GB energy is elevated by $\Delta E_{NEB}$. On these premises, the work required to drive a GB to slide along the $\hat{Y}$ direction, which is $p\Delta V = (E_a/V_{atom}) (\delta Y_{GBS} A_{GB}/2)$ as is demonstrated in the Figure 4.4, is equal to the energy required to activate the GBS, i.e. $\Delta E_{NEB} \cdot A_{GB}$. This gives us a relationship to convert a unit of activation energy (eV) to that of the NEB energy barrier height by:

$$\frac{p\Delta V}{A_{GB}} = \frac{1}{2} \frac{E_a \cdot \delta Y_{GBS}}{V_{atom}} \approx \Delta E_{NEB}$$

(4-2)

where $\delta Y_{GBM}$ is the shear strain change due to a GBS event, $V_{atom} = a^3/4$, $a$ is the lattice constant and the $\frac{1}{2}$ is because the activation energy barrier is symmetric with respect to $\Delta Y_{GBM}$. Details of $\delta Y_{GBM}$ are discussed in the following text. For $\Sigma 13$-320, $\Delta Y_{gbs} = 2a/\sqrt{13}$ as is given in Eq. (4-1). GBS energy barrier heights, activation energy and its translation based Eq. (4-2) are shown in Figure 4.4. The reasonable match among curves not only supports the validity of our analysis but also indicates GBS events are the rate limiting process for the GBM. In addition, it shows that the NEB calculation provides a quick and
elegant way to estimate activation energies for GBM. Conventionally, activation energy calculations require non-equilibrium MDS at various temperatures and MDS at each temperature usually takes a long time to finish due to the slow dynamics nature of GBM. In addition each MDS must be carried out for multiple times to compute ensemble averages. In contrast, the NEB calculation only needs to be performed once for each system.

Figure 4.4: Comparison between barrier heights from NEB calculations and activation energies from Arrhenius law
Nano energetic materials (NEMs) are emerging as next generation reactive materials that have high energy density and reactivity. NEMs can be grouped into two categories depending on the composition and reaction type.

### 5.1 Nano metallic composites

Reactive nano-metallic composites (RNMCs) are usually alternating nano-laminates synthesized using vapor deposition that consists of two or more metallic materials that produce significant heat when mixed. RNMCs can be classified according to the composites’ components. Basically they contains two types of metals: one metal with high reducibility, such as Al, Li and Mg, and one with less reducibility, such as Ni, Zr and Pt.

RNMCs are generally stable in low temperature and intermixing typically occurs only at high temperature. The types of intermixing (reaction) for nano-metallic composites can also be divided into two groups: slow reaction at mild elevated temperature and fast self-sustained combustion ignited by flame or laser pulse. This former is often seen in differential scanning calorimetry experiments where the temperature is ramped linearly from a low initial temperature to a preset high temperature at a rate of $\beta$ ($^\circ$C/min), and heat release (W/g) is recorded as a measure of the degree of reaction to which the mixing proceeds. Usually
multiple peaks are apparent in DSC thermographs as a result of two competing processes. (1) Typically reaction rates grow exponentially with temperature. (2) Amount of reactant decrease also exponentially (integral of reaction rate with respect to time) with the temperature. Peak temperatures obtained from DSC experiments can be used to find the activation energy for the reaction/mixing. Activation energies for a few typical systems are listed in the Table 5.1. It has been found that the activation energies for reactions in RNMCs are frequently comparable to the activation energies of various diffusion processes in solids. This suggests that most of the reactions in RNMCs are diffusion controlled\cite{89,90}.

<table>
<thead>
<tr>
<th></th>
<th>$E_a$ (eV) from DSC</th>
<th>BL Thickness (nm)</th>
<th>Temperature °C</th>
<th>$-H_{mix}$ (kJ/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ni – Ti</td>
<td>1.1 – 1.2</td>
<td>10 – 100</td>
<td>~1450</td>
<td>34\cite{91}-\cite{94}</td>
</tr>
<tr>
<td>Ti – Al</td>
<td>1.5 – 2.4</td>
<td>4 - 200</td>
<td>~1100</td>
<td>73\cite{95},\cite{96}</td>
</tr>
<tr>
<td>Ni – Al</td>
<td>~0.8\cite{97}, 1.26 – 1.9</td>
<td>25 – 200</td>
<td>&gt; 1200</td>
<td>28 – 59\cite{91},\cite{98},\cite{99}</td>
</tr>
<tr>
<td>Zr – Al</td>
<td>1.84±0.05</td>
<td>17 – 90</td>
<td>&gt;1500</td>
<td>53\cite{100}</td>
</tr>
<tr>
<td>Pt – Al</td>
<td>1.0</td>
<td>76 – 550</td>
<td>&gt; 2800</td>
<td>57 – 100\cite{101},\cite{102}</td>
</tr>
<tr>
<td>Nb – Si</td>
<td>0.8</td>
<td>39 – 312</td>
<td>&gt; 1500</td>
<td>41.8\cite{103}</td>
</tr>
</tbody>
</table>

The other type of reaction for RNMCs is commonly referred to as a self-sustaining reaction in which ignition is triggered at a local site and spreads out because the heat release rate due to the local reaction is much faster than the heat dissipation rate. The ignition conditions vary widely depending on the size of RNMCs and thermal dissipation conditions. A few reported ignition conditions are listed in the Table 5.2, from which we can see that powder systems normally have higher ignition temperatures than the nano laminate system,
and that transition metal composites usually require high ignition condition. As for the local

temperatures for self-propagating reactions of RNMCs, they are usually so high that they

often exceed the melting point of one or more constituent metal. For instance, the local
temperature for self-sustaining reaction in a Pt – Al NRMC can be greater 2800 °C, while the
melting temperature of Al is only about 660 °C. The feature of high reaction temperature and
enormous exothermicity make RNMCs suitable for self-propagating high temperature
synthesis (SHS).

<table>
<thead>
<tr>
<th></th>
<th>Ignition conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ni – Ti Laminates</td>
<td>~ 300 – 400 °C</td>
</tr>
<tr>
<td>Ni – Ti Powders</td>
<td>~ 900 – 930 °C</td>
</tr>
<tr>
<td>Ni – Al Laminates</td>
<td>~ 223 °C</td>
</tr>
<tr>
<td>Nb/Ti/Mo – Si Laminates</td>
<td>&gt; 1000°C</td>
</tr>
</tbody>
</table>

5.2 Nano thermite composites

Nano-thermite composites (NTC) are reactive composites consisting of metals (often
named as the fuels) and metallic or non-metallic oxides (also known as the oxidizers). A
generic chemical reaction equation can be expressed as a common form of oxidation-
reduction reaction

\[ M + AO \rightarrow MO + A + \Delta H \]  \hspace{1cm} (5-1)

Compare to metallic composites, thermites not only have much larger enthalpy of
formation but also has more stable enthalpy of formation. That being said, enthalpy of
formation for RNMCs is dependent on the final reaction products, which vary widely depending on the alloy’s phase diagram and the reacting temperature. Meanwhile, the reacting temperature is a result of competition between the endothermic reaction and the heat dissipation. This indicates that the effective enthalpy of reaction for the same RNMCs may vary from one experimental condition to another. For example, during the self-propagated combustion of an Al/Ni RNMC, the equilibrium phase diagram suggests a transient product of solid AlNi and liquid at a local temperature about 1700K [93]. In the more mild reaction condition with reacting temperature below ignition temperature, however, various products are reported[98] such as Al$_9$Ni$_2$, Al$_3$Ni, Al$_3$Ni$_2$ and Al$_{82}$Ni$_{18}$, with the effective enthalpy of formation varying accordingly.

Also different from RNMCs, which are mostly laminated and synthesized using vapor deposition, most of the reported NTCs are mixture of loose powders composed of metal and oxidizer nanoparticles. Although in many cases metal and oxidizer particles are in intimate contact and can be viewed as bilayer materials, the reactivity is lower by a factor of 2 to 3 in powder mixture systems compare to multilayer films[104].

In searching of NTCs that have high possible reaction rates and low ignition decays, many NTCs with various nano-structures have been synthesized based on modern nano synthesizing technologies, such as deposition[105],[106], Atomic layer deposition [107], nanoporous templates. Blobaum et al. sputter deposited alternating layers of Al – CuO thin films (with bilayer thickness of 1μm) onto silicon substrates[105]. Recently, more laminated NTCs, including Zr/CuO, Mg/CuO etc, have been synthesized by Mily et al [106]. Yuma, et al. synthesized Al coated CuO nanowires (NWs) by first electroplating Cu onto steel plate to
grow Cu NWs, then oxidized Cu with thermal annealing and finally deposited Al onto CuO NWs with by magnetron sputtering. Fergusona et al.\textsuperscript{[107]} synthesized enhanced thermite composites by coating SnO\textsubscript{2} onto Al nano particles (NPs) using the atomic layer deposition (ALD).

Table 5.3: Recent advances in synthesizing nano-thermites using various technologies.

<table>
<thead>
<tr>
<th>Material</th>
<th>Nano structuring</th>
<th>Reaction specifications</th>
<th>Synthesis methods</th>
</tr>
</thead>
<tbody>
<tr>
<td>Al/CuO\textsubscript{x} multiplayer foils</td>
<td>Bilayer thickness ~1\textmu m</td>
<td>$E_a = 146 - 460$ kJ/mol, combustion temperature $\geq 2846$K</td>
<td>Sputter deposition \textsuperscript{[105]}</td>
</tr>
<tr>
<td>Al, Mg, Zr + CuO multilayer films</td>
<td>Bilayer thickness 350 – 500nm</td>
<td>Onsets of reaction occurs 800 °C, 500 °C, and 300 °C for the Al, Mg, and Zr systems respectively</td>
<td>sputter deposition \textsuperscript{[106]}</td>
</tr>
<tr>
<td>Fe\textsubscript{2}O\textsubscript{3} coated KMnO\textsubscript{4} + Al NPs</td>
<td>~150nm NP with 4 – 16nm coating</td>
<td>Reactivity can be increased by a factory of 10.</td>
<td>Aerosol spray-pyrolysis \textsuperscript{[108]}</td>
</tr>
<tr>
<td>Al/CuO\textsubscript{x} Core/shell NWs</td>
<td>Average length: 3-7\textmu m and diameter: 40-90nm.</td>
<td>$E_a = 250 - 207$ kJ/mol</td>
<td>Electroplating and deposition \textsuperscript{[109]}</td>
</tr>
<tr>
<td>SnO\textsubscript{2} coated Al NPs</td>
<td>$R_{Al} \approx 51.2$nm $R_{SnO_2} \approx 3.4$nm</td>
<td>Detonates orders of magnitudes more rapidly than uncoated Al nano particles.</td>
<td>Atomic layer deposition \textsuperscript{[107]}</td>
</tr>
<tr>
<td>Fe\textsubscript{2}O\textsubscript{3} NWs embedded in Al</td>
<td>NW diameter: ~50nm, length: ~25nm</td>
<td>Ignition temperature as low as 400°C, combustion temperature as high as 4000°C</td>
<td>Nano-porous alumina template \textsuperscript{[110]}</td>
</tr>
<tr>
<td>Al + Fe\textsubscript{2}O\textsubscript{3} NPs</td>
<td>NP diameter: 100 – 200nm</td>
<td>Burning rate is increased by a factor of 10.</td>
<td>Enhanced assembling \textsuperscript{[111]}</td>
</tr>
</tbody>
</table>

Nano-porous templating has also been used to synthesize nano thermites, for example, Fe\textsubscript{2}O\textsubscript{3} \textsuperscript{[110]} and CuO \textsuperscript{[112]} NWs embedded in an Al matrix. Another example of a
novel nano thermite structure is made using an enhanced assembling method in which mixing of metal and oxidizers in making conventional thermites is enhanced by adding charges or functional groups onto the thermite reactants\textsuperscript{[111],[113]}. More details of these nanothermites’ synthesizing methods, nano structuring, and reaction specifications can be found in the Table 5.3 and in a review by Rossi \textit{et al.}\textsuperscript{[114]}.

5.3 Characterization and modeling solid reaction for nano reactive materials

It has been widely proved that reaction kinetics in NEMs is controlled by mass transport from one reactant into the others. Similar to the categorization of reaction types for NEMs, studies of reaction kinetics in NEMS can also be grouped into two categories. One focuses on modeling the self-propagating combustion and the other focuses on fitting the kinetics data obtained from the thermal analysis.

5.3.1 Modeling Self – Propagated Combustion

Thanks to the strong exothermal reactions, NEMs have found wide application in industry through self – propagating high temperature synthesis (SHS) process. The propagation speed of combustion front/flame has been proven critical in understanding the reaction mechanisms and kinetics in many situations. In most cases, NEMs with high possible combustion speed is preferable and numerous efforts have been dedicated to achieve that goal. For example, it has been shown that mixtures of nanoparticles, nano rods or nano wires can increase combustion speed several orders compared to conventional micro-size particles\textsuperscript{[115]}. Moreover, compared to physical mixing composites, self – assembled composites can achieve higher combustion speed\textsuperscript{[113]}. Analytical models for different NEM
systems may vary significantly. In this section, the ideal system of multilayer laminates is considered only for simplicity.

As mentioned above, the self–propagation combustion of NEMs are mostly diffusion controlled. Hence the governing equations for self–propagating combustion usually consists of at least a mass diffusion equation, \( \text{Eq. (5-2)} \) and heat dissipation equation \( \text{Eq. (5-3)} \)

\[
\frac{\partial C}{\partial t} = \nabla \cdot (D \nabla C) \quad (5-2)
\]

\[
C_p \frac{\partial T}{\partial t} = \nabla \cdot (\kappa_T \nabla C) + \dot{Q} \quad (5-3)
\]

where \( C \) and \( D \) are the concentration of reactants and diffusion coefficients, respectively, and \( C_p \) and \( \kappa_T \) are the heat capacity and diffusivity, respectively, and \( \dot{Q} \) is the heat generation from solid reactions. The latter is usually a complex empirical function of the composition and temperature of the solid. For instance, in a paper by Jayaraman et al., \( \dot{Q} \) is assumed proportional to the reactants’ concentration, i.e. \( \dot{Q} \propto \hat{C}(t) \), while in the papers by Salloum et al., \( \dot{Q} \) is proportional to the integral of the squared composition over the combustion region, i.e. \( \dot{Q} \propto \partial \int_{\Omega} C^2(t) d\Omega / \partial t \).

To analytically solve Eq. (5-2) and Eq.(5-3), they are normally reduced to one dimension along the flame propagation direction with radical approximations. The most important result (out of many meaningful findings based on analytical work) for self–propagated combustion in laminated thin foils is the following expression
\[ v^2 \propto \frac{\lambda^2 R T_f^2 \cdot A e^{-\frac{E_a}{RT_f}}}{\delta^2 E_a (T_{f0} - T_0)} \]  \hspace{1cm} (5-4)

where \( \lambda \) is the thermal diffusion coefficient, \( T_f, T_{f0} \) and \( T_0 \) are the peak temperature, ignition temperature of the flame and the environmental temperature respectively, \( \delta \) is the thickness of each layer (assuming layers of equal thickness), and \( A \) and \( E_a \) are the pre-exponent and the activation energy of the atomic diffusion. Eq. (5-4) indicates that the propagation speed is proportional to the inverse of laminate thickness. This has been proved both numerically and experimentally\[^{121}\].

### 5.3.2 Modeling the thermal analysis curves

In the study of solid state reactions, thermal analysis, isothermal or non-isothermal aims at measuring the dependence of reaction rates on the temperature, i.e. the relation expressed as

\[ \frac{d\alpha}{dt} = A e^{-\frac{E_a}{RT_f}} f(\alpha) \]  \hspace{1cm} (5-5)

where \( \alpha, A \) and \( E_a \) (known as the kinetic parameters) are the extent of reaction, pre-exponent and activation energy, respectively. The function \( f(\alpha) \) is known as physio-geometry kinetics model function which, in most cases, is derived by assuming an ideal reaction mechanism in a simple reaction geometry. Let’s take the most frequently used 1-D diffusion model as an example: Assume an intermediate layer, whose thickness is \( l \) and grows with time, is formed during the redox reaction in a bilayer Al – CuO composite as shown in Figure 5.1. Further assume that the overall kinetics is controlled by Al migrating to CuO. By saying that, the
growth rate for the middle $Al_2O_3$ layer is proportional to the amount of Al atoms migrated
from Al region to the interface between the $Al_2O_3$ and the CuO.

Table 5.4: Frequently used model functions for solid state reactions

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Model</th>
<th>Model function $f(\alpha)$</th>
<th>$g(\alpha)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>D1</td>
<td>1-D diffusion</td>
<td>$\frac{1}{2\alpha}$</td>
<td>$\alpha^2$</td>
</tr>
<tr>
<td>D2</td>
<td>2-D diffusion</td>
<td>$-\frac{1}{\ln(1-\alpha)}$</td>
<td>$(1-\alpha)\ln(1-\alpha) + \alpha$</td>
</tr>
<tr>
<td>D3</td>
<td>3-D diffusion</td>
<td>$\frac{3}{2} \frac{(1-\alpha)^{2/3}}{1-(1-\alpha)^{1/3}}$</td>
<td>$\left[1 - (1-\alpha)^{1/3}\right]^2$</td>
</tr>
<tr>
<td>D4</td>
<td>4-D diffusion</td>
<td>$\frac{3}{2} \frac{(1-\alpha)^{1/3}}{1-(1-\alpha)^{1/3}}$</td>
<td>$1 - \frac{2}{3} \alpha + (1-\alpha)^{2/3}$</td>
</tr>
<tr>
<td>R2</td>
<td>2-D phase boundary migration</td>
<td>$2(1-\alpha)^{1/2}$</td>
<td>$1 - \sqrt{1-\alpha}$</td>
</tr>
<tr>
<td>R3</td>
<td>3-D phase boundary migration</td>
<td>$3(1-\alpha)^{1/3}$</td>
<td>$1 - (1-\alpha)^{1/3}$</td>
</tr>
<tr>
<td>A2</td>
<td>2-D nucleation</td>
<td>$2(1-\alpha)[-\ln(1-\alpha)]^{1/2}$</td>
<td>$[-\ln(1-\alpha)]^{1/2}$</td>
</tr>
<tr>
<td>A3</td>
<td>3-D nucleation</td>
<td>$3(1-\alpha)[-\ln(1-\alpha)]^{2/3}$</td>
<td>$[-\ln(1-\alpha)]^{1/3}$</td>
</tr>
<tr>
<td>R$^1$</td>
<td>1st order reaction</td>
<td>$1 - \alpha$</td>
<td>$-\ln(1-\alpha)$</td>
</tr>
<tr>
<td>R$^n$</td>
<td>Nth order reaction model ($n\neq1$)</td>
<td>$(1-\alpha)^n$</td>
<td>$1 - (1-\alpha)^{-(n-1)}$</td>
</tr>
</tbody>
</table>

According to the Fick’s law, this relationship can be expressed as

$$\frac{dl}{dt} = D \frac{dC_{Al}}{dx}$$
where $C_{Al}$ is the concentration profile of Al atoms, $D$ is the diffusion coefficient and $l$ is the thickness of the barrier layer (Al2O3). Further, assume that the concentration of Al atoms distributes linearly across the barrier layer, i.e. $dC_{Al}/dx = C_{Al}^0/l$, where $C_{Al}^0$ is the saturated concentration of Al in Al. Applying the linear approximation leads to the following expression

$$\frac{dl}{dt} = D \frac{C_{Al}^0}{l} \tag{5-6}$$

Let $\alpha \equiv l$ and $A \equiv 2C_{Al}^0D = 2C_{Al}^0D_0e^{-\frac{E_a}{RT}}$, Eq. (5-6) can be reduced to the same form as Eq. (5-5) with model function $f(\alpha) = 1/2\alpha$.

Similarly, model functions for more complicated reaction geometries or mechanisms can be derived and several of them are summarized in the Table 5.4. More information can be found in a review article by Ammar and Flanagan\cite{122} or other similar review articles\cite{123–127}.

![Figure 5.1: Illustration of idea 1-D diffusion model for laminate Al – CuO thermite composite](image-url)
Despite that the genetic kinetic functions have been widely used in the past decades, they are facing adverse criticism in many aspects\textsuperscript{[123],[125]}, such as:

1. The physical meanings of the kinetic parameters are unclear. The cause of this is at least two fold: (i) experimental data can often be fit to multiple model functions in practice; and (ii) Kinetic parameters, such as pre-exponent parameters, are non-specific when it comes to real problems.

2. Often the retrieved kinetic parameters such as activation energies are dependent on experiment factors due to the conflict between inherent uncertainties in the solid-solid reactions and the over simplification for the generic model functions.

With the model functions in hand, the thermal analysis data can be interpreted by two analytical methods: model fitting and the isoconversion method respectively. Both of the two methods start from integrating the model functions in Eq. (5-5).

\[
\int_0^t A e^{-\frac{E_a}{RT(\tau)}} d\tau = \int_0^\alpha \frac{d\alpha'}{f(\alpha')} \equiv g(\alpha)
\]

(5-7)

where $\tau$ and $\alpha'$ are dummy variables for integration. The right side of Eq.(5-7), i.e. $g(\alpha)$, is known as the “temperature integral”, typical forms of which can be found in the Table 5.4.

The left side of the equation is dependent on the thermal condition. Under isothermal conditions, the integral is $A \exp\left(-\frac{E_a}{RT}\right) \cdot t$. Under non-isothermal conditions, only an approximate form can be found due to the non-linearity inherent to the exponential integral. One assumption introduced by Coats–Redfern\textsuperscript{[128]} gives rise to Eq.(5-8). It assumes that temperature is linearly dependent on time, i.e. $T(t) = \beta t + T_0$ where $\beta$ is the heating rate and $T_0$ is the initial temperature,
\[
\ln \frac{g(\alpha)}{T^2} = \ln \left[ \frac{AR}{\beta E_a} \left( 1 - \frac{2R\bar{T}}{E_a} \right) \right] - \frac{E_a}{RT}
\]  

where \(\bar{T}\) is the average experiment temperature.

The model fitting method and isoconversion method diverge hereafter depending on how Eq.(5-8) is interpreted. Take a DSC curve from a numerical simulation, which we will discuss in detail in the next chapter, as an illustration.

Figure 5.2: Demonstration of using a model fitting method to interpret DSC curves. The solid line with cycles is the normalized DSC curve as a function of temperature. The insert are the model fitting curves based on various model functions listed in Table 5.4.
The model fitting methods treat the activation energy as a constant, and calculate $\alpha$ from thermal analysis data. In this case it can be calculated as a cumulative integration over temperature, i.e.

$$\alpha(T) \equiv \frac{\int_{T_0}^{T} DSC(T')dT'}{\int_{T_0}^{\infty} DSC(T')dT'}$$  \hspace{1cm} (5-9)$$

The model fitting curves can then be found by substituting various forms of $g(\alpha)$ into Eq. (5-8). Theoretically the best $g(\alpha)$ that provides the best linearity of the plot $\ln[g(\alpha)/T^2]$ vs. $-1/RT$ can be chosen as the “correct model” and its negative slope is the value for “correct” activation energy. However, as demonstrated in Figure 5.2, in practice many models fit almost as well as (or from another angle, as badly as) the best model does.

Different from modeling fitting method, which require only one DSC curve, isoconversion method require multiple curves with, for example, different heating rates. Slight rearrangement of Eq. (5-9) will yield

$$\ln \frac{\beta}{T^2} = \ln \left[ \frac{AR}{g(\alpha)E_a} \left( 1 - \frac{2RT}{E_a} \right) \right] - \frac{E_a}{RT}$$  \hspace{1cm} (5-10)$$

Similar to model fitting method, extent of reactions, or in this context, conversions are calculated through Eq. (5-9). Further if temperatures ($T_f$) at which certain fraction ($f$) of conversion are found and are substituted into Eq.(5-10), the first term on the right hand side will become constant. The plot of $\ln\left[ g(\alpha)/T_f^2 \right]$ against $-1/RT_f$ will then give rise to
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linear lines as shown in the Figure 5.3. This method is known as the modified Coats-Redfern\textsuperscript{[122]} method.

Generally speaking it is widely believed that the isoconversion method is superior to the model fitting method, but generally speaking they both have pros and cons:

1. Model fitting methods require assumptions, which means an explicit form for \( g(\alpha) \), which is likely an oversimplified model for real solid reactions derived under the isothermal assumption, is required before data fitting. It has been shown that this can give rise to highly uncertain kinetic parameters\textsuperscript{[129]}, especially for non-isothermal data\textsuperscript{[123]}.

2. The isoconversion method is considered a model-free method due to its model non-specific nature. However, it is because of this nature that the isoconversion method can only evaluate the activation and no other\textsuperscript{[122]}.

3. Both of the methods require integration over DSC/DTA to obtain the extent of reaction, i.e. \( \alpha \) which is very likely erroneous. Notice that Eq.(5-10) is strikingly similar to Kissinger’s analysis\textsuperscript{[130]} only that temperatures used in Kissinger’s analysis are temperatures at which DSC curves reach maxima but here they are temperatures with fixed state of transformation. As a matter of fact, they are often used indiscriminately in thermal analysis. This leads to some error, but on the other hand, it is often very inaccurate to integrate a DSC/DTA curve to obtain the degree of transformation due to the uncertainties in determining the base line and errors in the measurement of the sample temperature. Compare the tradeoff between two errors, the former is often favored in practice. In the next chapter, we will develop a new
method in which either the integration over DSC/DTA or the approximation that isoconversion temperature equals the peak temperature is not required.

Figure 5.3: Demonstration of using isoconversion method to analyze DSC curves with various heating rates. The temperatures at which certain degrees of reaction have proceeded were found as the cross points of solid curves and horizontal dashed lines. The insert shows the fitting of the Eq. (5-8).

Recall that Eq. (5-8) is only one approximation out of many. For decades, researchers have made different approximations, many of which are applicable only under very strict conditions. Interested readers can find profound information from many excellent reviews in this area\cite{122,127,131-133}. 
6.1 Introduction and Background

As mentioned in the previous chapter, nano-structures within which energy is released by solid-state reactions are of interest from both fundamental science and application viewpoints. Thermites, for example, release energy via solid-state reduction-oxidation reactions involving oxygen transfer from a metal oxide to a complementary metal. Similarly, multi-metal systems can release energy via formation of thermodynamically-stable alloys. Nano-structuring these systems can produce an extremely large interfacial area within a small volume, which in principle can be exploited to control power and sensitivity to temperature and external perturbations like shock loading. Rational engineering of such structures, however, requires understanding how the nano-structure combines with the intrinsic chemical kinetics of the solid-state reaction to control the amount and rate of energy release.

Techniques such as differential scanning calorimetry (DSC) and differential thermal analysis (DTA) are well established for probing solid reaction kinetics. In a traditional power-compensated DSC experiment, the sample and reference materials are kept thermally insulated from each other but the temperatures of both are synchronized and elevated linearly with time. The amount of energy that is necessary to synchronize the temperature is recorded as a function of temperature. In DTA, identical heat flows to both the sample and reference material is maintained, and an uncompensated temperature difference between the two is
measured as a function of temperature. Kinetic parameters such as activation energies have been obtained from DSC using a Kissinger analysis\textsuperscript{[130]} and its derivatives,\textsuperscript{[134]–[136]} including studies of nanostructured multi-layered systems.

Existing methods for extracting reaction kinetics from DSC curves can be categorized into two groups, peak temperature methods that require the temperature at which the maximum transformation rate is reached, and isoconversion methods\textsuperscript{[136]} where the time to complete a certain degree of transformation is considered. Despite the wide application and apparent success of these analyses in interpreting DSC and DTA data\textsuperscript{[97], [100], [109]}, as mentioned in the previous chapter, the following limitations still exist:

4. The physical meaning of the apparent kinetic parameters retrieved from a Kissinger-like analysis is not always clear. To explore possible reaction mechanisms, thermal analysis data can be fit to an assumed $f(\alpha)$ using a “trial-and-error” procedure. This method, however, is prone to inaccuracies because experiment data can often be fit to more than one kinetic function with apparently equal success\textsuperscript{[132], [137]}.

5. Peak temperature methods, such as Eq. (6-1), are generally more precise than the isoconversion methods. This is because in a strict isoconversion the degree of transformation is usually calculated by cummully integrating the DSC/DTA thermogram. This method can be very inaccurate due to uncertainties in determining the base line and errors in the measurement of the sample temperature. On the other hand, in strict peak temperature methods, expressions for the kinetic function $f(\alpha)$ are required. For practical reasons only simple and empirical algebric expressions, such as the $n^{th}$ order equation, are used. Those equations are almost all based on
approximations\textsuperscript{[133],[138]} and are considered proper largely because the actual kinetic functions are too complicated to be derived.

6. In other situations, the maximum rate temperature is often considered the same as the temperature at the constant amount transformed. However, this assumption is not always true and it is highly dependent on the reaction mechanism. Use of peak temperatures indiscriminately may lead to large uncertainties.

7. In general the effects of geometry on reaction kinetics is not considered. This limitation is the most especially pertinent for DSC to understand solid-state reaction kinetics in nanostructures.

In this chapter, an explicit form of a non-isotherm function for diffusion controlled kinetics is proposed that is based on Fick’s diffusion equation. This form is used to derive analytical expressions for DSC curves and their peak temperature that leads to a Kissinger-like analyses of diffusion controlled kinetics. Furthermore, in addition to the heating rate dependence of peak temperatures as revealed by all Kissinger-like analyses, our kinetic function is able to take laminate, cylindrical and spherical geometries into account by changing a single parameter. To illustrate the utility of this new relation, the change in temperature at the maximum in the first DSC peak with bi-layer thickness for a Zr – CuO nano-laminate thermite and a multi-layer Ni/Al aluminide are analyzed, and it is shown that data for the different bi-layer sizes all fall on the same straight line with an appropriate geometry scaling.
6.2 Formulation

The starting point is the one-dimensional mass diffusion equation

\[ \frac{\partial C(x,t)}{\partial t} = x^{-m} \frac{\partial}{\partial x} \left[ x^m D \frac{\partial C(x,t)}{\partial x} \right] \quad (6-1) \]

where the dimensionless Schvab-Zeldovich variable \( C(x,t) \) describes the degree of atom mixing at position \( x \) and time \( t \)\[^{116,119,139,140}\]. The initial conditions and \( C(x,t) \) are defined so that for the region initially containing the species responsible for exothermic reaction \( C(x,0) = 1 \), while throughout the region to which this species diffuses initially \( C(x,0) = -1 \). The quantity \( m \) in Eq. (6-1) denotes the geometry and the corresponding coordinate system in which Eq. (6-1) is defined. Values of \( m = 0, 1 \) and \( 2 \) correspond to laminates (Cartesian coordinates), wires (cylindrical coordinates) and spheres (spherical coordinates), respectively (see Figure 1). Diffusion is assumed normal to the interfaces between the initial regions for each structure (i.e. quasi-one-dimensional diffusion), and the kinetic parameters for diffusion are assumed to be the same for both regions. For the laminates this leads to a constant value of \( C(x,t > 0) = 0 \) at the interface between the different regions. This boundary condition is imposed on the solution for the cylindrical and spherical geometries, as well as the natural boundary condition \( \frac{\partial C}{\partial r} \big|_{r=0} = 0 \). Although prior studies suggest that thermite reactions, for example, are often regulated by oxygen diffusion\[^{141-143}\], Eq. (6-1) does not discriminate with respect to reacting species or diffusion mechanisms.
Based on the assumption that mass diffusion is the rate limiting process, DSC curves can be defined as

\[
DSC \left( \frac{T - T_0}{\beta} \right) = \dot{Q}(t) = \Delta H \frac{\partial}{\partial t} \int_{\Omega} C(x,t) d\Omega
\]  

(6-2)

where \(\Delta H\) is the enthalpy change for the chemical reactions, \(\Omega\) denotes the reaction region, \(T_0\) is the initial temperature and \(\beta\) is the heating rate.

The slab geometry consists of a bilayer with thickness \(L\) and periodic boundaries (i.e. an infinite number of layers). The reaction zone \(\Omega\) is every other layer of the laminate, and \(d\Omega = dz\). With this geometry an analytical solution to Eq. (6-2) can be obtained using a Green’s function\[144\] as

\[
DSC(t) = \frac{2D(t)}{\sqrt{\pi} \Theta(t)} \left( 1 + 2 \sum_{n} q^n + q^{(n+1)^2} \right)
\]

\[
\Theta(t) \equiv \int_{0}^{t} D(t)dt, \quad q \equiv -e^{-\frac{L^2}{4\Theta(t)}}
\]

(6-3)

where \(n\) is the order to which the analytical solution is truncated. The peak temperatures \(T_p\) can be obtained by finding the temperature at which the derivative of Eq. (6-3) with respect to \(T\) is zero,
Assuming a diffusion coefficient with an Arrhenius form \( k(T) = k_0 e^{-E_a/RT} \), and that the activation energy for mass diffusion is much larger than the Boltzmann factor at the peak temperature \( (E_a \gg RT_p) \), an approximate solution to Eqs. (6-3) and (6-4) can be found as

\[
2 \ln \frac{E_a}{RT_p} + \frac{E_a}{RT_p} = -\ln \frac{\beta L_z^2}{\beta_0 L_z^2} + \ln \frac{E_a D_0}{\beta_0 L_z^2 R \Theta_p}.
\]  

(6-5)

In this expression \( \Theta_p \) is a constant corresponding to the laminate, \( L_z \) is the bilayer total thickness, and \( \beta_0 = 1 \text{°C. min}^{-1} \) is a nondimensionalization factor for heating rates. Details of mathematical derivation from Eq. (6-1) and (6-2) to Eq. (6-5) are included in the Appendix.

In principle Eqs. (6-1) and (6-2) can also be solved for the cylindrical and spherical geometries using a Green’s function. However, it was found that the resulting expressions are complicated and it is impractical to find a simple analytical solution to Eq. (6-2) or Eq. (6-4). Recognizing this, Eq. (6-2) and Eq. (6-4) were solved numerically using a finite difference method with various system sizes and heating rates. The resulting DSC peak temperatures fit Eq. (6-5) very well by only altering the geometry constant \( \Theta_p \), which is 0.10, 0.54, and 0.24 for slab, cylindrical and spherical geometries, respectively. More details of these fits are given in the validation section below.

### 6.2.1 Analytical Derivation based on Diffusion Equations

In the one dimension case, the solution to Eq. (6-1) with time dependent diffusivity is well known\(^{[145]} \).
\[ C(x, t) = \frac{1}{2} \sum_{n=0}^{\infty} (-1)^n \left[ \text{erf} \left( \frac{x - (n + 1)L}{\sqrt{4\Theta(t)}} \right) - \text{erf} \left( \frac{x - nL}{\sqrt{4\Theta(t)}} \right) \right] + \frac{1}{2} \sum_{n=0}^{\infty}(-1)^n \left[ \text{erf} \left( \frac{x + (n+1)L}{\sqrt{4\Theta(t)}} \right) - \text{erf} \left( \frac{x + nL}{\sqrt{4\Theta(t)}} \right) \right]. \]  

Eq. (6-6) can be further simplified by applying Gauss's theorem:

\[ DSC(t) = \Delta H \left[ \frac{\partial}{\partial z} C(z, t) \right]_0^L = 2D(t) \Delta H \left. \frac{\partial C(x, t)}{\partial x} \right|_{x=0} \]  

Combining the above two equations yields Eq. (6-3). To obtain Eq. (6-5), an approximation must be made as shown in the following equation:

\[ \Theta(t) \approx \frac{RT^2}{\beta E_a} D(t). \]  

which comes from the asymptotic expansion. This approximation results in less than a 1% error in the temperature range of 0°C < T < 1300°C and the activation range of 30kJ/mol < E_a < 300kJ/mol. Substituting this approximation into Eq. (6-3) gives

\[ DSC(t) = \left( 1 - 2e^{-\frac{1}{4\Theta_t}} + e^{-\frac{1}{\Theta_t}} + \cdots \right) \sqrt{\Theta_t E_a} \frac{RT}{E_a} \]  

To locate the DSC curve peak position, \( \xi_p \) is treated as an independent variable, and a value for \( \xi_p \) is found that makes \( DSC'(\xi_p) \) zero, and then \( T_p \) is found from \( \xi_p \).

\[ DSC'(\Theta_t) = \frac{\partial}{\partial t} \left[ \left( 1 - 2e^{-\frac{1}{4\Theta_t}} + e^{-\frac{1}{\Theta_t}} + \cdots \right) \sqrt{\Theta_t E_a} \frac{RT}{E_a} \right] \approx \frac{\partial}{\partial t} \left[ \left( 1 - 2e^{-\frac{1}{4\Theta_t}} + e^{-\frac{1}{\Theta_t}} + \cdots \right) \sqrt{\Theta_t} \right] \cdot \frac{E_a}{RT}. \]  

An approximate is made here because \( E_a/RT \) always changes slowly compared to \( \Theta_t \) and therefore it can be viewed as a constant in the derivatives. The root of the above equation is independent of any system parameters can be found numerically as:
\[ \Theta_p \approx 0.10 \tag{6-11} \]

This equation together with the definition of \( \xi_t \) can predict peak temperatures as is given in Eq. (6-5).

### 6.2.2 Derivation based on the Isoconversion Assumption

Although the detailed derivation shown above from the Fick’s diffusion Eq.(6-1) through Eq. (6-5) is critical for understanding the approximations leading to Eq. (6-5), it is often too complicated to apply the same derivation to arbitrary geometries involving complicated kinetics. On the other hand, many empirical or semi-empirical kinetic functions (e.g. \( f(\alpha) \) and \( g(\alpha) \) discussed above) have been proposed over the past decades\cite{90,127,131,132,137,146,147}. Starting from one-dimensional controlled kinetics in a slab geometry, it is shown in this subsection how the geometric dependence can be derived from those kinetic functions despite many of them originating from uncertain assumptions.

It is well established\cite{148} that the rate equation for an infinite flat plane follows the parabolic law

\[ l^2 = kt \tag{6-12} \]

where \( l \) is the thickness of the product layer and \( k \) is an effective kinetic constant that is assumed to follow Arrhenius behavior \( k = k_0 \exp(-E_a/RT) \). Derivatives of Eq.(6-12) with respect to time give

\[ 2lldl = k_0e^{E_a/kT}dt = k_0e^{E_a/\beta}d\beta. \tag{6-13} \]

Integrating the two sides, applying the KAS approximation\cite{134} and taking the natural logarithm results in the expression
\[
2 \ln \frac{E_a}{RT} + \frac{E_a}{RT} = - \ln \frac{\beta l^2}{\beta_0 L_2^2} + \ln \frac{E_a k_0}{\beta_0 L_2^2 R^2} \quad (6-14)
\]

Eq. (6-14) is very similar to Eq. (6-5) except that Eq. (6-14) describes the dynamic balance between the thickness of the intermixing layer and the system temperature. Furthermore, if isoconversion is applied, which assumes that DSC curves always reach peaks at a fixed state of transformation\textsuperscript{[137],[147]}, \( l = \alpha L \) when \( T = T_p \). The resulting Eq. (6-15)

\[
2 \ln \frac{E_a}{RT_p} + \frac{E_a}{RT_p} = - \ln \frac{\beta L^2}{\beta_0 L_2^2} + \ln \frac{E_a k_0}{\beta_0 L_2^2 R \alpha^2} \quad (6-15)
\]

is almost the same as Eq. (6-5) except for small difference in the pre-exponential term, which indicates that the rate constant \( k \) in Eq. (6-12) is related to the inter-diffusion coefficient \( D \) by

\[ k = \alpha^2 D / \Theta_p. \]

Compared to the analysis in the previous section, the derivation based on an empirical kinetic function is much easier, although the predicted kinetic constant is not well defined.

Under the isoconversion assumption, the analysis is applicable to other kinetic systems. For example, the kinetic function for interface controlled reactions is described by Eq. (6-16)\textsuperscript{[127]}

\[
\frac{dl}{dt} = k_0 e^{\frac{E_a}{RT}}. \quad (6-16)
\]

This is an empirical function describing the reaction in flat plane systems\textsuperscript{[90]}. Performing operations similar to those above result in the expression

\[
2 \ln \frac{E_a}{RT_p} + \frac{E_a}{RT_p} = - \ln \frac{\beta L}{\beta_0 L_2} + \ln \frac{E_a k_0}{\beta_0 L_2^2 R \alpha^2}, \quad (6-17)
\]

which predicts that peak temperature is a function of combined factor \( \beta L \) instead of \( \beta L^2 \) as predicted by the parabolic law.
6.2.3 Thermal Conduction Modeling

In Eq. (6-2), temperature is assumed to increase linearly with time during the calorimetric scanning experiments. While this is true for ideal DSC experiments, for DTA experiments it is the heat flow to both the sample and the reference material that is constant. Temperature differences between the two are recorded and thermal input/output is computed. Hence, the temperature of the reference material increases linearly with time whereas the temperature of the sample increases non-uniformly throughout the experiments. To probe how the inclusion of heat exchange with the environment will affect the DSC curves as well as temperature profiles of the sample material, we introduce the following equation

$$C_p^s \frac{\partial T}{\partial t} = \kappa_{TC} (\beta t + T_0 - T) + DSC(t) \cdot C_0 \Delta H,$$

which gives the energy change in the sample material $C_p^s \partial T/\partial t$ as the sum of the heat conduction $\kappa_{TC} (\beta t + T_0 - T)$ and the heat generated from the reaction $DSC(t) \cdot C_0 \Delta H$. In these equations $C_p^s$ (kJ·m$^{-2}$·K$^{-1}$) is the heat capacity per unit area, $\kappa_{TC}$ (kJ·m$^{-2}$·s$^{-1}$·K$^{-1}$) is the heat conductance, $C_0$ is the initial concentration of diffusant, and $\Delta H$ is the reaction enthalpy. Eq. (6-18) is a first-order linear inhomogeneous ordinary differential equation. Its solution with initial condition $T(0) = T_0$ is

$$T(t) = T_0 + e^{-\alpha_{TC}t} \left[\frac{\alpha_{TC}}{\alpha_{TC} - 1} \beta e^{\alpha_{TC}t} (\alpha_{TC}t - 1) + \frac{\alpha_{TC}^2}{\alpha_{TC} - 1} \beta\right] + e^{-\alpha_{TC}t} \int_0^t DSC(t') \cdot C_0 \Delta H e^{\alpha_{TC}t'} dt'$$

(6-19)

where $\alpha_{TC} = \kappa_{TC} / C_p^s$ (s$^{-1}$) is the heat conduction rate. In this temperature profile $T(t)$ is a functional of $DSC(t)$ which in turn is dependent on temperature profile.
6.3 Model Applications and Validation

The equations derived in the last section are used to analyze QCM data for a nano-laminate thermite and aluminide, where we show that the geometry scaling not only reduces the scatter in the activation energy but also gives new insight into kinetic mechanisms leading to energy release. We also characterize the model in terms of DSC peak shape, and validate the geometry factors for modeling multi-layer cylindrical and spherical geometries.

6.3.1 Nano-Laminate Zr – CuO and Al – CuO Thermite

The experimental details regarding the synthesis and characterization of this system are given elsewhere, and so only a relatively brief description is given here.\[106\] Multiple layers of thermite reactants were deposited in an alternating geometry on C plane Sapphire by physical vapor deposition using dual beam magnetron sputtering sources positioned 180° from each other. Deposition rates were determined by X-Ray reflectivity. This process produces very sharp and relatively flat interfaces as characterized with TEM. The overall thickness of the sample was kept constant at (1088nm for Zr – CuO and 1069nm for Al – CuO) while the number of bi-layers was varied from 1 to 5. The thickness of a metal layer was kept proportional to its neighboring oxide layer so that the molar amounts of redox agents were balanced. The samples were characterized by constant heat flow DSC under Argon in a temperature range from100°C to 1200°C at five different heating rates of 5, 10, 15, 20 and 25 °C.min\(^{-1}\). For each sample a baseline was established by a second ramp done at the same heating rate and to the same final temperature. The temperature at which the first exothermic maximum was reached was recorded and is given in Table 6.1.
Table 6.1: Temperatures of the first DSC peaks measured for a Al/CuO and Zr/CuO nanolaminate

<table>
<thead>
<tr>
<th>Heating Rate (°C/min)</th>
<th>Zr – CuO 1st DSC peak temperatures (°C)</th>
<th>Al – CuO 1st DSC peak temperatures (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1BL</td>
<td>2BLs</td>
</tr>
<tr>
<td>5</td>
<td>436.0</td>
<td>371.5</td>
</tr>
<tr>
<td>10</td>
<td>453.1</td>
<td>392.7</td>
</tr>
<tr>
<td>15</td>
<td>462.5</td>
<td>453.4</td>
</tr>
<tr>
<td>20</td>
<td>428.1</td>
<td>440.7</td>
</tr>
<tr>
<td>25</td>
<td>496.7</td>
<td>406.1</td>
</tr>
</tbody>
</table>

Shown in Figure 6.2A and Figure 6.3A are the Zr/CuO data and Al/CuO from Table 6.1 plotted according to Kissinger plot. [130], [134], [149]–[151], i.e. Eq. (3-9) The solid lines are fits to the data for each set of bilayers (the columns of Table 6.1). There is considerable scatter in the data, with the slopes of the lines giving effective activation energies between 39 and 108 KJ/mole. Shown in Figure 6.2B and Figure 6.3B are the same data plotted according to Eq.(6-5). Plotted this way, which accounts for different layer thicknesses, the scatter in the data is significantly reduced, and the data are well described by a single line. The slope and intercept from a least squares fit to the data (the solid line in the plot) yields an activation energy of 73.5 kJ/mole and a prefactor $D_o$ of $4.58 \times 10^{-11}$ m$^2$/s for Zr/CuO composite and an activation energy of 122.1 kJ/mole and a prefactor $D_o$ of $8.73 \times 10^{-11}$ m$^2$/s for Al/CuO system.

$$\ln \left( \frac{\beta}{T_p^2} \right) = \ln \left( \frac{AR}{E_a} \right) - \frac{E_a}{RT_p}$$

(6-20)
Figure 6.2: Plots of the Zr/CuO data in Table 6.1. (A) Given as a Kissinger plot, i.e. Eq. (3-9). (B) Plotted via Eq.(6-5). Diamonds, squares, triangles, circles and ×’s correspond to 1-5 bilayers, respectively.
Figure 6.3: Plots of the Al/CuO data in Table 6.1. (A) Given as a Kissinger plot, i.e. Eq.(3-9). (B) Plotted via Eq.(6-5). Diamonds, squares, triangles and circles correspond to 1-4 bilayers, respectively.
Plotted in Figure 6.4 as the thick solid line is the diffusion coefficient predicted from the plot in Figure 6.2B over the temperature range at which the peak temperatures were measured. The thinner solid lines and the open diamonds are experimental data for self-diffusion of oxygen in Zr\textsuperscript{[152]–[156]}, while the dashed and dotted lines correspond to experimental data for oxygen self-diffusion ZrO\textsubscript{2} and in CuO, respectively\textsuperscript{[157]–[160]}. The length of the lines corresponds to the temperature region over which the measurements were taken. The effective rate from analysis of the DSC data is closest to that for oxygen diffusion in zirconium, although the slope (and hence activation energy) is not well matched to O in Zr.

There are several possibilities for why the DSC rates do not appear to match this self-diffusion data, including the assumption of a constant diffusion coefficient in our model for the diffusion of the reacting species throughout the system, the heating or dynamics specific to the reaction, or large concentration gradients that create driving forces that are different from those leading to self-diffusion. Nonetheless it is reasonable to assume that mass diffusion is the rate limiting step to this nano-thermite reaction under DSC conditions based on the scaling behavior with system geometry.

In addition to the temperature at the maximum in the first DSC peak, the model can be analyzed in terms of peak shape. Plotted in Figure 6.5 as the dotted lines is a set of experimental DSC curves for different numbers of bi-layers for Zr-CuO nanolaminates at a heating rate of 5K/min for each sample. The curves have been offset along the y axis for clarity. Plotted as the solid lines are the curves given by Eq.(6-3) with the sum in Eq. (6-3) fully converged. The filled circles indicate the peak positions used to help fit the kinetic data.
in Eq.(6-17), and the thick dashed curve shows the fit to those temperatures. For three bi-layers the experimental and model peak shapes matches reasonably well. However, for fewer bi-layers the experimental peak is sharper than the model, while for more bi-layers the experimental peaks are broader than the model. There also higher-temperature peaks in the experimental DSC peaks that are not part of our model.

To better understand the origin of the discrepancy between experimental peak shapes and those given by Eq.(6-3), a set of numerical calculations were carried out to explore the influence of heat transfer on the peak shape. These were carried out by solving Eqs.(6-1), (6-2) and (6-18) iteratively. Given the initial guess of temperature profile as $T^{(0)}(t) = \beta t + T_0$, the $DSC(t)$ curve is calculated from Eq. (6-3). The resulting $DSC(t)$ profile is then substituted into Eq. (6-19) to update the temperature profile. This is repeated until the temperature profile converges so that the stable temperature profile satisfies both Eq. (6-3) and (6-19).
Figure 6.4: Natural logarithm of diffusion coefficient as a function of the inverse of the temperatures times Boltzmann’s constant. The thick solid line is the diffusion coefficient predicted from the plot in Figure 2B over the temperature range at which the peak temperatures were measured. The thinner solid lines and the open diamonds are experimental data for self-diffusion of oxygen in Zr\textsuperscript{[152]-[156]}, dashed and dotted lines correspond to experimental data for oxygen self-diffusion ZrO\textsubscript{2} and in CuO, respectively\textsuperscript{[157]-[160]}. The line lengths correspond to the temperature over which the measurements were taken.

This iterative algorithm does not always converge. For example, the temperature profile will diverge if the heat conductance is under-estimated. This is reasonable because the rate of heat accumulation grows exponentially with the sample temperature while the rate of heat dissipation only scales linearly. In the extreme adiabatic case, thermite combustion is
likely to take place rather than slow reaction. On the other hand, the \(DSC(t)\) curve is not significantly changed with very high heat conductivity.

Plotted in Figure 6.6 are numerically-calculated peak shapes for a five bi-layer system and heating rate 5K/min. The heat capacity and reaction enthalpy were taken from the JANAFF tables\(^{[161]}\) and four different values of heat conductance \(\kappa_{TC}\) were used in addition to the analytic model. From the plot it is clear that peak shape is a strong function of the degree of heat transfer, which for the analytic model is essentially infinite (i.e. the temperature follows the programmed heating). Hence it is not surprising that the analytic model does not reproduce experiment peak shapes. On the other hand, the peak position varied only about 12°C between the analytic model and the lowest thermal conductance. Hence neglecting heat conductance does not appear to significantly change the kinetic data derived from this model.

Table 6.2: DSC peak temperatures as a function of heating rate and bilayer thickness for Ni – Al bimetallic multilayer system

<table>
<thead>
<tr>
<th>Heating Rate (K/min)</th>
<th>(L=20\text{nm})</th>
<th>(L=40\text{nm})</th>
<th>(L=80\text{nm})</th>
<th>(L=160\text{nm})</th>
<th>(L=320\text{nm})</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>496.9</td>
<td>503.2</td>
<td>514.4</td>
<td>525.8</td>
<td>541.0</td>
</tr>
<tr>
<td>40</td>
<td>506.8</td>
<td>513.6</td>
<td>525.6</td>
<td>534.7</td>
<td>552.4</td>
</tr>
<tr>
<td>80</td>
<td>516.4</td>
<td>526.3</td>
<td>534.5</td>
<td>547.0</td>
<td>564.5</td>
</tr>
<tr>
<td>160</td>
<td>526.1</td>
<td>538.8</td>
<td>544.9</td>
<td>557.6</td>
<td>578.2</td>
</tr>
</tbody>
</table>
Figure 6.5: DSC curves for a Zr-CuO nano-laminate for different numbers of bi-layers. Dotted lines are experimental data; the solid lines are from Eq.(6-3). The curves are offset along the y axis for clarity. The points are used to determine the diffusion kinetics, while the dotted line represents the fit of Eq.(6-5) to the experimental data.

6.3.2 Interpretation of Kinetics in a multi-layer Ni/Al Aluminide

Similar to thermite systems, multi-layer aluminides are comprised of alternating two-dimensional layers of aluminum metal and one other metal such as Ni, Ti, Mo and Zr. Heat is released by inter-diffusion and alloy formation, or by the formation of more stable phases as temperature is increased. Barmak, Michaelson and Lucadamo used DSC to study reactions in sputter-deposited Ni/Al multi-layer films. In their studies a 1:3 molar ratio of Ni/Al was maintained, with periodicities ranging from 320 nm down to fully co-deposited films.
Using x-ray diffraction, DSC, electrical resistivity measurements and transmission electron microscopy, they concluded that reactions of Ni and Al form either an ordered or amorphous NiAl phase at the inter-lamella interfaces during deposition for all thicknesses. For films with modulation periods smaller than about 20 nm, they observed a single peak in the DSC with a temperature at the peak maximum that is independent of layer thickness. For larger film modulations a second peak was observed at a higher temperature, and the temperatures at both peak heights increased with increasing layer thickness. For both peaks, the authors used a Kissinger analysis for each modulation size above 20 nm to determine activation energies for the processes contributing to reaction. The resulting activation energies for each layer thickness for the first peak showed considerable scatter, and ranged from 1.25-1.55 eV, with no apparent correlation to modulation size.

Figure 6.6 Peak shape calculated from Eq.(6-19) for different values of thermal conductance.
The peak temperatures for the first DSC peak for different modulations sizes for these systems, which were read from the Fig. 8 in reference [89], are shown in the Table 6.2. Plotted in Figure 6.7a and b is this data scaled according to Eq. (6-5) and Eq. (6-17), respectively. For the former the data falls on separate curves, while for the latter all of the data falls on a single curve. This indicates that in this Ni – Al system the reaction captured by the 1st peak of in the DSC traces is governed by the linear growth law as described by Eq. (6-17) rather than diffusion controlled kinetics as described by Eq. (6-5). This is consistent with the analysis of Barmak, Michaelson and Lucadamo, who interpreted their growth kinetics in this regime as being a planar phase transition that is heterogeneously nucleated all along the interface, as opposed to homogeneous nucleation within the layers. This conclusion could not be made from a traditional Kissinger analysis. The data scaled as in Figure 6.7b also reduces the scatter in the data, and allows an activation energy to be determined with less statistical uncertainty. This rescaling yields an activation energy of 1.50 eV, which is slightly higher than the average value of 1.42 eV given in reference [89].

6.3.3 Cylindrical and Spherical Systems

It was stated above that Eq.(6-5), which was derived for a laminate structure, could be equally well applied to cylindrical and spherical geometries if a different geometry factor is used. To explored the extent to which this approximation holds, we compared the analytic prediction of Eq. (6-5) with the proper geometry factors to DSC data generated for multi-layer nano-wires and nano-particles by numerically solving Eq. (6-1), (6-2) and (6-4) for
these respective structures along the radial direction. Calculated data was used because of the lack of suitable experimental data for systems of this type.

Figure 6.7: Plot of data from Table II. (a) Scaled according to Eq. (6-5). (b) Scaled according to Eq. (6-17).

Plotted in Figure 6.8 is the inverse of the calculated peak temperatures as a function of the scaling factor $\beta L^2$ (on a logarithmic scale) as suggested by Eq. (6-5). Two sets of activation energies and pre-exponential constants for the diffusivity were used, $E_a = 50 \text{ kJ/mol}$, and $D_0 = 2 \times 10^{-13} \text{ m}^2/\text{s}$, and $E_a = 300 \text{ kJ/mol}$ and $D_0 = 1 \times 10^{11} \text{ m}^2/\text{s}$. The data include radii of 250-1000 nm, bi-layer sizes of 1, 2, 3, and 4, and heating rates heating of 5, 10, 15, 20 and 25 °C/min. The numerical results scale reasonably linearly on this plot for all geometries and both sets of diffusivity parameters, and the slopes of these lines were used to determine the geometry factors $\Theta_p$ given above. As stated above, although
Eq. (6-5) was derived for laminar geometries, it appears to work well for other geometries with an appropriate geometry factor.

Figure 6.8: Plot of data from numerical DSC curves for laminar, cylindrical and spherical multilayer systems scaled as given by Eq. (6-5).
6.4 Conclusions

A new expression is derived for DSC curves for solid-state reactions with diffusion controlled kinetics. Based on Fick’s diffusion equation, the new form is used to derive an analytic expression for the temperature at the maximum peak height that is similar in form to a Kissinger analysis, but that explicitly takes into account the system geometry. It was found that this expression, which was derived for laminar geometries with alternating initial compositions, is also applicable to cylindrical and spherical multi-layer geometries with an appropriate change in a geometry constant.

The new expression was used to analyze two reactive multi-layer nano-laminate systems, a Zr/CuO thermite and an Al-Ni aluminide. In both cases an appropriate scaling of DSC peak temperatures by layer thickness yielded activation energies that fall on a single line, and that have values that can be derived with a higher level of precision than those determined from a traditional Kissinger analysis. The for nano-laminate thermite the data scaled with the square of the bi-layer thickness, while for the aluminide the data scaled with the thickness, suggesting two different types of underlying kinetics.

The peak shape given by the analytic expression as well as numerical solutions to the kinetic equations was characterized as a function of the degree of heat dissipation. It was found that although the peak shape is highly sensitive to heat dissipation, the temperature at the peak height is not a strong function of heat dissipation. This helps establish the limitations of this expression in terms of describing DSC data.
Chapter 7 Simulation of Electric Ignited Self-Propagating Reaction in Nano Thermites

based on Diffusion-Controlled Kinetics

7.1 Introduction

As discussed in the Chapter 5.3.1, the conventional way of modeling self-propagating reactions in energetic materials include mainly heat and mass diffusion. However, this approach has some apparent drawbacks:

8. It is isolated from DSC/DTA analysis. In conventional thermal analysis, reactions are controlled by a linear rising temperature. The maximum sample temperature is usually below the melting temperatures of the comprising components and the rising rate is normally below 1°C/s. Hence the reaction rates are usually moderate and can be modeled by empirical functions as summarized in Table 5.4. In contrast, in the studies of self-propagating reactions, the maximum temperature is normally higher than the melting temperature of any comprising components and the local temperature rising rate can be as high as $10^5 - 10^7$ °C/s\cite{96}. How to build a model that is consistent with both cases is still an unsolved challenge.

9. Despite many research efforts in simulating self-propagating reactions in NEMs, only in very few cases has particular attention been given to the reaction mechanisms at the level of nano thin films. From a chemical viewpoint, the major criticism of the commonly accepted approach is its oversimplified account of the chemical kinetics. As a matter of fact, multistep mechanisms are clearly suggested by experimental results.
10. A major issue plaguing both the understanding of the self-propagating reaction mechanisms and the practical use of NEMs is that the method of sample preparation often plays a large role in the observed reactivity. Even with the same technique, sample-to-sample variations may be significant enough to alter the reactivity. These issues have led to the needs for better ways to describe micro-mechanisms of thermite reactions.

In this chapter, computer simulations find use in two ways. First of all, a comprehensive computer simulation model that includes various process parameters is presented. Parameters can be determined according to experimental data, and the trained model can then be utilized to predict physical/chemical properties of NEM samples with diverse initial structures. This can help unveil how the initial design of NEMs affects each kinetic process and how it acts on the overall reactions. Then proper designs of NEMs can be constructed by computer simulations to tailor the mass transport and energy release.

Second, micro mechanisms of thermite reactions are still controversial. For example, no conclusions have been made for the questions that which of the two process, the metal diffusion to the oxides or the oxide diffusion to the metal, dominates thermite reactions. Answers to the question are likely different under different situations. In our study, competition among various mechanisms are summarized in a comprehensive model with various process parameters that can be trained by experimental physical/chemical properties, such as Differential Scanning Calorimetry (DSC) curve, of well-structured NEMs. Resulting parameters can qualitatively characterize the interaction among all dynamic processes.
this research, details of the numerical model are reported and corresponding results are present to show how computer simulations aid the design of NEMs materials.

7.2 Electric Ignition Experiments and Setups of Numerical Simulations

Synthesis details of laminated structures were given in the section 6.3.1 and elsewhere\cite{102}, and so only a relatively brief description is given here. Multiple layers of thermite reactants were deposited in an alternating geometry, and cut to 1cm × 1cm to ensure comparison of equal amounts of reactants. To enable electric ignition, platinum conductors were introduced either on the two sides of the laminates, as illustrated in the Figure 7.1a, or embedded in the surface of the laminates, as shown in Figure 7.1b. A constant electric potential (\(V_0 = 0.1\)) was applied on the two Pt conductors on the two sides of the laminates or along the Pt wire on top of the laminates.

Three distinctive numerical simulations were carried out in this research. The three examples described have significantly reduced the computational burden by mapping nano-laminate dynamics to two dimensions. Further studies will emphasize similar mappings where appropriate, as well as fully three-dimensional systems where needed.

Illustrated in the figure below are three example sets of numerical simulations, one that treats the X-Y cross sections and the other two treat X-Z cross sections. Formulations of each models are presented in the following three subsections and results are given and discussed in the next sections.

The details and general results of the two simulations are presented in the Figure 7.1.
7.2.1: On interface parallel planes

In this scheme, a set of coupled partial differential equations and associated numerical solver was developed to model nano-laminate reactivity at the continuum level. As detailed below, this simulation incorporates electrostatics, Joule heating, energy dissipation, mass transport, melting and chemical dynamics.

Figure 7.1: Geometries of Al-CuO multiple layer nano-laminate modeled by continuum dynamics. (a) Alternating laminates of Al and CuO thin foils with Pt conductors on the two sides. Marked lengths are: L1 = 1mm, L2 = 8 mm, L4 = 1cm, L5 = 1cm, L6 = 500nm, L7 = 500nm. The Z direction of each layer is thin and mapped into a two-dimensional model. (b) X-Y cross section where each block represents a mono-layer of either Al or CuO. A thin Pt wire is embedded in a CuO layer on the top. The Y direction is homogeneous and mapped to a two-dimensional model. (c) The same as geometry (b) except for top layer.
Due to the symmetry along the z direction, the reactive models were restricted to two dimensional Cartesian coordinates to reduce the computational burden. Two layers that correspond to metal and copper oxide were included in the system. Energy flow across the two layers is described by the heat conduction law

\[ \dot{Q}_{T,C} = \kappa_{T,C} \Delta T \]  

(7-1)

where \( \dot{Q}_{T,C} \) is the heat conduction rate, \( \kappa_{T,C} \) is the interfacial thermal conductance and \( \Delta T \) is the temperature drop between the two layers.

Other processes such as Joule heating, mass and heat transport (Fourier and Fick laws) chemical reactions and phase transformations (melting) are described by in-plane partial differential equations. For example, in-plane heat transport is assumed to follow Fourier’s law:

\[ \rho_m C_{p,m} \frac{\partial T}{\partial t} - \nabla \cdot (\kappa_T \nabla T) = \dot{Q}_{T,C} + \dot{Q}_r + \dot{Q}_m + \dot{Q}_e \]  

(7-2)

where \( \rho_m \) is the mass density, \( C_{p,m} \) is the specific heat capacity per unit mass, \( \kappa_T \) is the thermal conductivity, and \( \dot{Q}_r \) is the heat generation rate from chemical reactions. The latter quantity has a positive value for exothermal reactions and a negative value for endothermic reactions. \( \dot{Q}_m \) represents the heat change rates by phase transition, in our case, melting. \( \dot{Q}_e \) is the heat generation rate due to joule heating which is described by:

\[ \dot{Q}_e = J_e \cdot E = (\sigma_e E) \cdot (E) = \sigma_e |\nabla \varphi_e|^2 \]  

(7-3)

where \( J_e \) is the electric current density, \( E \) is the electric field strength, \( \sigma_e \) is the conductivity of the conductor and \( \varphi_e \) is the electric field potential. The conductivity is taken as a function of spatial coordinates and temperature as
\[ \sigma_e = \frac{1}{\rho_e} = \frac{1}{\rho_{e0}[1 + \alpha_{e0}(T - T_{e0})]} \]  

(7-4)

where \( \rho_e \) is the electric resistivity of the conductor and \( \rho_{e0} \) is the resistivity at reference temperature \( T_{e0} \). The parameter \( \alpha_{e0} \) is an empirical parameter fitted to experimental data.

According to Maxwell’s equation, the electric potential field follows Laplace's equation

\[ \nabla(-\sigma_e \nabla \varphi_e) = 0 \]  

(7-5)

Thermite reactions are taken into account in different forms depending on the reaction stoichiometry. For example, the cupric thermite reaction with pure aluminum is

\[ \text{Al} + \frac{3}{2} \text{CuO} \rightarrow \frac{1}{2} \text{Al}_2\text{O}_3 + \frac{3}{2} \text{Cu}, \ \Delta H = 595 \text{ kJ/mol} \]  

(7-6)

In our calculation, the extent of reaction is calculated from \( f_{v,\text{Al}} \), which describes how much volume fraction of Al is been reacted. The heat generation rate from reaction can then be computed as

\[ \dot{Q}_r = \dot{\xi} \cdot \Delta G_f = \frac{\rho_{m,\text{Al}} \dot{f}_{v,\text{Al}}}{M_{\text{Al}}} \Delta G_f \]  

(7-7)

In addition, the reaction rate of Eq. (7-1) is assumed to follow an Arrhenius law

\[ \dot{\xi} = A e^{-\frac{E_a}{RT}} \]  

(7-8)

where \( E_a \) and \( A \) are the activation energy and pre-exponential, respectively. Unless known from other sources, these are taken as parametric quantities in our modeling.

Similar to chemical reactions, melting of a substance \( \alpha \) is described by \( f_{l,\alpha} \), the fraction of liquid phase to total substance. In general

\[ \tilde{\rho}_{m,\alpha} \Delta H_{m,\alpha} f_{l,\alpha} = \dot{Q}_{m,\alpha} \]  

(7-9)

where \( \tilde{\rho}_{m,\alpha} \equiv f_{v,\alpha} \rho_{m,\alpha} \) and \( \Delta H_{m,\alpha} \) are the effective mass density and the enthalpy change of melting of substance \( \alpha \), respectively.
Periodic boundary conditions for $y = 0$ and $y = L_4$ were used. Fixed boundary conditions for temperature and electric potential at $x = 0$ and $x = L_5$ were used, i.e.

$$
T|_{x=0} = T|_{x=L_5} = 0
\quad
\phi|_{x=0} = 0, \quad \phi|_{x=L_5} = 0.1
$$

(7-10)

Free surface boundary conditions for all other variables and other boundaries were used, e.g.

$$
\frac{\partial \phi}{\partial x}|_{x=0, L_5} = 0.
$$

Equations (7-1) - (7-10) define a complete set of partial differential equations that are being investigated by numerical simulation.

7.2.2: Simulation along the Interface Perpendicular Plane

Different from the first set of simulations, simulations on the XZ plane has allowed us to model mass and energy transport across alternative layers. This emphasizes the following aspects:

11. It is able to deal simultaneously with different mechanisms and further can be used to determine if (and where) there is a rate limiting step. For example, competition between oxygen and metal ion transport can be quantified;

12. Instead of only two layers, this simulation can model any arbitrary arrangement of the laminate structure. Therefore the factor of specific interface area can be taken into account.

13. In this configuration anisotropy is considered. More specifically, coordinates in the Z direction are discretized such that each grid point corresponds to one atomistic layer. This allows chemical reactions between atomistic layers to be treated differently from
chemical reactions happening in the bulk. More Details are given in discussion of reaction (7-12) in the following.

Step functions of mole density of different substances are used to represent laminate structures. For example, \( n_{Al}(x, z) \) describes how many moles of pure Aluminum per unit area is in the X-Z plane, i.e. the dimension of \( n_{Al} \) is mole/m\(^2\). Furthermore, many processes are incorporated in this simulation. In addition to the general conservation law of mass and energy, those processes can be categorized into three groups.

(i) Chemical Reaction: Take cupric thermite reaction with pure aluminum as an example. It includes three elementary reactions, considered in Eq. (7-11), and two phenomenological reactions, as given in Eq. (7-12).

\[
\begin{align*}
Al + 3/2 O & \rightarrow 1/2 Al_2O_3 \\
2CuO & \rightleftharpoons Cu_2O + O \\
Cu_2O & \rightleftharpoons 2Cu + O
\end{align*}
\]

(7-11)

\[
\begin{align*}
Al + 3CuO & \rightarrow 1/2 Al_2O_3 + 3/2 Cu_2O \\
Al + 3/2 Cu_2O & \rightarrow 1/2 Al_2O_3 + 3Cu
\end{align*}
\]

(7-12)

where the two direction harpoon symbol denotes reversible reactions while single direction refers to non-reversible reactions. Eq. (12) is not simply the linear combination of Eq. (7-11). This is because we assume that reaction (12) only happens between two atomistic layers through surface reconstruction other than ion transport as Eq. (7-11).

(ii) Ion transport: In this model all aluminum, copper and oxygen ions are considered as mobile. Flick’s law is used to describe ion transport phenomenon with diffusivities taken from the Kakusan database\(^{[158]}\).
(iii) Heat transfer and phase transformation: The same as in the other configuration, melting of all substances is considered. In contrast, however, anisotropic heat transfer is treated along the X and Z directions. This is because discretization along the Z direction is at the atom scale. Continuous thermal transport laws, such as Fourier’s law, are no longer applicable. Instead we assume that energy flow across the atomistic layers follows the thermal conductance law as described in Eq. (7-1) and the thermal conductance is dependent on local composition of substances and temperature. Values are estimated from the online interfacial thermal conductance database (ITC)[159].

Each process corresponds to a phenomenological equation. However in general only two partial differential equations are solved in addition to the differential equations involving chemical reactions. The first one involves mass diffusion and balance

\[
\frac{\partial n_\alpha}{\partial t} = \nabla \cdot (D_\alpha \nabla n_\alpha) + \sum_l \dot{n}_{\alpha,R_l} \tag{7-13}
\]

where \( \alpha = Al, Cu, Cu_2O, \ldots \) refers to different substances and \( \dot{n}_{\alpha,R_l} \) refers to the change in the number of atoms of substance \( \alpha \) due to reaction \( R_l \). Similar to the mass transport equation, the energy equations is

\[
\sum_\alpha n_\alpha C_{p,n} \frac{\partial T}{\partial t} = \nabla \cdot (\kappa_T \nabla T) + \dot{Q}_{R_l} \tag{7-14}
\]

where \( C_{p,\alpha} \) is the standard specific heat (per unit mole) of material \( \alpha \) and \( \dot{Q}_{R_l} \) is the heat released/consumed during chemical reaction \( R_l \).
Chemical reactions can be described by ordinary differential equations whose forms are dependent on the order of the chemical reactions. Take the first reaction in Eq. (7-11) as an example; its governing equation is

\[
\dot{n}_{Al,R(7-11)} = k_{R(7-11)}[O] \\
\dot{Q}_{Al,R(7-11)} = \dot{n}_{Al,R(7-11)} \times \Delta G_{R(7-11)}
\]  

(7-15)

where \([O]\) is the atom fraction of oxygen ion and \(\Delta G_{R_i}\) is the standard free energy change.

Equations (7-13)- (7-15) define a complete set of partial differential equations that can be investigated by numerical simulations.

### 7.2.3: Parameterization of model-based DSC curves

This simulation study is almost the same as the previous one except that the joule heating is removed from the system as shown in (7-1)c. Instead, we set the temperature increase at a constant speed, known as the heating rate \(\beta \ ([K/s])\) in DSC experiments. The DSC curve was calculated by simulation based on following algorithms.

14. Set the temperature of the system to \(T\) and be homogenous.

15. For a short period of time \(\delta t\), simulate all chemical reaction processes described by Eq. (7-11) and Eq. (7-12). Record overall enthalpy change \(\delta H\) and heat output rate \(\dot{\delta H}/\delta t\).

16. Recalculate the specific heat capacity after chemical reaction simulations and record heat input rate \(\sum_{\alpha} n_{\alpha} C_{p,n} \delta T / \delta t\).

17. Update the temperature of the system to \(T + \delta T\) and repeat step 1-3 until a preset terminal temperature is reached.
7.3 Results and discussion

Plotted in the Figure 7.2 are calculated temperature profiles from simulations of the first configuration discussed above. The two levels in panel (a) correspond to aluminum and copper oxide layers. At 0.001 s after the voltage is applied the platinum leads heat quicker than both laminate layers, while the aluminum layer heats quicker than the copper oxide due to the higher resistivity of the latter. At time 0.025 s (panel (b)) both laminate structures have the same temperature due to heat transfer that approaches the metal leads. Plotted in panel (c) are the temperature profiles at 0.027 s, which is after initiation of the thermite reaction. At this applied voltage initiation of the thermite reaction occurs near the region where the thermite and lead meet. This results in extreme transient temperatures as apparent in panel (c).

Figure 7.2: Temperature profiles that demonstrates the different stages during joule heating and thermite reaction. (a) t=0.001s. (b) t=0.025s. (c) t=0.027s. The small time and large temperature difference between panels (b) and (c) compared to those between panels (a) and (b) is consistent with the delay time and rapid reaction observed experimentally.
The highest temperature at the combustion front (also known as the adiabatic temperature) in the numerical experiment is about 2269K. This is in good agreement with previous reported adiabatic temperature (~2846 K) for the CuO/Al reaction by Zhang and Richmond[160]. The propagation speed for the combustion front is about 1m/s, as shown in the Figure 7.4. This is also consistent with previous experimental research that reported a propagation velocity of 1 m/s for 1μm bilayer thickness CuO$_x$/Al thermites[161].

Figure 7.3: Logarithm of time before initiation vs. pre-exponential component with $E_a=150\text{kJ/mol}$ and applied potential $V_a=0.1 \text{ V}$. 
Plotted in the Figure 7.3 is the time before the rapid rise (thermite initiation) in the simulation as a function of the pre-factor in the reaction Arrhenius rate for constant activation energy of 150kJ/mole and an applied voltage of 0.1 eV. Smaller prefactors require longer times and hence more Joule heating before the self-sustaining reaction is initiated. From an analysis of this numerical data it appears the dependence of the time to initiation on the pre-factor is a power law. As far as we know, this behavior has not been reported before for at least two reasons. First of all normally one set of constant pre-factor and activation energy is assumed for one type of thermite. Secondly, in most of the published research only the pre-exponent and activation energy for diffusion is constant because the reactions in thermite combustion are considered controlled.

In traditional thermite modeling kinetic parameters such as activation energy and pre-exponent factor of the rate determining step is determined by comparing calculated reaction propagation speed to experiment values\cite{162}, \cite{163}. In our simulation, we found that the reaction propagation speed is relatively independent of the pre exponent factor, but strongly correlated to activation energy as shown in the Figure 7.4 and Figure 7.5. This result is similar to the relationship of combustion wave speed and activation energy in metal powder combustion experiments\cite{162}, \cite{163}.
Figure 7.4: Dependence of reaction propagation speed on pre-exponential constant of Eq. (7-6).

Figure 7.5: Dependence of reaction propagation speed on activation energy of Eq. (7-6).
Figure 7.6: The wire heating experiment. (a) The experimental setup, in which a Pt wire is embedded in the top CuO layer, and Joule Heating is applied by applying constant electric potential on the two sides of the Pt wire. (b) The SEM image of the cross section of the final product. (c) The composition mesh of CuO in the final state in the simulation II. (d) The temperature profile before ignition.

In the wire heating case, the heating source comes from the Pt wire on top of the sample as illustrated in Figure 7.1b and Figure 7.6a. In experiments, we found that the combustion can be ignited quickly by Joule Heating in the Pt wire. However, the combustion was localized to a very narrow region and did not propagate to other regions. We believe that
this is due to the competition between the joule heating from the Pt wire and the heat
dissipation to the substrate. First of all, the joule heating in the Pt can heat the Pt wire up to
800K quickly within 0.05 seconds at which the combustion can be ignited. On the other hand,
the heat will diffuse quickly into the substrate due to the contact conductance between the
sample and the substrate. Overall, the heat source from the Pt wire and the heat contact
conductance on the bottom creates a temperature gradient across the sample as shown in the
Figure 7.6d. The temperature profile leads to a strip pattern of the reaction region as shown in
the Figure 7.6b.

To make sure our simulations is consistent with conventional thermal analysis
(DSC/DTA) results, DSC curves are also calculated based on the numerical simulation.
Compared to the DSC curve generated in the Chapter 6, numerical simulation in this case
incorporates more information:

![Comparison of DSC curve obtained from simulation (a) and from experiments (b).](image)

Figure 7.7: Comparison of DSC curve obtained from simulation (a) and from experiments (b). Note
that the units of x axis are Kelvin for (a) and Celsius for (b) respectively.
1. In Chapter 6, only mass diffusion is considered since it assumes that diffusion controls the reaction. In this chapter, all five reactions as listed in Eq. (7-11) and Eq. (7-12) are taken into consideration.

2. In Chapter 6, mass diffusivities are dependent on the temperature only. But in this chapter, they are also dependent on the composition of various materials and phases.

3. In Chapter 6, reaction rates are considered. In this chapter they are included in the Eq. (7-15) and are considered as functions of material contents, temperature and phases.

The resulting DSC curves show similar behavior as they were in Chapter 6. This result confirms that the assumptions that reactions are diffusion controlled are valid. In addition this results proves that reaction constants such as pre-exponents or activation energies can play an important role in the thermite combustion as shown in the above text and also do not overshadow the control of mass diffusion.
Chapter 8 Proposal for using nano-reactive materials for hyperthermia cancer treatment

Nano materials have been widely used for cancer therapy; examples include targeted drug delivery, enhanced magnetic imaging, and hyperthermia treatment. The fundamental basis for all the applications is that the nano particles accumulate in the tumor cells.

8.1 Nano-material and cancer targeting

In the battle against cancer, effectiveness of a treatment is usually directly related to the treatment’s ability to target and attack the tumor cells. Conventional cancer treatments such as chemotherapies and radioactive therapies are non-specific. This results in deleterious side effects as anti-cancer and radiation attacks healthy cells in addition to pathogen tumor cells. Furthermore, tumor cells usually resist drugs at the tumor level. The poor vascular structure in the tumor region can build a drug resistance shell preventing intravenously distributed therapeutic agents being delivered to the tumor region. In contact, if carefully designed nano particles can utilize the vascular structure of tumor cells and accumulate automatically in the tumor cell by virtual of the well-known Enhanced Permeability and Retention (EPR) effect.

Generally speaking, nano particles have a relatively uniform size distribution and have an average size of several tens of nanometers. This allows them to pass easily through tumor cells with leaky, hyper-permeable membrane whose pore sizes range from 100nm to 1200nm\cite{164}, \cite{165}. In addition, tumors have higher than normal interstitial pressure due to their
lack of organized lymphatic system. The resulting outward interstitial drainage fluid flow drives normal tissues away from tumor but has little impact on the nano particles, which can enter the interstitium and be entrapped in the tumor\textsuperscript{[166]}. Nano particles are usually coated with hydrophilic polymers. Conventional nano particles without hydrophilic coatings would be accumulated in the mononuclear phagocytes system (MPS) organs such as liver, spleen, lung or bone marrow if administered intravenously. This metabolism route has been demonstrated in vivo in various animals. Detailed research carried by\textsuperscript{[167]} showed that doxorubicin coated nano-spheres were opsonized and cleared by the MPS quickly after intravenous administration resulting lower concentration of anti-cancer agent in the tumor region than the case when free doxorubicin was administrated.

Aside from nano particles’ having higher retention times than normal tissues, targeted drug delivery for nano particles can be further enhanced by other approaches, such as surface-modification with agents targeting to tumor specific molecules and angiogenesis process. Tumor cell targeting, also known as the tumor-activated prodrug targeting or antibody targeting, coats the nano particles with linkers (usually ligands) that bind to specific accepters on the surface of tumor cells but not the surface of healthy cells. For example, it has been found that the folate receptor is significantly over expressed in many cancers, such as lung, ovarian, brain, neck, head, renal and breast cancers\textsuperscript{[168],[169]}. Methotrexate (MTX, an analogue of folic acid and a frequently used targeting agent for folate accepter) coated ion-oxide nano particles showed high uptake level in human cervical cancer cells uptake studies\textsuperscript{[170]}. A great example of utilizing folate acceptor comes from the work done by Sonvico et al\textsuperscript{[171]}, in which the uptake of folate-conjugated ion nanoparticles by the different
cells were investigated in vitro. The results showed that the uptake number of nanoparticles can be as high as 46, 307 and 65 per cell by human epithelial mouth carcinoma cells, human breast adenocarcinoma cells and human cervix adenocarcinoma cells, respectively.

A tumor cell can grow steadily by passive nutrient diffusion until its size reaches about 2 mm$^3$ beyond which phase the angiogenesis process is required to support further expending of the tumor mass. Angiogenesis targeting as the drug delivery scheme has become the subject of intensive research and has generated numerous innovations for decades$^{[172],[173]}$. The Angiogenesis is especially important in nano particle cancer therapies for at least two reason: (i) the EPR effect shows up only when the angiogenesis process is developing due to the abnormal growth of tumor vessels and tortuosity of the neovascular$^{[172],[173]}$. (ii) Angiogenesis process has been proven critical for the growth, invasion, migration and proliferation of solid tumors. Regulating the neovasculature has been proven effective in preventing tumors translating to the metastatic form which are capable of spreading to other parts of the body$^{[165],[174],[175]}$.

8.2 Nano material and magnetic hyperthermia treatment

Magnetic hyperthermia cancer treatment is a therapeutic procedure in which magnetic particles targeted cancer cells are exposed to high frequency alternating magnetic field (AMF), and accordingly the temperature of tumor loaded tissue is raised to hyperthermia temperature ($42^\circ\text{C} - 45^\circ\text{C}$) due to various relaxation processes and magnetic losses. The rationale is based on the fact that tumor cells being subject to a careful controlled high temperature are more fatal than normal cells because of their abnormal activity, compact
vascular structure and having difficulty dissipating the heat. Early use of hyperthermia usually requires an external magnetic field: Magnetic particles that were injected intravenously or through intra-arterial were directed to the specific sites of the body by external high strength magnets such as rare earth magnets or electromagnets. After magnetic particles are concentrated at the tumor sites, those cells can be killed by AMF heating or anti-cancer drug carried by magnetic particles and released by changing other physiological conditions such as pH or local temperature. Among all the magnetic hyperthermia methods, magnetic nano particle (MNPs) hyperthermia is gaining increased scientific and technological interest due to many attractive possibilities it may offer. First, as nano particles it offers promising capability of targeting tumor cells as mentioned previously. Second the nano particles are magnetic and hence will response to an external magnetic field. This makes them useful to enhance the detection and diagnosing of the tumor with the magnetic resonance imaging (MRI) and to deliver pharmacological active drug to tumor sites under the external magnetic field guidance and release them by AMF heating.

MNP hyperthermia is only one branch of the overall hyperthermia family as shown in the Figure 8.1. A close relative of MNP hyperthermia therapy implants macroscopic magnetic grains directly into the tumor sites. These magnetic grains will then serve as thermal seeds under AMF. Comparing to MNPs, the magnetic seed procedure is less selective and cannot target tumors at the cell level. However it is cheaper and is easier to control. Hence it has been used in clinical practice already while MNP hyperthermia is still in phase II trials. In addition to using magnetic particles (either microscopic or macroscopic scale), localized hyperthermia can also be achieved by magnetic induction in which body
tissue is exposed to high frequency AMF directly and conduction current flow is induced therefrom. Researchers have found that the temperature in many tumors, even if they are at the center of the patients, can be elevated to 42°C and above by magnetic induction procedure. Aside from localized hyperthermia, the whole body hyperthermia therapy is often mentioned has found use as a complimentary procedure to conventional cancer treatments for a long time. In fact it can be traced back to 5,000 BC when Parminides, a Greek Physician said “Give me a chance to create a fever, and I will cure any disease”.

![Diagram of hyperthermia treatments in oncology]

Figure 8.1: Sketch of the family tree for hyperthermia treatments in oncology
8.3 Magnetic hyperthermia treatment & specific loss power

The efficiency of heat generation in magnetic hyperthermia treatment is measured by the specific loss power (SLP) or specific absorption rate (SAR). The two terms are often used indiscriminately because they both are the measure of heat dissipation/generation rate in the target tissue; thy both have the same unit: W/g and they both depend on the average size, magnetic permeability, and the average density of nanoparticles, AMF magnitude and so on.

In theory, high as possible SLP values are desirable. Higher heat generation efficiency means fewer amounts of magnetic particles are required to elevate the tumor tissue temperature and hence brings less degree of side effects to the patients. In the past decades tremendous efforts have been dedicated to the quest to synthesize magnetic nanoparticles with optimum SLP characteristics. SLP values reported by the overwhelming majority of these researches are in the range of 10 – 500 W/g\cite{176}-\cite{178} while some extraordinary results have also been reported. For example Hergt et al. reported that SLP of bacterial magnetosomes can be as high as about 1000 W/g under 410kHz and 10kA/m AMF. By taking advantage of the exchange coupling between an inner magnetic core and outer magnetic shell, Lee et al. was able to tune the SLP value of core–shell magnetic nanoparticles to as high as 4000 W/g under a frequency of 500kHz and an amplitude of 37.3kA/m AMF.
8.4 Hyperthermia treatment using nano energetic materials

Based on the DSC thermograph, the DSC peak value can be as high as 500 W/g even though it is reduced because the DSC of the second ramp was subtracted from the first one for baseline refinement. This value is comparatively high with that of specific loss power (SLP) in the magnetic nano particle (MNP) hyperthermia cancer treatment in which MNP targeted cancer cells are exposed to high frequency alternating magnetic field (AMF). Due to various relaxation processes and magnetic losses, the magnetic particles loaded tumor cells can be heated to hyperthermia temperature (42°C – 45°C) at which tumor cells are more fatal than normal cells because of their abnormal activity, compact vascular structure and having difficulty dissipating the heat. In cancer treatment, the biggest problems come from the spreading and fast proliferation of metastasis tumor cells, which are hard to detect or remove by surgery. Nano particles, thanks to the well-known Enhanced Permeability and Retention (EPR) effect\textsuperscript{[175],[179]–[181]}, can pass through and be entrapped in the tumor cells that have leaky, hyper-permeable membrane with pore sizes ranging from 100nm to 1200nm. Because of this, MNP hyperthermia cancer treatment was placed a lot of hope on their ability to target and attack cancer cells precisely.

In terms of practicality, the application of MNP hyperthermia cancer treatment is limited by SLP, which measures the heat generation efficiency of MNPs and also has a unit of W/g:

\[
SLP = \frac{1}{m_{MNP}} \frac{dQ}{dt}
\] (8-1)
In the expression, $m_{\text{MNP}}$ and $dQ/dt$ are the total mass and the overall heat generation speed of MNPs respectively. According to the estimation of Hergt et al. [176], it would require SLP values to be unrealistically high (more than 1 million W/g) to elevate the temperature of a single metastasis cancer cell in the human body by 5 °C. The word “unrealistic” was used by Hergt et al., because it exceeds the physical limit (~50,000 W/g) of AMF heating. On the other hand, if solid reactions, such as thermite reactions are involved, those SLP values may be achievable.

First we imitate the definition of SLP and define the solid reaction contribution to it by following equation:

$$SLP_s(t_p) = \frac{1}{t_p} \int_0^{t_p} DSC(t) dt$$  \hspace{1cm} (8-2)

where $t_p$ is the time when certain percentage ($p$) of reaction is proceeded. Considering that DSC is linearly dependent on the enthalpy of the reaction ($\Delta H$), SHR therefore also a linear function of $\Delta H$. Moreover, under the isothermal condition, the diffusivities are regarded as constants, and thus SHR is approximately linear dependent on the diffusivity when $p$ is small, i.e. $SLP_s(t_p) \propto D_0 e^{-E_a/RT}$ or $\ln[SLP_s(t_p)/D_0] \propto -E_a$ as shown in the Figure 8.1.
Figure 8.2: Demonstration of the relationship between SHR(t_p), activation energy and diffusion pre-exponent in nano energetic materials. The plot was made from numerical solution of 1-D diffusion equation with p=0.2 at the temperature 36.8°C and enthalpy of the reaction is 1kJ/g.

As shown in the Figure 8.2, the theoretical SHR value for nano energetic nanoparticles can reach up to $1 \times 10^{12}$ W/g if the diffusivity has an activation energy of 10 kJ/mol and pre-exponent of $1 \times 10^{-5}$ m$^2$/s. Similar diffusion parameters can be found from diffusion database. For instance, parameters for hydrogen diffusion in Fe$^{[182]}$, Nb$^{[183]}$ and Ni diffusion in Sn$^{[184]}$ are ($1.1 \times 10^{-6}$ m$^2$/s, 15.1 kJ/mol), ($1.0 \times 10^{-6}$ m$^2$/s, 16.2 kJ/mol) and ($1.99 \times 10^{-6}$ m$^2$/s, 18.1 kJ/mol) respectively. Substituting these values into the DSC expression, performing numerical calculation to calculate DSC(t) curve with the same parameters as Figure 8.2, and integrating DSC(t) overtime as mentioned in Eq. (8-2) leads to
SHR values of $1.57 \times 10^{10}$, $9.33 \times 10^9$ and $8.88 \times 10^9$ W/g respectively. This is only a conceptual calculation: in a real case, the reactants must be separated carefully, because the solid reactions for above mentioned three couples of materials would proceed so fast, they will react immediately once reactants are in contact at human body temperature.

Figure 8.3: A design of nano-composite of maghemite coated nano thermite for hyperthermia treatment

Another design for potential application of nano-energetic materials in cancer hyperthermia treatment is utilizing AMF heating as initiation and exothermal heat from solid reaction as the major hyperthermia heating source. A possible geometry is illustrated in the Figure 8.3, where a nano-thermite of Zr – CuO is coated with magnetite. This concentric
three layers’ nano-composite can be viewed as the direct extension to widely studied core-shell nanoparticles, which surprisingly often have higher SLP values than conventional single substance magnetic particles\textsuperscript{[185]-[189]}.

Assuming that this nano particle has an optimum SLP value of 1000 W/g; the overall diameter is 60nm with each layer has equal length of 10nm, therefore the overall mass is $6.49 \times 10^{-16}$ gram and the total heat capacity is about $4.08 \times 10^{-16}$ J/K. In the extreme case if heat does not dissipate to the environment in the first 1 second, the initial temperature rise rate will be about $SLP \times m_{Fe_3O_4}/C_p \approx 1057 K/s$. In this case, the encapsulated nanothermite can be ignited within one second. Because the thermite combustion speed is so fast (reaction finished within microseconds even with thermite powders\textsuperscript{[190]}), we can safely assume it is complete within a micro-second. Then the thermite reaction can boost the original SLP by $\delta SLP = \Delta t^{-1} \Delta H m_r m_{total}^{-1}$, where $\Delta H = 3126$ (J/g) is the reaction enthalpy for Zr – CuO redox reaction\textsuperscript{[157]}, $m_r$ (g) is the reactant mass and $m_{total}$ is the overall mass of the nano particle, $\Delta t = 1 \mu s$ is the estimated combustion time for the thermite reaction.

Substituting necessary values into the expression of $\delta SLP$, the thermite reaction contribution to the original SLP for the design in Figure 8.3 is estimated to be greater than $3 \times 10^6$ W/g.

It must be noted that, in practical situations, the thermite reaction may never be initiated due to possibly extraordinary high thermal conductance of nano particle/fluid interface according to several published studies\textsuperscript{[191]-[193]}. For example, Ge et al. measured the heat conductance across interfaces between water and functionalized Au nanoparticles\textsuperscript{[192]}. The resulting heat conductance is in the range of 150 to 250 MW·m$^{-2}$·K$^{-1}$. With heat conductance this high, the temperature difference between the interior and exterior of the
nano particle can be ignored\textsuperscript{[194]} and the maximum temperature between the nano particle and the environment will be less than 10 °C\textsuperscript{[194],[195]}. However, we shouldn’t give up our hope so quickly: first of all, all the heat conductance measurements were measured with low energy density (~0.2 mJ.cm\textsuperscript{2}), but equivalent energy density in MNP hyperthermia is at least several orders higher (about 20J.cm\textsuperscript{2}). Heat conductance may be limited in the latter case. Secondly, many of the investigated nano-particles were designed to have as high thermal conductivity as possible so that they can be used to enhance the heat conduction efficiency in fluids\textsuperscript{[196],[197]}. It may be possible to design nano-particles so that they have small thermal conductivity. Thirdly, except for thermal ignition, reaction in the reactive nano particles may also be initiated by other means such as pressure and induced current\textsuperscript{[198],[199]}. Last and the most importantly, because application of magnetic nano particles hyperthermia cancer has reached a deadlock, inclusion of reactive nano particles can be a promising breakthrough.
REFERENCES


[126] V. Dybkov, Reaction diffusion and solid state chemical kinetics.


