
#### Abstract

LANDI, AMANDA KIM. The Nonnegative Matrix Factorization: Methods and Applications. (Under the direction of Kazufumi Ito.)

In today's world, data continues to grow in size and complexity. Thus, big data analysis is an imperative process. A popular approach for big data analysis is the use of low-dimensional matrix representations which reduce data complexity and highlight significant patterns. One technique that has recently gained popularity and success is the Nonnegative Matrix Factorization (NMF). The Nonnegative Matrix Factorization is not an exact factorization, but a decomposition of data into low-rank components and residual components. It is a representation of a data array in the form of two low-rank factor matrices with nonnegative entries. In this thesis, we will investigate the NMF as a data analysis method for the general class of data, extend NMF analysis, and explore new applications.

First, we discuss the NMF as a reduced representation and describe the standard NMF algorithms by Seung and Lee. These are the algorithms that concretized the concept of NMF. However, the standard NMF are slow to converge, and may not reach a desirable solution. We develop an algorithm that finds a better and more accurate representation based on the primaldual active set method. Second, a significant aspect of the NMF problem is determination of rank for the nonnegative factors. For this purpose, we develop a method that takes advantage of the concept of NMF-singular values, and we compare this method to the statistical Akaike Information Criterion.

In summary, we advance NMF analysis conceptually, algorithmically, and extend to new applications. Particularly, in the case of the convolution, the two factors have the clear roles: convolution kernel and signal. Atoms are the prior information that classify the convolution kernel. For the case of the point-spread function, atoms are the weights that describe the kernel. Using proper atoms, we develop a method for the blind deconvolution based on a NMF representation so that we obtain an estimate of the signal as well as the kernel. In addition,


we examine the triple NMF representation to increase the capability of the bilinear NMF for clustering. We advance the representation by incorporating sparsity on a third factor such that the nonzeros then highlight significant features inferring more meaning on clusters. Furthermore, we address the Principal Component Pursuit problem in terms of the NMF. That is, we develop an NMF method to find the decomposition that separates low-rank components and sparse components from data.
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## Chapter 1

## Introduction

In this thesis, we investigate the Nonnegative Matrix Factorization (NMF) as a powerful data analysis method. The Nonnegative Matrix Factorization is a low-rank representation of a data array in the form of two factor matrices with nonnegative elements. The NMF is significant in data analysis because it reveals an underlying basis and its assignment. Due to the nonnegativity, the basis represents localized features and gives the notion of a parts-based representation.

We will give a basic understanding of the NMF as a reduced representation of data, and we will describe the standard NMF algorithms by Seung and Lee. We analyze pros and cons of these algorithms. They are shown to have descent, but in practice they do not give the desired solution. Thus, we attempt to develop an alternative algorithm based on the primaldual active set method that obtains a better representation. We introduce the concept of the NMF-singular values and develop a method to choose middle rank. We then compare this method to the statistical Akaike Information Criterion.

In addition, we examine the NMF beyond the original formulation. We are interested in the NMF when prior information for the factors is assumed. We discuss the concept of atoms and their role in blind deconvolution, and we develop an NMF method that incorporates the atomic information on the convolution kernel. Next, we advance the concept of the triple NMF by establishing sparsity on a third factor such that the non zeros highlight essential components
in the other two factors. We also study the NMF as a method for finding a decomposition that separates sparse components and low-dimensional components.

### 1.1 Concept

The Nonnegative Matrix Factorization (NMF) is the representation

$$
\begin{equation*}
Y=A P+E . \tag{1.1}
\end{equation*}
$$

Generally, it is assumed $Y \in \mathbb{R}^{n \times m}$ is a matrix of observed data with nonnegative elements which can be represented by $A \in \mathbb{R}^{n \times p}$ and $P \in \mathbb{R}^{p \times m}$, unknown nonnegative matrices, and $E \in \mathbb{R}^{n \times m}$ is the model error. We follow convention and use $Y \approx A P$ when referring to the representation. From this point on, we denote an element-wise nonnegative matrix with the inequality $Y \geq 0$. The NMF problem is formulated as

Problem 1.1. Given a nonnegative matrix $Y \in \mathbb{R}^{n \times m}$ and a positive integer $p<\min (n, m)$, find nonnegative matrices $A \in \mathbb{R}^{n \times p}$ and $P \in \mathbb{R}^{p \times m}$ to solve

$$
\begin{equation*}
\min _{A, P} \frac{1}{2}\|A P-Y\|_{F}^{2} \tag{1.2}
\end{equation*}
$$

subject to $A, P \geq 0$.
Note that the cost function is the Frobenius norm, defined as $\|A P-Y\|_{F}^{2}=\sum_{i, j}\left|(A P-Y)_{i, j}\right|^{2}$. We will refer to this function as the fidelity. That is, the fidelity function determines how true the representation $A P$ is to the original data $Y$ by some criteria. For the Frobenius norm, the criteria is the distance between $A P$ and $Y$.

There is another measure for the fidelity known as the generalized Kullback-Leibler divergence:

$$
\begin{equation*}
D(Y \| A P)=\sum_{i, j}\left(Y_{i, j} \log \frac{Y_{i, j}}{(A P)_{i, j}}-Y_{i, j}+(A P)_{i, j}\right) \tag{1.3}
\end{equation*}
$$

Like the Frobenius norm, this is also lower bounded by zero, and vanishes if and only if $Y=A P$. We refer to the generalized Kullback-Leibler as just divergence or divergence criterion from henceforth. It has also been referred to as the I-divergence [76]. The criteria of the divergence is the gap between the information of $A P$ and $Y$. When $Y$ and $A P$ are densities, i.e. $\sum_{i, j} Y_{i, j}=\sum_{i, j}(A P)_{i, j}=1$, the divergence reduces to the Kullback-Leibler divergence, a significant information criterion [65]. We discuss this in more detail later.

The defining difference between the NMF representation and others, such as the Singular Value Decomposition and Principal Component Analysis [55, 56, 71], is the constraint of nonnegativity on all elements. The concept is first introduced in [61] as the Positive Matrix Factorization (PMF). The purpose of the PMF was to address the nonnegativity that commonly arises in the physical sciences, e.g. chemical experiment measurements are recorded as nonnegative values. However, the NMF was not solidified until Seung and Lee developed the simple multiplicative updates in [65]. We address these algorithms more in chapter 2.

To understand how the NMF is used in data analysis, we describe the example of molecular pattern analysis $[17,19,57,59,78]$. Consider the matrix $Y \in \mathbb{R}^{n \times m}$ where each row represents a different cell and each column represents time-series measurements. If we consider the representation $Y \approx A P$, then we can interpret each row of $P$ as a pattern across time and the columns of $A$ as the assignment of these patterns to the cells. That is, if we rewrite $Y \approx A P$ as $y \approx a P$, where $y$ and $a$ are corresponding rows of $Y$ and $A$, then we see that each row vector $y$ is approximated by a linear combination of rows of $P$. Hence, $P$ is a basis (or patterns) for the data in $Y$ and $A$ is the assignment of the basis vectors to each $y$.

Observe, $p$ is the number of patterns present in $P$. Since there are fewer basis vectors than data vectors, good factorization is only possible if the basis vectors retrieve significant features in the data. Therefore, $p$ is the complexity that needs to be selected (chapter 4). Also notice, the nonnegativity allows the combination of features to be done in an additive manner. This is significant because by combining features, NMF can produce meaningful themes in $P$. As a result, NMF has been used in a variety of applications, e.g. sparse coding, classification, spectral
clustering, molecular pattern analysis [5,17,19, 22, 34,58].

### 1.2 Variational formulation

In order to achieve a desired structure by the NMF method, we incorporate prior information on $A$ and $P$, such as sparsity in the assignment $A$, near-orthogonality in the basis $P$, or smoothness of patterns in $P[36,39,70]$. We formulate a regularized least squares problem. For example,

Problem 1.2. Given a nonnegative matrix $Y \in \mathbb{R}^{n \times m}$ and a positive integer $p<\min (n, m)$, find nonnegative matrices $A \in \mathbb{R}^{n \times p}$ and $P \in \mathbb{R}^{p \times m}$ to solve

$$
\begin{equation*}
\min _{A, P} J(A, P)=\min _{A, P} \frac{1}{2}\|A P-Y\|_{F}^{2}+\alpha \sum_{i, k} A_{i, k}+\frac{\beta}{2} \sum_{k, \bar{k}}\left(P P^{T}-I\right)_{k, \bar{k}} \tag{1.4}
\end{equation*}
$$

subject to

$$
A, P \geq 0, P P^{T}=I
$$

where $\alpha \geq 0$ is the regularization parameter for the sparsity in $A$ and $\beta \geq 0$ is the regularization parameter for the near orthogonality of $P$. Notice that if $\alpha=0$ and $\beta=0$, then (1.4) reduces to the standard formulation (1.2). If $\alpha>0$ increases, then the sum $\sum_{i, k} A_{i, k}$ should decrease. This is the $\ell_{1}$-norm, where we omit the absolute values because of the nonnegativity property. If $\beta>0$ increases, then the Frobenius norm $\sum_{k, \bar{k}}\left(P P^{T}-I\right)_{k, \bar{k}}$ is expected to decrease as the offdiagonals of $P P^{T}$ decrease. This is significant because as the basis, we ask $P$ to reveal individual components for modeling accuracy. We cannot have complete orthogonality because of the nonnegativity constraint. The best we can hope for is to partition the basis vectors. Note here we can omit the square on this term because nonnegativity on $P$ and the constraint $P P^{T}=I$, which enforces the diagonal entries of $P P^{T}$ to be 1 , prevents negativity. The regularization parameters $\alpha \geq 0$ and $\beta \geq 0$ are chosen so that the fidelity term $\frac{1}{2}\|A P-Y\|_{F}^{2}$ and the regularization terms are balanced [36].

An example of an application that will require near-orthogonality on $P$ is text clustering.

Given a document-by-term matrix $Y$, the NMF finds a $P$ such that $P$ is a topic-by-term matrix. We ask that $P$ partitions the terms into topics. In addition, the sparsity on $A$ gives a clearer assignment of these clusters for analysis. See chapter 6 for more on clustering.

As stated earlier, the regularization parameters can change depending on prior information. In the case of smoothness in basis, we develop the problem

Problem 1.3. Given a nonnegative matrix $Y \in \mathbb{R}^{n \times m}$ and a positive integer $p<\min (n, m)$, find nonnegative matrices $A \in \mathbb{R}^{n \times p}$ and $P \in \mathbb{R}^{p \times m}$ to solve

$$
\begin{equation*}
\min _{A, P} J(A, P)=\min _{A, P} \frac{1}{2}\|A P-Y\|_{F}^{2}+\alpha \sum_{i, k} A_{i, k}+\frac{\gamma}{2} \operatorname{trace}\left(P H P^{T}\right) \tag{1.5}
\end{equation*}
$$

subject to

$$
A, P \geq 0
$$

where $\alpha \geq 0$ is the regularization parameter for the sparsity in $A$ and $\gamma \geq 0$ is the regularization parameter for the smoothness in $P$. The operator $H$ controls the quadratic variation in the rows of $P$. For one-dimension, we have

$$
H=\left[\begin{array}{cccc}
2 & -1 & & 0 \\
-1 & \ddots & \ddots & \\
& \ddots & \ddots & -1 \\
0 & & -1 & 2
\end{array}\right]
$$

Notice that if $\alpha=0$ and $\gamma=0$, then (1.5) reduces to the standard formulation, just as (1.4). If $\gamma>0$ increases, then the smoothness in the rows of $P$ is increased. The regularization parameters $\alpha \geq 0$ and $\gamma \geq 0$ are chosen so that the fidelity term $\frac{1}{2}\|A P-Y\|_{F}^{2}$ and the regularization terms are balanced [36].

An example application in which smoothness of $P$ is desired rather than partitions is molecular pattern analysis. Consider a dataset ${ }^{1}$ containing the measurements of cell activity after the

[^0]treatment of a solution imatinib mesylate (IM) [59]. If any of the cells share patterns, then we want to see these patterns in the basis $P$. We will use smoothness regularization in chapter 5 .

While regularization provides structural properties to our $A$ and $P$, it also improves performance of algorithms through stabilization and faster convergence. We will discuss these details more in chapter 2 and 3 .

### 1.3 Thesis outline

The NMF is a versatile data analysis tool, and we expand NMF analysis in three different aspects: conceptually, algorithmically, and we explore new applications. These points are discussed according to the outline:

- Chapter 2: The Nonnegative Matrix Factorization. In this chapter, we analyze properties of the algorithms developed by Seung and Lee and compare their performance. In addition, we discuss the modifications by relaxation and by regularization.
- Chapter 3: Primal-Dual Active Set Nonnegative Matrix Factorization. In this chapter, we present a new NMF algorithm that uses a primal-dual active set method, and we compare to the standard NMF to show we get a better solution.
- Chapter 4: Rank Determination. In this chapter, we discuss how to choose a proper rank for the low-rank representation. We define the concept of the NMF-singular values in order to develop a method to choose the rank for $A$ and $P$. We then compare to the statistical Akaike Information Criterion.
- Chapter 5: Blind Deconvolution, Atoms, and NMF. In this chapter, we describe the concept of atoms and their role in deconvolution. We develop a blind deconvolution method for the NMF incorporating atomic information for the convolution kernel.
- Chapter 6: Triple NMF. In this chapter, we discuss the triple NMF representation $A S P$. We describe the current application of triple NMF, and we advance this concept
by incorporating sparsity on the third factor $S$. The nonzeros extract detailed features for the reduced data. Furthermore, we discuss a symmetric NMF as a special case of the triple NMF.
- Chapter 7: Low-rank and Sparse Component Extraction via Nonnegative Matrix Factorization. In this chapter, we develop an NMF method to find the decomposition that separates low-rank components and sparse components from data.
- Chapter 8: Conclusions and Future Work. In this chapter, we summarize the contributions of this thesis and discuss potential future research.

We mention now that the thesis will use MATLAB language for functions, such as $X=\operatorname{rand}(n, m)$ for a random matrix $X$ with uniform distribution size $n \times m$. We do explain functions, but omit explanations for notations such as $A^{\prime}$ where the apostrophe is Matlab notation for $A^{T}$.

## Chapter 2

## The Nonnegative Matrix

## Factorization

As indicated in chapter 1, the NMF concept was not popularized until Seung and Lee introduced the multiplicative algorithms in [65] for the two criterion: the Frobenius distance and the generalized Kullback-Leibler divergence. We will call the algorithms by Seung and Lee the standard NMF methods. We describe the element-wise gradient descent based derivation and discuss the properties, pros and cons of the NMF methods. We then compare the two algorithms in terms of performance. Moreover, based on our analysis of the standard NMF, we introduce a relaxation and a regularization to the standard NMF update.

### 2.1 The Standard NMF Updates

Recall the NMF model

$$
Y \approx A P .
$$

In [65], there are two sets of methods introduced that find a nonnegative matrix representation. The methods retain nonnegativity by a diagonal scale carefully chosen by Seung and Lee. We go into more detail.

The first algorithm, we call the Frobenius NMF, finds a representation for the Problem 1.1 with cost function (1.2). That is,

$$
\min _{A, P \geq 0} J(A, P)=\min _{A, P \geq 0} \frac{1}{2}\|A P-Y\|_{F}^{2}=\min _{A, P \geq 0} \frac{1}{2} \sum_{i, j}\left|(A P-Y)_{i, j}\right|^{2}
$$

for the data $Y$ and the representation $A P$. It is important to state here a solution to the NMF problem always exists. We have by definition, $J(A, P)$ is coercive since for any sequence $\left\{\left(A^{i}, P^{i}\right)\right\}, J\left(A^{i}, P^{i}\right) \rightarrow \infty$ as $\left\|P^{i}\right\| \rightarrow \infty$ and $\left\|A^{i}\right\| \rightarrow \infty$. In addition, $J(A, P)$ is continuous. We then have that a minimizer pair $(\bar{A}, \bar{P})$ exists [13]. This gives existence of the Nonnegative Matrix Factorization. Note, we do not have uniqueness. For example, let $(\bar{A}, \bar{P})$ be a pair such that $Y \approx \bar{A} \bar{P}$. It is also true that $Y \approx \hat{A} \hat{P}$ such that $\hat{A}=\bar{A} Q$ and $\hat{P}=Q^{-1} \bar{P}$ where $Q=\alpha I_{p \times p}$ and $\alpha$ a real, positive number.

```
Algorithm 2.1 Frobenius NMF
\(A \leftarrow A \cdot *\left(Y P^{\prime}\right) \cdot /\left(A P P^{\prime}\right)\)
    \(P \leftarrow P . *\left(A^{\prime} Y\right) \cdot /\left(A^{\prime} A P\right)\)
```

We can understand the updates as a scaled element-wise gradient descent method in the form

$$
\begin{equation*}
A_{i, k}^{+}=A_{i, k}-\eta_{i, k} \frac{\partial J}{\partial A_{i, k}} \tag{2.1}
\end{equation*}
$$

We first find the gradient of $J(A, P)$ with respect to $A_{i, k}$

$$
\frac{\partial J}{\partial A_{i, k}}=\sum_{j}(A P-Y)_{i, j} P_{k, j}
$$

equivalently $\frac{\partial J}{\partial A}=(A P-Y) P^{\prime}=A P P^{\prime}-Y P^{\prime}$.

We can represent the method (2.1) as the projected gradient method

$$
A_{i, k}=\max \left(0, A_{i, k}-\eta_{i, k} \frac{\partial J}{\partial A_{i, k}}\right),
$$

for any $\eta_{i, k}$, to ensure nonnegativity. Choosing a step-size, in general, is difficult. However, Seung and Lee choose the scale

$$
\eta_{i, k}=\frac{A_{i, k}}{\left(A P P^{\prime}\right)_{i, k}}
$$

which preserves nonnegativity. Therefore, the projection to nonnegativity is unnecessary. If we substitute these into (2.1), we have

$$
A_{i, k}^{+}=A_{i, k}-\frac{A_{i, k}}{\left(A P P^{\prime}\right)_{i, k}}\left(A P P^{\prime}-Y P^{\prime}\right)_{i, k}
$$

When we distribute, we see the $A_{i, k}$-term cancels. Hence, after simplification, we get

$$
A_{i, k}^{+}=A_{i, k} \frac{\left(Y P^{\prime}\right)_{i, k}}{\left(A P P^{\prime}\right)_{i, k}}
$$

for each $(i, k)$ element of $A^{+}$.
Remark 1. Observe, for each iterate, $A_{i, k}$ will grow when $\left(Y P^{\prime}\right)_{i, k}$ is larger than $\left(A P P^{\prime}\right)_{i, k}$. Also, $A_{i, k}$ will get smaller when $\left(A P P^{\prime}\right)_{i, k}$ is larger than $\left(Y P^{\prime}\right)_{i, k}$. In addition, notice that if we begin with a positive initialization, $A_{i, k}$ stays positive. Likewise, if we begin with a 0 initialization, $A_{i, k}$ stays 0 .

We can rewrite this in terms of matrices, and we do this in Matlab notation to get the update

$$
A \leftarrow A \cdot *\left(Y P^{\prime}\right) \cdot /\left(A P P^{\prime}\right)
$$

where .* represents element-wise multiplication and ./ represents element-wise division. This is exactly the update presented in Algorithm 2.1. We derive the scaled element-wise gradient
descent update for $P$ similarly, where

$$
P_{k, j}^{+}=P_{k, j}-\eta_{k, j} \frac{\partial J}{\partial P_{k, j}} .
$$

Based on the cost function, we find

$$
\frac{\partial J}{\partial P_{k, j}}=\sum_{i} A_{i, k}(A P-Y)_{i, j},
$$

or equivalently $\frac{\partial J}{\partial P}=A^{\prime}(A P-Y)=A^{\prime} A P-A^{\prime} Y$. Seung and Lee let

$$
\eta_{k, j}=\frac{P_{k, j}}{\left(A^{\prime} A P\right)_{k, j}}
$$

Substitution gives us the $P$-update

$$
P \leftarrow P . *\left(A^{\prime} Y\right) \cdot /\left(A^{\prime} A P\right) .
$$

It is shown that after each update, the cost function monotonically decreases [65]. In summary, this proof follows that of the Expectation-Maximization algorithm [18] in the manner of choosing an auxiliary function that gives the nonincreasing property $J\left(A, P^{+}\right) \leq J(A, P)$. We discuss details of this proof in a later section.

Recall there is an alternative problem based on the divergence criterion (1.3). That is,

$$
\min _{A, P \geq 0} J(A, P)=\min _{A, P \geq 0} \sum_{i, j}\left(Y_{i, j} \log \left(\frac{Y_{i, j}}{(A P)_{i, j}}\right)-Y_{i, j}+(A P)_{i, j}\right)
$$

Note that the divergence criterion is continuous and coercive. Hence, there exists a minimizer pair $(\bar{A}, \bar{P})[13]$. Once again, a solution is not unique.

Seung and Lee provide us with Algorithm 2.2. We can also understand the updates in Algorithm 2.2 as a scaled element-wise gradient descent method; we use the update (2.1) for

$$
\begin{array}{lll}
\hline \text { Algorithm 2.2 divergence NMF } & \\
\qquad \begin{aligned}
A_{i, k} & \leftarrow A_{i, k} \frac{\sum_{j} P_{k, j} \frac{Y_{i, j}}{(A P)_{i, j}}}{\sum_{j} P_{k, j}} \\
P_{k, j} & \leftarrow P_{k, j} \frac{\sum_{i} A_{i, k} \frac{Y_{i, j}}{(A P)_{i, j}}}{\sum_{i} A_{i, k}}
\end{aligned}
\end{array}
$$

the divergence NMF. From (1.3), we have the partial derivative

$$
\frac{\partial J}{\partial A_{i, k}}=\sum_{j} P_{k, j} \frac{-Y_{i, j}}{(A P)_{i, j}}+\sum_{j} P_{k, j} .
$$

We choose the scaling step-size with the same intent as in the Frobenius NMF derivation. That is, we aim to remove the term $A_{i, k}$ in (2.1) in order to obtain the multiplicative update with nonnegative preservation. Let

$$
\eta_{i, k}=\frac{A_{i, k}}{\sum_{j} P_{k, j}}
$$

to obtain

$$
A_{i, k}^{+}=A_{i, k}-\frac{A_{i, k}}{\sum_{j} P_{k, j}}\left(\sum_{j} P_{k, j} \frac{-Y_{i, j}}{(A P)_{i, j}}+\sum_{j} P_{k, j}\right) .
$$

After simplification, we get

$$
A_{i, k} \leftarrow A_{i, k} \frac{\sum_{j} P_{k, j} \frac{Y_{i, j}}{\left(A P P_{i, j}\right.}}{\sum_{j} P_{k, j}}
$$

for each $(i, k)$ element of $A^{+}$. This is exactly the $A$-update presented in Algorithm 2.2. We can rewrite this in Matlab notation as

$$
A \leftarrow A . *\left((Y . / A P) P^{\prime}\right) \cdot /\left(\operatorname{repmat}\left(\operatorname{sum}(P, 2)^{\prime}, n, 1\right)\right),
$$

where 'repmat $(\mathrm{x}, \mathrm{n}, 1)$ ' takes $x \in \mathbb{R}^{1 \times m}$ and creates an matrix $X \in \mathbb{R}^{n \times m}$ by repeating $x$ along
$n$ rows and 'sum(P, 2)' is a $p \times 1$ vector of the sums along the rows of $P$.
We derive the update for $P$ similarly, which can be represented in Matlab notation as

$$
P \leftarrow P . *\left(A^{\prime}(Y \cdot / A P)\right) \cdot /\left(\operatorname{repmat}\left(\operatorname{sum}(A)^{\prime}, 1, m\right)\right) .
$$

Seung and Lee show these updates are nonincreasing [65]. The proof similarly finds an auxiliary function that gives descent on $J$. In addition, we make the observation that the divergence NMF preserves density of $Y$ in the density of $A P$ after each update (see section 2.7) thanks to built-in scaling. In chapter 5, we discuss how the built-in scaling benefits in the application of deconvolution.

### 2.2 Comparison

While both the Frobenius NMF and the divergence NMF find nonnegative representations, the characters of these cost functions are different. For example, minimizing the Frobenius cost function (1.2) results in minimizing the distance between the data $Y$ and the representation $A P$. On the other hand, the divergence (1.3) is not a distance since it fails symmetry. It determines the gap between the density of $Y$ and the density of $A P$.

Because of the inherent distinctions in the nature of these criterions, the choice between (1.2) and (1.3) is dependent on the desired outcome in model. However, we will give an objective comparison of the performance of the Algorithms 2.1 and 2.2.

We first compare the divergence NMF to the Frobenius NMF in terms of operation counts. Recall $A \in \mathbb{R}^{n \times p}$ and $P \in \mathbb{R}^{p \times m}$. Examining the matrix operations in Algorithm 2.1, we have three matrix multiplies and two element-wise operations for both the $A$ - and $P$-updates. For the $A$-update, the matrix product $P P^{\prime}$ requires $m p^{2}$ operations and the matrix product of $A$ to $P P^{\prime}$ requires $n p^{2}$. The final matrix product $Y P^{\prime}$ requires $n m p$. The two element-wise operations are $n p$ each. In totality, the $A$-update needs $m p^{2}+n p^{2}+n m p+2 n p$ operations, i.e. order $n m p$. We can determine the operation counts for the $P$-update similarly. In totality, the
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$P$-update requires $n p^{2}+m p^{2}+n m p+2 m p$, also order $n m p$. On the other hand, Algorithm 2.2 has two matrix multiplies, three element-wise operations, and a summation. For the $A$-update, the matrix product $A P$ requires $n m p$ operations and the product of $P^{\prime}$ to $(Y . / A P)$ requires $n m p$ since $(Y . / A P)$ is $n \times m$. The element-wise operations are $n p$ each. Finally, the summation requires $n p$ operations. In totality, we have $2 n m p+4 n p$. Similarly, the $P$-update requires a total of $2 n m p+4 m p$. Both $A$ - and $P$-update for divergence NMF have order $n m p$ as well. Hence, the difference in computational time may be miniscule. This is confirmed in Table 2.1, where we see that as $p$ increases, so does the speed of the divergence NMF over the Frobenius NMF. However, we have that the Frobenius NMF is slightly faster more often.

Table 2.1: Divergence NMF v. Frobenius NMF

| algorithm | $p$ | iterations | cpu time (in seconds) | $D(Y \\| A P)$ | $\frac{\\|A P-Y\\|_{F}}{\\|Y\\|_{F}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| divergence NMF | 50 | 50 | 0.2271 | 2.2339 e 5 | 0.1957 |
|  |  | 100 | 0.4420 | 1.7634 e 5 | 0.1743 |
|  | 150 | 50 | 0.5309 | 1.9137 e 5 | 0.1803 |
|  |  | 100 | 0.9770 | 1.1977 e 5 | 0.1433 |
|  | 250 | 50 | 0.7316 | 1.7908 e 5 | 0.1740 |
|  |  | 100 | 1.4386 | 9.3393 e 4 | 0.1262 |
| Frobenius NMF | 50 | 50 | 0.1361 | 2.2578 e 5 | 0.1959 |
|  |  | 100 | 0.2665 | 1.8078 e 5 | 0.1751 |
|  | 150 | 50 | 0.4203 | 1.9546 e 5 | 0.1811 |
|  |  | 100 | 0.7585 | 1.2653 e 5 | 0.1449 |
|  | 250 | 50 | 0.7372 | 1.8430 e 5 | 0.1754 |
|  |  | 100 | 1.4440 | 1.0176 e 5 | 0.1290 |

Consider the example in Figure 2.1b. This is a 276 pixel by 276 pixel image of runners on a track [64]. Often images observed will be corrupted in some manner in real applications. Therefore, we have added a $5 \times 5$ local Gaussian blur, standard deviation 3, and $39 \%$ relative noise. The separation of the corruption and the original image is known as the deconvolution problem, and we discuss this more in chapter 5 .

In Table 2.1, we compare divergence NMF and Frobenius NMF with different number of iterations as well as different middle rank. The purpose is to compare the results for different sized $A$ and $P$ for different iterations. We discuss middle rank more in chapter 4. As one can see, the divergence NMF not only minimizes its own divergence criterion it also minimizes the Frobenius distance.

Remark 2. We have compared for several examples the divergence NMF and the Frobenius NMF for the same quantities as in Table 2.1. If we begin with the same initializations for $A$ and $P$, we found that divergence NMF minimizes both criterion each time.

Overall, in this objective situation, the divergence NMF has better performance. However, as we stated before, the algorithm one chooses is dependent on the desired result for the application at hand.

Remark 3. As we've already mentioned, the standard NMF method monotone decreases. However, they are slow. Moreover, if initializations are positive, the algorithm does not find an $A$ and $P$ with 0 -entries. Similarly, if initializations have 0 -entries, those entries will remain 0 . Please see later section on Seung-Lee analysis.

### 2.3 Relaxation

In this section, we introduce the relaxation update in Algorithm 2.3. There is a relaxation update for $A$ with relaxation parameter $t \in(0,2)$, and for $P$ with relaxation parameter $s \in(0,2)$. These parameters can be different values.

```
Algorithm 2.3 relaxed NMF
        \(a \leftarrow A . *\left(Y P^{\prime}\right) \cdot /\left(A P P^{\prime}\right), \quad A \leftarrow t a+(1-t) A\)
        \(q \leftarrow P . *\left(A^{\prime} Y\right) \cdot /\left(A^{\prime} A P\right), \quad P \leftarrow s q+(1-s) P\)
```

We found that the relaxation update does not improve the standard NMF. However, when we use the relaxation as a one-sided update, e.g. we know $A$ and want to find only $P$, we found improvement. This is addressed more in chapter 5 for deconvolution. We also discuss how this update can be used for a symmetric NMF in chapter 6 . If $t=1$, then we have the NMF update. If $t<1$, then we have an under-relaxation. Moreover, for $t \leq 1$, the method is monotone decreasing. If $t>1$, gives an over-relaxation update. However, for $t>1$, nonnegativity is destroyed and we need to project onto nonnegativity.

### 2.4 Regularization

As mentioned in chapter 1, applications may desire a specific structure of the resulting representation. In addition, regularization improves the performance of the Seung-Lee algorithms in
terms of stability and faster convergence.
It is important enough here to recall that we consider the rows of $P$ an approximating basis for $Y$ and $A$ as the assignment for $P$. This interpretation is significant in the formulation of least squares problems where we seek specific structure. Recall the two least squares problems in chapter 1. In this section, we will discuss the derivation of the algorithm for cost function (1.4). That is,

$$
\min _{A, P \geq 0} J(A, P)=\min _{A, P \geq 0} \frac{1}{2}\|A P-Y\|_{F}^{2}+\alpha \sum_{i, k} A_{i, k}+\frac{\beta}{2} \sum_{k, \bar{k}}\left(P P^{\prime}-I\right)_{k, \bar{k}}
$$

subject to $A, P \geq 0, P P^{\prime}=I$
where $\alpha \geq 0$ is the sparsity parameter of $A$ and $\beta \geq 0$ is the near-orthogonality parameter of $P$. We remind the reader that we measure the sparsity in $A$ by the $\ell_{1}$-norm, and since we deal with nonnegativity, we remove the absolute value. Furthermore, we measure the near-orthogonality in the rows of $P$ by the Frobenius norm of the off-diagonals of $P P^{\prime}$ compared to the identity $I_{p \times p}$, where we omit the square on each term because of nonnegativity. As $\alpha$ increases, we expect the $\ell_{1}$-norm to decrease. Similarly, as $\beta$ increases, we expect the sum of the off-diagonals to decrease.

```
Algorithm 2.4 Regularized Frobenius NMF
    \(\mathrm{E}=\operatorname{ones}(\mathrm{p}) ; \mathrm{F}=\mathrm{ones}(\operatorname{size}(\mathrm{A}))\);
        \(A \leftarrow A \cdot *\left(Y P^{\prime}\right) \cdot /\left(A P P^{\prime}+\alpha F\right)\),
    \(P \leftarrow P . *\left(A^{\prime} Y\right) \cdot /\left(A^{\prime} A P+\beta(E P-P)\right)\)
    \(P \leftarrow{\sqrt{\operatorname{diag}\left(\operatorname{diag}\left(P P^{\prime}\right)\right)}}^{-1} P\)
```

The Algorithm 2.4 can be derived using the element-wise gradient descent (2.1) method for
both $A$ and $P$. We give you the scaling step-sizes, chosen in the same manner as before,

$$
\eta_{A_{i, k}}=\frac{A_{i, k}}{\left(A P P^{\prime}\right)_{i, k}+\alpha}, \quad \eta_{P_{k, j}}=\frac{P_{k, j}}{\left(A^{\prime} A P\right)_{k, j}+\beta\left(\sum_{\bar{k} \neq k} P_{\bar{k}, j}\right)}
$$

and the partial derivatives

$$
\frac{\partial J}{\partial A}=(A P-Y) P^{\prime}+\alpha F, \quad \frac{\partial J}{\partial P}=A^{\prime}(A P-Y)+\beta\left(\sum_{\bar{k} \neq k} P_{\bar{k}, j}\right),
$$

where $F$ is a matrix of ones size of $A$. Notice, $\sum_{\bar{k} \neq k} P_{\bar{k}, j}=E P-P$, where $E$ is a $p \times p$ matrix of ones. With substitution into (2.1), we obtain the first two steps of Algorithm 2.4 in Matlab language.

Remark 4. Recall earlier we observed for the $A$-update, if $\left(A P P^{\prime}\right)_{i, k}$ is greater than $\left(Y P^{\prime}\right)_{i, k}$, then $A_{i, k}$ will get smaller. Now observe for the regularized $A$-update that $\alpha$ enhances this reduction and causes $A_{i, k}$ to go to 0 more quickly. Thus, improving convergence.

In the last step, we consider the case $P P^{\prime}=I$, or in Matlab notation $\operatorname{diag}\left(\operatorname{diag}\left(P P^{\prime}\right)\right)=I$. That is, the $L^{2}$-projection of $P$ onto the constraint set $\left\{P: \operatorname{diag}\left(\operatorname{diag}\left(P P^{\prime}\right)\right)=I\right\}$. Note, the function $\operatorname{diag}(\cdot)$ takes the diagonal entries of a matrix and makes a vector, or it takes a vector and turns it into a diagonal matrix. We look at $\operatorname{diag}\left(\operatorname{diag}\left(P P^{\prime}\right)\right)$ instead of just $P P^{\prime}$ because our goal is to make the diagonals of $P P^{\prime}$ equal to 1 and the off-diagonals as close to 0 as possible in order to make $P$ nearly orthogonal. The matrix $P$ is nearly orthogonal because the nonnegative constraint prevents complete orthogonality. One can also think of this as partitioning the basis.

We will use this variational formulation in chapter 3 in comparison to a developed primaldual active set method.

### 2.5 Conclusion

In summary, we have developed enough basic understanding of the NMF concept and the standard NMF algorithms in order to build upon these details. Furthermore, the adjustments
we've presented may also be extended to the divergence NMF. In the remaining thesis, we will use the ideas presented in this chapter and develop more advanced concepts and methods.

### 2.6 Analysis of Seung-Lee Proof

In this section, we discuss the convergence property of the standard Frobenius NMF updates in [65]. We then make observations on strict descent.

Recall the Problem 1.1 for $Y \in \mathbb{R}^{n \times m}$

$$
\min _{A, P \geq 0} J(A, P)=\min _{A, P \geq 0} \frac{1}{2}\|A P-Y\|_{F}^{2} .
$$

Notice this cost function is not convex in both $A$ and $P$, but it is convex (quadratic) in $A$ or in $P$. Therefore, Seung and Lee use the alternating updates. That is, hold $A$ constant and update $P$ by minimizing $J(A, P)$ over $P \geq 0$.

Let $p$ represent a column of $P$. Thus, we have the column-wise separated problem

$$
\min _{p \geq 0} J(p)=\min _{p \geq 0} \frac{1}{2}\|A p-y\|_{F}^{2}
$$

where $y$ represents a corresponding column. Let $p^{i}$ be $p$ at the $i$-th iteration. We define the function

$$
\begin{equation*}
G\left(p, p^{i}\right)=J\left(p^{i}\right)+\left(p-p^{i}\right)^{\prime} \nabla J\left(p^{i}\right)+\frac{1}{2}\left(p-p^{i}\right)^{\prime} K\left(p^{i}\right)\left(p-p^{i}\right), \tag{2.2}
\end{equation*}
$$

where

$$
\begin{equation*}
K\left(p^{i}\right)=\delta_{k \ell} \frac{\left(A^{\prime} A p^{i}\right)_{k}}{p_{k}^{i}} \tag{2.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\nabla J\left(p^{i}\right)=A^{\prime} A p^{i}-A^{\prime} y \tag{2.4}
\end{equation*}
$$

The function $G$ is an auxilary function for $J(p)$ if it satisfies

$$
\begin{equation*}
\text { (a) } G(p, p)=J(p) \forall p, \quad \text { (b) } G\left(p, p^{i}\right) \geq J(p) \forall p \text {. } \tag{2.5}
\end{equation*}
$$

Given this function, Seung-Lee prove the following theorem:
Theorem 1. Suppose the function $G\left(p, p^{i}\right)$ is an auxilary function for $J(p)=\frac{1}{2}\|A p-y\|_{F}^{2}$.
Then $J(p)$ is nonincreasing under the update

$$
\begin{equation*}
p^{i+1}=\arg \min _{p} G\left(p, p^{i}\right) . \tag{2.6}
\end{equation*}
$$

That is, $J\left(p^{i+1}\right) \leq G\left(p^{i+1}, p^{i}\right) \leq G\left(p^{i}, p^{i}\right)=J\left(p^{i}\right)$.

We will show $G$ is an auxilary function. The first condition is simple to show, i.e.

$$
G(p, p)=J(p)+(p-p)^{\prime} \nabla J(p)+\frac{1}{2}(p-p)^{\prime} K(p)(p-p)=J(p) .
$$

To show condition (2.5)(b), consider the second Taylor approximation of $J(p)$ at $p=p^{i}$ :

$$
J(p)=J\left(p^{i}\right)+\left(p-p^{i}\right)^{\prime} \nabla J(p)+\frac{1}{2}\left(p-p^{i}\right)^{\prime}\left(A^{\prime} A\right)\left(p-p^{i}\right) .
$$

We compare $G\left(p, p^{i}\right)$ to this Taylor approximation:

$$
\begin{aligned}
G\left(p, p^{i}\right)-J(p) & =\frac{1}{2}\left(p-p^{i}\right)^{\prime} K\left(p^{i}\right)\left(p-p^{i}\right)-\frac{1}{2}\left(p-p^{i}\right)^{\prime}\left(A^{\prime} A\right)\left(p-p^{i}\right) \\
& =\frac{1}{2}\left(p-p^{i}\right)^{\prime}\left[K\left(p^{i}\right)-A^{\prime} A\right]\left(p-p^{i}\right) .
\end{aligned}
$$

Condition (2.5)(b) requires $G\left(p, p^{i}\right)-J(p) \geq 0 \Longrightarrow \frac{1}{2}\left(p-p^{i}\right)^{\prime}\left[K\left(p^{i}\right)-A^{\prime} A\right]\left(p-p^{i}\right) \geq 0$. We
now show $K\left(p^{i}\right)-A^{\prime} A$ is positive semidefinite; let $\mathbf{0} \neq x \in \mathbb{R}^{p \times 1}$. Thus,

$$
\begin{aligned}
x^{\prime}\left[K\left(p^{i}\right)-A^{\prime} A\right] x & =\sum_{k \ell} x_{k}\left[K\left(p^{i}\right)-A^{\prime} A\right]_{k \ell} x_{\ell} \\
& =\sum_{k \ell}\left(x_{k}\left[\frac{\delta_{k \ell}\left(p^{i} A^{\prime} A\right)_{k}}{p_{k}^{2}}\right] x_{\ell}-x_{k}\left[A^{\prime} A\right]_{k \ell} x_{\ell}\right) \\
& =\sum_{k \ell}\left(\left[\frac{p_{k}^{i}\left(A^{\prime} A\right)_{k \ell}}{p_{k}^{2}}\right] x_{k}^{2}-x_{k}\left[A^{\prime} A\right]_{k \ell} x_{\ell}\right) \\
& =\sum_{k \ell}\left(A^{\prime} A\right)_{k \ell}\left(\frac{1}{2} x_{k}^{2}+\frac{1}{2} x_{\ell}^{2}-x_{k} x_{\ell}\right) \\
& =\sum_{k \ell}\left(A^{\prime} A\right)_{k \ell}\left(x_{k}-x_{\ell}\right)^{2} \geq 0 .
\end{aligned}
$$

The function $G\left(p, p^{i}\right)$ does satisfy the conditions, therefore it is an auxilary function of $J(p)$. By Theorem $1, J(p)$ then has a nonincreasing update. To find the minimum argument of $G\left(p, p^{i}\right)$, we set $\frac{\partial G}{\partial p^{i}}=0$. That is,

$$
\frac{\partial G}{\partial p^{i}}=\nabla J\left(p^{i}\right)+\left(p-p^{i}\right) K\left(p^{i}\right)=0 .
$$

By this, we obtain the element-wise update

$$
p_{k}^{i+1}=p_{k}^{i}-\frac{p_{k}^{i}}{\left(A^{\prime} A p^{i}\right)_{k}}\left(\left(A^{\prime} A p^{i}\right)_{k}-\left(A^{\prime} y\right)_{k}\right),
$$

which coincides with the standard Frobenius NMF update by Seung and Lee.
Seung and Lee state this is a nonincreasing update. That is,

$$
J\left(p^{i+1}\right) \leq G\left(p^{i+1}, p^{i}\right) \leq G\left(p^{i}, p^{i}\right)=J\left(p^{i}\right),
$$

where $G\left(p^{i}, p^{i}\right)=J\left(p^{i}\right)$ comes from the first auxilary function condition and $J\left(p^{i+1}\right) \leq G\left(p^{i+1}, p^{i}\right)$ comes from the second auxilary function condition. However, we examine the strict descent. That is,

Corollary 1. If $G\left(p, p^{i}\right)$ is an auxilary function for $J(p)=\frac{1}{2}\|A p-y\|_{F}^{2}$, then the strict descent

$$
J\left(p^{i+1}\right)<J\left(p^{i}\right)
$$

occurs if $G\left(p^{i+1}, p^{i}\right)<G\left(p^{i}, p^{i}\right)=J\left(p^{i}\right)$.
Observe, from the above proof we have

$$
\begin{aligned}
J\left(p^{i+1}\right)-J\left(p^{i}\right) & =J\left(p^{i+1}\right)-G\left(p^{i+1}, p^{i}\right)+G\left(p^{i+1}, p^{i}\right)-G\left(p^{i}, p^{i}\right) \\
& =-\frac{1}{2} x^{\prime}\left[K\left(p^{i}\right)-A^{\prime} A\right] x+x^{\prime} \nabla J\left(p^{i}\right)+\frac{1}{2} x^{\prime} K\left(p^{i}\right) x
\end{aligned}
$$

where $x=p^{i+1}-p^{i}$. From the update (2.6), we have $\nabla J\left(p^{i}\right)=-K\left(p^{i}\right) x$. Thus,

$$
J\left(p^{i+1}\right)-J\left(p^{i}\right)=-\frac{1}{2} x^{\prime}\left[K\left(p^{i}\right)-A^{\prime} A\right] x-\frac{1}{2} x^{\prime} K\left(p^{i}\right) x .
$$

Note, if $p^{i+1}$ and $p^{i}$ do not differ by a constant, then $x^{\prime}\left[K\left(p^{i}\right)-A^{\prime} A\right] x>0$. In addition, $x^{\prime} K\left(p^{i}\right) x>0$ if $p_{k}^{i}>0 \forall k$.

Thus, if we have these assumptions, we have strict descent

$$
J\left(p^{i+1}\right)<J\left(p^{i}\right)
$$

with

$$
\begin{equation*}
J\left(p^{i+1}\right)+\frac{1}{2} x^{\prime}\left[K\left(p^{i}\right)-A^{\prime} A\right] x+\frac{1}{2} x^{\prime} K\left(p^{i}\right) x \leq J\left(p^{i}\right) . \tag{2.7}
\end{equation*}
$$

Given this strict descent holds for $A$ and $P$, we will now show a sequence $\left\{\left(A^{i}, P^{i}\right)\right\}_{i=0}^{N}$ is bounded, i.e. it has a convergent subsequence (to a local minimum). Note we assume $P^{0}$ is not a local minimum.

Let $\left(A^{i}, P^{i}\right)$ be the estimate at the $i$-th iterate. We assume

$$
\min \left(\operatorname{diag}\left(A^{\prime} A\right)^{i}\right) \geq \hat{k} \quad \text { for } \hat{k}>0,
$$

and

$$
\min \left(\operatorname{diag}\left(P P^{\prime}\right)^{i}\right) \geq \hat{k} \quad \text { for } \hat{k}>0
$$

Observe when $k=\ell$,

$$
\frac{1}{2} x^{\prime}\left[K\left(p^{i}\right)-A^{\prime} A\right] x+\frac{1}{2} x^{\prime} K\left(p^{i}\right) x \geq \frac{1}{2} \hat{k}\left|x_{k}\right|^{2} .
$$

Thus, it follows from (2.7) that

$$
J\left(p^{i+1}\right)+\frac{1}{2} \hat{k}\left|p^{i+1}-p^{i}\right|^{2} \leq J\left(p^{i}\right) .
$$

Moreover, over all columns and iterations, and given $\left(A^{i}, P^{i}\right)$, we have

$$
J\left(A^{n}, P^{n}\right)+\sum_{i=1}^{n} \frac{1}{2} \bar{k}\left(\left\|P^{i}-P^{i-1}\right\|^{2}+\left\|A^{i}-A^{i-1}\right\|^{2}\right) \leq J\left(A^{0}, P^{0}\right)
$$

Thus, $A^{n}$ and $P^{n}$ are bounded uniformly in $n$ and $\left\|A^{n}-A^{n-1}\right\|+\left\|P^{n}-P^{n-1}\right\| \rightarrow 0$ uniformly in $n$. Hence, there exists a subsequence $\left(A^{n_{k}}, P^{n_{k}}\right) \rightarrow(\bar{A}, \bar{P})$.

Next, we show that $(\bar{A}, \bar{P})$ is a minimizer of $J(A, P)$ over nonnegative matrices. We will again use column-separation. Therefore, recall $p$ is a column of $P$.

As shown in the above analysis, convergence gets slower as $i$ gets larger. Thus, we show the asymptotic complementarity property is satisfied:

$$
\bar{p}_{j} \geq 0 \Longrightarrow \nabla J\left(p^{n_{k}}\right)_{j} \rightarrow 0 \quad \text { and } \quad p_{j}^{n_{k}} \rightarrow 0 \Longrightarrow \nabla J(\bar{p})_{j} \geq 0
$$

Let $p_{j}^{n_{k}}$ be a subsequence such that

$$
p_{j}^{n_{k}} \rightarrow \bar{p}_{j}
$$

where $\bar{p}_{j} \geq 0$. Since

$$
\begin{equation*}
p_{j}^{n_{k}+1}=p_{j}^{n_{k}}-\eta \nabla J\left(p^{n_{k}}\right)_{j} \tag{2.8}
\end{equation*}
$$

with

$$
\eta=\frac{p_{j}^{n_{k}}}{\left(A^{\prime} A p^{n_{k}}\right)_{j}} \geq \frac{1}{\bar{k}}>0
$$

we have $\nabla J\left(p^{n_{k}}\right)_{j} \rightarrow 0$ and $\nabla J(\bar{p})_{j}=0$. Next, suppose

$$
p_{j}^{n_{k}} \rightarrow 0 .
$$

Let $c=\nabla J(\bar{p})_{j}<0$. Then, for a sufficiently large $n_{k}$

$$
\nabla J\left(p^{n_{k}}\right)_{j}<-\frac{c}{2} .
$$

From (2.8)

$$
p_{j}^{n_{k}+1}-p_{j}^{n_{k}}>\frac{c \eta}{2}
$$

which contradicts the fact that $p_{j}^{n_{k}} \rightarrow 0$. Therefore, we have

$$
\nabla J(\bar{p})_{j} \geq 0
$$

In summary, $\bar{p}$ satisfies the asymptotic complementarity condition. Note that as $p_{j}$ gets smaller, convergence slows. There is a 0 -determination strategy such that when $p_{j}^{n_{k}}$ gets significantly small we set $p_{j}^{n_{k}}=0$. However, there is no recovery for this element to positivity.

Remark 5. Although we focus on the Frobenius NMF in this section, descent for the divergence NMF is shown by Seung and Lee in [65]. In addition, the analysis on strict descent can be extended to the divergence criterion.

### 2.7 Density Preservation of the Divergence NMF

We observe that the divergence NMF preserves at each step $\sum_{i, j}(A P)_{i, j}=\sum_{i, j} Y_{i, j}$, despite the fact that the initialization $\left(A^{0}, P^{0}\right)$ does not. In Table 2.2, we see this is true. The algorithm then generates minimizing interests for the K-L divergence. Hence, if $Y$ is normalized by $\sum_{i, j} Y_{i, j}$,
then at each step $\sum_{i, j}(A P)_{i, j}$ is also equal to 1 . The results in the tables are from the time-series dataset. Observe in the presence of regularization, however, the sum preservation is not exact, but significantly closes the gap compared to the initializations, see Table 2.2.

Table 2.2: Density Preserved and Density Unpreserved

| $\sum_{i, j} Y_{i, j}$ | $\alpha$ | $\gamma$ | $\sum_{i, j}\left(A_{0} P_{0}\right)_{i, j}$ | $\sum_{i, j}(A P)_{i, j}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 0 | 0 | 5.0400 e 4 | 1.0000 |
|  | 0.5 | 0 | 1.3342 e 4 | 0.8457 |
|  | 1 | 0 | 1.3224 e 4 | 0.7438 |
|  | 0 | 0.2 | 1.2368 e 4 | 0.7417 |
|  | 0 | 0.3 | 1.0931 e 4 | 0.7441 |
| 1.7740 e 4 | 0 | 0 | 1.1367 e 4 | 1.7740 e 4 |
|  | 0.1 | 0 | 1.3301 e 4 | 1.7089 e 4 |
|  | 1 | 0 | 1.4615 e 4 | 1.3171 e 4 |
|  | 0 | 0.2 | 1.1254 e 4 | 1.7741 e 4 |
|  | 0 | 0.3 | 1.3794 e 4 | 1.7742 e 4 |

To prove the density preservation, recall the divergence cost function (1.3), and the elementwise gradient descent method for $P$ is

$$
P^{+}=P-\eta_{P} \frac{\partial J}{\partial P} .
$$

If we choose $\eta_{P_{k, j}}=\frac{P_{k, j}}{\sum_{i} A_{i, k}}$ using the same choice method we did for the $A$-update. Then,

$$
P_{k, j}^{+}=P_{k, j}-\frac{P_{k, j}}{\sum_{i} A_{i, k}}\left(\frac{-Y_{i, j}}{(A P)_{i, j}} \sum_{i} A_{i, k}+\sum_{i} A_{i, k}\right) .
$$

Now we multiply $A_{\hat{i}, k}$ on the left-hand side of both sides of the equation to get

$$
\begin{aligned}
A_{\hat{i}, k} P_{k, j}^{+} & =A_{\hat{i}, k} P_{k, j}-A_{\hat{i}, k}\left(\frac{P_{k, j}}{\sum_{i} A_{i, k}}\left(\frac{-Y_{i, j}}{(A P)_{i, j}} \sum_{i} A_{i, k}+\sum_{i} A_{i, k}\right)\right) \\
& =A_{\hat{i}, k} P_{k, j}+A_{\hat{i}, k} P_{k, j} \frac{Y_{i, j}}{(A P)_{i, j}}-A_{\hat{i}, k} P_{k, j} \\
& =A_{\hat{i}, k} P_{k, j} \frac{Y_{i, j}}{(A P)_{i, j}}
\end{aligned}
$$

Then, we sum over the $k$ 's

$$
\begin{aligned}
\left(A P^{+}\right)_{\hat{i}, j} & =\sum_{k} A_{\hat{i}, k} P_{k, j}^{+} \\
& =\sum_{k}\left(A_{\hat{i}, k} P_{k, j} \frac{Y_{i, j}}{(A P)_{i, j}}\right) \\
& =\left(\sum_{k} A_{\hat{i}, k} P_{k, j}\right) \frac{Y_{i, j}}{(A P)_{i, j}} \\
& =(A P)_{\hat{i}, j} \frac{Y_{i, j}}{(A P)_{i, j}}
\end{aligned}
$$

Summing over both the $\hat{i}$ 's and the $j$ 's,

$$
\begin{array}{ll}
\sum_{j}\left(A P^{+}\right)_{\hat{i}, j} & =\sum_{j}\left((A P)_{\hat{i}, j} \frac{Y_{i, j}}{(A P)_{i, j}}\right) \\
\sum_{\hat{i}} \sum_{j}\left(A P^{+}\right)_{\hat{i}, j} & =\sum_{\hat{i}} \sum_{j}\left((A P)_{\hat{i}, j} \frac{Y_{i, j}}{(A P)_{i, j}}\right) \\
\sum_{\hat{i}, j}\left(A P^{+}\right)_{\hat{i}, j} & =\sum_{\hat{i}, j} Y_{i, j}=\sum_{i, j} Y_{i, j}
\end{array}
$$

Thus, $\sum_{i, j}\left(A P^{+}\right)_{i, j}=\sum_{i, j} Y_{i, j}$ after the $P$-update. Similarly for the $A$-update.
Therefore, the NMF by generalized Kullback-Leibler divergence preserves the density from $Y$ in the density of $A P$.

## Chapter 3

## The Primal-Dual Active Set Nonnegative Matrix Factorization

The standard NMF methods by Seung and Lee are simple to implement because of the elementwise operations, and they are still used because of their success in finding a nonnegative matrix factorization. However, as we discussed previously, the nature of the multiplicative updates causes slow convergence and may not find a desired solution. In this chapter, we develop an algorithm that finds a better representation by applying the well-established primal-dual active set (PDAS) method to the NMF problem. We then numerically validate the benefit of the PDAS-NMF method over standard NMF method.

### 3.1 Primal-dual Active Set Method

### 3.1.1 Unregularized

Recall the regularized least squares problem,

Problem 1.1. Given a nonnegative matrix $Y \in \mathbb{R}^{n \times m}$ and a positive integer $p<\min (n, m)$,
find nonnegative matrices $A \in \mathbb{R}^{n \times p}$ and $P \in \mathbb{R}^{p \times m}$ to solve

$$
\min _{A, P} J(A, P)=\min _{A, P} \frac{1}{2}\|A P-Y\|_{F}^{2}+\alpha \sum_{i, k} A_{i, k}+\frac{\beta}{2} \sum_{k, \bar{k}}\left(P P^{\prime}-I\right)_{k, \bar{k}}
$$

subject to

$$
A, P \geq 0, P P^{\prime}=I
$$

where $\alpha>0$ is the regularization parameter for the sparsity in $A$ and $\beta>0$ is the regularization parameter for the near-orthogonality of $P$. Recall, if $\alpha>0$ increases, then the sum $\sum_{i, k} A_{i, k}$ should decrease; if $\beta>0$ increases, then the sum of off-diagonal entries of $P P^{\prime}$ decreases. Moreover, the regularization parameters $\alpha \geq 0$ and $\beta \geq 0$ are chosen so that the fidelity term $\frac{1}{2}\|A P-Y\|_{F}^{2}$ and the regularization terms are balanced [36].

In this section, we develop a Newton-like method for solving the unregularized (1.4). To this end, we first state the necessary optimality for the constrained minimization. We define the Lagrangian function

$$
L\left(A, P, \Lambda_{1}, \Lambda_{2}\right)=J(A, P)-\left\langle\Lambda_{1}, A\right\rangle_{F}-\left\langle\Lambda_{2}, P\right\rangle_{F}, \quad \Lambda_{1}, \Lambda_{2} \geq 0
$$

where $\Lambda_{1} \in \mathbb{R}^{n \times p}$ and $\Lambda_{2} \in \mathbb{R}^{p \times m}$ are the Lagrange Multipliers for $A \geq 0$ and $P \geq 0$, respectively, and the Frobenius products are defined $\left\langle\Lambda_{1}, A\right\rangle_{F}=\sum_{i, k}\left(\left[\Lambda_{1}\right]_{i, k} \cdot A_{i, k}\right)$ and $\left\langle\Lambda_{2}, P\right\rangle_{F}=$ $\sum_{k, j}\left(\left[\Lambda_{2}\right]_{k, j} \cdot P_{k, j}\right)$. Lagrange Multiplier Theory states the necessary optimality is given by

$$
\begin{cases}\frac{\partial L}{\partial A}=(A P-Y) P^{\prime}-\Lambda_{1}=0, & \Lambda_{1} \geq 0 \text { and }\left\langle\Lambda_{1}, A\right\rangle_{F}=0 \\ \frac{\partial L}{\partial P}=A^{\prime}(A P-Y)-\Lambda_{2}=0, & \Lambda_{2} \geq 0 \text { and }\left\langle\Lambda_{2}, P\right\rangle_{F}=0\end{cases}
$$

The complementarity condition in $[30,38]$ then determines the primal-dual active set method by

$$
\Lambda_{1}=\max \left(0, \Lambda_{1}-c A\right), \text { element-wise },
$$

where $c>0$. Similarly,

$$
\Lambda_{2}=\max \left(0, \Lambda_{2}-c P\right), \text { element-wise }
$$

For the PDAS-NMF, we let $c=1$. We make the following observations about this condition. First, if $\left(\Lambda_{1}-A\right)_{i, k}<0$, then $\left[\Lambda_{1}\right]_{i, k}=0$ and $A_{i, k}>0$. Second, if $\left(\Lambda_{1}-A\right)_{i, k}>0$, then $\left[\Lambda_{1}\right]_{i, k}>0$ and $A_{i, k}=0$.

$$
\begin{aligned}
& \text { Algorithm 3.1 Primal-Dual Active Set (PDAS) NMF Algorithm } \\
& \hline \text { 1. Evaluate } \Lambda_{1}=(A P-Y) P^{\prime} \text { and let } \\
& \qquad \mathcal{A}_{1}=\left\{(i, k):\left(\Lambda_{1}-A\right)_{i, k}>0\right\}, \quad \mathcal{I}_{1}=\left\{(i, k):\left(\Lambda_{1}-A\right)_{i, k} \leq 0\right\} .
\end{aligned}
$$

2. Let $A=0$ on $\mathcal{A}_{1}$ and set $S=P P^{\prime}$ and $G=Y P^{\prime}$. For each $1 \leq i \leq n$

$$
A(i, k)=G(i, k) S(k, k)^{-1}, \quad(i, k) \in \mathcal{I}_{1}
$$

3. Evaluate $\Lambda_{2}=A^{\prime}(A P-Y)$ and let

$$
\mathcal{A}_{2}=\left\{(k, j):\left(\Lambda_{2}-P\right)_{k, j}>0\right\}, \quad \mathcal{I}_{2}=\left\{(k, j):\left(\Lambda_{2}-P\right)_{k, j} \leq 0\right\} .
$$

4. Let $P=0$ on $\mathcal{A}_{2}$ and set $T=A^{\prime} A$ and $G=A^{\prime} Y$. For each $1 \leq j \leq m$

$$
P(k, j)=T(k, k)^{-1} G(k, j), \quad(k, j) \in \mathcal{I}_{2}
$$

Based on this fact, we develop the Primal-Dual Active Set (PDAS) method [30, 37, 38]. It uses the current $\left(\Lambda_{1}-A\right)$ and determines the active index set $\mathcal{A}_{1}=\left\{(i, k):\left(\Lambda_{1}-A\right)_{i, k}>0\right\}$ where $A_{i, k}^{+}=0$ for all $(i, k) \in \mathcal{A}_{1}$, and an inactive index set $\mathcal{I}_{1}=\left\{(i, k):\left(\Lambda_{1}-A\right)_{i, k} \leq 0\right\}$ where $\left(\Lambda_{1}\right)_{i, k}^{+}=0$ for all $(i, k) \in \mathcal{I}_{1}$. The PDAS algorithm then solves the system

$$
\begin{equation*}
\left(A^{+} P-Y\right) P^{\prime}-\Lambda_{1}^{+}=0 \tag{3.1}
\end{equation*}
$$

for $\left(A^{+}, \Lambda_{1}^{+}\right)$with $A^{+}=0$ on $\mathcal{A}_{1}$ and $\Lambda_{1}^{+}=0$ on $\mathcal{I}_{1}$.
Similarly, we have the active set $\mathcal{A}_{2}=\left\{(k, j):\left(\Lambda_{2}-P\right)_{k, j}>0\right\}$ where $P_{k, j}^{+}=0$ for all $(k, j) \in \mathcal{A}_{2}$, and the inactive set $\mathcal{I}_{2}=\left\{(k, j):\left(\Lambda_{2}-P\right)_{k, j} \leq 0\right\}$ where $\left(\Lambda_{2}\right)_{k, j}^{+}=0$ for all
$(k, j) \in \mathcal{I}_{2}$. The PDAS algorithm then solves the system

$$
A^{\prime}\left(A P^{+}-Y\right)-\Lambda_{2}^{+}=0
$$

for $\left(P^{+}, \Lambda_{2}^{+}\right)$with $P^{+}=0$ on $\mathcal{A}_{2}$ and $\Lambda_{2}^{+}=0$ on $\mathcal{I}_{2}$.
In summary, we have Algorithm 3.1. Steps 1 and 2 are applied for the $A$-update, and steps 3 and 4 are for the $P$-update. For each $i$-th row of $A^{+}$and $j$-th column of $P^{+}$, these steps require matrix-vector solutions of principle minors of $T$ and $S$.

Remark 1. Notice that the linear system solve in step 2 is executed row-wise for $n$ rows and column-wise for $m$ columns in step 4 . These steps can be costly depending on the size of the inactive sets.

Remark 2. Recall for the Frobenius distance cost function, we have the property of coercivity that gives the existence of a minimizer pair $(\bar{A}, \bar{P})$. Lagrange Multiplier theory states that since $(\bar{A}, \bar{P})$ is a minimizer for $J(A, P)$, then there exists the dual variables $\Lambda_{1}$ and $\Lambda_{2}$ such that $\left(\bar{A}, \bar{P}, \Lambda_{1}, \Lambda_{2}\right)$ is a stationary point for $L\left(A, P, \Lambda_{1}, \Lambda_{2}\right)$.

### 3.1.2 Regularized

Next, we consider the case of (1.4) when $\alpha>0$ and $\beta>0$. We extend Algorithm 3.1 to the Primal-Dual Active Set method for the regularized case (Algorithm 3.2). We need to redefine the necessary optimality for this case

The complementarity condition in $[30,38]$ then determines the primal-dual active set method as explained earlier.

Algorithm 3.2 PDAS-NMF Algorithm for Regularized (1.4)

1. Evaluate $\Lambda_{1}=(A P-Y) P^{\prime}+\alpha F$ and let

$$
\mathcal{A}_{1}=\left\{(i, k):\left(\Lambda_{1}-A\right)_{i, k}>0\right\}, \quad \mathcal{I}_{1}=\left\{(i, k):\left(\Lambda_{1}-A\right)_{i, k} \leq 0\right\} .
$$

2. Let $A=0$ on $\mathcal{A}_{1}$ and set $S=P P^{\prime}$ and $G=Y P^{\prime}+\alpha F$. For each $1 \leq i \leq n$

$$
A(i, k)=G(i, k) S(k, k)^{-1}, \quad(i, k) \in \mathcal{I}_{1}
$$

3. Evaluate $\Lambda_{2}=A^{\prime}(A P-Y)+\beta(E P-P)$ and let

$$
\mathcal{A}_{2}=\left\{(k, j):\left(\Lambda_{2}-P\right)_{k, j}>0\right\}, \quad \mathcal{I}_{2}=\left\{(k, j):\left(\Lambda_{2}-P\right)_{k, j} \leq 0\right\} .
$$

4. Let $P=0$ on $\mathcal{A}_{2}$ and set $T=A^{\prime} A+\beta\left(E-I_{p \times p}\right)$ and $G=A^{\prime} Y$. For each $1 \leq j \leq m$

$$
P(k, j)=T(k, k)^{-1} G(k, j), \quad(k, j) \in \mathcal{I}_{2}
$$

For the regularized case, however, the PDAS algorithm solves the system

$$
\left(A^{+} P-Y\right) P^{\prime}+\alpha F-\Lambda_{1}^{+}=0
$$

for $\left(A^{+}, \Lambda_{1}^{+}\right)$with $A^{+}=0$ on $\mathcal{A}_{1}$ and $\Lambda_{1}^{+}=0$ on $\mathcal{I}_{1}$. In addition, it solves the system

$$
A^{\prime}\left(A P^{+}-Y\right)+\beta\left(E P^{+}-P^{+}\right)-\Lambda_{2}^{+}=0
$$

for $\left(P^{+}, \Lambda_{2}^{+}\right)$with $P^{+}=0$ on $\mathcal{A}_{2}$ and $\Lambda_{2}^{+}=0$ on $\mathcal{I}_{2}$.
Remark 3. The PDAS method can be applied to any regularized problem, such as Problem (1.4) and Problem (1.5), as long as the necessary optimality system

$$
\begin{cases}\frac{\partial J}{\partial A}-\Lambda_{1}=0, & \Lambda_{1} \geq 0 \text { and }\left\langle\Lambda_{1}, A\right\rangle_{F}=0 \\ \frac{\partial J}{\partial P}-\Lambda_{2}=0, & \Lambda_{2} \geq 0 \text { and }\left\langle\Lambda_{2}, P\right\rangle_{F}=0\end{cases}
$$

can be efficiently solved. This algorithm is successful when $\frac{\partial J}{\partial A}$ and $\frac{\partial J}{\partial P}$ are linear.

### 3.2 Numerical Validation

In this section, we test the PDAS-NMF algorithm. Recall $\alpha$ is the sparsity enhancement parameter; as $\alpha$ increases, the sum of the elements of $A$ should decrease because of the increase of 0 -elements. Also recall that $\beta$ enhances the near-orthogonality of $P$; as $\beta$ increases, the sum of the off-diagonal entries of $P P^{\prime}$ should decrease because of the increase of orthogonality. Consider Figure 3.1 [11]. We will use the matrix representation of this image, where each element of the matrix is a value in the range $0: 255$, representing pixel intensity. We will compare standard NMF to PDAS-NMF for both unregularized and regularized cases.


Figure 3.1: Tree

We will examine several regularized cases. That is, we'll give results for different values of $\alpha$ and $\beta$. Furthermore, the Figure 3.1 is 400 -by- 600 pixels. Therefore, the choice in $p$ can range from 1 to 400 . We look at a few different $p$ to see how this influences the results of the regularization. The same initializations for $A$ and $P$ are used within each $p$-case. In addition, we will run both the standard NMF and the PDAS-NMF for ten iterations.

In the Tables 3.1 and 3.2, "w.o." represents results found by standard NMF/ regularized standard NMF; "w." represents results found with the PDAS-NMF method. In Table 3.1, we examine the cases in which there is only sparsity regularization, only near-orthogonality
regularization, and both. In the cases $\alpha \neq 0$ and $\beta=0$, we see the degree of sparsity of PDAS-NMF is significantly higher than regularized NMF. Similarly, in the cases $\alpha=0$ and $\beta \neq 0$, PDAS-NMF increases the degree of partitions in the rows of $P$. In the case of both regularizations, PDAS-NMF finds a representation with a better balance. Therefore, for the individual matrices $A$ and $P$, PDAS-NMF finds better results. We examine the fidelity and the balance of the representation in Table 3.2, a continuation of Table 3.1. This table displays the fidelity of the representations found in Table 3.1. Clearly, it can be seen that PDAS-NMF representations also have a better fidelity.

Remark 4. We have investigated several examples, and PDAS-NMF provides better results over standard NMF.

Remark 5. When both $\alpha$ and $\beta$ are non-zero, we see that we achieve the results we would like, but an increase in sparse-ness of $A$ or degree of orthogonality of $P$ means an increase in the relative norm. If one cares more about structural properties, then the fidelity has little meaning. In this example, we want regularization parameters based on a balance among the three terms [36].

Remark 6. Notice we'll measure sparsity of the standard NMF by the number of elements below $10^{-3}$ since 0 -values are not actually attained.

The final piece of this comparison is the cost function

$$
J(A, P)=\frac{1}{2}\|A P-Y\|_{F}^{2}+\alpha \sum_{i, k} A_{i, k}+\frac{\beta}{2} \sum_{k, \bar{k}}\left(P P^{\prime}-I\right)_{k, \bar{k}} .
$$

After examination, it can be seen that in every case, the PDAS-NMF method finds a representation that minimizes the cost function. This is significant given that PDAS-NMF results are more sparse and more nearly-orthogonal. Hence, it finds a better balance than standard NMF among the three criteria.

We give visual results in Figure 3.2 in order to verify that PDAS-NMF does indeed find the better result. We use the arguments from the final case in the Tables above. That is, we choose

Table 3.1: Near-orthogonality and Sparsity: without and with PDAS

| $p$ | $\alpha$ | $\beta$ | w.o. $\frac{\sum_{k, \bar{k}}\left(P P^{\prime}-I\right)_{k, \bar{k}}}{p^{2}}$ | w. $\frac{\sum\left(P P^{\prime}-I\right)_{k, \bar{k}}}{p^{2}}$ | w.o. $\frac{A_{i, j}<1 e-3}{n p}$ | w. $\frac{A_{i, j}==0}{n p}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 100 | 0 | 0 | 162.0577 | 5.3618 e 3 | $1.7500 \mathrm{e}-04$ | 0.4445 |
|  | 6 | 0 | 162.6786 | 5.3615 e 3 | $1.7500 \mathrm{e}-04$ | 0.4448 |
|  | 0 | 6 | 0.7356 | 0.2322 | $2.5000 \mathrm{e}-05$ | 0.4105 |
|  | 3 | 6 | 0.7356 | 0.2363 | $2.5000 \mathrm{e}-05$ | 0.4214 |
|  | 6 | 3 | 0.7356 | 0.2625 | $2.5000 \mathrm{e}-05$ | 0.4489 |
| 150 | 0 | 0 | 162.2677 | 2.4138 e 3 | $3.5000 \mathrm{e}-04$ | 0.4497 |
|  | 6 | 0 | 162.8027 | 2.4127 e 3 | $3.5000 \mathrm{e}-04$ | 0.4504 |
|  | 0 | 6 | 0.7341 | 0.1776 | $5.0000 \mathrm{e}-05$ | 0.4034 |
|  | 3 | 6 | 0.7341 | 0.1822 | $5.0000 \mathrm{e}-05$ | 0.4314 |
|  | 6 | 3 | 0.7341 | 0.2090 | $5.0000 \mathrm{e}-05$ | 0.4707 |
| 200 | 0 | 0 | 160.6696 | 1.3637 e 3 | $4.5000 \mathrm{e}-04$ | 0.4511 |
|  | 6 | 0 | 161.1590 | 1.3584 e 3 | $4.5000 \mathrm{e}-04$ | 0.4557 |
|  | 0 | 6 | 0.7329 | 0.1356 | $3.7500 \mathrm{e}-05$ | 0.3925 |
|  | 3 | 6 | 0.7329 | 0.1412 | $3.7500 \mathrm{e}-05$ | 0.4420 |
|  | 6 | 3 | 0.7329 | 0.1720 | $3.7500 \mathrm{e}-05$ | 0.5044 |

$(p, \alpha, \beta)=(200,6,3)$. After 100 iterations of Frobenius NMF, we do not have a representation as good as PDAS-NMF for 10 iterations, where we have fidelity 0.1423, "sparsity" 0.0031 , and near-orthogonality 0.3310 after 100 iterations. This is verified by Figure 3.2. Note, the standard NMF may be used as a preprocessing step in order to better initialize $A$ and $P$ for the PDAS-NMF method.

### 3.3 Conclusion

In summary, we have presented an algorithm that solves the Nonnegative Matrix Factorization problem (Problem 1.1) as a constraint problem. In addition, the PDAS-NMF removes the issue of standard NMF by giving elements in $A$ and $P$ the ability to attain 0 -value and allows them to regain positivity if the algorithm decides. Furthermore, the PDAS-NMF method has been extended to the regularized NMF problem in which we desire the following structural properties: near-orthogonality of the basis $P$ and sparsity of the assignment $A$.

In the example above, we have shown the success of PDAS-NMF over the standard NMF.

Table 3.2: Fidelity Term and Final Cost Function Value: without and with PDAS

| $p$ | $\alpha$ | $\beta$ | w.o. $\frac{\\|Y-A P\\|_{F}}{\\|Y\\|_{F}}$ | with $\frac{\\|A P-Y\\|_{F}}{\\|Y\\|_{F}}$ | w.o. $J(A, P)$ | w. $J(A, P)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 100 | 0 | 0 | 0.3158 | 0.1219 | 3.1463 e 8 | 0.4688 e 8 |
|  | 6 | 0 | 0.3158 | 0.1219 | 3.1533 e 8 | 0.4703 e 8 |
|  | 0 | 6 | 0.3159 | 0.1219 | 3.1485 e 8 | 0.4689 e 8 |
|  | 3 | 6 | 0.3159 | 0.1218 | 3.2001 e 8 | 0.5555 e 8 |
|  | 6 | 3 | 0.3159 | 0.1222 | 3.2514 e 8 | 0.6377 e 8 |
| 150 | 0 | 0 | 0.3138 | 0.1021 | 3.1065 e 8 | 0.3289 e 8 |
|  | 6 | 0 | 0.3138 | 0.1021 | 3.1136 e 8 | 0.3314 e 8 |
|  | 0 | 6 | 0.3140 | 0.1023 | 3.1110 e 8 | 0.3303 e 8 |
|  | 3 | 6 | 0.3140 | 0.1021 | 3.1627 e 8 | 0.4293 e 8 |
|  | 6 | 3 | 0.3140 | 0.1024 | 3.2141 e 8 | 0.5176 e 8 |
| 200 | 0 | 0 | 0.3138 | 0.0896 | 3.1065 e 8 | 0.2533 e 8 |
|  | 6 | 0 | 0.3138 | 0.0893 | 3.1136 e 8 | 0.2553 e 8 |
|  | 0 | 6 | 0.3140 | 0.0912 | 3.1114 e 8 | 0.2626 e 8 |
|  | 3 | 6 | 0.3140 | 0.0883 | 3.1632 e 8 | 0.3588 e 8 |
|  | 6 | 3 | 0.3140 | 0.0883 | 3.2145 e 8 | 0.4484 e 8 |

However, if $n, m, p$, large enough, the system solve can be costly. In chapter 5, we develop a primal-dual active set method where we use the conjugate gradient method as an incomplete solver for system 3.1. This allows us to use the PDAS method for large systems. We implement the algorithm for the application of deconvolution. This adaptation can be applied to standard $A P$ representation.

(a) Frobenius NMF after 10 iterations

(c) Frobenius NMF after 100 iterations

(b) Frobenius NMF after 50 iterations

(d) PDAS-NMF after 10 iterations

Figure 3.2: For $(p, \alpha, \beta)=(200,6,3)$

## Chapter 4

## Rank Determination

The Nonnegative Matrix Factorization is a low-rank representation that highlights important patterns while reducing complexity. This begs the question how to best choose the middle rank $p$ for the representation since it determines the amount of complexity in the representation. Typically, the middle rank is chosen based on prior knowledge, but intuition can be wrong. In this chapter, we develop a strategy to select the middle rank for the NMF using the concept of NMF-singular values and compare with the Akaike Information Criterion.

### 4.1 Introduction

Consider the set of data points

$$
\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right), \ldots,\left(x_{m}, y_{m}\right)
$$

in $\mathbb{R}^{2}$. Furthermore, consider the polynomial $\hat{p}_{n}(x)$ and the process of curve fitting. The goodness of fit, or fidelity, is the degree with which $\hat{p}_{n}(x)$ accurately fits the data points. By increasing the order $n$, one may also increase the accuracy. However, the polynomial may be quite complex, and can be highly oscillatory. The goal of this process, then, is to determine the complexity balance. That is, find the order $n$ such that polynomial $\hat{p}_{n}(x)$ is both well-behaved and a good
fit to the data points.
For the case of NMF, complexity translates to the choice of $p$. The choice determines the trade-off between the fidelity and the amount of information present in the representation. In other words, a balance is necessary because if $p$ is chosen to be small, then we reduce the complexity of the data present in our representation but this increases the fidelity. If $p$ is chosen to be larger, we achieve a smaller fidelity but we may not have reduced enough complexity present in the original data. The method we develop will determine the balancing point of these two trade-off quantities.

### 4.2 NMF-Singular Values

In order to introduce the NMF-singular values, we first recall the Singular Value Decomposition (SVD) of a rank $r$ matrix $Y_{n \times m}$ in the decomposition

$$
Y=U \Sigma V^{\prime},
$$

where $U \in \mathbb{R}^{n \times k}$ and $V \in \mathbb{R}^{m \times \bar{k}}$ are orthonormal and $\Sigma \in \mathbb{R}^{k \times \bar{k}}$ is the matrix with diagonal entries

$$
\sigma_{1} \geq \sigma_{2} \geq \cdots \geq \sigma_{r}>0
$$

known as singular values, and 0 -entries elsewhere. We will assume $k=\bar{k}$. We have also assumed $U$ and $V$ are real; note that they can be unitary. This is not the case in this chapter since we deal with real data.

The SVD is used in many applications as a reduced-rank representation of $Y$. Typically, this factorization is reduced in the following manner

$$
Y_{m}=U_{m} \Sigma_{m} V_{m}^{\prime},
$$

where $\Sigma_{m}$ is the diagonal matrix whose diagonal elements are the $m$ dominant singular values
of $Y$. The truncation at $\sigma_{m}$ is, by some method of determination, the threshold between the most significant information and the least significant information. One such method assumes $\sigma_{m+1}, \ldots, \sigma_{r}$ do not hold necessary information if they are significantly smaller in magnitude than $\sigma_{m}$. Another method assumes these singular values are not significant if there is minimal change in value across $\sigma_{m}, \ldots, \sigma_{r}$.

Remark 1. The rank $m$ should be related to $p$ since the rank of $Y_{m}$ is $m$, and the rank is exactly the complexity of our interests.

We would like to develop a similar system for data reduction. Thus, we relate the NMF to the SVD. In the SVD, the rows of $V^{\prime}$ are the orthonormal basis of $Y$, ordered by the corresponding singular values; as we stated earlier, the rows of $P$ are the basis of $Y$ in the NMF. Recall that $A$ is the assignment of $P$; in this same manner, $U \Sigma$ is the assignment of those basis vectors in $V^{\prime}$. Observe that each column of $U \Sigma$ contains the information from the singular values. Therefore, the columns of $U \Sigma$ determine the contribution scale of the rows of $V^{\prime}$.

Remark 2. If we find a reduced rank representation of $Y$ by either the SVD or the NMF, we don't have an exact factorization of $Y$. The SVD and NMF are different by nature. A clear advantage of the NMF over the SVD is that the factors are nonnegative.

We can extend this to the NMF by considering the NMF-singular value defined as

Definition 1. Given $Y \in \mathbb{R}^{n \times m}$ and a Nonnegative Matrix Factorization $A P$, where $A \in \mathbb{R}^{n \times \bar{p}}$ and $P \in \mathbb{R}^{\bar{p} \times m}$ with $\bar{p}=\min (n, m)$, the NMF-singular values are defined

$$
s_{k}=\|A(:, k)\|_{1}, \quad k=1, \ldots, \bar{p}
$$

Thus, the $s_{k}$-values describe the magnitude of contribution for the rows of $P$. In this manner, we may consider the $s_{k}$ values as generalized singular values, or NMF-singular values. Furthermore, since each $s_{k}$ determines the contributions of each basis vector $P_{k, *}$, we can use their information to indicate the choice in $p$ just as singular values are used to truncate the SVD.

In order to find the $s_{k}$-values, we do need to find the NMF representation for $\bar{p}=\min (n, m)$. We make note here that we can do this because the following examples are not significantly large. However, if we were dealing with a much larger dataset, choosing $\bar{p}=\min (n, m)$ is not feasible. In this case, we would want to choose a $\bar{p}$ that is largest possible such that the NMF can be calculated in a reasonable amount of time.

In addition to this choice in $\bar{p}$, we do not use regularized NMF for this chapter. We found that $(\alpha, \beta) \neq(0,0)$ did not change the pattern of the NMF-singular values, which is what we need for our analysis.

### 4.3 Akaike Information Criterion

As we stated earlier, we want to determine the $p$ such that we have a balance between fidelity and the complexity in representation. The statistical model selection criterion Akaike Information Criterion (AIC) $[10,12,42,75]$ expresses the relationship between these two quantities

Recall the Kullback-Leibler (K-L) divergence is defined

$$
\begin{equation*}
D(Y \| A P)=\sum_{i, j}\left(Y_{i, j} \log \left(\frac{Y_{i, j}}{(A P)_{i, j}}\right)\right), \tag{4.1}
\end{equation*}
$$

where $Y$ and $A P$ are probability densities. This measures the gap between the density $Y$ and the density $A P$. That is, the K-L divergence represents the information lost when the model $A P$ is used to represent the original data $Y$. The best model $A P$ will be the one that minimizes $D(Y \| A P)$. This divergence, however, requires knowing the true distribution of $Y$; we do not have this information. Therefore, we need to estimate.

Akaike states the Kullback-Leibler divergence is asymptotically estimated by the formulation known as the Akaike Information Criterion (AIC). This is defined

$$
\begin{equation*}
A I C=-2 \log L(A P ; Y)+2 K, \tag{4.2}
\end{equation*}
$$

where $L$ is the likelihood function, the probability of $Y$ given $A P$, and $K$ is the total number of elements in $A$ and $P$. In the case of NMF, Gaussian distribution is assumed. Therefore, $-\log L(A P ; Y)$ is $\|A P-Y\|_{F}^{2}$. Also, since the parameters we are estimating are every entry in $A$ and in $P$, then we use $K=n \times p+m \times p=(n+m) \times p$. The preferred representation is the one with the minimum AIC value.

It is significant to observe (4.2) does indeed express the trade-off relationship between fidelity and complexity. If $p$ remains small, $K$ remains small but $-\log L(A P ; Y)$ will be large since there will be less data representing $Y$. Thus, AIC will be overpowered by the fidelity. However, as $p$ increases, $-\log L(A P ; Y)$ will decrease but $K$ will increase. Thus, AIC will be overpowered by the complexity. Therefore, the minimum value of AIC occurs when both the fidelity and the complexity are evenly matched.

### 4.4 Comparison Study

We now develop our method using the NMF-singular values by three examples: a time-series dataset provided by Dr. Elana Fertig [59], an image of the well-known Lena, and a term-bydocument dataset. We will compare the results to the choice by AIC.

The first example is time-series data with 1363 different cells represented and 9 time points. The data are samples of gastrointestinal stromel tumor cells at 9 time points after being treated with $10 \mu \mathrm{~mol} / \mathrm{L}$ of imatinib mesylate (IM), which has had success in treating chronic myelogeneous leukemia. We refer you to Figure 4.1.

In Figure 4.1a, we display the SVD singular values. If we truncate by the SVD singular values, we will choose $p=3$. As we stated earlier, we aim to find a similar systematic method using the NMF.

For our method, we calculate the $s_{k}$-values from Definition 1 , for $k=1, \ldots, 9$. In Figure 4.1b, we plot the $s_{k}$-values. Similar to the plot of the SVD singular values, along the y -axis is the value of the $s_{k}$-values and the x -axis gives $k$. We want to examine the curvature. At the point of maximum curvature, there occurs a significant turning point between the fidelity and
the complexity [29]. This is the turning point we use in order to determine the best-fit rank. The greatest change in curvature is contained in the range $p=3: 7$. We claim the optimal $p$ is in this range. More specifically, we claim the optimal is $p=4$.

We'll examine the AIC for the time-series data set for $p=1: 9$. The time-series data set gives us the fidelity term $\|(A P-Y) . / \operatorname{sqr}(\Sigma)\|_{F}^{2}$, where $\Sigma$ is the co-variance matrix for the data element-wise. In Figure 4.1c, we've plotted the AIC for each $p$. We see that the minimal AIC occurs when $p=4$. Hence, this choice in rank provides the best balance between information lost and reduced complexity. Moreover, AIC has confirmed our analysis of the $s_{k}$-curve and the assertion $p=4$.


Figure 4.1: Time-Series Dataset

Consider the second example, a gray-scale image 'Lena' in Figure 5.1a. The matrix representation is 512 pixels by 512 pixels [33]. Each element represents pixel intensity. In Figure 4.2a, we have the curve for the log-SVD singular values in order to provide visuals. Previously, it traced the graph's border. The curve indicates a significant change in values very early. We find the $s_{k}$-values for $k=1, \ldots, 512$. Figure 4.2 b displays the $s_{k}$-values. We examine the curvature of the $s_{k}$-curve and determine that the best range is $p=20: 80$.

Now, we compute the AIC (4.2) for each $p$ in order to verify our assertion. For the image, we must take into consideration the pixel intensity and scale accordingly so fidelity will not
outweigh complexity too significantly. We take the first term $\|A P-Y\|_{F}^{2}$ and we divide by $\left(4^{*} 256\right)$. Figure 4.2 c shows the AIC values we found. The minimum AIC value gives $p=32$, confirming the range selection by $s_{k}$-curve analysis as containing the optimal selection for $p$.

Figure 4.3c displays the representation for our $Y$. We can visually verify that the optimal $p$ chosen by our method does indeed maintain important features in the face of the woman, while features that may not matter, such as details in the hair strands, are fuzzy. In Figure 4.3, we display two images, $p=10$ and $p=90$. We've chosen these $p$ 's based on their position of the $s_{k}$-curve. The rank $p=10$ is positioned where the large quantity of fidelity overpowers complexity, and rank $p=90$ is positioned where the complexity is larger in value than fidelity. Table 4.1 confirms this assertion.

Table 4.1: Fidelity-Complexity Balance for Lena

| $p$ | scaled fidelity | $K$ |
| :---: | :---: | :---: |
| 10 | 99315 | 10240 |
| 32 | 35784 | 32768 |
| 90 | 11804 | 92160 |

Figure 4.3 d shows that $p=10$ gives an image which is much fuzzier than the optimal image, and thus we lose features. This clearly implies that more information is lost. Figure 4.3b gives an image for $p=90$, which is much clearer than the optimal woman (there is more information). However, this does not provide the best balance (See Table 4.1). Clearly, at $p=32$ we have the better balance, which is indicated by the range chosen via NMF-singular values.

Remark 3. We use the $s_{k}$-curve analysis to highlight a range of possible $p$. This allows flexibility in the choice of $p$ since the balance displayed by $p=32$ in Table 4.1 may not significantly change within the highlighted range. In addition, choosing a range of feasible $p$ reduces the amount of computations necessary.

Finally, we include an example of a term-by-document data set, that is, the medlars dataset


Figure 4.2: Lena Analysis
of medical abstracts ${ }^{1}$. The dataset contains 1,033 documents and 5,831 terms. The dataset can be found in a file with format Harwell-Boeing for sparse data. Figure 4.4 a is the curve of the SVD singular values, and Figure 4.4b is the curve of the $s_{k}$-values for $k=1, \ldots, 1033$.

Figure 4.4b displays the $s_{k}$-values for the medlar dataset, found through a factorization $Y \approx$ $A P$, where $\bar{p}=1033$. Again, examining the $s_{k}$-curve, we determine that $p$ will approximately be in the range of 10 to 20 . We calculate the AIC values to confirm this judgement.

Scaling the fidelity is a necessity in the first two cases. For this database, we also need to scale. We need to consider sparsity when scaling. In the data $Y$, the sparsity is $99.14 \%$. Then, the remaining percentage $0.86 \%$ implies the nonzero elements of $Y$. Using this value, we scale the first term of (4.2). That is,

$$
A I C=2\left(\frac{\|A P-Y\|_{F}^{2}}{0.0086}+K\right) .
$$

In Figure 4.4c, we calculate the AIC values for $p=1: 5: 1033$. We see that the minimum AIC is indeed achieved in the first 20 values. We take a closer look the AIC for values $p=1: 20$, see Figure 4.4d. The minimum AIC occurs at $p=15$. This is the best-fit rank according to our method.

[^1]

Figure 4.3: Woman

### 4.5 Conclusion

In summary, we have defined the NMF-singular values based on the "connection" between the SVD and the NMF. In addition, we have developed a systematic method to find a proper middle rank $p$. We find the NMF-singular values, then we identify a neighborhood of $p$ which contains the point of maximum curvature on the NMF-singular value curve. This point defines the balance between fidelity and complexity. Furthermore, we compared the estimated range by $s_{k}$-curve to an established information criterion AIC. We show the $p$ selected by AIC is contained in the selected range by the NMF-singular value curve analysis. Thus, confirming the


Figure 4.4: Medlar Dataset

NMF-singular values indicate a proper $p$. In general, the choice of the complexity is application dependent, and we've used our method for three examples in different applications to show we successfully generalized this choice.

Future work will be to examine this method when the generalized Kullback-Leibler divergence is used as a fidelity term in place of the Frobenius norm.

## Chapter 5

## Blind Deconvolution, Atoms, and NMF

In this chapter, we describe the concept of atoms and how they classify the convolution kernel. More specifically, we use the point-spread function kernel. Furthermore, we develop for the blind deconvolution a divergence NMF that incorporates atomic information. In addition, as alternatives, we develop a coordinate-descent NMF method and a primal-dual active set method for deconvolution.

### 5.1 Introduction

Consider the signal processing of images formed from signals received via satellite, i.e. satellite imagery. We have the convolution

$$
\begin{equation*}
f(x)=\int_{\Omega} k(x, y) p(y) \tag{5.1}
\end{equation*}
$$

where $f(x)$ is the measured signal, $k(x, y)$ is the kernel function for the convolution, and $p(y)$ is the pattern of the original signal and density of $\Omega$. In this case of satellite imagery, the kernel function will be the point-spread function (PSF).

In signal processing, deconvolution is the process of separating the true signal $p$ when we know both $f(x)$ and $k(x, y)$. In the case when we only know $f(x)$, we aim to estimate both $k$ and $p$ from $f$. This is called blind deconvolution. However, we commonly have prior knowledge of $k$. For example, if a measured signal is received from a telescope, we can assume the point-spread function has properties of the Airy disc, a well-known PSF associated with lens objects such as cameras. The prior knowledge of $k$ gives us the associated atoms, the weights that describe the convolution kernel.

To understand the concept of atoms and their role in the convolution, consider the discretized convolution

$$
\begin{equation*}
f=A p \tag{5.2}
\end{equation*}
$$

where $f \in \mathbb{R}^{N \times 1}$ is the measured signal vector, $A \in \mathbb{R}^{N \times N}$ is the convolutional operator in the atomic class $\mathbb{Q}$ of kernels, and $p \in \mathbb{R}^{N \times 1}$ is the vector representation of the clean signal.

In the case where the PSF has local Gaussian distribution with 3 distinct elements, $a_{1}, a_{2}, a_{3}$, and $a_{1}$ the center:

$$
\left[\begin{array}{lll}
a_{3} & a_{2} & a_{3} \\
a_{2} & a_{1} & a_{2} \\
a_{3} & a_{2} & a_{3}
\end{array}\right]
$$

we then have

$$
\begin{equation*}
f_{\ell}=a_{2}\left(p_{\ell+1}+p_{\ell-1}+p_{\ell-N}+p_{\ell+N}\right)+a_{1} p_{\ell}+a_{3}\left(p_{\ell-N-1}+p_{\ell-N+1}+p_{\ell+N-1}+p_{\ell+N+1}\right), \tag{5.3}
\end{equation*}
$$

where $a_{1}, a_{2}, a_{3}$ are the weights for 9-point neighborhood of $\ell$. The atoms in $\mathbb{Q}$ represent the weights in $a=\left(a_{1}, a_{2}, a_{3}\right)$, as in (5.3). In this way, one may write $A=A(a)$ for the atom $a \in \mathbb{Q}$.

Remark 1. In terms of statistics, the atoms refer to the prior distribution of $a \in \mathbb{Q}$ for $A(a)$. As well, the order of $a$ may be constrained, e.g. the diagonally dominant PSF, diagonal-to-tail decaying PSF, or the local Gaussian symmetry in (5.3).

In this chapter, we compare divergence NMF to the deconvolution method of Richardson-

Lucy. We will show the built-in scaling by divergence NMF makes it the better performance algorithm. Secondly, we develop a blind deconvolution NMF based on the concept of the atoms. Finally, we will also develop a coordinate-descent method and a primal-dual active set method for the deconvolution problem.

### 5.2 NMF and Deconvolution

In this section, we will discuss the connection of divergence NMF to the Richardson-Lucy method for the deconvolution problem. Furthermore, we introduce relaxation and regularization to the divergence NMF.

Reconsider the integral (5.1). The Richardson-Lucy (R-L) algorithm is an iterative technique for the deconvolution problem [6]. Richardson proposed a method for the restoration of images in the presence of Poisson distributed noise [63]. Note, because of this assumption of Poisson distribution the algorithm does not normalize. The resulting method is the approximating update

$$
\begin{equation*}
p_{i} \leftarrow p_{i} \sum_{\ell} \frac{k_{i, \ell} f_{\ell}}{\sum_{j} k_{j, \ell} p_{j}}, \tag{5.4}
\end{equation*}
$$

where $p_{i}$ is the current iterate of the $i$-th element of $p$ and the initialization of the $i$-th element is estimated.

Remark 2. In applications, the convolution kernel is symmetric, i.e. $k(x, y)=k(y, x)$. In addition, it is assumed by the method (5.4) the kernel convolution $k$ is density. That is, $\int_{\Omega} k(x, y) d x=1$. In addition, the atoms of the kernel are often nonnegative.

Lucy discusses this same method [51]. He shows the convergence of this method as $r \rightarrow \infty$ provided

$$
\int_{\Omega} p(y) d y=1, \quad p \geq 0
$$

The method converges to a solution which maximizes the Poisson probability density function

$$
L(k \otimes p ; f)=\prod_{x} \frac{(k \otimes p)^{f(x)} e^{-(k \otimes p)(x)}}{f(x)!},
$$

where $k \otimes p$ is the tensor-notation for the convolution [43,51]. Note, this is equivalent to minimizing the negative log-likelihood function.

We now relate this method to the divergence NMF, originally presented in Algorithm 2.2. Recall the discretized convolution equation (5.2)

$$
f=A p,
$$

where $f \geq 0, A=A(a) \geq 0$, and $p \geq 0$. Therefore, we can represent the signal $f$ as a nonnegative matrix factorization. We can find this representation by optimizing the divergence criterion for the NMF. We formulate the NMF deconvolution problem

$$
\min _{p \geq 0} J(p)=\min _{p \geq 0} \sum_{i}\left(f_{i} \log \frac{f_{i}}{(A(a) p)_{i}}-f_{i}+(A(a) p)_{i}\right) .
$$

We give the deconvolution NMF in Algorithm 5.1, where $A$ represents the convolution operator.

```
Algorithm 5.1 deconvolution NMF - unregularized
\[
\begin{equation*}
p \leftarrow p \cdot *\left(A^{\prime}(f \cdot /(A p))\right) \cdot /\left(\sum_{i} A_{i, k}\right) \tag{5.5}
\end{equation*}
\]
```

Remark 3. The construction of $A$ and the computation of $A p$ as described in (5.2) will increase in cost as the size of $p$ increases. Therefore, we replace this construction and multiplication with the Matlab function 'imfilter $(\cdot)$ ', where this function implements the convolution operation.

The R-L algorithm assumes symmetry for the convolution kernel. We will assume the same for divergence NMF. However, we do not assume normalization, thus making the built-in scaling

Table 5.1: Deconvolution Comparison

| Algorithm | $D(f \\| A p)$ | $D\left(p_{0} \mid p\right)$ |
| :--- | :---: | :---: |
| RL | 6.6927 e 5 | 3.2273 e 6 |
| NMF | 6.4655 e 5 | 2.5636 e 6 |
| rlxd. NMF | 9.3741 e 5 | 1.3342 e 6 |
| reg. NMF | 3.9613 e 6 | 5.4541 e 5 |

a significant characteristic of divergence NMF. This difference in algorithm gives the divergence NMF an advantage over Richardson-Lucy algorithm. We will show that this scaling not only produces a better representation, but it also produces a better result for the ground truth $p$.

Matlab has a built-in Richardson-Lucy algorithm called 'deconvlucy(•)'. We compare results of this method and our deconvolution NMF. Our test image is Figure 5.1a, the well-known test image of Lena [33]. We convolve the image with a $9 \times 9$ point-spread function of local Gaussian distribution standard deviation 3 ( 15 atoms), created by Matlab's 'fspecial( $\cdot$ )' and 'imfilter (•)'. The 'fspecial(•)' function creates point-spread functions. Then, we add $42 \%$ relative noise to get Figure 5.1b.

What matters in these results is the ground truth estimate since that is the goal of the deconvolution problem. We see from Table 5.1 that the deconvolution NMF finds an estimated $p$ with a smaller divergence gap to the truth than the Richardson-Lucy estimate. Thus, we have a smaller divergence gap in regards to the representation $A p$ as well. In Figure 5.1c and 5.1d, we show the image found for each of the algorithms. Visually, we can verify the deconvolution NMF obtains an image with better pixel intensity.

Remark 4. It is important to state here that we used 10 iterations of deconv-NMF for the results in Table 5.1. This is the same number of iterations we use for deconvlucy(•).

Furthermore, we've relaxed the deconvolution NMF, i.e.

$$
\begin{equation*}
p^{+}=(1-t) p+t q, \tag{5.6}
\end{equation*}
$$

where $q=(5.5)$. We use this update in addition to the deconvolution NMF. We found for


Figure 5.1: Lena and Deconvolution
the particular case of Lena $t=0.2$ produces better results. The relaxed update finds a $p$ that minimizes the divergence gap more so than the NMF update without relaxation. Observe that as we minimize the gap between the truth and our results, the gap between the measured data and our results widens.

In chapters 2 and 3, we described the importance of regularization in attaining a desired structure for the representation $A P$ (as well as the benefits of stabilization and convergence). This structure is highly dependent on what is needed for a particular application. When discussing the deconvolution of measured signals, we often deal with noise in signals. Therefore, we introduce regularization of the ground truth in order to denoise.

Consider the problem

$$
\min _{p \geq 0} J(p)=\min _{p \geq 0} \sum_{i}\left(f_{i} \log \frac{f_{i}}{(A p)_{i}}-f_{i}+(A p)_{i}\right)+\alpha \sum_{i} p_{i}+\frac{\gamma}{2}\langle p, H p\rangle_{\mathbb{R}^{N}}
$$

where $A=A(a), \alpha, \gamma \geq 0$ are regularization parameters on sparsity and smoothness on $p$, respectively. We measure sparsity on $p$ by the $\ell_{1}$-norm; as $\alpha$ increases, the sparsity of $p$ is expected to increase, and thus $\sum_{i} p_{i}$ is expected to decrease. We measure smoothness on $p$ by the $H^{1}$-regularization. These regularization terms are also discussed in chapter 1. We choose smoothness to reduce noise and sparsity for background recovery.

We then have the regularized deconvolution NMF with the steps

$$
\begin{aligned}
& p=p \cdot *\left(A^{\prime}(f \cdot /(A p)) \cdot /\left(\sum_{i} A_{i, k}+\alpha e\right)\right), \\
& p=(\operatorname{speye}(N)+\gamma * h) \backslash p .
\end{aligned}
$$

where 'speye $(\mathrm{N})$ ' creates a sparse identity matrix size $N \times N, e$ is a vector of ones, and $h$ is the finite difference operator.

In Table 5.1 and Figure 5.1f, we use the regularization parameters $(\alpha, \gamma)=\left(0.25,10^{-6}\right)$ based on the amount of noise reduced and the minimization of the divergence gap. We can see in Table 5.1 the regularized result does in fact find a representing $p$ with a smaller divergence

Table 5.2: Lena: Deconvblind v. NMF Blind

| Algorithm | $D(p s f 0 \\| p s f)$ | $D\left(p_{0} \\| p\right)$ | $D(f \\| A p)$ |
| :--- | :---: | :---: | :---: |
| deconvblind | 0.0556 | 3.5695 e 6 | 6.0347 e 5 |
| NMF | 0.0372 | 2.5895 e 6 | 6.4835 e 5 |
| reg. NMF | 0.0165 | 4.8962 e 5 | 4.0077 e 6 |

gap.

### 5.3 NMF and Blind Deconvolution

In this section, we examine the case of blind deconvolution in which we have prior information on the kernel convolution, i.e. atomic information.

Reconsider the equation (5.2). In this example, we have the prior information: three atoms with local Gaussian distribution. In order to solve for these elements of $A(a)$ without creating $A$ at each step, we create a matrix representation for the atomic system instead, i.e. $a P=f$ :

$$
\left[\begin{array}{lll}
a_{1} & a_{2} & a_{3}
\end{array}\right]\left[\begin{array}{ccccc}
p_{1} & p_{2} & p_{3} & \ldots & p_{N}  \tag{5.7}\\
\sum_{1}\left(p_{1}\right) & \sum_{1}\left(p_{2}\right) & \ldots & \ldots & \sum_{1}\left(p_{N}\right) \\
\sum_{2}\left(p_{1}\right) & \sum_{2}\left(p_{2}\right) & \ldots & \ldots & \sum_{2}\left(p_{N}\right)
\end{array}\right]=\left[\begin{array}{lllll}
f_{1} & f_{2} & f_{3} & \ldots & f_{N}
\end{array}\right],
$$

where, in this case,

$$
\begin{aligned}
& \sum_{1}\left(p_{\ell}\right)=p_{\ell+1}+p_{\ell-1}+p_{\ell+N}+p_{\ell-N} \\
& \sum_{2}\left(p_{\ell}\right)=p_{\ell+N+1}+p_{\ell-N+1}+p_{\ell-N-1}+p_{\ell+N-1} .
\end{aligned}
$$

This matrix system can be extended to point-spread functions with more than 3 elements and their corresponding sums.

Traditional blind deconvolution algorithms have an expectation-maximization approach [44]. For example, Matlab has a blind deconvolution algorithm called 'deconvblind(•)'. We compare our results to Matlab's using the same example as in a previous section: a blurred Lena (using a $9 \times 9$ local Gaussian blur with 3 standard deviation - 15 atoms) with $42 \%$ noise. We use the same
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initializations for the ground truth estimate and PSF for both our blind NMF deconvolution algorithm and for Matlab's blind deconvolution method. Note, we initialize $p$ to be ones and the PSF to be a random 9-by-9 matrix with local Gaussian distribution, with standard deviation unassumed.

The purpose of the blind deconvolution problem is to find a good fit $p$ and point spread function, so we check the following in Table 5.2: the closeness of the ground truth image found to the actual ground truth and the closeness of the PSF found to the original PSF. As well, we compare these using the measurement of the divergence gap.

The Table 5.2 shows that the blind deconvolution NMF not only finds an estimate $p$ with a smaller divergence gap to the truth (when compared to deconvblind), but it also finds an estimated PSF with a smaller divergence gap. In addition, regularization by $(\alpha, \gamma)=\left(0.5,10^{-6}\right)$ reduces even further the divergence gap between the estimated $p$ and the truth. Observe, though, that the divergence gap between the measured data $f$ and the representation increases. This is to be expected since we are moving further away from the noisy data and closer to the truth. In Figures 5.2a-5.2c, we can visually verify that blind deconvolution NMF finds a better result for $p$, and the regularized image has even less noise.

To further confirm the blind deconvolution NMF is a successful method, we examine a second example. Consider Figure 5.3a. This is a T2 image of a human male head found in the
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database The Visible Human Project [60] obtained by an Magnetic Resonance Imaging (MRI) scan [27,45,54]. This is one of many types of medical imaging applications; descriptions of other types, such as PET and ODT, can be found in $[3,7,69]$. The process of scanning, collecting data, and reconstructing data into images results in much noise and corruption.

For this experiment, we corrupt this image by a 9 -by-9 point-spread function with local Gaussian distribution and standard deviation 2 ( 15 atoms) and the addition of $53 \%$ noise. Note, the image in Figure 5.3a is 256 pixels-by- 256 pixels.

Our goal is to remove the convolution and smooth the noise so all that remains is the true image of the brain. We initialize $p$ to be a vector of ones, and we initialize the PSF to be a random 9-by-9 matrix with local Gaussian distribution.

Table 5.3 shows that once again blind deconvolution minimizes the gap with the truth. In addition, regularization blind deconvolution NMF further minimizes this gap with $(\alpha, \gamma)=$ $\left(5,10^{-5}\right)$. This is validated by Figure 5.3c. We can see that noise is significantly dulled.

Table 5.3: Brain Scan: Deconvblind v. NMF Blind

| Algorithm | $D(p s f 0 \\| p s f)$ | $D\left(p_{0} \\| p\right)$ | $D(f \\| A p)$ |
| :--- | :---: | :---: | :---: |
| deconvblind | 0.7151 | 3.5103 e 6 | 1.4688 e 7 |
| blind NMF | 0.0305 | 3.0324 e 6 | 5.8582 e 5 |
| reg. blind NMF | 0.0320 | 1.0825 e 6 | 6.0925 e 6 |

Table 5.4: Numerics for Complete Blind Comparison 1

| Algorithm | $D(f \\| A p)$ | $D(p 0 \\| A p)$ | $D(p 0 \\| p)$ |
| :--- | :---: | :---: | :---: |
| div. NMF | 9.4873 e 4 | 8.9039 e 5 | n/a |
| blind NMF | 1.9940 e 5 | 8.4175 e 5 | 8.7641 e 5 |

### 5.3.1 Blind Comparison

In this subsection, we investigate the outcome of the blind NMF method in a completely blind situation. That is, we do not have prior information about the atoms of the kernel function, e.g. the number of atoms or their distribution. Recall in chapter 2, we recover a representation using the divergence NMF. We consider the divergence NMF as a completely blind method since it finds a representation based on the data without prior information on the factors. We will compare the divergence NMF to blind NMF.

For the purpose of this section, we will convolute the runners image by a motion blur with the parameters $($ len,$\theta)=(6,6)$, the length and the angle of the line that the image is smeared along, and add $21 \%$ noise. See Figure 5.4a. For a fair comparison between the divergence NMF and the blind NMF, we want to be as blind as possible. Hence, we will assume atoms far from the truth: they have a local Gaussian distribution and compile into a symmetric PSF. In addition, we will assume there are 15 atoms.

Consider Table 5.4 where we have results for Figures $5.4 \mathrm{~b}-5.4 \mathrm{~d}$. We let middle rank be 250 for the divergence NMF (and iterate 100). The nature of the convolution allows us to examine not only representation but also the ground truth estimate $p$. Therefore, we give the divergence gap for both the representation and $p$ for the blind NMF. By the Table, we see that divergence NMF finds a better representation compared to the measured data. The blind NMF, however, finds a better ground truth estimate in terms of the representation found. Given the blind situation, the representation by blind NMF finds a better estimate than the resulting $p$. Visually, we can verify in Figure 5.4d that the blind NMF representation gives a clearer image than the estimating $p$ and an even clearer image than the divergence NMF.
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Figure 5.5: Complete Blind Comparison 2

Now, consider Figures 5.5a-5.5d, where Figure 5.5a is the runners image convoluted with a motion filter by parameters (len, $\theta)=(15,15)$. We do not include noise because we consider the image as corrupted enough. We provide results by divergence NMF, blind NMF with the same assumptions as previously, and a second case of blind NMF where we assume there are 3 atoms that form a $3 \times 3$ point-spread function with local Gaussian distribution. We have numerics in Table 5.5.

For this case, the divergence NMF loses its advantage even for the gap between representation and measured data. For the blind NMF with the assumed 15 atoms, we have similar results as previously: the representation provides a better estimate for the ground truth than the actual ground truth estimate. We provide the estimated $p$ in Figure 5.5c. In the third case,

Table 5.5: Numerics for Complete Blind Comparison 2

| Algorithm | $D(f \\| A p)$ | $D(p 0 \\| A p)$ | $D(p 0 \\| p)$ |
| :--- | :---: | :---: | :---: |
| div. NMF | 6.5339 e 3 | 2.8818 e 5 | $\mathrm{n} / \mathrm{a}$ |
| blind NMF, 15 | 3.7108 e 3 | 2.8560 e 5 | 3.0576 e 5 |
| blind NMF, 3 | 355.8214 | 2.8055 e 5 | 2.7449 e 5 |

we see in the Table that assuming 3 atoms is advantageous in all areas. We give the resulting $p$ in Figure 5.5d.

In summary, blind NMF does best when there is prior information, as we showed earlier. However, we show in this section that blind NMF is comparable to divergence NMF as a completely blind method. In addition, the results depend on the assumptions made on the atoms of the data. We see in the second example that this change in assumption improved results.

### 5.4 Coordinate-Descent

In this section, we develop an alternative algorithm for the deconvolution problem, a coordinatedescent method. That is, we will assume $A$ is known.

We want to optimize

$$
\begin{equation*}
\min _{p \geq 0} \frac{1}{2}|A p-f|_{2}^{2}, \tag{5.8}
\end{equation*}
$$

where $f \in \mathbb{R}^{N}, A \in \mathbb{R}^{N \times N}$, and $p \in \mathbb{R}^{N}, N=n m$ where the measured image is $n \times m$. Similar to earlier, we will assume $f \geq 0$ and the atoms $a$ of $A$ are nonnegative.

Coordinate-descent methods update one variable $p_{i}$ at a time by solving a sequence of minimization subproblems $[16,28,35,48,72,77]$. These subproblems are scalar updates. This type of method can be more beneficial since scalar operations are simpler to implement. However, this method is only efficient when the subproblems can be solved relatively quick [48]. Commonly, the method will visit each coordinate of $p$ in order. That is, it will update $p_{1}$, then update $p_{2}$, and we do this for all $p_{i}$ until we finally update $p_{N}$.

In this section, we derive a coordinate-descent method for the NMF problem with a cyclic sweep. Consider the $i$-th coordinate subproblem is

$$
\begin{array}{ll}
\min _{\eta} F(\eta)= & \min _{\eta} \frac{1}{2}\left|A\left(p+\eta e_{i}\right)-f\right|_{2}^{2} \\
\text { subject to } & p+\eta e_{i} \geq 0
\end{array}
$$

where $e_{i}$ is the unit vector with 1 in the $i$-th position and 0 elsewhere, and $\eta$ is the update step-size on the $i$-th coordinate of $p$. We want to find the direction $\eta$ which minimizes the cost function. Notice,

$$
\begin{aligned}
\left|A\left(p+\eta e_{i}\right)-f\right|_{2}^{2} & =\left\langle A\left(p+\eta e_{i}\right)-f, A\left(p+\eta e_{i}\right)-f\right\rangle_{\mathbb{R}^{N}} \\
& =\langle A p-f, A p-f\rangle_{\mathbb{R}^{N}}+2 \eta\left\langle A p-f, A e_{i}\right\rangle_{\mathbb{R}^{N}}+\eta^{2}\left\langle A e_{i}, A e_{i}\right\rangle_{\mathbb{R}^{N}}
\end{aligned}
$$

Thus, if we let $r=A p-f$ and $a_{i}=A e_{i}=$ the $i$-th column of $A$, then the cost function $F(\eta)$ becomes

$$
\frac{1}{2}\left(|r|^{2}+2 \eta\left\langle r, a_{i}\right\rangle_{\mathbb{R}^{N}}+\eta^{2}\left|a_{i}\right|^{2}\right)
$$

For an interior solution $p_{i}+\eta>0, \eta$ needs to satisfy

$$
\left\langle r, a_{i}\right\rangle_{\mathbb{R}^{N}}+\eta\left|a_{i}\right|^{2}=0,
$$

i.e.

$$
\eta^{+}=\frac{-\left\langle r, a_{i}\right\rangle_{\mathbb{R}^{N}}}{\left|a_{i}\right|^{2}} .
$$

Therefore, we have the update

$$
p_{i}^{+}=\max \left(0, p_{i}+\eta\right),
$$

the projection of $p_{i}+\eta$ onto nonnegativity. It is important to observe that as each coordinate of $p$ changes, so does the corresponding residual $r$. That is,

$$
r^{+}=A p^{+}-f=A\left(p+\eta e_{i}\right)-f=A p-f+\eta a_{i}=r+\eta a_{i} .
$$

In summary, we obtain the coordinate-descent in one sweep, Algorithm 5.2.

```
Algorithm 5.2 coordinate-descent method
\(\overline{r=A p-f ;}\) for \(i=1: M\)
    \(a=A(:, i)\)
    \(\eta=\left(-r^{\prime} a\right) /\left(a^{\prime} a\right)\)
\(p_{i}=\max \left(0, p_{i}+\eta\right)\)
\(r=r+\eta a\)
```

In general, we have noisy data $f$ and we use the regularization formulation as before

$$
\begin{equation*}
\min _{p \geq 0} \frac{1}{2}|A p-f|_{2}^{2}+\alpha \sum_{j} p_{j}+\frac{\gamma}{2}\langle p, H p\rangle_{\mathbb{R}^{N}} \tag{5.9}
\end{equation*}
$$

where $\alpha \geq 0$ is the regularization on sparsity in $p$ and $\gamma \geq 0$ is the regularization parameter on the smoothness in $p, H$ is the discrete negative Laplacian operator.

The new subproblem for each coordinate is

$$
\begin{array}{lc}
\min _{\eta} & \frac{1}{2}\left|A\left(p+\eta e_{i}\right)-f\right|_{2}^{2}+\alpha \sum_{j}\left(p+\eta e_{i}\right)_{j}+\frac{\gamma}{2}\left\langle\left(p+\eta e_{i}\right), H\left(p+\eta e_{i}\right)\right\rangle_{\mathbb{R}^{N}}, \\
\text { subject to } & p+\eta e_{i} \geq 0
\end{array}
$$

We derive the method for this problem in the same manner as above. Thus,

$$
\eta^{+}=\frac{-\left\langle r, a_{i}\right\rangle_{\mathbb{R}^{N}}+\alpha+\gamma(H p)_{i}}{\left|a_{i}\right|^{2}+\gamma H_{i, i}}
$$

Remark 6. Currently, this CD-NMF method is effective for small-scale problems because of cost. Therefore, we omit numerics since big data is our interest. We include this method only as an alternative for the deconvolution problem. A greedy-sweep is often employed for coordinatedescent methods in order to improve speed. That is, future work involves developing an efficient CD-NMF for large-scale problems.

### 5.5 Primal-Dual Active Set Method and Deconvolution

In this section, we develop a primal-dual active set method and investigate this algorithm as a deconvolution method.

Consider the optimization problem

$$
\begin{equation*}
\min _{p \geq 0} \frac{1}{2}|A p-f|_{2}^{2} \tag{5.10}
\end{equation*}
$$

where $p \in \mathbb{R}^{N}, A \in \mathbb{R}^{N \times N}, f \in \mathbb{R}^{N}$. In addition, $f \geq 0$ and the atoms of $A$ are nonnegative. We first state the necessary optimality. Let

$$
L(p, \lambda)=\frac{1}{2}|A p-f|_{2}^{2}-\langle\lambda, p\rangle_{\mathbb{R}^{N}}
$$

be the Lagrangian function and $\lambda \geq 0$ the Lagrange multiplier associated with the inequality constraint $p \geq 0$. Note, $\lambda \in \mathbb{R}^{N}$. Necessary optimality is given by

$$
A^{\prime}(A p-f)-\lambda=0, \quad \lambda \geq 0 \text { and }\langle\lambda, p\rangle_{\mathbb{R}^{N}}=0
$$

Recall that the complementarity condition determines the primal-dual active set method. That is,

$$
\lambda=\max (0, \lambda-c p)
$$

Once again, we let $c=1$. This determines the active and inactive sets

$$
\mathcal{A}=\left\{i \mid(\lambda-p)_{i}>0\right\}, \quad \text { where } p_{\mathcal{A}}=0
$$

and

$$
\mathcal{I}=\left\{i \mid(\lambda-p)_{i} \leq 0\right\}, \quad \text { where } \lambda_{\mathcal{I}}=0
$$

Thus, the primal-dual active set method solves the following system for $\lambda^{+}$given the current $p$ :

$$
\begin{equation*}
A^{\prime} A p-A^{\prime} y-\lambda^{+}=0 \tag{5.11}
\end{equation*}
$$

where $p_{\mathcal{A}}=0$. That is, $\lambda_{\mathcal{A}}^{+}=\left(A^{\prime} A p-A^{\prime} y\right)_{\mathcal{A}}$. And for $p^{+}$, we solve

$$
\begin{equation*}
\left(A^{\prime} A p^{+}-A^{\prime} y\right)_{\mathcal{I}}=0 \tag{5.12}
\end{equation*}
$$

where $\lambda_{\mathcal{I}}^{+}=0$. The second system (5.12) gives

$$
\left(A^{\prime} A p^{+}\right)_{\mathcal{I}}=\left(A^{\prime} y\right)_{\mathcal{I}} .
$$

We solve this system by the iterative method conjugate gradient [67]. Note, we use this as an incomplete solver. In Figure 5.6d, we have plotted the CG residuals versus the number of iterates for results in Figure 5.6c. More specifically, we record the residuals for 5 PDAS iterations, or 50 CG iterations. We can see for each PDAS iteration, the CG method significantly reduces the residual within 10 iterations. Thus, it effectively finds an estimate $p_{C G}$ for a given $p$ at the $i$-th iteration of PDAS.

Remark 7. The atoms of $A$ are known. Therefore, the construction of $A$ isn't necessary since this may be costly for $N$ large. The following numerics result from the PDAS and the atoms of $A$.

As we stated earlier, generally we have noisy data. Therefore, we use the regularization formulation (5.9) once again. Thus, we modify the systems:

$$
\begin{aligned}
& \lambda^{+}=\left(A^{\prime} A p-A^{\prime} y+\alpha e+\gamma H p\right), \quad p_{\mathcal{A}}=0 \\
& \left(A^{\prime} A p^{+}-A^{\prime} y+\alpha e-\gamma H p\right)_{\mathcal{I}}=0
\end{aligned}
$$

where $e$ is a vector of ones.
Reconsider the brain scan Figure 5.6a. We convolve the image with the same point-spread


Figure 5.6: Brain and PDAS
function as before, i.e. a 9-by-9 PSF with local Gaussian distribution and standard deviation 2 (15 atoms) using 'imfilter(•)'. In addition, we add the same degree of relative noise (53\%). We do not construct the operator $A$. We take advantage of the atoms of $A$ and convolve instead. In Figure 5.6c, we display regularized results for $(\alpha, \gamma)=\left(70,10^{-5}\right)$. The resulting $p$ has fidelity 0.0981 to Figure 5.6a.

In summary, we have developed a primal-dual active set method that finds a representing $p$ for a large $N=65536$. In addition, we've shown that the PDAS method is successful as a deconvolution method.

### 5.6 Conclusion

In this chapter we have shown that the divergence NMF can be used as not only a deconvolution technique, but it can also be used in the blind deconvolution problem. We have shown with the concept of the atoms that we can obtain a better estimate for both the ground truth and point-spread function. Future work involves developing a more general algorithm for the atomic deconvolution. Currently, we can only address point-spread functions of local Gaussian distribution for sizes $n \times n$ of odd $n=3: 9$.

Moreover, we have introduced the coordinate-descent NMF method and the primal-dual active set method as deconvolution methods, i.e. we know the convolutional operator $A$. Future work involves developing a greedy coordinate-descent method, increasing speed and expanding implementability to large systems. In addition to advancing the CD-NMF, we will adjust the deconvolution PDAS-NMF for the general NMF problem in order to eliminate the costly system solve.

## Chapter 6

## Triple Nonnegative Matrix <br> Factorization

In this chapter, we examine the triple Nonnegative Matrix Factorization $A S P$ and its current application. We introduce a new conceptual approach to the triple NMF by enforcing sparsity on $S$. The nonzeros highlight essential components in $A$ and $P$. In addition, we discuss the special case of the triple NMF, a symmetric Nonnegative Matrix Factorization.

### 6.1 Introduction

Consider the representation for data $Y \in \mathbb{R}^{n \times m}$ :

$$
\begin{equation*}
Y \approx A S P \tag{6.1}
\end{equation*}
$$

where $A \in \mathbb{R}^{n \times k}, P \in \mathbb{R}^{p \times m}, S \in \mathbb{R}^{k \times p} \geq 0$ element-wise, and $k, p<\min (n, m)$. Note, for the purpose of this chapter, we will let $k=p$.

This representation is the triple Nonnegative Matrix Factorization (tNMF), and it is used in few applications. For example, in text mining, near-orthogonality is asked of both $A$ and $P$. The purpose is to obtain clusters in the rows of $P$ and columns of $A$ to induce more meaning
from the data $Y . S$ introduces degrees of freedom in order to attain this restricted model while maintaining goodness of fit $[20,21,47]$.

The optimization problem for the example is

Problem 6.1. Given a data matrix $Y \in \mathbb{R}^{n \times m}$ and an integer $p<\min (n, m)$, find the matrices $A \in \mathbb{R}^{n \times p}, P \in \mathbb{R}^{p \times m}, S \in \mathbb{R}^{p \times p} \geq 0$ such that

$$
\begin{equation*}
\min _{A, S, P} \frac{1}{2}\|A S P-Y\|_{F}^{2}+\beta_{1} \sum_{k, \hat{k}}\left(A^{\prime} A-I\right)_{k, \hat{k}}+\beta_{2} \sum_{k, \hat{k}}\left(P P^{\prime}-I\right)_{k, \hat{k}} \tag{6.2}
\end{equation*}
$$

$$
\text { subject to } A, P \geq 0, S \geq 0, A^{\prime} A=I, P P^{\prime}=I
$$

where the first term is the fidelity of the triple representation to $Y$. The second term is the regularization of the near-orthgonality of the columns of $A$ by $\beta_{1}$. As $\beta_{1}$ increases, the sum of the off-diagonals of $A^{\prime} A$ should decrease. Similarly, the last term is the regularization of the near-orthogonality of the rows of $P$ by $\beta_{2}$. As $\beta_{2}$ increases, the sum of the off-diagonals of $P P^{\prime}$ should decrease. Observe, without the near-orthogonality regularization of $A$, the triple NMF reduces to the bilinear NMF if we let $A=A S$. Therefore, the constraint is necessary to study triple NMF.

In this chapter, we will modify Problem 6.1 based on a sparse $S \in \mathbb{R}^{p \times p}$ whose nonzero entries highlight the essential tensorial components of $A$ and $P$. For instance,

$$
A\left[\begin{array}{ccccc}
0 & s_{1,2} & 0 & 0 & 0 \\
0 & 0 & 0 & s_{2,4} & 0 \\
s_{3,1} & s_{3,2} & 0 & 0 & s_{3,5} \\
s_{4,1} & 0 & 0 & 0 & 0 \\
0 & 0 & s_{5,3} & s_{5,4} & 0
\end{array}\right] P .
$$

Alternatively, given this new concept we can then write (6.1) component-wise as

$$
\begin{equation*}
Y_{i, j} \approx s_{i, j}\left(A_{* i} \otimes P_{j *}\right) \tag{6.3}
\end{equation*}
$$

In the remainder of this chapter, we discuss the tNMF approach in text mining and our new approach. In addition, we discuss a special case of the tNMF called the symmetric NMF.

### 6.2 Triple Nonnegative Matrix Factorization

In this section, we will describe the derivation for the unregularized triple NMF and the regularized triple NMF according to Problem 6.1.

Consider the case when $\beta_{1}=0$ and $\beta_{2}=0$. We then have the problem

$$
\begin{equation*}
\min _{A, S, P} \frac{1}{2}\|A S P-Y\|_{F}^{2} \tag{6.4}
\end{equation*}
$$

where $A, P, S$ are subject to nonnegativity. The NMF algorithm for this problem is similar to the standard NMF in the following manner. For the $A$-update, replace $P$ by $S P$. For the $P$-update, replace $A$ by $A S$. We see in a moment this gives us the $A$ - and $P$-updates for the triple NMF. However, the tNMF differs by the third factor.

More specifically, we can derive the unregularized tNMF algorithm by the scaled elementwise gradient descent updates

$$
\begin{aligned}
& A \longleftarrow A-\eta_{A} \frac{\partial J}{\partial A}, \\
& P \longleftarrow P-\eta_{P} \frac{\partial J}{\partial P}, \\
& S \longleftarrow S-\eta_{S} \frac{\partial J}{\partial S}
\end{aligned}
$$

The partial derivatives of the cost function (6.4) are

$$
\begin{aligned}
& \frac{\partial J}{\partial A}=(A S P-Y)(S P)^{\prime}, \\
& \frac{\partial J}{\partial P}=(A S)^{\prime}(A S P-Y), \\
& \frac{\partial J}{\partial S}=A^{\prime}(A S P-Y) P^{\prime} .
\end{aligned}
$$

We choose the scaling step-sizes

$$
\begin{aligned}
& \eta_{A}=A \cdot /\left(A(S P)(S P)^{\prime}\right) \\
& \eta_{P}=P \cdot /\left((A S)^{\prime}(A S) P\right) \\
& \eta_{S}=S \cdot /\left(A^{\prime}(A S P) P^{\prime}\right) .
\end{aligned}
$$

We can substitute into the gradient method to obtain Algorithm 6.1. We have descent by extension of the Seung-Lee proof.

```
Algorithm 6.1 triple NMF (tNMF)
    \(A \leftarrow A \cdot *\left(Y(S P)^{\prime}\right) \cdot /\left(A(S P)(S P)^{\prime}\right)\)
    \(P \leftarrow P . *\left((A S)^{\prime} Y\right) \cdot /\left((A S)^{\prime}(A S) P\right)\)
    \(S \leftarrow S . *\left(A^{\prime} Y P^{\prime}\right) \cdot /\left(A^{\prime}(A S P) P^{\prime}\right)\)
```

As we stated earlier, if only the nonnegativity constraint exists on $A$, then the triple NMF reduces to the original bilinear form by letting $A=A S$ [21]. Therefore, the near-orthogonality constraint is necessary for the triple NMF. Recall Problem 6.1. To obtain Algorithm 6.2, we use the scaled element-wise gradient update defined earlier. We modify the partial derivatives based on cost function 6.2:

$$
\begin{aligned}
& \frac{\partial J}{\partial A}=(A S P-Y)(S P)^{\prime}+\beta_{1}(A E-A), \\
& \frac{\partial J}{\partial P}=(A S)^{\prime}(A S P-Y)+\beta_{2}(E P-P), \\
& \frac{\partial J}{\partial S}=A^{\prime}(A S P-Y) P^{\prime} .
\end{aligned}
$$

We also modify our choice in scaling step-sizes

$$
\begin{aligned}
& \eta_{A}=A \cdot /\left(A(S P)(S P)^{\prime}+\beta_{1}(A E-A)\right) \\
& \eta_{P}=P \cdot /\left((A S)^{\prime}(A S) P+\beta_{2}(E P-P)\right) \\
& \eta_{S}=S . /\left(A^{\prime}(A S P) P^{\prime}\right)
\end{aligned}
$$

Substitution into the gradient method gives Algorithm 6.2. We also have the $L^{2}$ projection, as

```
Algorithm 6.2 least squares tNMF with near-orthgonality
    \(A \leftarrow A . *\left(Y(S P)^{\prime}\right) \cdot /\left(\left(A(S P)(S P)^{\prime}\right)+\beta_{1}(A E-A)\right)\)
    \(A \leftarrow{\sqrt{\operatorname{diag}\left(\operatorname{diag}\left(A^{\prime} A\right)\right)^{-1}}}^{-1}\)
    \(P \leftarrow P . *\left((A S)^{\prime} Y\right) \cdot /\left(\left((A S)^{\prime}(A S) P\right)+\beta_{2}(E P-P)\right)\)
    \(P \leftarrow{\sqrt{\operatorname{diag}\left(\operatorname{diag}\left(P P^{\prime}\right)\right)^{-1}}}^{-1}\)
    \(\left.S \leftarrow S . *\left(A^{\prime} Y P^{\prime}\right) \cdot /\left(A^{\prime}(A S P) P^{\prime}\right)\right)\)
```

in chapter 3, for $A$ and $P$.
Recall the divergence criterion. We derive a triple NMF for

$$
D(Y \| A S P)=\sum_{i, j}\left(Y_{i, j} \log \left(\frac{Y_{i, j}}{(A S P)_{i, j}}\right)-Y_{i, j}+(A S P)_{i, j}\right) .
$$

If we replace the Frobenius norm in Problem 6.1 with this criterion, we obtain a new variational formulation. Algorithm 6.3 is derived similarly to the triple Frobenius NMF in Algorithm 6.2. We include the regularization, but one can obtain the unregularized divergence tNMF by setting $\beta_{1}, \beta_{2}=0$ and removing the projection steps for $A$ and $P$.

$$
\begin{aligned}
& \text { Algorithm 6.3 divergence tNMF with near-orthgonality } \\
& \qquad \begin{aligned}
A & \leftarrow A . *\left(\frac{(S P)^{\prime}(Y . /(A S P))}{\sum_{j}(S P)_{k, j}+\beta_{1}(A E-A)}\right) \\
A & \leftarrow \sqrt{\operatorname{diag}\left(\operatorname{diag}\left(A^{\prime} A\right)\right)^{-1}} \\
P & \leftarrow P . *\left(\frac{(A S)^{\prime}(Y . /(A S P))}{\sum_{i}(A S)_{i, k}+\beta_{2}(E P-P)}\right) \\
P & \leftarrow \sqrt{\operatorname{diag}\left(\operatorname{diag}\left(P P^{\prime}\right)\right)^{-1}} \\
S & \leftarrow S . *\left(\frac{A^{\prime}(Y \cdot /(A S P)) P^{\prime}}{\sum_{i} A_{i, k} \sum_{j} P_{k, j}}\right)
\end{aligned}
\end{aligned}
$$

### 6.3 Conceptual Advancement

We will now review the discussion from chapter 4 about the NMF-singular values. First, recall the SVD for rank $r=\min (n, m)$ data matrix $Y$ :

$$
Y=U \Sigma V^{\prime},
$$

where $\Sigma$ is the matrix whose diagonal entries are the singular values ordered as $\sigma_{1}>\sigma_{2}>\cdots>$ $\sigma_{r} \geq 0$, and $U, V$ are the real, orthonormal matrices with corresponding singular vectors.

Previously, we considered the rows of $V^{\prime}$ as a basis for the SVD of $Y$, where $U \Sigma$ is an assignment of that basis. For the NMF, we consider the rows of $P$ to be the basis and $A$ to be
its assignment. This allows us to relate the SVD to the NMF in the following manner:

$$
\begin{aligned}
& \text { rows of } V^{\prime} \text { basis for SVD }- \text { rows of } P \text { basis for NMF } \\
& U \Sigma \text { assignment of SVD }-A \text { assignment of NMF }
\end{aligned}
$$

Based on this connection, we defined the NMF-singular values

$$
s_{k}=\|A(:, k)\|_{1} \quad \text { for } k=1, \ldots, \bar{p},
$$

where $\bar{p}=\min (n, m)$. These values determine which rows of $P$ contribute the most in the representation $A P$.

We want to modify the connection for the triple NMF. Consider Problem 6.1. As we stated, the near-orthogonality constraint on both $A$ and $P$ creates a partition of clusters in columns and rows, respectively. We now introduce a new regularized problem

Problem 6.2. Given a data matrix $Y \in \mathbb{R}^{n \times m}$ and an integer $p<\min (n, m)$, find the matrices $A \in \mathbb{R}^{n \times p}, P \in \mathbb{R}^{p \times m}, S \in \mathbb{R}^{p \times p} \geq 0$ such that

$$
\begin{gather*}
\min _{A, S, P} \frac{1}{2}\|A S P-Y\|_{F}^{2}+\alpha\|S\|_{1}+\beta_{1} \sum_{k, \hat{k}}\left(A^{\prime} A-I\right)_{k, \hat{k}}+\beta_{2} \sum_{k, \hat{k}}\left(P P^{\prime}-I\right)_{k, \hat{k}}+\frac{\rho}{2}|S|^{2}  \tag{6.5}\\
\text { subject to } A \geq 0, P \geq 0, S \geq 0, A^{\prime} A=I, P P^{\prime}=I
\end{gather*}
$$

When $\alpha, \beta_{1}, \beta_{2}, \rho=0$, we have cost function (6.4). For (6.5), the first, third and fourth terms are previously explained for cost function (6.2). The second term is the regularization of the sparsity of $S$ by $\alpha$, where sparsity is measured by the $\ell_{1}$-norm of $S$. As $\alpha$ increases, the sum will decrease. The significance of sparsity on $S$ is to highlight the essential components (6.3) of $Y$ in the triple NMF representation. In addition to the sparsity regularization, we have the additional penalty term $\frac{\rho}{2}|S|^{2}$ where $\rho$ is the penalty parameter. Because $A$ and $P$ are regularized to be normalized in columns and rows respectively, entries in $S$ will grow in magnitude. In order to prevent the entries from being too large, the penalty term will control the magnitude of nonzeros in $S$.

Given this new concept for the triple NMF, we can now make a stronger connection between the NMF and the SVD.

```
rows of }\mp@subsup{V}{}{\prime}\mathrm{ clusters for SVD - rows of P clusters for NMF
colns of }U\mathrm{ clusters for SVD - columns of }A\mathrm{ clusters for NMF
\sigma}\mp@subsup{\sigma}{k}{}\mathrm{ contribution scale }-\quad\mp@subsup{s}{k}{}\mathrm{ magnitude of contribution
```

Observe, we allow the position of the nonzeros to be determined by $\alpha$ rather than enforcing the nonzeros to be on the diagonal of $S$.

For Problem 6.2, we derive Algorithm 6.4 for the least squares and Algorithm 6.5 for divergence. We derive these Algorithms in the same manner as Algorithms 6.2 and 6.3, therefore we omit the discussion.

```
Algorithm 6.4 least squares tNMF with \(\alpha\)
    \(A \leftarrow A \cdot *\left(Y(S P)^{\prime}\right) \cdot /\left(\left(A(S P)(S P)^{\prime}\right)+\beta_{1}(A E-A)\right)\)
    \(A \leftarrow{\sqrt{\operatorname{diag}\left(\operatorname{diag}\left(A^{\prime} A\right)\right)^{-1}}}^{-1}\)
    \(P \leftarrow P . *\left((A S)^{\prime} Y\right) \cdot /\left(\left((A S)^{\prime}(A S) P\right)+\beta_{2}(E P-P)\right)\)
    \(P \leftarrow{\sqrt{\operatorname{diag}\left(\operatorname{diag}\left(P P^{\prime}\right)\right)^{-1}}}^{-1}\)
    \(S \leftarrow S . *\left(A^{\prime} Y P^{\prime}\right) \cdot /\left(\left(A^{\prime}(A S P) P^{\prime}\right)+\alpha E+\rho S\right)\)
```


### 6.4 Application: Text Clustering

In this section, we will use the generalized Kullback-Leibler (K-L) divergence

$$
\begin{equation*}
D(Y \| A S P)=\sum_{i, j}\left(Y_{i, j} \log \left(\frac{Y_{i, j}}{(A S P)_{i, j}}\right)-Y_{i, j}+(A S P)_{i, j}\right) \tag{6.6}
\end{equation*}
$$

$$
\begin{aligned}
& \text { Algorithm 6.5 divergence tNMF with } \alpha \\
& \qquad \begin{aligned}
A & \leftarrow A \cdot *\left(\frac{(S P)^{\prime}(Y . /(A S P))}{\sum_{j}(S P)_{k, j}+\beta_{1}(A E-A)}\right) \\
A & \leftarrow{\sqrt{\operatorname{diag}\left(\operatorname{diag}\left(A^{\prime} A\right)\right)^{-1}}}^{-1} \\
P & \leftarrow P . *\left(\frac{(A S)^{\prime}(Y . /(A S P))}{\sum_{i}(A S)_{i, k}+\beta_{2}(E P-P)}\right) \\
P & \leftarrow \sqrt{\operatorname{diag}\left(\operatorname{diag}\left(P P^{\prime}\right)\right)^{-1}} \\
S & \leftarrow S . *\left(\frac{A^{\prime}(Y . /(A S P)) P^{\prime}}{\sum_{i} A_{i, k} \sum_{j} P_{k, j}+\alpha E+\rho S}\right)
\end{aligned}
\end{aligned}
$$

as the fidelity criterion for the triple NMF and analyze the medlars dataset, which is a dataset of medical abstracts ${ }^{1}$. The dataset contains 1,033 documents and 5,831 terms. It can be found in a file with format Harwell-Boeing for sparse data. We choose middle rank $p=15$ by a method described in chapter 4 . We want to show we are given the essential components of $Y$ in the representation through the analysis of a sparse $S$.

To analyze the clusters, there are two types of evaluations. The first type is external evaluation. This is useful when you have some prior knowledge about the clustering results, such as class labels. Hence, the clustering success is determined by the amount of information correctly corresponding to the expected information in a particular cluster. Criterion used for external evaluations include purity and entropy $[21,32]$.

The second type of validation is internal evaluation. When prior knowledge is unknown, these measures will determine success of the clustering by evaluating the within-cluster matrix

[^2]and the between-cluster matrix $[24,52,53]$. One such measure is called the Calinski-Harabasz (CH) index. We first define the within-cluster matrix
$$
W=\sum_{k=1}^{p}\left(C_{k}-\mu_{k}\right)\left(C_{k}-\mu_{k}\right)^{\prime},
$$
where $C_{k}$ is cluster $k$ and $\mu_{k}$ is the mean of cluster $k$. The between-cluster matrix is defined
$$
B=\sum_{k=1}^{p} n_{k}\left(\mu_{k}-\mu\right)\left(\mu_{k}-\mu\right)^{\prime},
$$
where $\mu$ is the mean of the entire set of clusters and $n_{k}$ is the number of sample in cluster $C_{k}$. The CH index finds the following ratio
$$
C H=\frac{\operatorname{trace}(B)}{(p-1)} \frac{(n-p)}{\operatorname{trace}(W)} .
$$

The smaller this value, the better the clustering. That is, we want the similarity between clusters to be smaller and the similarity among points within a cluster to be larger. We will use the CH index for the medlars database since we do not have specified classes.

For the medlars dataset, $A$ will represent clusters on the documents, and $P$ will represent clusters on the terms. We do have labels on the terms, so we have additional validation by hand in Table 6.1, which shows the success of each cluster by inferring topics. We determine the most significant clusters in $P$ by the nonzeros in $Z$, where $Z$ is the sparse $S$. For this experiment, we choose the $p$-largest entries in $S$ to be the nonzeros in $Z$. We then look at the largest entries within a cluster and the corresponding terms (we look at the entries whose values are larger than half of the max entry). We use these terms to extract a topic. For the table, we look at the 5 most significant clusters in $P$ and then give at most ten terms.

For $A$, unlike $P$, we do not have have labels for the documents. Hence, we cannot analyze success by comparison. We do, however, show 2 results. First, we use the regularization term measure $\sum_{k, \bar{k}}\left(A^{\prime} A-I\right)_{k, \bar{k}}$ to determine how close to the identity is $A^{\prime} A$. This will provide us

Table 6.1: Topics Determined from Clustered Terms

| Cluster | $\#$ <br> nificant <br> terms | terms | topic determined |
| :--- | :--- | :--- | :--- |
| 1 | 7 | cells, alveolar, marrow, elec- <br> tron, lung, epithelial | bone marrow and lungs |
| 2 | 5 | homormone, growth, serum, <br> dna, glucose | growth horomone |
| 3 | 22 | breast, insipidus, diabetes, re- <br> nal, excretion, urinary, ther- <br> apy, treatment, steroid, can- <br> cer, sodium | breast cancer and diabetes in- <br> sipidus |
| 4 | 17 | antigens, lens, protein, crys- <br> tallin, fractions, gel, cell, sol- <br> uble, molecular, human | lens proteins (methods for <br> separation) |
| 5 | fatty, acids, rat, fetal, kidney, <br> rats, glucose, acid, content, in- <br> creased, hour, normal | glucose and fatty acides in <br> kidneys |  |

with the degree of distinctness of clusters. Second, we use the internal cluster validation measure Calinski H. The smaller this value the better the clusters.

In Table 6.1, we display the first 5 clusters for regularized results. In addition, we include Table 6.2. This table includes a base case for unregularized $A, P$ results compared to the regularized $A, P$ results. Recall our earlier statement, however. Regularization on $A$ and $P$ are necessary for triple NMF to matter.

For the regularization on $A$ and $P$, we choose $\beta_{1}=5$ and $\beta_{2}=20$ in order to increase the partitioning in both $A$ and $P$ as compared to the unregularized partitions. Note, we let $\rho=0$ because values in $Y$ are small enough. We see in Table 6.1 that term clusters in $P$ suc-

Table 6.2: Clustering Numerics

| $\alpha$ | $\rho$ | $\beta_{1}$ | $\frac{\sum_{k, \bar{k}}\left(A^{\prime} A-I\right)_{k, \bar{k}}}{p^{2}}$ | $\beta_{2}$ | $\frac{\sum_{k, \bar{k}}\left(P P^{\prime}-I\right)_{k, \bar{k}}}{p^{2}}$ | calinski(A) | calinski(P) | fidelity |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 0.0287 | 0 | 0.2313 | 0.0110 | 0.2120 | 8.7176 e 4 |
| 15 | 0 | 5 | 0.0279 | 20 | 0.1994 | 0.0181 | 0.1260 | 8.9005 e 4 |

cessfully extract topics. We get the quantities $\frac{\sum\left(P P^{\prime}-I\right)_{k, \bar{k}}}{p^{2}}=0.1994$ and $\frac{\sum\left(A^{\prime} A-I\right)_{k, \bar{k}}}{p^{2}}=0.0279$. These values are certainly smaller than the unregularized quantities. The Calinski measures are $\operatorname{calinski}(A)=0.0181$ and $\operatorname{calinski}(P)=0.1260$.

In Table 6.2, we state the fidelity values for both unregularized and regularized for this example. However, we note that given that the we look for a representation with structural properties of partitions and sparsity, the divergence gap between $Y$ and $A S P$ should be large.

The triple NMF has been used in text mining $[21,47]$ as a clustering algorithm. However, we take advantage of the added sparse-ness in $S$ to further highlight clusters. This not only provides direction in analysis but it also allows us to store less information, i.e. store only the essential tenor products $s_{i, j}\left(A_{*, i} \otimes P_{j, *}\right)$.

### 6.5 Application: Image Compression

In this section, we discuss the sparse triple NMF for image compression. The nonzero elements in $S$ highlight essential clusters in $A$ and $P$. The information retained in the clusters of $A$ and $P$ is most significant.

In Figure 6.1a, we have an image 801 pixels by 901 pixels with the distinct pattern of the zebra stripes [4]. We note the following: first, we will begin with $p=90$, which is chosen as the optimal choice for middle rank according to the method developed in chapter 4. Secondly, we use the Frobenius tNMF. Lastly, results shown in this section use the same number of iterations and the same initializations for $A, S$, and $P$.

In Figures 6.1b-6.1d, we keep constant $\beta_{1}=1$ and $\beta_{2}=1$ since we want to demonstrate the influence of sparsity on representation. Additionally, we find for the tNMF in this application, $\rho \neq 0$ is necessary for a good representation, which we discuss in more detail. We have results in Table 6.3 for Figure 6.1.

In the Table, the cases where $\rho=0$ result in a highly sparse $S$. This is desirable for our purpose of maintaining only the most essential tensorial components of $A$ and $P$. However,


Figure 6.1: Zebra

Table 6.3: Numerics for Zebra

| $\alpha$ | $\rho$ | $\frac{\sum_{k, \bar{k}}\left(A^{\prime} A-I\right)_{k, \hat{k}}}{p^{2}}$ | $\frac{\sum_{k, \bar{k}}\left(P P^{\prime}-I\right)_{k, \hat{k}}}{p^{2}}$ | $\%$ sparsity $(\mathrm{S})$ | $\frac{\\|A S P-Y\\|_{F}}{\\|Y\\|_{F}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0.1113 | 0.1708 | 98.22 | 0.2441 |
| 0 | 1 | 0.0492 | 0.0675 | 95.65 | 0.2875 |
| 500 | 0 | 0.1071 | 0.1649 | 98.40 | 0.2472 |
| 500 | 1 | 0.0537 | 0.0796 | 96.17 | 0.3223 |
| 250 | 1 | 0.0523 | 0.0753 | 96.05 | 0.3046 |

we also want more partitioned clusters in $A$ and $P$ since $\beta_{1}, \beta_{2} \neq 0$. We can clearly see that given $\rho=1$, we achieve a better representation in terms of the near-orthogonality in $A$ and in $P$. While we lost approximately 2 percent sparsity, we have not lost a significant amount. Therefore, a proper balance is achieved when the penalty is enforced.

We now examine Figures 6.1c and 6.1d, where both representations are results of $\rho=1$ and where we use $\alpha=250,500$ respectively. Although $\alpha$ has increased from 0 to 500 , causing $S$ to be extremely sparse, we can see in these Figures, that we still maintain the most significant features in the image. That is, the zebra stripes are the distinct characteristic of Figure 6.1a, and there is still a trace in Figure 6.1d.

In this section, we show through an example that tNMF still captures the most important features of an image and the sparsity enhancement on $S$ allows us to use less storage.

### 6.6 Symmetric Nonnegative Matrix Factorization

A special case of the Triple Nonnegative Matrix Factorization (tNMF) is the Symmetric Nonnegative Matrix Factorization (sNMF). There are many data matrices that arise in practical applications that are symmetric, e.g. covariance matrices, the network Laplacian operator [41]. A purpose of the sNMF is to find a symmetric representation that highlights the significant features. We propose a sNMF as the symmetric representation for this data compression. In this section, we will begin with a discussion of a bilinear sNMF and progress to the triple sNMF.

The problem of the symmetric Nonnegative Matrix Factorization is

Problem 6.3. Given a symmetric matrix $Y \in \mathbb{R}^{n \times n}$ and the positive integer $p<n$, find an $M \in \mathbb{R}^{n \times p}$ that optimizes

$$
\begin{array}{ll}
\min _{M} J(M)= & \min _{M} \frac{1}{2}\left\|M M^{\prime}-Y\right\|_{F}^{2} \\
\text { subject to } & M \geq 0
\end{array}
$$

Algorithm 6.6 (to find a representation for Problem 6.3) is derived in the same manner as the standard NMF. That is, consider the scaled element-wise gradient method

$$
M \leftarrow M-\eta_{M} \frac{\partial J}{\partial M}
$$

with scaled step-size and derivative

$$
\eta_{M}=M \cdot /\left(M M^{\prime} M\right), \quad \frac{\partial J}{\partial M}=\left(M^{\prime} M-Y\right) M
$$

Substitution gives us the update presented in Algorithm 6.6, with the added relaxation step discussed in chapters 3 and 5 .

```
Algorithm 6.6 sNMF
\(m \leftarrow M \cdot *(Y M) \cdot /\left(M M^{\prime} M\right)\)
\(M \leftarrow(1-t) M+t m\)
```

However, as was the case for the bilinear NMF with orthogonality constraints, we need to introduce degrees of freedom on this symmetric bilinear case in order to maintain accuracy. In addition, consider the Cholesky Decomposition. This is an exact bilinear factorization $Y=L L^{\prime}$ which requires $Y$ to be square and symmetric positive-definite. The $L D L^{\prime}$-factorization introduces a diagonal matrix in order to avoid extracting square roots in computations. Moreover, matrices for which the Cholesky factorization does not exist can still have $L D L^{\prime}$-factorization where $D$ absorbs the negative signs $[26,40,55]$.

We now introduce a diagonal matrix in order to provide degrees of freedom to the representation. We introduce $D$, a diagonal matrix, without the constraint of nonnegativity which allows $D$ to absorb signs, securing a more accurate representation.

Problem 6.4. Given a symmetric matrix $Y \in \mathbb{R}^{n \times n}$ and the positive integer $p<n$, find an $M \in \mathbb{R}^{n \times p}$ and $D \in \mathbb{R}^{p \times p}$ that optimizes

$$
\begin{array}{ll}
\min _{M, D} J(M, D)= & \min _{M, D} \frac{1}{2}\left\|M D M^{\prime}-Y\right\|_{F}^{2} \\
\text { subject to } & M \geq 0
\end{array}
$$

where $D$ is a diagonal matrix.

```
Algorithm 6.7 MDM'-NMF
    M\leftarrowM.*(YMD)./(MDM'MD)
    \ell \leftarrow \ell.*(\operatorname{diag}(\mp@subsup{M}{}{\prime}YM)./\operatorname{diag}(\mp@subsup{M}{}{\prime}(MD\mp@subsup{M}{}{\prime})M))
```

As we mentioned, the degrees of freedom introduced by $D$ are integral to the accuracy of a symmetric representation. Let $\ell$ be the vector containing the diagonal entries. Recall, in Matlab, $\operatorname{diag}(\cdot)$ is a function that takes a vector and makes a diagonal matrix, e.g. $D=\operatorname{diag}(\ell)$, or takes a matrix and extracts its diagonal entries into a vector. For Problem 6.4, we develop Algorithm 6.7.

Let $J(M, D)=\frac{1}{2}\left\|M D M^{\prime}-Y\right\|_{F}^{2}$, where $D$ is a diagonal matrix. The element-wise gradient descent methods with scaling are

$$
\begin{aligned}
& M \leftarrow M-\eta_{M} \frac{\partial J}{\partial M} \\
& \ell \leftarrow \ell-\eta_{\ell} \frac{\partial J}{\partial \ell} .
\end{aligned}
$$

For $M$,

$$
\eta_{M}=M . /\left(M D M^{\prime}(M D)\right), \quad \frac{\partial J}{\partial M}=\left(M D M^{\prime}-Y\right) M D .
$$

Thus,

$$
M \leftarrow M . *(Y M D) \cdot /\left(M D M^{\prime}(M D)\right)
$$

in order to obtain the update in Algorithm 6.7.
We make several observations in order to develop the update for $\ell$. Recall now from chapter 3 the inner product $\langle X, V\rangle_{F}=\sum_{i, j} X_{i, j} \cdot V_{i, j}$. Also observe

$$
\begin{aligned}
{\left[M^{\prime}\left(M D M^{\prime}\right) M\right]_{k, \hat{k}} } & =\sum_{i, j} M_{i, k}\left(\sum_{t} M_{i, t} D_{t, t} M_{j, t}\right) M_{j, \hat{k}} \\
{\left[M^{\prime} Y M\right]_{k, \hat{k}} } & =\sum_{i, j} M_{i, k} Y_{i, j} M_{j, \hat{k}} .
\end{aligned}
$$

In addition, $D=\left(\ell_{1} E_{1,1}+\ell_{2} E_{2,2}+\cdots+\ell_{p} E_{p, p}\right)=\sum_{k} \ell_{k} E_{k, k}$, where $E_{i, j} \in \mathbb{R}^{p \times p}$ is the unit matrix with 1 in the $(i, j)$-entry and 0 elsewhere. Therefore, $M D M^{\prime}=M\left(\sum_{k} \ell_{k} E_{k, k}\right) M^{\prime}=$ $\sum_{k} \ell_{k}\left(M E_{k, k} M^{\prime}\right)$. Thus, the $\frac{\partial J}{\partial \ell_{\hat{k}}}$ we obtain is

$$
\begin{aligned}
\frac{\partial J}{\partial \ell_{\hat{k}}} & =\left\langle\left(M D M^{\prime}-Y\right),\left(M E_{\hat{k}, \hat{k}} M^{\prime}\right)\right\rangle_{\mathbb{R}^{n \times n}} \\
& =\left\langle\left(M D M^{\prime}\right),\left(M E_{\hat{k}, \hat{k}} M^{\prime}\right)\right\rangle_{\mathbb{R}^{n \times n}}-\left\langle Y,\left(M E_{\hat{k}, \hat{k}} M^{\prime}\right)\right\rangle_{\mathbb{R}^{n \times n}} \\
& =\sum_{i, j}\left[M D M^{\prime}\right]_{i, j} \cdot\left[M E_{\hat{k}, \hat{k}} M^{\prime}\right]_{i, j}-\sum_{i, j}[Y]_{i, j} \cdot\left[M E_{\hat{k}, \hat{k}} M^{\prime}\right]_{i, j} \\
& =\sum_{i, j}\left(\sum_{t} M_{i, t} D_{t, t} M_{j, t}\right) \cdot\left(M_{i, \hat{k}} M_{j, \hat{k}}\right)-\sum_{i, j} Y_{i, j} \cdot\left(M_{i, \hat{k}} M_{j, \hat{k}}\right) \\
& =\sum_{i, j} M_{i, \hat{k}}\left(\sum_{t} M_{i, t} D_{t, t} M_{j, t}\right) M_{j, \hat{k}}-\sum_{i, j} M_{i, \hat{k}} Y_{i, j} M_{j, \hat{k}} .
\end{aligned}
$$

Notice, this is exactly equal to $\left[M^{\prime}\left(M D M^{\prime}\right) M\right]_{k, \hat{k}}-\left[M^{\prime} Y M\right]_{k, \hat{k}}$ when $k=\hat{k}$. That is, when we are at the $\hat{k}$-th diagonal of $\left[M^{\prime}\left(M D M^{\prime}\right) M\right]_{k, \hat{k}}-\left[M^{\prime} Y M\right]_{k, \hat{k}}$. Hence, we have

$$
\frac{\partial J}{\partial \ell_{\hat{k}}}=\operatorname{diag}\left(M^{\prime}\left(M D M^{\prime}\right) M\right)-\operatorname{diag}\left(M^{\prime} Y M\right)
$$

With $\frac{\partial J}{\partial \ell_{\vec{k}}}$, we can now choose our diagonal-scale step-size to be

$$
\eta_{\ell_{k}}=\frac{\ell_{k}}{\left[\operatorname{diag}\left(M^{\prime}\left(M D M^{\prime}\right) M\right)\right]_{k}} .
$$

Table 6.4: $M M^{T}$ vs. $M D M^{T}$

| algorithm | fidelity |
| :---: | :---: |
| sNMF | 0.0760 |
| $M D M^{\prime}-$ NMF | 0.0398 |

We then attain the update

$$
\ell \leftarrow \ell \cdot *\left(\operatorname{diag}\left(M^{\prime} Y M\right)\right) \cdot /\left(\operatorname{diag}\left(M^{\prime}\left(M D M^{\prime}\right) M\right)\right) .
$$

Consider the $1000 \times 1000$ matrix representation of the inverse negative Laplacian operator in Figure 6.2a. This is a symmetric nonnegative matrix. We apply both the sNMF and the $\mathrm{MDM}^{\prime}-\mathrm{NMF}$, for $p=10$, and compare in Table 6.4. As we stated earlier, the purpose of these algorithms is to find a symmetric representation that still highlights significant features.

For the sNMF, we found $t=0.5$ provides best results for this case. In addition, $M D M^{\prime}-$ NMF method does find a better representation in terms of fidelity, proving there is benefit with the degrees of freedom introduced by the $D$ matrix. This is confirmed in Figures 6.2b and 6.2c, where the latter reduces the spikes seen in the former. Furthermore, to demonstrate the success of the clusters captured by $M D M^{\prime}$-NMF, we provide the five clusters based on the dominant $\ell_{k}$ in Figure 6.2d. We note here we can regularize in order to obtain smooth structure.

In this next example, consider the social network presented in Figure 6.3a. Each node $i$ represents a person $i$, and each link represents a friendship between person $i$ and person $j$. There are two lines between each person since a friendship needs both people to participate. A matrix representation of this system will be symmetric. Specifically, we have each row indexed by each person, and each column indexed by each person. A link is represented by 1 and 0 will represent no link.

For this particular example, we know we need two distinct clusters, therefore we formulate


Figure 6.2: Symmetric Analysis


Figure 6.3: Social Network and Clusters by $M D M^{\prime}$
the regularized problem

$$
\min _{M \geq 0} \frac{1}{2}\left\|M D M^{\prime}-Y\right\|_{F}^{2}+\beta \sum_{k, \hat{k}}\left(M^{\prime} M-I\right)_{k, \hat{k}}
$$

subject to $M^{\prime} M=I$ and $D=$ diagonal. We will use Algorithm 6.7 with regularization in order to demonstrate further that we can extract meaningful clusters. That is,

$$
\begin{aligned}
& \ell \leftarrow \ell \cdot *\left(\operatorname{diag}\left(M^{\prime} Y M\right) \cdot / \operatorname{diag}\left(M^{\prime}\left(M D M^{\prime}\right) M\right)\right) \\
& M \leftarrow M \cdot *(Y M D) \cdot /\left(M D M^{\prime} M D+\beta(M E-M)\right) \\
& M \leftarrow{\sqrt{\operatorname{diag}\left(\operatorname{diag}\left(M^{\prime} M\right)\right)}}^{-1}
\end{aligned}
$$

We have $p=2$ and we let $\beta=1 . e-4$. We receive the clusters in Figure 6.3b.
By the matrix $D$, we have that the orange cluster represents the most significant cluster. Studying this line, we see the orange cluster is associated with the larger friendship circle, where person 5 is the most popular and the points with 0 -values are not in this friendship circle at all.

Then, examining the blue cluster, we see it corresponds to the smaller friendship circle, where person 4 is the most popular and again the points with 0 -values are not in the friendship circle. We have successfully extracted meaningful information of this symmetric system by $M D M^{\prime}$.

In summary, the symmetric NMFs presented in this section find a symmetric representation. The prevalence of symmetric data suggests a symmetric representation will have significance in the data analysis of these matrices.

### 6.7 Conclusion

In this chapter, we have introduced a new conceptual approach for the tNMF. That is, we constrain $S$ to be a sparse matrix. Furthermore, we can interpret these weights as NMF-singular values for the triple representation. The nonzeros then highlight the most important components in $A$ and $P$. In addition to this advancement, we have also introduced the concept of a symmetric triple NMF for the symmetric data that frequently appear in real life applications.

Future work involves applying the tNMF to the applications: wavelet compression, hyperspectral imaging [79], and neural networking, where the matrix representations are symmetric and symmetric NMFs can be used to cluster activity and identify patterns among neurons.

## Chapter 7

## Low-rank and Sparse Component Extraction via Nonnegative Matrix Factorization

In this chapter, we examine the decomposition of a data array into its low-rank and sparse components. Currently, the Principal Component Pursuit (PCP) is a convex program that finds this decomposition. We develop a method to find the alternative decomposition of lowrank, sparse, and noise components. This method takes advantage of the flexibility of the NMF. We implement the PCP-NMF in applications of shadow/light separation and foregroundbackground separation.

### 7.1 Introduction

Suppose we have a large data matrix $Y \in \mathbb{R}^{n \times m}$ and we know that it can be decomposed into

$$
\begin{equation*}
Y=L+S \tag{7.1}
\end{equation*}
$$

where $L \in \mathbb{R}^{n \times m}$ is a low-rank matrix and $S \in \mathbb{R}^{n \times m}$ is a sparse matrix $[9,14,50,80]$. Both the augend and addend are unknown. That is, we do not know what is the rank of $L$, nor do we know the degree of sparsity of $S$ and where the nonzeros are located.

The problem of finding the decomposition is formulated into the optimization problem

$$
\begin{align*}
& \min _{L, S} \operatorname{rank}(L)+\lambda\|S\|_{0}  \tag{7.2}\\
& \text { subject to } Y-L-S=0,
\end{align*}
$$

where $\|S\|_{0}$ counts the number of nonzeros in $S$ and $\lambda>0$ is a regularization parameter for the cardinality of $S[9,50]$. However, rank minimization problems and $\ell_{0}$ optimization problems are computationally difficult to solve.

The Principal Component Pursuit (PCP) is a convex program that relaxes the optimization problem (7.2) to find the decomposition $Y=L+S$ via the nuclear norm and the $\ell_{1}$-norm. Formally, that is,

$$
\begin{gather*}
\min _{L, S}\|L\|_{*}+\lambda\|S\|_{1}  \tag{7.3}\\
\text { subject to } Y-L-S=0
\end{gather*}
$$

where $\lambda>0$ is now the regularization parameter on the sparsity of $S$ measured by $\|S\|_{1}=$ $\sum_{i, j} S_{i, j}$, and $\|L\|_{*}=\sum_{k} \sigma_{k}(L)$ is the nuclear norm defined by the sum of the singular values of $L$. The nuclear norm is often chosen in optimization as a convex relaxation for minimizing rank [15]. In addition, the $\ell_{1}$-norm on $S$ is often chosen in place of the $\ell_{0}$-norm [66]. In [14], it is shown one can find the exact decomposition by PCP under three conditions. First, $L$ is imposed to be not sparse. Second, $S$ is imposed to be full-rank. Third, $\lambda=\frac{1}{\sqrt{\max (n, m)}}$. We refer you to [14] for more details.

There are limitations to PCP and optimization system (7.3), however. First, algorithms are computationally expensive. Second, in practical applications, there is noise corruption in every entry of data. We may also deal with missing data. Therefore, an exact decomposition of the
truth may not be available. [9]
A further relaxation of optimization problem (7.2) exists in [80]. Rather than aiming to find an exact $Y=L+S$, the method aims to find a fast approximation $Y=L+S+\Sigma$, where $\Sigma$ is model error. The optimization problem is formulated as

$$
\begin{gather*}
\min _{L, S}\|(L+S)-Y\|_{F}^{2}  \tag{7.4}\\
\text { subject to } \operatorname{rank}(L) \leq r, \operatorname{card}(S) \leq c
\end{gather*}
$$

where both rank of $L$ and cardinality of $S$ are specified a priori by $r$ and $c$, respectively. This reduces the amount of complexity in solving the problem. This method uses $Q R$-factorizations for SVD approximations, reducing the computational complexity of the PCP algorithms thus increasing speed. However, the algorithm requires computing an $n \times n$ matrix, $L L^{\prime}$ at each iteration. As you will see in the following applications, $n$ is significantly large, and this computation can be costly in terms of time and memory.

In this chapter, we examine a Nonnegative Matrix Factorization (NMF) algorithm as a method to find the PCP decomposition (7.1). The NMF has been successfully applied to many applications, such as clustering and classification, image processing, and gene pattern analysis $[46,47,57]$, as a dimension reduction and feature enhancing data analysis tool. We are interested in extending this already-vast functionality to the PCP decomposition. We formulate an alternative relaxation for PCP (7.3)

$$
\begin{align*}
& \min _{A, P, S} \frac{1}{2}\|(A P+S)-Y\|_{F}^{2}+\alpha\|S\|_{1}  \tag{7.5}\\
& \text { subject to } A \geq 0, P \geq 0, Y \geq S \geq 0
\end{align*}
$$

where $\alpha \geq 0$ is the regularization parameter for sparsity on $S$ and $A, P$ are low-rank results from NMF. In the NMF algorithm, $p$ is specified prior to implementation. However, we do not specify cardinality of $S$. Rather, we allow $\alpha$ to regularize the cardinality. Furthermore, system (7.5)
constrains $A, P, S$ to have nonnegative elements. Therefore, producing results that capture the essential structure and localized features. In the following sections, we will discuss the method development and implementation of PCP-NMF.

### 7.2 Algorithm Development

The Nonnegative Matrix Factorization (NMF) is a representation of the data matrix $Y \in \mathbb{R}^{n \times m}$

$$
Y \approx A P,
$$

where $A \in \mathbb{R}^{n \times p}, P \in \mathbb{R}^{p \times m}, A, P \geq 0$ element-wise, and $p<\min (n, m)[5,65]$.
To find such a representation, scientists Lee and Seung optimize the fidelity function

$$
\min _{A, P} J(A, P)=\min _{A, P} \frac{1}{2}\|A P-Y\|_{F}^{2}
$$

subject to the nonnegativity constraint on $A, P \geq 0$. We are interested in finding the representation

$$
Y \approx A P+S
$$

where $S \geq 0$ is a sparse matrix. Thus, we formulate
Problem 7.1. Given a data matrix $Y \in \mathbb{R}^{n \times m}$ and the integer $p<\min (n, m)$, find an $A \in$ $\mathbb{R}^{n \times p}, P \in \mathbb{R}^{p \times m}$, and $S \in \mathbb{R}^{n \times m}$ that optimizes

$$
\begin{gathered}
\min _{A, P, S} J(A, P, S)=\min _{A, P, S} \quad \frac{1}{2}\|(A P+S)-Y\|_{F}^{2}+\alpha\|S\|_{1} \\
\text { subject to } A, P \geq 0, \quad Y \geq S \geq 0
\end{gathered}
$$

where $\alpha \geq 0$ is the regularizaton parameter for the sparsity in $S$.
There are significant differences between this problem and the relaxation (7.4). As stated previously, we do not constrain the cardinality of $S$. Rather, we regularize the sparsity of $S$
and bound the magnitude of elements to be less than or equal to $Y$ and greater than or equal to 0 . Secondly, in our method the middle rank $p$ is chosen prior to implementation while in (7.4), the rank of $L$ is only bounded above by an $r$ chosen a priori. Thirdly, we do not have a low-rank representation $L$. We have low-rank factors $A$ and $P$. If we interpret the rows of $P$ as the basis for the $p$-dimensional space and $A$ as the assignment, we can determine features in $A P$ by the rows of $P$ and their significance in $Y$ by $A$. Note, although we can let $L=A P$, it is not necessarily true there exists an $L$ such that we can find an exact factorization $A P$. Therefore, $L$ and $A P$ are not necessarily the same.

For Problem 7.1, we must find the minimizing $A P$ and we need to find the minimizing $S$. To simplify this problem, we develop two subproblems to be optimized. First,

$$
\begin{gathered}
\min _{A, P} J_{1}(A, P)=\min _{A, P} \frac{1}{2}\|(A P+S)-Y\|_{F}^{2}, \\
\text { subject to } A, P \geq 0
\end{gathered}
$$

where $S$ is a constant, and

$$
\begin{gathered}
\min _{S} J_{2}(S)=\min _{S} \frac{1}{2}\|(A P+S)-Y\|_{F}^{2}+\alpha\|S\|_{1} \\
\text { subject to } Y \geq S \geq 0
\end{gathered}
$$

where $A$ and $P$ are constant and $\alpha \geq 0$. We can solve subproblem 1 using the Lee-Seung NMF

| Algorithm 7.1 PCP-NMF |  |  |
| :--- | :--- | :--- |
| $(A, P)$ | $\longleftarrow$ | $\operatorname{NMF}(Y-S)$ |
| $S$ | $\longleftarrow$ | $\max (0, \min (Y, Y-A P-\alpha E))$ |

algorithm [65]. That is, given the element-wise gradient descent methods

$$
\begin{aligned}
& A \leftarrow A-\eta_{A}\left(\frac{\partial J_{1}}{\partial A}\right), \\
& P \leftarrow P-\eta_{P}\left(\frac{\partial J_{1}}{\partial P}\right),
\end{aligned}
$$

the scaling step-sizes

$$
\begin{aligned}
\eta_{A} & =A . /\left(A P P^{\prime}\right), \\
\eta_{P} & =P . /\left(A^{\prime} A P\right)
\end{aligned}
$$

and the gradient

$$
\nabla J_{1}=\left(\frac{\partial J_{1}}{\partial A}, \frac{\partial J_{1}}{\partial P}\right)=\left(A P P^{\prime}+(S-Y) P^{\prime}, A^{\prime} A P+A^{\prime}(S-Y)\right)
$$

by substitution, we have

$$
\begin{aligned}
& A \leftarrow A \cdot *\left(\hat{Y} P^{\prime}\right) \cdot /\left(A P P^{\prime}\right) \\
& P \leftarrow P \cdot *\left(A^{\prime} \hat{Y}\right) \cdot /\left(A^{\prime} A P\right)
\end{aligned}
$$

where $\hat{Y}=Y-S$. Note, the upper bound on $S$ preserves nonnegativity in $\operatorname{NMF}(\hat{Y})$. This is simply the Frobenius NMF updates with $\hat{Y}$ instead of $Y$. We have that both $A$ and $P$ are descent updates, see chapter 2 and [65].

Once $(A P)^{+}$is obtained, we can solve the second subproblem. Necessary optimality is given by

$$
\frac{\partial J_{2}}{\partial S}=\left((A P)^{+}+S-Y\right)+\alpha E=0
$$

where $E=\operatorname{ones}(n, m)$. Thus,

$$
S^{+}=Y-(A P)^{+}-\alpha E
$$

We are also constrained to the fact that $Y \geq S \geq 0$ in order to maintain nonnegativity when


Figure 7.1: Stopping Analysis
alternating to subproblem 1. Hence,

$$
S^{+}=\max (0, \min (Y, Y-A P-\alpha E)) .
$$

Remark 1. As we stated earlier, we do not have the truth for proper middle rank of $A P$ nor do we have the truth for $S$, i.e. how sparse and where nonzeros are located. What we will achieve with the PCP-NMF is a good representation with a low-rank $A P$ and a sparse enough $S$.

Remark 2. The alternation in Algorithm 7.1 requires a discussion of stopping criterion. We examine fidelity and sparsity in $S$ as iterations increase. We do so for Figure 7.3a. Consider Figures 7.1a and 7.1b.

Clearly, as iterations increase, fidelity, defined as $\frac{\|(A P+S)-Y\|_{F}}{\|Y\|_{F}}$, in Figure 7.1a decreases and the number of nonzeros in $S$ (Figure 7.1b) increases. In Figure 7.1c, we have plotted fidelity versus cardinality. At the turning point, we are approximately iteration 2 . This is where the decrease in fidelity risks the loss of sparsity. We show in Figures 7.2b-7.2d the resulting lowdimensional representation from PCP-NMF iterations 1 through 4. Observe, light extremities removed in Figure 7.2a (result after 1 iteration) are revived. Therefore, for this example, the number of alternating iterations should be one. We exercise this determination for all examples in this chapter.

Remark 3. The goodness of fit for the NMF, number of iterations necessary, and computational


Figure 7.2: PCP-NMF Representation Face 1
time are all dependent on the complexity $p$ chosen. While we explored this topic in chapter 4 , the choice of $p$ for this chapter requires a different approach. The representation we care about is $A P+S$, not $A P$. For the applications in this chapter, the intent of the PCP decomposition is to capture the varying components of the data in $S$ and the stabilized components in $A P$. To this end, we choose $p=1$. Each column of $A P$ will then contain the same information, and each column of $S$ will be forced to contain the variation in order to better represent $Y$. One can certainly choose another $p$, as long as these qualities are not lost.

### 7.3 Numerical Experiments

There are many applications in which the PCP decomposition is beneficial, e.g. video surveillance, face recognition, latent semantic indexing, and ranking [14,50,80]. We will look specifically at video processing and facial recognition.

### 7.3.1 Shadow/Light Corruption

Consider the Figures of faces $7.3 \mathrm{a}-7.3 \mathrm{j}^{1}$. The Database provides 65 images of each face in the same position with different lighting, and each image is originally 480 pixels by 640 pixels in the grayscale [25]. We take the first original image and resize it to tighten the frame and concentrate only on the face. The sizes of the images in the Figures $7.3 \mathrm{a}-7.3 \mathrm{j}$ are $301 \times 271$, $300 \times 291,301 \times 271$ and $271 \times 251$, respectively. We do this for all 65 images per face. We then stretch each image and lay them column by column to create a Face Matrix with 65 columns. These are the data we use for the example below. We will apply PCP-NMF in order to remove shadow and/or light interference.

We restate here that the accuracy of $L+S$ to $Y$ is not important. We care that $S$ is as sparse as possible while only maintaining the shadow/light corruption and $L$ contains the underlying image. However, we provide the information for the reader in Table 7.1. In addition, we give

[^3]Table 7.1: PCP-NMF for Shadow/Light Removal

| Image | $\alpha$ | $\%$ sparse | $\frac{\\|Y-(L+S)\\|_{F}}{\\|Y\\|_{F}}$ |
| :---: | :---: | :---: | :---: |
| Face 1 | 10 | $75 \%$ | 0.3628 |
| Face 2 | 5 | $62 \%$ | 0.3076 |
| Face 3 | 15 | $76 \%$ | 0.3371 |
| Face 4 | 15 | $74 \%$ | 0.3297 |

the percent of sparse-ness of the resulting $S$ matrix given the value of $\alpha$. We also the Figures 7.3b-7.3l for our analysis.

It it clear by the table, PCP-NMF finds a representation $A P+S$ with a largely sparse $S$. Furthermore, we can visually verify that shadow corruptions as well as light extremities are removed, while facial features are still captured in the low-rank component.

In conclusion, we have used the 65 corrupted images to extract the shadow/light into $S$, leaving the underlying facial features in $L$.

### 7.3.2 Video Analysis

In this section, we perform experiments in the application of video processing. The goal for our next example is to extract the moving aspects of a video into the sparse matrix and capture the stable characteristics into the low-rank representation. Again, we are not concerned about the exactness of $L+S$. We will concentrate on the visual results.

Consider the Figures 7.4a-7.4e. These images come from a video ${ }^{2}$ of a fountain. The video primarily contains the fountain and the running water. However, in the frames displayed, the video captures the movement of people from one end of the frame to the other.

The video has 523 frames with size 128 pixels by 160 pixels. We create a matrix of this video by taking each frame, stretching them into column vectors, and laying them side by side. We then have the data matrix $Y$ size $20480 \times 523$. We show the results in Figures 7.4b-7.4f. We found for this example that $\alpha=3$ allows $S$ to remain sparse while capturing the running water
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Figure 7.3: Shadow/Light Removal and PCP-NMF


Figure 7.4: Fountain Video Analysis

Table 7.2: Numerical Results for Videos

| $\alpha$ | \% sparse | relative norm |
| :---: | :---: | :---: |
| 3 | $61 \%$ | 0.0156 |
| 15 | $86 \%$ | 0.0427 |

and the moving silhouettes of the people.
To confirm this algorithm indeed is applicable to video processing, we will implement PCPNMF on another example. Consider a security video from a restuarunt with 3055 frames, each 120 pixels by 160 pixels. We show a few frames where there is clear indication of movement in Figures 7.5a-7.5e. We then show the results from PCP-NMF in Figures 7.5b-7.5f. It is clear, visually, that PCP-NMF successfully separates the background and the movement into $L$ and $S$, respectively.

### 7.4 Conclusion

In summary, we have developed a PCP-NMF method, and we have shown it successfully separates low-rank and sparse components in both shadow/light corruption and video processing applications. As we have stated earlier, the nonnegativity of this representation gives a more physical meaning in $A P$ and $S$ for inherently nonnegative data (such as in the images and videos in our examples). For example, data with missing entries is often an issue in image processing or computational biology. The PCP decomposition is shown to be useful in the matrix completion problem [80]. With the PCP-NMF, a solution is guaranteed to have nonnegative elements as an image naturally does.

The PCP-NMF is an "offline" method/batch method [9]. For the examples presented, this is not an issue. However, videos may collect data continuously in time, changing results. To fix this issue, we need to include frames as time continues. Future work involves developing an "online" PCP-NMF.


Figure 7.5: Restaurant Video Analysis

## Chapter 8

## Conclusions and Future Work

### 8.1 Conclusions

In this thesis, we investigated the Nonnegative Matrix Factorization (NMF) as a significant data analysis method. We first provided a basic understanding of the NMF as a representation, and we made insightful observations of the standard NMF algorithms. We then built upon this foundation with conceptual and algorithmic advancements.

We enhanced the NMF as a representation through the development of PDAS-NMF, a primal-dual active set method that secures a better nonnegative matrix factorization. In addition, we modify PDAS-NMF to address the regularized NMF problem. That is, we develop a PDAS-NMF that attains structural properties based on prior information. An important characteristic of the NMF problem is the choice of middle rank, and we have developed a method for a proper choice. This method is dependent on the newly defined NMF-singular values. We compare this method to the statistical AIC and show that we do find a proper $p$.

We have also examined concepts beyond the NMF as a nonnegative representation. Specifically, we have advanced NMF analysis. We describe the role of atoms in image deconvolution, i.e. the classification of the convolution kernel. We developed a divergence NMF that takes advantage of this information, and we have shown this method is effective for blind deconvolution.

In addition to the NMF and deconvolution, we enhanced the triple NMF by including sparsity on the additional factor and highlighting significant components in the representation. Finally, we developed a PCP-NMF that finds a PCP decomposition. That is, the Principal Component Pursuit decomposition is sparse data components extracted from low-rank data components.

### 8.2 Future Work

At the end of each chapter, we describe ways to advance concepts and methods. In this section, we present a couple more ways to further advance the details of this thesis.

Parallel computing: Parallel computing introduces more processing power, and thus has become a significant option for data mining applications [73,74]. Because the NMF is a multifaceted data analysis tool, parallel computing methods for the NMF have been developed $[2,23,49,62]$. The purpose of these methods is to accelerate the NMF algorithm and to make the NMF more suitable for bigger data. We are interested in developing parallelized adaptations for the methods developed in this thesis in an attempt to increase their viability when dealing with bigger data. For example, the coordinate-descent method presented in chapter 5 is effective for small-scale data. Developing a parallel version will increase speed and capability with large-scale data.

Deep learning: Deep learning is the extraction of significant simple and complex features. Hierarchical models are used in order develop this extraction [8]. This is a multi-layer approach, where each feature is represented by a layer and the bottom most layer will be the simplest features and the top most layer will be the most complex features. Each of these layers are trained separately, pointing out which features are developed at each layer and how features from lower layers are combined to form higher layer features [68]. A hierarchical NMF is introduced in $[1,68]$. The standard NMF has one hidden layer [31]. Therefore, it will not uncover very many complex features. However, if we stack the NMF, we will have a hierarchical structure with the added benefit of nonnegativity, i.e. the nonnegativity allows for only additive combinations of features. The first layer of features is determined by a simple execution of the NMF. The second
layer of patterns is determined by another execution of the NMF on the matrix of assignments. This is done for all layers. As with parallel computing, in the interest of advancing the concepts and methods of this thesis, we want to develop a hierarchical NMF extension for the methods. For example, a hierarchical structure for the PCP-NMF may provide us with information about more complex features in videos.
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