
#### Abstract

NANCE, JAMES DANIEL. Investigating Molecular Dynamics with Sparse Grid Surrogate Models. (Under the direction of Carl T. Kelley.)

Molecules in nature conform to a geometry that minimizes their potential energy, and some molecules have multiple potential energy minima. One can study how a molecule transitions from one stable geometry to another by studying dynamics on its potential energy surface. The potential energy of a molecule with $N$ atoms is a function of $3 N-6$ molecular coordinates and is computed via an expensive optimization process, thus modeling reaction pathways in all $3 N-6$ coordinates can be cumbersome for large molecules. In this thesis we describe a cheaper surrogate model for the potential energy surfaces constructed using a sparse grid interpolation algorithm initially developed by Smolyak [198]. Evaluation of the surrogate is much less expensive than the evaluation of the actual energy function, so our technique offers a more computationally efficient way to study dynamics than traditional methods. Furthermore, molecular vibrations and thermal fluctuations can cause randomness in dynamics, so it is of interest to follow many reaction paths at once, necessitating a fast and efficient implementation of Smolyak's interpolation algorithm. We describe a new implementation that computes analytical gradients of Smolyak's interpolating polynomial and is designed to evaluate a large number of points simultaneously. We compare performance times of our implementation to MATLAB's Sparse Grid Interpolation Toolbox [121] and present dynamical simulations for various test molecules.

We also describe how one could extend our new reaction path following method to nonadiabatic dynamics, or dynamics where the Born-Oppenheimer approximation breaks down. In particular, we are interested in studying intersystem crossing dynamics of iron-based molecular complexes for an application to solar cells. We present three-dimensional potential energy surfaces for the $\left[\mathrm{Fe}(\text { terpy })_{2}\right]^{2+}$ complex, the first time these surfaces have been studied in more than two dimensions.

Finally, we employ sparse grids for Bayesian inference for a groundwater model. Interpolation and integration on sparse grids offer an alternative to other expensive methods such as Markov Chain Monte Carlo (MCMC) algorithms to estimate summary statistics for quantities of interest. Here we interpolate the likelihood function and compute marginal densities using sparse grids for four parameters to verify results from MCMC.
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## Chapter 1

## Introduction

Molecules in nature conform to a geometry that minimizes their potential energy, and some molecules have multiple potential energy minimizers. There is great interest in studying all the possible stable geometries of molecules, with the goal of yielding new compounds with the necessary characteristics for various needs of science and technology. For example, laser technology and molecular electronics require chemical compounds with special structures which can easily and rapidly be changed in a specified direction [131, 31]. Other applications include molecular pharmacology, conversion and storage of solar energy, photochemistry, biopolymers and polyelectrolytes [94], laser stimulation of chemical reaction [189], biological sensing [226] and many others [142]. Recently, selective isomerization of photochromes have allowed the design of simple Boolean logic devices [5]. Furthermore, one can study how a molecule transitions from one geometry to another by studying dynamics on its potential energy surface.

A molecule's potential energy depends on the interatomic forces between all of its electrons and nuclei, thus a molecule's potential energy is a function of its geometry. The geometry of a molecule can be uniquely determined by nuclear coordinates consisting of bond lengths, bond angles, and dihedral angles. A nonlinear molecule requires $3 N-6$ nuclear coordinates $\mathbf{p} \in$ $\mathbb{R}^{3 N-6}$, whereas a linear molecule requires only $\mathbf{p} \in \mathbb{R}^{3 N-5}$. For a given geometry, the molecule's potential energy $\mathcal{E}_{i}$ is found by approximating a solution the time-independent Schrödinger equation

$$
\hat{\mathcal{H}} \Psi_{i}(\mathbf{p})=\mathcal{E}_{i} \Psi_{i}(\mathbf{p})
$$

where $\hat{\mathcal{H}}$ is the molecular Hamiltonian operator and $\Psi_{i}$ is the molecular wavefunction for electronic state $i \in \mathbb{N}^{0}$. Potential energy is a quantized value, meaning that for a fixed geometry $\mathbf{p}$ the molecule's potential energy takes on discrete values that make up a a countable subset of the real numbers. That is, the energies $\mathcal{E}_{i}$ are such that $\mathcal{E}_{0}<\mathcal{E}_{1} \leq \mathcal{E}_{2} \leq \ldots$. As a function of geome-
try, $\mathcal{E}_{i}(\mathbf{p})$ is called the potential energy surface (PES) for electronic state $i \in \mathbb{N}^{0}$. Approximating a solution is no trivial task. Popular approaches such as the Hartree-Fock Self-Consistent-Field method [177, 22] or Density functional theory [107, 126, 125] involve writing the wavefunction as $\Psi_{i}=\sum_{j=1}^{M} c_{j} \phi_{j}$ for some set of basis functions $\left\{\phi_{j}\right\}$ and iteratively varying the coefficients $c_{i}$ to minimize the energy $\mathcal{E}_{i}$. If $n$ is the number of basis functions, the computational cost of these methods is $\mathcal{O}\left(n^{3}\right)$ for density functional theory and $\mathcal{O}\left(n^{4}\right)$ for Hartree-Fock [125]. More accurate and thus computationally intensive methods scale can scale as $\mathcal{O}\left(n^{6}\right)$ or even $\mathcal{O}\left(n^{7}\right)$.

One can cause a molecule to transition from one electronic state to another by exciting electrons with photons. When an electron is excited it will change states to occupy a higher energy orbital. Once excited to a new state, the molecule conforms to minimize its potential energy in the new electronic state. There is no guarantee that a molecular geometry that is a minimum for one energy state will be a minimum for the next excited state. By exciting and relaxing a molecule through one or several energy states back to its lowest energy state, or ground state, it is possible for a molecule to conform to a different ground state geometry from which it began. Other than simply having different molecular geometries, some molecules have different properties in different ground state potential energy minima. For example, the boiling point of cis-2-butene is different from that of trans-2-butene [61].

The conformational path that the molecule takes from one geometry to another is called the reaction path and is the solution to

$$
\begin{equation*}
\dot{\mathbf{p}}=-\nabla \mathcal{E}_{i}(\mathbf{p}) . \tag{1.1}
\end{equation*}
$$

Geometrically, the reaction path is the path of continuous steepest descent on the PES from the initial geometry to a local minimum.

Since many coordinates do not change significantly during state transitions, we can reduce the dimensionality of the dynamics by partitioning the molecular coordinates into design variables $\mathbf{x}$ and remainder variables $\xi$. Then, we can compute the reaction path as

$$
\begin{equation*}
\dot{\mathrm{x}}=-\nabla E_{i}(\mathrm{x}) \tag{1.2}
\end{equation*}
$$

where now the energy is computed by freezing the design variables and optimizing the remainder variables via

$$
\begin{equation*}
E_{i}(\mathbf{x})=\min _{\xi} \mathcal{E}_{i}(\mathbf{x}, \xi) \tag{1.3}
\end{equation*}
$$

For example, the isomerization of 2-butene takes place via the first excited electronic state and can be modeled as a function of the rotation of the double bond connecting the two central carbon atoms. Figure 1.1 shows this one-dimensional reaction path from cis-2-butene to trans-


Figure 1.1: The isomerization of 2-butene. The blue line is the ground state PES, the red line is the first excited state PES, and the black line is the reaction path from cis to trans.

While this partitioning of geometric coordinates reduces the dimensionality of the reaction path dynamics, these simulations are still limited to relatively few design coordinates $\mathbf{x}$ because of the computational cost of the energy $E_{i}(\mathbf{x})$ in Equation 1.3 and its gradient in Equation 1.2. Each iteration of any standard optimization algorithm for Equation 1.3 involves approximating a solution to the time-independent Schrödinger equation, a task which is prohibitively burdensome for large molecules. The aim of this thesis is to replace the PES $E_{i}(\mathbf{x})$ with a computationally inexpensive surrogate model. The technique we use to do so constructs surrogate PESs by means of interpolation. Standard interpolation methods on full grids, however, are restricted to small molecules because of the computational cost of constructing the PESs to within a sufficient accuracy. The number of grid points required for interpolation on full grids grows exponentially with dimension, a problem known as the curse of dimensionality. As such, we build a surrogate model using a sparse grid interpolation algorithm initially developed by Smolyak [198]. Smolyak's sparse grid interpolation algorithm approximates a function with a
linear combination of tensor product interpolations on different levels of sparse grids. Sparse grid points grow only polynomially with the dimension and thus help alleviate the curse of dimensionality. Consequently, sparse grids enable us to increase the number of design variables for reaction path simulations.

Once we calculate our surrogate PESs, our molecular dynamics simulation follows the relaxation path of a molecule back to its ground state on these surrogate PESs after an initial light-induced excitation to a higher energy state. The goal is to identify the end configuration and report the entire path so that one can look for nearby paths to other interesting configurations. We also wish to investigate the effects of thermal fluctuations in molecular dynamics which can cause a molecule to jump over low energy barriers from one path to another. To do this we must simultaneously follow reaction paths of several different trajectories, necessitating a fast and efficient implementation of Smolyak's algorithm. In this thesis we present an implementation of Smolyak's algorithm that is specifically designed for this application.

Our implementation utilizes Judd et al. 's reformulation of Smolyak's algorithm that rearranges terms to eliminate redundant calculations [118]. Their implementation is used for an application to derivative-free dynamic economic models, where Smolyak's interpolating polynomial must be evaluated at a large number of points sequentially. On the other hand, our application requires evaluating Smolyak's interpolating polynomial and its gradient at a large number of points both sequentially and simultaneously. As such, we extended the work of Judd et al. in these two ways: first, our implementation evaluates the analytical gradient of Smolyak's interpolating polynomial. Second, our implementation is designed to quickly evaluate the interpolating polynomial and its gradient at a large number of points simultaneously by recursively computing the unidimensional basis polynomials. Our implementation of Smolyak's algorithm has been accepted for publication [152].

With our new implementation we are able to improve upon the reaction path following method of Mokrauer et al. and efficiently follow multiple reaction paths simultaneously. Our method allows one to visualize the entire PES landscape before simulating the reaction process, a task that is often unfeasible with conventional reaction path following methods. Also, our method allows one to increase the number of degrees of freedom in simulations and track entire reaction paths on all involved electronic state PESs. In [151] and this thesis, for example, we study the photoisomerization of 2-butene with 6 degrees of freedom for the first time. Prior to this work, simulating this electronic state reaction has been limited to one [179], two [6, 174], or three [146] molecular coordinates.

Finally, we use Smolyak's sparse grid interpolation algorithm to study the PESs of Fe (II)polypyridines. These complexes are of great interest to the chemical community because of their potential application to solar cells [93, 51, 159, 27, 239]. Sunlight can be converted to electricity in solar cells via interfacial electron transfer (IET) between a molecular complex and
a semiconductor. The most successful class of complexes is based on $\mathrm{Ru}(\mathrm{II})$-polypyridines. While efficient, Ru is a relatively rare and expensive metal. On the other hand, Fe is common and inexpensive, but Fe-based complexes are not as efficient as their Ru counterparts. The presence of many electronic states of various spin multiplicities impedes successful IET. The study of their PESs could lead to a better understanding of the photochemical processes that take place during IET, and ultimately to the design of more efficient Fe-based complexes for solar energy applications. With our sparse grid PESs, we are also able to compute entire intersection seams between PES and locate minimum energy crossing points (MECPs) on these seams. The changes in molecular spin state during IET necessitate modifications to our reaction path following method that account for more quantum effects. As such, we provide a theoretical framework that extends our reaction path following method to Tully's surface hopping algorithm [211], a mixed quantum mechanical/classical mechanical method for studying such dynamics.

This thesis is outlined as follows: Chapter 2 reviews sparse grids and presents our implementation Smolyak's interpolation algorithm. Chapter 3 gives a brief introduction to quantum chemistry and outlines the computational chemistry algorithms used in energy optimizations and Chapter 4 details our reaction path following method and presents simulation results for several different molecules. In we Chapter 5 motivate our application of sparse grids to study PESs of $\mathrm{Fe}(\mathrm{II})$-polypyridines, present results for the $\mathrm{Fe}(\mathrm{II})$-polypyridine $\left[\mathrm{Fe}(\mathrm{tpy})_{2}\right]^{2+}$, and provide a theoretical framework for a sparse grid surrogate-based implementation of Tully's surface hopping algorithm.

## Chapter 2

## Sparse Grids

### 2.1 Background

In 1963 Smolyak studied tensor product problems and introduced a general approach that uses optimal approximations from the unidimensional case to yield an almost optimal approximation for $d>1$ dimensions [198]. The method is a discretization technique that constructs a multidimensional, multilevel basis by the tensor product expansion of a one-dimensional multilevel basis, and, compared to full grids, improves the ratio of invested storage and computing time to approximation accuracy [35]. The method is closely related to the blending methods for interpolation and approximation of Gordon [80], the Boolean interpolation method of Delvos [53] and an iterative interpolation process developed by Deslauriers and Dubuc [54]. The grid points used in Smolyak's algorithm form what is called a "sparse grid."

Since their inception, sparse grids have gained a significant amount of traction in the mathematical community, especially since the advent of supercomputers and the need for efficient methods for high dimensional problems. In this section we will present a brief, chronological literature review of sparse grids and their applications. Bungartz and Griebel present a comprehensive review of sparse grids in [37] that is much easier to read and digest than the English translation of Smolyak's original paper [198], and the interested reader is encouraged to start there for a more thorough introduction to sparse grids. Later in the chapter we will describe the interpolation method we use in detail and prove some its nice properties.

In the late 1980's, Bank, Dupont and Yserentant [232, 10] built off of Smolyak's multigrid foundation [198] and introduced the hierarchical basis multigrid method to solve elliptic boundary value problems. In 1991 Zenger [237] formally introduced the idea of "sparse grids" and applied them as a numerical scheme to solve partial differential equations. Like some finiteelement methods, Zenger's technique used piecewise linear elements but also incorporated the aforementioned hierarchical basis method of $[232,10]$. The sparse grid finite element technique
can be interpreted as a multigrid combination extrapolation technique to solve elliptic boundary value problems[89, 34]. In 1994, Stortkfuhl took the first step towards higher order sparse grid techniques by using a piecewise bicubic hierarchical Hermite basis [203], quickly followed by Bungartz in 1996, who used quadratic hierarchical splines for Lagrangian interpolation on sparse grids [32]. Bungartz then worked with Dirnstorfer to extend this technique for arbitrary dimension $d$ and polynomial basis degree $p$ in [55, 33, 36].

In 1995 Wasilkowski and Wozniakowski derived explicit cost bounds for algorithms which compute an approximation to a solution to within a given error tolerance, as well as upper bounds for the number of points required for such an approximation [222]. As interest in sparse grids and the dimensions of problems grew, it became necessary to begin investigating efficient algorithms and data structures for implementing sparse grids. In the same year, Balder and Zenger developed an efficient approach where all of the algorithmic work is done in a single dimension [9]. In 1996 Novak and Ritter [155] developed an algorithm for numerical integration on a $d$-dimensional cube using Smolayk's algorithm with the one-dimensional Clenshaw-Curtis rule [45]. Later, in 1999, they extended this work for cubature formulas with high polynomial exactness in [156]. Also working within the realm of numerical quadrature, in Gerstner and Griebel reviewed several multivariate quadrature formulas on sparse grids based on several different one-dimensional quadrature rules in [77]. Griebel also independently made an important stride with the successful implementation of adaptive sparse grids based on finite differences in [86]. The hierarchical basis construction allows one to estimate the error of an approximation, and Griebel used this fact to develop an adaptive algorithm for elliptic partial differential equations based on finite differences.

In 2000, Sprengel derived error estimates for interpolation on Gauss-Chebyshev grids for functions from special kinds of Besov-type spaces[199], Garcke and Griebel extended the combination technique [89] for $d$-dimensional eigenproblems on sparse grids and used it to solve the Schrodinger equations for hydrogen and helium [74]. This combination technique was studied further and generalized by Hegland, Garcke and Challis in [102]. Barthelmann worked with Novak and Ritter to develop a polynomial interpolation method using sparse grids with Chebyshev nodes [13]. In 2003 Achatz used a sparse grid method that employed higher order finite elements for discretizing and solving partial differential equations with variable coefficients [1] and Petras investigated how to obtain a Smolyak cubature formula with a given degree of polynomial exactness and studied the asymptotically minimal number of nodes required to do so [164]. In 2005 Gajda studied Smolyak's algorithm for weighted $L_{1}$-approximation of multivariate functions and derived the asymptotic behavior of the error [73].

In 2005 Klimke and Wohlmuth developed a robust sparse gird interpolation toolbox for MATLAB (for documentation, see [121]) and published their algorithm for piecewise multilinear hierarchical sparse grid interpolation [122]. In 2006 Yserentant developed an adaptive sparse
grid refinement scheme that takes advantage of symmetry properties of the underlying function, and augmented sparse grid spaces to tackle high-dimensional, antisymmetric functions [233]. A year later, Sickel and Ullrich broadened the class of functions studied for convergence rates of Smolyak's algorithm by studying periodic functions in Sobolev and Besov spaces [192].

In 2008 the stochastic and statistical modeling communities began using sparse grids. Nobile, Timpana and Webster developed a Smolyak sparse grid stochastic collocation method for partial differential equations with random input data [154]. Building off of this work, in 2010 Ma and Zabaras developed a technique using adaptive sparse grid collocation [138] and in 2011 Agarwal and Aluru proposed a weighted Smolyak algorithm [2], both to solve stochastic partial differential equations.

In 2011 Murarasu et al. optimize sparse grid discretization for their use on GPUs for a data imaging application [150], and later present fastsg, a library of C routines for the sparse grid technique that optimizes cache use and vectorization to improve algorithm performance on single processors [149]. Recently, Griebel and Harbrecht studied the optimal construction of sparse tensor products for certain spaces, deriving cost complexities to approximate functions with anisotropic and isotropic smoothness on a tensor product domain [87].

While a great deal of work with sparse grids is based on more theoretical aspects, sparse grids have also been used in a wide range of applications. Sparse grids are used most often as a finite element discretization for partial differential equations as in [237], [115] and [1], but other applications are vast. Sparse grids have been used to study: fluid flow [90, 238], quantum mechanics [81], stochastic differential equations and optimization [138, 185, 180], chemistry [103], discrete differential forms [82], boundary integral equations [88], economics and finance [127, 38, 139], time-dependent advection problems [129], data mining [75], colocation methods for uncertainty quantification [228, 227, 39], and Bayesian inverse problems [236, 238, 133] among others.

Before we discuss Smolyak's interpolation algorithm, we first present the concept of sparse grids and their construction as first proposed originally by Zenger in [237]. From this we will gain insights as to why sparse grids are increasingly superior to full grids for increasing dimension $d$. We begin by outlining the hierarchical multilevel subspace splitting using notation from [37].

### 2.1.1 Subspace splitting and the curse of dimensionality

In this section we introduce the hierarchical subspace splitting as originally proposed in [237] and draw attention to the curse of dimensionality and how sparse grids offer a more tenable solution. Consider multivariate functions $u(\mathbf{x}) \in \mathbb{R}$ on the $d$-dimensional unit interval $\bar{\Omega}=[0,1]^{d}$. We
will denote mixed derivatives as

$$
D^{\boldsymbol{\alpha}} u=\frac{\partial^{|\boldsymbol{\alpha}|_{1}} u}{\partial x_{1}^{\alpha_{1}} u \ldots \partial x_{d}^{\alpha_{d}}}
$$

where $\boldsymbol{\alpha} \in \mathbb{N}^{d}$ is a $d$-dimensional multi-index with norms $|\boldsymbol{\alpha}|_{1}=\sum \alpha_{i}$ and $|\boldsymbol{\alpha}|_{\infty}=\max \alpha_{i}$. For multi-indices $\boldsymbol{\alpha}$ and $\boldsymbol{\beta}$ and $x \in \mathbb{R}$ we have the following relations and operators:

$$
\begin{aligned}
x^{\boldsymbol{\alpha}} & =\left(x^{\alpha_{1}}, \ldots, x^{\alpha_{d}}\right) \\
\boldsymbol{\alpha} \leq \boldsymbol{\beta} & \Leftrightarrow \alpha_{i} \leq \beta_{i} \forall 1 \leq i \leq d \\
\boldsymbol{\alpha}<\boldsymbol{\beta} & \Leftrightarrow \boldsymbol{\alpha} \leq \boldsymbol{\beta} \text { and } \alpha_{i} \neq \beta_{i} \forall 1 \leq i \leq d .
\end{aligned}
$$

$X^{p, r}(\bar{\Omega})$ denotes the space of all functions of bounded (with respect to the $L_{p}$-norm) mixed derivatives up to order $r$ and $X_{0}^{p, r}(\bar{\Omega})$ is the subspace of $X^{p, r}(\bar{\Omega})$ that is zero on the boundary of $\bar{\Omega}$. For purposes of simplicity we will only consider $X_{0}^{p, r}(\bar{\Omega})$.

The family of $d$-dimensional standard rectangular grids is

$$
\left\{\Omega_{1}: 1 \in \mathbb{N}^{d}\right\}
$$

where $\mathbf{l}$ is a multi-index that denotes the level of a grid in a multivariate sense. The mesh size is

$$
\begin{equation*}
\mathbf{h}_{\mathbf{l}}=\left(h_{l_{1}}, \ldots, h_{l_{d}}\right)=2^{-\mathbf{1}}, \tag{2.1}
\end{equation*}
$$

where $h$ is the width of the interval. Taking negative powers of 2 cuts each dimension $d_{i}$ 's mesh width in half as we increase the corresponding level $l_{i}$ by one. Grid points are denoted

$$
\mathbf{x}_{\mathbf{l}, \mathbf{i}}=\left(x_{l_{1}, i_{1}}, \ldots, x_{l_{d}, i_{d}}\right)=\mathbf{i} \cdot \mathbf{h}_{\mathbf{l}}
$$

for $\mathbf{0} \leq \mathbf{i} \leq \mathbf{2}^{\mathbf{1}}$. Since we are interested in approximating functions in $X_{0}^{p, r}(\bar{\Omega})$, we must first define discrete approximation spaces. We will use the standard 1-dimensional hat function

$$
\phi(x)= \begin{cases}1-|x|, & \text { if } x \in[-1,1]  \tag{2.2}\\ 0, & \text { otherwise }\end{cases}
$$

and note that $\phi(x)$ can be used to generate an arbitrary hat function with support $\left[x_{l_{j}, i_{j}}-\right.$ $\left.h_{l_{j}}, x_{l_{j}, i_{j}}+h_{l_{j}}\right]$ by dilation and translation via

$$
\begin{equation*}
\phi_{l_{j}, i_{j}}\left(x_{j}\right)=\phi\left(\frac{x_{j}-i_{j} h_{l_{j}}}{h_{l_{j}}}\right) . \tag{2.3}
\end{equation*}
$$

Figure 2.1 shows hat functions for $l=1$ (solid) and $l=2$ (dashed) on the interval $[-1,1]$.


Figure 2.1: Hat functions for $l=1$ (solid) and $l=2$ (dashed) on the interval $[-1,1]$.

We build piecewise $d$-linear basis functions in each grid point $\mathbf{x}_{\mathbf{1}, \mathbf{i}}$ by the tensor product construction

$$
\begin{equation*}
\phi_{\mathbf{l}, \mathbf{i}}(\mathbf{x})=\prod_{j=1}^{d} \phi_{l_{j}, i_{j}}\left(x_{j}\right) . \tag{2.4}
\end{equation*}
$$

Since we are only concerned with basis functions that correspond to inner grid points, we define

$$
\begin{equation*}
V_{\mathbf{1}}=\operatorname{span}\left\{\phi_{\mathbf{l}, \mathrm{i}}: \mathbf{1} \leq \mathbf{i} \leq \mathbf{2}^{\mathbf{1}}-\mathbf{1}\right\} \tag{2.5}
\end{equation*}
$$

as the space of piecewise $d$-linear functions with respect to the interior of $\Omega_{1}$. Furthermore, we define the hierarchical increments

$$
\begin{equation*}
W_{\mathbf{l}}=\operatorname{span}\left\{\phi_{\mathbf{l}, \mathbf{i}}: \mathbf{1} \leq \mathbf{i} \leq \mathbf{2}^{\mathbf{1}}-\mathbf{1}, i_{j} \text { odd for all } 1 \leq j \leq d\right\} \tag{2.6}
\end{equation*}
$$

and note that

$$
\begin{equation*}
V_{\mathbf{l}}=\bigotimes_{\mathbf{k} \leq 1} W_{\mathbf{k}} \tag{2.7}
\end{equation*}
$$

Thus, by defining the index set

$$
\begin{equation*}
\mathbf{I}_{\mathbf{l}}=\left\{\mathbf{i} \in \mathbb{N}^{d}: \mathbf{1} \leq \mathbf{i} \leq \mathbf{2}^{\mathbf{1}}-\mathbf{1}, i_{j} \text { odd for all } 1 \leq j \leq d\right\} \tag{2.8}
\end{equation*}
$$

we get a second basis of $V_{1}$, the hierarchical basis

$$
\begin{equation*}
\left\{\phi_{\mathbf{k}, \mathbf{i}}: \mathbf{i} \in \mathbf{I}_{\mathbf{k}}, \mathbf{k} \leq \mathbf{l}\right\} \tag{2.9}
\end{equation*}
$$

Finally, with hierarchical difference spaces $W_{1}$ we define

$$
\begin{equation*}
V=\sum_{l_{1}=1}^{\infty} \ldots \sum_{l_{d}=1}^{\infty} W_{\left(l_{1}, \ldots, l_{d}\right)}=\bigotimes_{\mathbf{l} \in \mathbb{N}^{d}} W_{\mathbf{l}} \tag{2.10}
\end{equation*}
$$

with its natural hierarchical basis $\left\{\phi_{\mathbf{l}, \mathbf{i}}: \mathbf{i} \in \mathbf{I}_{\mathbf{l}}, \mathbf{l} \in \mathbb{N}^{d}\right\}$. An advantage of hierarchical bases is its multilevel structure enables one to distinguish between high-level basis functions with a large support that usually already contain a significant part of the information, and low-level basis functions whose contribution to an interpolant or finite element approximation is comparatively small [35].

Note that in finite-dimensional subspaces of $V$, e.g.

$$
\begin{equation*}
V_{n}^{(\infty)}=\bigotimes_{|\mathbf{1}|_{\infty} \leq n} W_{\mathbf{l}} \tag{2.11}
\end{equation*}
$$

any function $u \in X_{0}^{p, r}(\bar{\Omega})$ can be uniquely split by

$$
\begin{equation*}
u(\mathbf{x})=\sum_{\mathbf{l}} u_{\mathbf{l}}(\mathbf{x}), \quad u_{\mathbf{l}}(\mathbf{x})=\sum_{\mathbf{i} \in \mathbf{I}_{\mathbf{l}}} v_{\mathbf{l}, \mathbf{i}} \cdot \phi_{\mathbf{l}, \mathbf{i}}(\mathbf{x}) \in W_{\mathbf{l}} \tag{2.12}
\end{equation*}
$$

where $v_{1, i}$ are the coefficient values of the hierarchical product basis representation of $u$. These $v_{\mathbf{l}, \mathrm{i}}$ are called the hierarchical surpluses. Note that $V_{n}^{(\infty)}$ is the space of piecewise $d$-linear functions on the rectangular grid with equidistant mesh size in each coordinate direction. It is well known that the number of inner grid points for $V_{n}^{(\infty)}$ is

$$
\begin{equation*}
\left|V_{n}^{(\infty)}\right|=\left(2^{n}-1\right)^{d}=O\left(h_{n}^{-d}\right) \tag{2.13}
\end{equation*}
$$

and interpolation error for an approximating function $u_{n}^{(\infty)} \in V_{n}^{(\infty)}$ is

$$
\begin{equation*}
\left\|u-u_{n}^{(\infty)}\right\|_{2} \leq O\left(h_{n}^{2}\right) . \tag{2.14}
\end{equation*}
$$

Equation 2.13 reveals the curse of dimensionality that often impedes solving problems in higher dimensions, as the number of nodes required to achieve an accuracy of $O\left(h_{n}^{2}\right)$ grows exponentially as $d$ increases. In the next section, we discuss the derivation of sparse grids and how they help alleviate this problem.

For sparse grids we are more interested in decompositions of these finite-dimensional approximations spaces of $V$ rather than the splitting given in Equation 2.12. The classical sparse grid construction arises from a cost to benefit analysis that is detailed in [37]. In short, by balancing the number of degrees of freedom involved in a grid (cost) with the square of the upper bounds for interpolation error (benefit), one can solve a constrained optimization problem to solve for underlying index sets $\mathbf{I} \in \mathbb{N}^{d}$ to form the approximation space $U=\otimes_{1 \in \mathbf{I}} W_{\mathbf{1}}$. The nodes corresponding to these spaces $U$ are called sparse grids, and the choice of norm for interpolation error leads to different sparse grids. For example, for $L_{2}$ based sparse grids we get the relation

$$
|\mathbf{1}|_{1} \leq n+d-1
$$

as a qualification for a subspace $W_{1}$ to be taken into account. Thus, the new discrete approximation space for our sparse grid is

$$
\begin{equation*}
V_{n}^{(1)}=\bigotimes_{| |_{1} \leq n+d-1} W_{1} \tag{2.15}
\end{equation*}
$$

The dimension, or number of degrees of freedom or inner grid points, of $V_{n}^{(1)}$ is

$$
\begin{equation*}
\left|V_{n}^{(1)}\right|=O\left(h_{n}^{-1} \cdot\left|\log _{2} h_{n}\right|^{d-1}\right) \tag{2.16}
\end{equation*}
$$

and the $L_{2}$ upper bound for the interpolation error of a function $u$ in the sparse grid space $V_{n}^{(1)}$ is

$$
\begin{equation*}
\left\|u-u_{n}^{(1)}\right\|_{2} \leq O\left(h_{n}^{2} \cdot n^{d-1}\right) . \tag{2.17}
\end{equation*}
$$

Proofs of these bounds and other properties of sparse grids can be found in [37]. Observe that the number of degrees of freedom is reduced greatly while the accuracy is only slightly decreased in comparison to $V_{n}^{(\infty)}$ (see Equations 2.13 and 2.14). Sparse grids only lessen the curse of dimensionality, however, and do not overcome it completely.

Our method uses Lagrange interpolation with Chebyshev nodes in conjunction with an approximation algorithm developed by Smolyak in [198], as first proposed by Barthelmann,

Novak and Ritter [13]. This method is outlined in the following section.

### 2.2 Smolyak's Algorithm

Smolayk's algorithm uses a linear combination of approximations on sparse grids. To understand the multi-dimensional interpolation algorithm, we first consider the one dimensional interpolation problem where we would like to approximate the value of a function $f:[-1,1] \rightarrow \mathbb{R}$ at some point in the domain. Given a set of $m_{i}=2^{i-1}+1$ nodes $\left\{x_{j}\right\} \in[-1,1]$ and the corresponding set of function values $\left\{f\left(x_{j}\right)\right\}$ we can construct the unique interpolating polynomial of degree $m_{i}-1$ denoted

$$
\begin{equation*}
U^{i}[f](x)=\sum_{i=1}^{m_{i}} f\left(x_{j}^{i}\right) \ell_{j}^{i}(x) \tag{2.18}
\end{equation*}
$$

where $\ell_{j}^{i}(x)$ are the Lagrange basis polynomials

$$
\begin{equation*}
\ell_{j}^{i}(x)=\prod_{k \neq j} \frac{x-x_{k}^{i}}{x_{j}^{i}-x_{k}^{i}} \tag{2.19}
\end{equation*}
$$

We will refer to $i$ as the level of the interpolation. As suggested in [13], we utilize Chebyshev nodes that are of the form

$$
\begin{equation*}
x_{j}^{i}=-\cos \frac{\pi(j-1)}{m_{i}}, \quad 1 \leq j \leq m_{i} \tag{2.20}
\end{equation*}
$$

with $x_{1}^{i}=0$ if $m_{i}=1$;. Note that our choice of $m_{i}$ leads to sets of nodes that are nested as we increase in level, i.e. if $\chi^{i}$ is the set of nodes for level $i$ we have $\chi^{i} \subset \chi^{i+1}$. For example, the set of nodes for the $i=2$ is

$$
\chi^{2}=\{-1,0,1\}
$$

and the set of nodes for $i=3$ is

$$
\chi^{3}=\left\{-1,-\frac{\sqrt{2}}{2}, 0, \frac{\sqrt{2}}{2}, 1\right\}=\chi^{2} \cup\left\{-\frac{\sqrt{2}}{2}, \frac{\sqrt{2}}{2}\right\} .
$$

The Lagrange basis polynomials for level $i=3$ are shown in Figure 2.2.

## Lagrange basis polynomials for level i=3



Figure 2.2: The Lagrange basis polynomials on for interpolation level $i=3$ on the domain $[-1,1]$.

Expanding this idea to $d>1$ dimensions, we now let $f: \mathbb{R}^{d} \rightarrow \mathbb{R}$. We will use the standard multi-index notation

$$
\mathbf{i}=\left(i_{1}, \ldots, i_{d}\right) \text { and }|\mathbf{i}|=\sum_{j=1}^{d} i_{j} .
$$

For $x \in \mathbb{R}^{d}$ and multi-index $\mathbf{i}$ we define the $d$-dimensional Lagrange polynomial by a tensor product of one-dimensional Lagrange polynomials:

$$
\begin{align*}
U^{\mathrm{i}}[f](x) & =\bigotimes_{r=1}^{d} U^{i_{r}}[f](x)  \tag{2.21}\\
& =\sum_{j_{1}=1}^{m_{i_{1}}} \cdots \sum_{j_{d}=1}^{m_{i_{d}}} f\left(x_{j_{1}}^{i_{1}}, \ldots, x_{j_{d}}^{i_{d}}\right) \prod_{r=1}^{d} \ell_{j_{r}}^{i_{r}}\left(x_{r}\right) . \tag{2.22}
\end{align*}
$$

This tensor product has a poor order of convergence, but serves as the foundation for the more complicated algorithm of Smolyak [155].

Example 2.2.0.1. Let $d=3$ and $\mathbf{i}=(2,3,2)$ and consider a function $f:[-1,1]^{3} \rightarrow \mathbb{R}$. Our choice of $\mathbf{i}$ says we want to take the tensor product of three one-dimensional Lagrange polynomials. The Lagrange polynomials in dimensions 1 and 3 are of interpolation level 2 and the Lagrange polynomial in dimension 2 is of interpolation level 3. Evaluating this tensor product at $x=\left(x_{1}, x_{2}, x_{3}\right)$, Equation 2.22 becomes

$$
U^{\mathbf{i}}[f](x)=\sum_{j_{1}=1}^{3} \sum_{j_{d}=1}^{5} \sum_{j_{d}=1}^{3} f\left(x_{j_{1}}^{2}, x_{j_{d}}^{3}, x_{j_{d}}^{2}\right) \prod_{r=1}^{d} \ell_{j_{r}}^{i_{r}}\left(x_{r}\right) .
$$

Given a degree of exactness $k$, we define $q=d+k$. For Smolyak's algorithm we define the set of allowable multi-indices $\mathbf{i}$ by

$$
\begin{equation*}
Q(q, d)=\left\{\mathbf{i} \in \mathbb{N}^{d}|k+1 \leq|\mathbf{i}| \leq q\} .\right. \tag{2.23}
\end{equation*}
$$

Each multi-index $\mathbf{i} \in Q(q, d)$ contains the levels of each dimension's interpolation and can be thought of as representing a different sparse grid on which we must approximate the function. Smolyak's algorithm [198] uses linear combinations of Equation 2.22 on different sparse grids to approximate the multivariate function $f$.

Smolyak's formula is originally given in [198] by the operator

$$
\begin{equation*}
\mathcal{A}(q, d)=\sum_{|\mathrm{i}| \leq q}\left(\Delta^{i_{1}} \otimes \ldots \otimes \Delta^{i_{d}}\right) \tag{2.24}
\end{equation*}
$$

with

$$
\Delta^{i}=U^{i}-U^{i-1}
$$

for $i \in \mathbb{N}$ and $U^{0}=0$. In [222] Wasilkowski and Wozniakowski showed that Equation 2.24 is equivalent to

$$
\begin{equation*}
\mathcal{A}(q, d)=\sum_{\mathbf{i} \in Q(q, d)}(-1)^{q-|\mathbf{i}|}\binom{d-1}{q-|\mathbf{i}|} U^{i}, \tag{2.25}
\end{equation*}
$$

which we will prove in the following theorem.
Theorem 2.2.0.1. Equations 2.24 and 2.25 are equivalent.
Proof. First define the set

$$
P(q, d)=\left\{\mathbf{i}=\left[i_{1}, \ldots, i_{d}\right]: \mathbf{1} \leq \mathbf{i},|\mathbf{i}| \leq q\right\} .
$$

The cardinality of $P(q, d)$ is $\binom{q}{d}[222]$ and contains all the indices used in Equation 2.24.

The restriction of $\mathbf{1} \leq \mathbf{i}$ is included since we have $\Delta^{0}=0$, so any $\mathbf{i}$ containing an element that is 0 will not be included in the sum in Equation 2.24.

Now we have

$$
\begin{align*}
\mathcal{A}(q, d)=\sum_{\mathbf{i} \in P(q, d)} \bigotimes_{r=1}^{d} \Delta^{i_{r}} & =\sum_{\mathbf{i} \in P(q-1, d-1)}\left(\bigotimes_{r=1}^{d-1} \Delta^{i_{r}}\right) \otimes \sum_{i_{d}=1}^{q-|\mathbf{i}|} \Delta^{i_{d}}  \tag{2.26}\\
& =\sum_{\mathbf{i} \in P(q-1, d-1)}\left(\bigotimes_{r=1}^{d-1} \Delta^{i_{r}}\right) \otimes U^{q-|\mathbf{i}|} \tag{2.27}
\end{align*}
$$

since we obtain a telescoping series

$$
\begin{equation*}
\sum_{j=1}^{m} \Delta^{j}=U^{m} \tag{2.28}
\end{equation*}
$$

Now observe that

$$
\bigotimes_{r=1}^{d} \Delta^{i_{r}}=\sum_{\alpha \in\{0,1\}^{d}}(-1)^{|\alpha|} \bigotimes_{r=1}^{d} U^{i_{r}-\alpha_{r}}
$$

and $\bigotimes_{r=1}^{d} U^{j_{r}}$ appears in $\mathcal{A}(q, d)$ for all indices $\mathbf{i}$ such that $i_{r}=j_{r}+\alpha_{r}$ with $\alpha \in\{0,1\}^{d}$ and $|\alpha| \leq q-|\mathbf{j}|$. With these observations we can explicitly derive a form of $\mathcal{A}(q, d)$ for all indices $\mathbf{i}$ such that $i_{r}=j_{r}+\alpha_{r}$ where $\alpha \in\{0,1\}^{d}$ and $|\alpha| \leq q-|\mathbf{j}|$. First observe that the sign of $\otimes_{r=1}^{d} U^{j_{r}}$ is $(-1)^{|\alpha|}$. Defining

$$
\begin{equation*}
b(z, d)=\sum_{\alpha \in\{0,1\}^{d},|\alpha| \leq z}(-1)^{|\alpha|}, \tag{2.29}
\end{equation*}
$$

Equation 2.27 now reads

$$
\begin{equation*}
\mathcal{A}(q, d)=\sum_{\mathbf{j} \in P(q, d)} b(q-|\mathbf{j}|, d) \bigotimes_{r=1}^{d} U^{j_{r}} . \tag{2.30}
\end{equation*}
$$

To compute $b(z, d)$, note that we can sum with respect to $|\alpha|=0,1, \ldots, d$. Since $|\alpha|=j$ corresponds to $\binom{d}{j}$ terms, we have

$$
\begin{equation*}
b(z, d)=\sum_{j=0}^{\min \{z, d\}}\binom{d}{j}(-1)^{j}=(-1)^{z}\binom{d-1}{z} \tag{2.31}
\end{equation*}
$$

In particular, $b(z, d)=0$ for $z \geq d$. Thus we have

$$
\begin{equation*}
\mathcal{A}(q, d)=\sum_{\mathbf{i} \in Q(q, d)}(-1)^{q-|\mathbf{i}|}\binom{d-1}{q-|\mathbf{i}|} U^{i} \tag{2.32}
\end{equation*}
$$

and the equivalence is shown.
Example 2.2.0.1. Let $d=2$ and $k=2$, so $q=4$. The set of allowable multi-indices is

$$
Q(4,2)=\{(1,1),(1,2),(1,3),(2,2),(3,1),(2,1)\} .
$$

Since 3 is the largest element of any $\mathbf{i} \in Q(4,2)$, our nested sets of nodes are

$$
\begin{aligned}
\chi^{1} & =\{0\} \\
\chi^{2} & =\{-1,0,1\} \\
\text { and } \chi^{3} & =\left\{-1,-\frac{\sqrt{2}}{2}, 0, \frac{\sqrt{2}}{2}, 1\right\}
\end{aligned}
$$

Each $\mathbf{i} \in Q(4,2)$ defines a set of points via the cartesian product of the two corresponding sets of nodes. For example, for $\mathbf{i}=(2,2)$ we have

$$
\chi^{2} \times \chi^{2}=\{(-1,-1),(-1,0),(-1,1),(0,-1),(0,0),(0,1),(1,-1),(1,0),(1,1)\},
$$

which are shown in Figure 2.3 along with the entire set of points used by Smolyak's algorithm.



Figure 2.3: Left: sparse grid points for $\mathbf{i}=(2,2)$. Right: all sparse grid points for $d=k=2$.

### 2.2.1 Complexity

To evaluate the Smolyak interpolating polynomial, one only needs to know function values at the sparse grid nodes

$$
\begin{equation*}
\mathcal{H}(q, d)=\bigcup_{k+1 \leq|\mathrm{i}| \leq q}\left(\chi^{i_{1}} \times \ldots \times \chi^{i_{d}}\right), \tag{2.33}
\end{equation*}
$$

where $\chi^{i}=\left\{x_{1}^{i}, \ldots, x_{m_{i}}^{i}\right\}$ is the set of points used by the interpolant $U^{i}$. Since our sets of nodes are nested we also have $\mathcal{H}(q, d) \subset \mathcal{H}(q+1, d)$. Figure 2.4 shows the sparse grids $\mathcal{H}(7,2)$ and $\mathcal{H}(8,3)$.



Figure 2.4: Examples of sparse grids for $\mathcal{H}(7,2)$ (left) and $\mathcal{H}(8,3)$ (right) on the domain $[-1,1]^{d}$. Notice that the nodes are well-dispersed throughout the domain.

Given a specified error tolerance, an upper bound for the number of nodes required for an approximation for a solution was first developed in [222] by Wasilkowski and Wozniakowski. In [164], Petras studied the asymptotically minimal number of nodes to obtain a cubature formula with a given degree of exactness. Here, however, we derive an estimate for the number of grid points, $n(k, d)$, required for a given degree of exactness $k$ for interpolation as in [156]. We use $\approx$ to denote strong equivalence of sequences. That is,

$$
v_{n} \approx w_{n} \Leftrightarrow \lim _{n \rightarrow \infty} \frac{v_{n}}{w_{n}}=1 .
$$

The next theorem characterizes how $n(k, d)$ grows as we increase our dimension $d$.

Theorem 2.2.1.1. For some fixed value of $k$ and as $d \rightarrow \infty$,

$$
\begin{equation*}
n(k, d) \approx \frac{2^{k} d^{k}}{k!} \tag{2.34}
\end{equation*}
$$

thus the number of nodes for Smolyak's algorithm grows polynomially in $d$. In this sense, Smolyak's algorithm helps alleviate the curse of dimensionality.

Proof. We will denote the number of nodes in a set as $n(\chi)$. Since $\chi_{j}^{0}=\emptyset$ and $n\left(\chi_{j}^{2} \backslash \chi_{j}^{1}\right)=2$, we have

$$
\begin{equation*}
\bigcup_{|\mathbf{i}|=q, i_{r} \leq 2}\left(\chi_{1}^{i_{1}} \backslash \chi_{1}^{i_{1}-1}\right) \times \ldots \times\left(\chi_{d}^{i_{d}} \backslash \chi_{d}^{i_{d}-1}\right) . \tag{2.35}
\end{equation*}
$$

Assuming $k \leq d$ gives us a lower bound on the number of nodes

$$
\begin{equation*}
n(k, d) \geq\binom{ d}{k} \cdot 2^{k} . \tag{2.36}
\end{equation*}
$$

Now, if $x \in \mathcal{H}(q, d)$ then there may only be up to $k$ coordinates of $x$ which are not members of the respective $\chi_{j}^{1}$. Let $J=\left\{j_{1}, \ldots, j_{v}\right\}$ be a set of directions so that $\left\{x_{j} \notin \chi_{j}^{1} \mid \forall j \in J\right\}$. Assume that $x \in \mathcal{H}(q, d)$ with $x_{j} \notin \chi_{j}^{1}$ if and only if $j \in J$. If $v=k$, then

$$
x_{j} \in \chi_{j}^{2} \backslash \chi_{j}^{1} \forall j \in J
$$

and therefore

$$
n\left(\left\{x \in \mathcal{H}(q, d) \mid x_{j} \notin \chi_{j}^{1} \text { iff } j \in J\right\}\right) \leq 2^{k} .
$$

If $v<k$ then

$$
x_{j} \in \bigcup_{i=1}^{k} \chi_{j}^{i} \forall j \in J
$$

and therefore, recalling that $m_{i}$ is the number of nodes needed at the $i^{\text {th }}$ level in one dimension,

$$
n\left(\left\{x \in \mathcal{H}(q, d) \mid x_{j} \notin \chi_{j}^{1} \text { iff } j \in J\right\}\right) \leq\left(\sum_{i=1}^{k} m_{i}\right)^{k}=c_{k} .
$$

Finally, we have

$$
\begin{equation*}
n(k, d) \leq \sum_{v=0}^{k-1}\binom{d}{v} \cdot c_{k}+\binom{d}{k} \cdot 2^{k} \leq k \cdot d^{k-1} \cdot c_{k}+\binom{d}{k} \cdot 2^{k} . \tag{2.37}
\end{equation*}
$$

Equations 2.36 and 2.37 give us the desired result.

To illustrate this drastic reduction in grid points, Table 2.1 compares the number of grid points needed for tensor product interpolation with 5 points in each dimension and Smolyak's sparse grid interpolation.

Table 2.1: The number of grid points for tensor product grids with 5 points in each dimension and for Smolyak sparse grids.

| $d$ | Tensor Product | Sparse Grid |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  | $k=1$ | $k=2$ | $k=3$ |
| 1 | 5 | 3 | 5 | 9 |
| 2 | 25 | 5 | 13 | 29 |
| 5 | 3,125 | 11 | 61 | 241 |
| 10 | $9,765,625$ | 21 | 221 | 1,581 |
| 15 | $30,517,578,125$ | 31 | 481 | 5,021 |

### 2.2.2 Error

General error and cost bounds for Smolyak's algorithm were derived by Smolyak in [198] and more explicitly by Wasilkowski and Wozniakowski in [222]. In [199] Sprengel derived error estimates for interpolation on Gauss-Chebyshev grids, but restricted to functions from certain kinds of Besov-type spaces. Here we prove error bounds as in [13] for functions with continuous mixed derivatives. First, however, we state and prove one of the most important properties of Smolyak's interpolation algorithm: polynomial exactness.

## Exactness

In one dimension Lagrange interpolation with $k+1$ distinct nodes will exactly interpolate polynomials of degree $k$. There is an analogous result for Smolyak interpolation, which is stated in the following theorem. The proof is similar to the one from [155] where the authors proved the result for quadrature formulas. We will denote the space of polynomials in one variable of degree $m$ or less as $\mathbb{P}_{m}$.

Theorem 2.2.2.1. $\mathcal{A}(q, d)(f)$ will exactly reproduce all polynomials of the form

$$
\sum_{|\mathrm{i}|=q}\left(\mathbb{P}_{m_{i_{1}}-1} \otimes \ldots \otimes \mathbb{P}_{m_{i_{d}}-1}\right)
$$

where $\mathbb{P}_{m}$ is the space of one-dimensional polynomials of degree less than or equal to $m$.

Proof. As in [155] we will proceed by induction on $d$. For $d=1, \mathcal{A}(q, 1)=U^{q}$ which is exact. Assume $d>1$ and the function $f$ is a product of univariate polynomials

$$
\begin{equation*}
f=f_{i_{1}} \otimes \ldots \otimes f_{i_{d+1}} \tag{2.38}
\end{equation*}
$$

where $|\mathbf{i}|=q$ and $i_{1}+\ldots+i_{d}=m$ (note that we have $m+i_{d+1}=q$ ). We will use the fact that $\mathcal{A}(q, d+1)$ can be written in terms of $\mathcal{A}(\ell, d)$ by

$$
\begin{aligned}
\mathcal{A}(q, d+1) & =\sum_{\ell=d}^{q-1} \mathcal{A}(\ell, d) \otimes\left(U^{q-\ell}-U^{q-\ell-1}\right) \\
\Rightarrow \mathcal{A}(q, d+1) f & =\sum_{\ell=d}^{q-1} \mathcal{A}(\ell, d)\left(f_{i_{1}} \otimes \ldots \otimes f_{i_{d}}\right) \cdot\left(U^{q-\ell}-U^{q-\ell-1}\right) f_{i_{d+1}} .
\end{aligned}
$$

Since

$$
U^{q-\ell} f_{i_{d+1}}=U^{q-\ell-1} f_{i_{d+1}}=f_{i_{d+1}}
$$

for $d \leq \ell \leq m-1$ and from our inductive hypothesis we have that

$$
\mathcal{A}(\ell, d)\left(f_{i_{1}} \otimes \ldots \otimes f_{i_{d}}\right)=f_{i_{1}} \otimes \ldots \otimes f_{i_{d}}
$$

for $m \leq \ell \leq q-1$, we obtain

$$
\begin{aligned}
\mathcal{A}(q, d+1) f & =\sum_{\ell=m}^{q-1} f_{i_{1}} \otimes \ldots \otimes f_{i_{d}} \cdot\left(U^{q-\ell}-U^{q-\ell-1}\right) f_{i_{d+1}} \\
& =f_{i_{1}} \otimes \ldots \otimes f_{i_{d}} \cdot U^{q-m} f_{i_{d+1}} \\
& =f_{i_{1}} \otimes \ldots \otimes f_{i_{d+1}}=f .
\end{aligned}
$$

Thus $\mathcal{A}(d+k, d)$ is exact for all polynomials of degree less than or equal to $k$.
Barthelmann et al. also derive error bounds for Smolyak's algorithm in [13] and we summarize their work here. Starting with $d=1$, the interpolation operator $U^{i}$ is exact on $\mathbb{P}\left(m_{i}-1\right)$, the space of polynomials with degree at most $m_{i}-1$. They apply the general error bound formula

$$
\begin{equation*}
\left\|f-U^{i}(f)\right\|_{\infty} \leq E_{m_{i}-1}(f) \cdot\left(1+\Lambda_{m_{i}}\right) \tag{2.39}
\end{equation*}
$$

where $E_{m}$ is the error of the best approximation by polynomials $p \in \mathbb{P}(m)$ and $\Lambda_{m_{i}}$ is the

Lebesgue constant for Chebyshev nodes defined as

$$
\begin{equation*}
\Lambda_{m_{i}}=\max _{x \in[-1,1]}\left[\sum_{j=1}^{m_{i}}\left|\ell_{j}^{i}(x)\right|\right] \tag{2.40}
\end{equation*}
$$

where $\ell_{j}^{i}$ is defined in Equation 2.19. From [110, 62] we have that

$$
\begin{equation*}
\Lambda_{m_{i}} \leq \frac{2}{\pi} \log \left(m_{i}-1\right)+1 \tag{2.41}
\end{equation*}
$$

for $m \geq 2$.
Consider the space

$$
F_{1}^{k}=C^{k}([-1,1])
$$

with the norm

$$
\|f\|=\max \left\{\left\|D^{\alpha} f\right\|_{\infty} \mid \alpha=0, \ldots, k\right\}
$$

for $d=1$ and the space

$$
F_{d}^{k}=\left\{f:[-1,1]^{d} \rightarrow \mathbb{R} \mid D^{\alpha} f \text { continuous if } \alpha_{i} \leq k \forall i\right\}
$$

with norm

$$
\|f\|=\max \left\{\left\|D^{\alpha} f\right\|_{\infty} \mid \alpha \in \mathbb{N}_{0}^{d}, \alpha_{i} \leq k\right\}
$$

for $d>1$. Finite linear combinations of functions $g=\bigotimes_{i=1}^{d} f_{i}$ with $f_{i} \in F_{1}^{k}$ are dense in $F_{d}^{k}$ and

$$
\|g\|=\prod_{i=1}^{d}\left\|f_{i}\right\| .
$$

We will let $I_{d}$ denote the embedding $F_{d}^{k} \hookrightarrow C\left([-1,1]^{d}\right)$ and

$$
\|S\|=\sup \left\{\|S(f)\|_{\infty} \mid f \in F_{d}^{k},\|f\| \leq 1\right\}
$$

for $S: F_{d}^{k} \rightarrow C\left([-1,1]^{d}\right)$. In the following we will use $c_{d, k}$ to denote constants that only depend on $d$ and $k$. Equations 2.39, 2.41, and the well-known Jackson estimate

$$
E_{n}(f) \leq c_{1, k} \cdot\|f\| \cdot n^{-k}
$$

give us the error bound

$$
\begin{equation*}
\left\|I_{1}-U^{i}\right\| \leq \hat{c}_{1, k} \cdot\left(\log m_{i}\right) \cdot m_{i}^{-k} \tag{2.42}
\end{equation*}
$$

for any $f \in F_{1}^{k}$ and $i>1$. This is an optimal bound for every $k$ up to the logarithmic factor. Barthelmann, Novak and Ritter use this one-dimensional estimate to prove error bounds for higher dimensions. We state and prove the theorem as in [13].

Theorem 2.2.2.1. Let $n=n(q, d)$ be the number of nodes required by $\mathcal{A}(q, d)$. Then for the space $F_{d}^{k}$,

$$
\begin{equation*}
\left\|I_{d}-\mathcal{A}(q, d)\right\| \leq c_{d, k} n^{-k}(\log n)^{(k+2)(d-1)+1} . \tag{2.43}
\end{equation*}
$$

Proof. Let $D=2^{-k}$. First, note that $\left\|I_{1}\right\|=1$. For $i>1$, Equation 2.42 yields

$$
\begin{aligned}
\left\|I_{1}-U^{i}\right\| & \leq \hat{c}_{1, k} \cdot\left(\log m_{i}\right) \cdot m_{i}^{-k} \\
& =\hat{c}_{1, k} \cdot\left(\log \left(2^{i-1}+1\right)\right) \cdot\left(2^{i-1}+1\right)^{-k} \\
& \leq \hat{c}_{1, k} \cdot \log \left(2^{i}\right) \cdot\left(2^{i-1}\right)^{-k} \\
& =\hat{c}_{1, k} \cdot \frac{\log _{2}\left(2^{i}\right)}{\log _{2}(e)} \cdot 2^{k(1-i)} \\
& =C i D^{i}
\end{aligned}
$$

where $C=\hat{c}_{1, k} \cdot \frac{2^{k}}{\log _{2}(e)}>0$ and $D=2^{-k}$. Similarly,

$$
\left\|\Delta^{i}\right\| \leq E i D^{i}
$$

for some $E>0$. Defining

$$
p(s, j)= \begin{cases}1, & \text { if } j=0 \\ \sum_{\mathbf{i} \in \mathbb{N}^{j},|\mathbf{i}|=s} \prod_{\nu=1}^{j} i_{\nu} & \text { otherwise }\end{cases}
$$

for $j \in \mathbb{N}_{0}$ and $s \geq j$, we claim that for every $q \geq d$ (recall $q=d+k$ )

$$
\left\|I_{d}-\mathcal{A}(q, d)\right\| \leq C D^{k+1} \sum_{j=0}^{d-1}(E D)^{j} \sum_{s=j}^{k+j}(k+j+1-s) p(s, j) .
$$

This estimate is proved in [13] but omitted here.

Let $B=\max \left\{E, D^{-1}\right\}$. Now we have

$$
\begin{aligned}
\left\|I_{d}-\mathcal{A}(q, d)\right\| & \leq C D^{k+1} \sum_{j=0}^{d-1} \max (1, E D)^{d-1} \sum_{s=j}^{k+j}(k+j+1-s) p(s, j) \\
& \leq C B^{d-1} D^{q} \sum_{j=0}^{d-1} \sum_{s=j}^{k+j}(k+j+1-s) p(s, j)
\end{aligned}
$$

If we let

$$
\Gamma=\sum_{j=1}^{d-1} \sum_{s=j}^{k+j}(k+j+1-s) p(s, j),
$$

then

$$
\begin{aligned}
\sum_{j=0}^{d-1} \sum_{s=j}^{k+j}(k+j+1-s) p(s, j) & =\Gamma+\sum_{s=0}^{k}(k+1-s) \\
& =\Gamma+\frac{1}{2}(k+1)(k+2)
\end{aligned}
$$

and

$$
\begin{aligned}
\Gamma & =\sum_{j=1}^{d-1} \sum_{s=j}^{k+j}(k+j+1-s) \sum_{\mathbf{i} \in \mathbb{N}^{j}, \mathbf{i} \mid=s} \prod_{\nu=1}^{j} i_{\nu} \\
& \leq \sum_{j=1}^{d-1} \sum_{s=j}^{k+j}(k+j+1-s)\binom{s-1}{j-1}\left(\frac{s}{j}\right)^{j} \\
& \leq \sum_{j=1}^{d-1} \sum_{s=j}^{k+j}(k+j+1)\binom{q-2}{j-1}(q-1)^{d-1} \\
& \leq c_{d} \cdot q^{2 d-1} .
\end{aligned}
$$

We now have

$$
\left\|I_{d}-\mathcal{A}(q, d)\right\| \leq c_{d, k} \cdot 2^{-k q} q^{2 d-1}
$$

but we wish to relate this bound to the number of nodes, $n$. From [155], $n$ can be bounded above by

$$
n \leq c_{d} \cdot q^{d-1} \cdot 2^{q}
$$

if $m_{i}=2^{i-1}+1$, ensuring the nodes are nested with increasing level $i$. Thus,

$$
\begin{aligned}
\left\|I_{d}-\mathcal{A}(q, d)\right\| & \leq c_{d, k} \cdot\left(n / q^{d-1}\right)^{-k} q^{2 d-1} \\
& \leq c_{d, k} \cdot n^{-k} q^{(k+2)(d-1)+1} \\
& \leq c_{d, k} \cdot n^{-k}(\log n)^{(k+2)(d-1)+1}
\end{aligned}
$$

and the theorem is proved.

## Error Estimation

The error of Smolyak's interpolating polynomial can be estimated using the same approach as Runge-Kutta methods for ordinary differential equations. Runge-Kutta methods estimate the error of an approximate solution by comparing the current order's approximation to a higher order approximation [173]. Similarly, the error of Smolyak's interpolant with polynomial exactness $k$ can be estimated with Smolyak's interpolant with polynomial exactness $k-1$. Since sparse grids are nested one only needs to compare the difference of the two interpolants at the nodes unique to the order $k$ interpolant, i.e. $x \in \mathcal{H}(d+k, d) \backslash \mathcal{H}(d+k-1, d)$. In the sparse grid literature these differences are known as hierarchical surpluses and are used for error estimation in adaptive sparse grid regimes [38, 35,123$]$. Since the function we approximate in this work is far too expensive for adaptive interpolation algorithms, we use the hierarchical surpluses as a posterior error estimate.

Consider interpolating the function $f: \mathbb{R}^{d} \rightarrow \mathbb{R}$ with polynomial exactness $k$. Recalling that $q=d+k$, define the set $D=\mathcal{H}(q, d) \backslash \mathcal{H}(q-1, d)$ and let $\hat{f}^{q}(x)$ denote Smolyak's interpolating polynomial $\mathcal{A}(q, d)[f](x)$. Our relative interpolation error estimate is

$$
\begin{equation*}
\epsilon_{r e l}=\max _{x \in D} \frac{\left\|\hat{f}^{q}(x)-\hat{f}^{q-1}(x)\right\|}{\left\|\hat{f}^{q}(x)\right\|} . \tag{2.44}
\end{equation*}
$$

Note that if we have already computed $\hat{f}^{q}(x)$ the nested structure of Smolyak's sparse grids allows us to easily compute $\hat{f}^{q-1}(x)$. Also, for $x \in D \hat{f}^{q}(x)=f(x)$, so the numerator of Equation 2.44 is indeed the absolute error for the interpolant of order $k-1$.

### 2.3 Efficient Implementation

In this section we present a new implementation of the sparse grid polynomial interpolation algorithm that is based on a reformulation of Smolyak's algorithm by Judd and coworkers in [118]. To our knowledge, previous research has focused on efficient algorithms for evaluating Equation 2.25 simultaneously at one or very few points [122, 149, 150]. Our goal, however, is
to evaluate the interpolant and its gradient at several thousand points simultaneously, and an algorithm that is efficient for, say, 5 points may not be efficient for $10^{5}$ points depending on the algorithm's scalability.

As noted by Judd and coworkers in [118], Smolyak's algorithm as written in Equation 2.25 is inefficient because the linear combination causes several basis functions to be evaluated more than once. As we will see, the reformulation of Smolyak's algorithm eliminates redundant calculations of basis functions by using disjoint set generators instead of the conventional nested set generators for the Smolyak grids and basis functions. The reformulation from [118] is motivated by derivative-free dynamic economic models, where Smolyak's interpolating polynomial is repeatedly evaluated at a large number of points. On the other hand, our application requires evaluating the interpolant and its gradient at a large number of points simultaneously. As such, we extend the work of Judd and coworkers in two ways: first, our implementation is capable of evaluating the analytical gradient of Smolyak's interpolating polynomial, and second, the implementation is designed to quickly evaluate the interpolating polynomial and its gradient at a large number of points simultaneously. In the rest of this section we will review the implementation from [118] and describe our improvements.

### 2.3.1 Reformulation of Smolyak's Algorithm

Smolyak's algorithm as written in Equation 2.25 is inefficient in that the linear combination causes several basis functions to be evaluated more than once. Judd and coworkers devised a method in [118] to avoid repeated calculations by using disjoint sets of nodes to generate the unidimensional basis functions instead of the nested sets used in the conventional algorithm. In this section we summarize the reformulation from [118] and compare it to Smolyak's original formulation.

As an example, consider interpolating a function on $[-1,1]^{2}$ with $k=2$. Using the conventional Smolyak method, the nested sets of unidimensional nodes are

$$
\begin{aligned}
\chi^{1} & =\{0\} \\
\chi^{2} & =\{-1,0,1\} \\
\text { and } \chi^{3} & =\left\{-1,-\frac{\sqrt{2}}{2}, 0, \frac{\sqrt{2}}{2}, 1\right\} .
\end{aligned}
$$

With Judd et al.'s disjoint sets, redundancies are removed and our sets of unidimensional nodes
become

$$
\begin{aligned}
\chi^{1} & =\{0\} \\
\chi^{2} & =\{-1,1\} \\
\text { and } \chi^{3} & =\left\{-\frac{\sqrt{2}}{2}, \frac{\sqrt{2}}{2}\right\} .
\end{aligned}
$$

The size of $\chi^{n}$ is now $m_{n}-m_{n-1}=2^{n-2}$ for $n \geq 3$ where $m_{n}$ is defined as before to be $m_{n}=2^{n-1}+1$. The size of $\chi^{2}$ and $\chi^{1}$ is 2 and 1 , respectively. Table 2.2 shows the appropriate disjoint sparse grid points for each level $i$ for Smolyak's algorithm with $d=k=2$. The set of sparse grid nodes corresponding to any multi index $\mathbf{i}$ can be obtained by taking the union of the sets in the corresponding row and column in Table 2.2. Note that the sparse grids themselves are still nested; it is the sets that generate the sparse grids that are not.

Table 2.2: Sets of disjoint grid nodes corresponding to each level of sparse grid.
\(\left.\left.\begin{array}{|c|c|c|c|}\hline \& i_{2}=1 \& i_{2}=2 \& i_{2}=3 <br>
\hline i_{1}=1 \& (0,0) \& (0,-1),(0,1) \& \left(0,-\frac{\sqrt{2}}{2}\right),\left(0, \frac{\sqrt{2}}{2}\right) <br>
\hline i_{1}=2 \& (-1,0),(1,0) \& (-1,-1),(-1,1), \& \left(-1,-\frac{\sqrt{2}}{2}\right),\left(-1, \frac{\sqrt{2}}{2}\right), <br>

\left(1,-\frac{\sqrt{2}}{2}\right),\left(1, \frac{\sqrt{2}}{2}\right)\end{array}\right] $$
\begin{array}{l}(1,-1),(1,1)\end{array}
$$\right],\)| $\left(-\frac{\sqrt{2}}{2},-\frac{\sqrt{2}}{2}\right),\left(-\frac{\sqrt{2}}{2}, \frac{\sqrt{2}}{2}\right)$, |
| :---: |
| $\left(\frac{\sqrt{2}}{2},-\frac{\sqrt{2}}{2}\right),\left(\frac{\sqrt{2}}{2}, \frac{\sqrt{2}}{2}\right)$ |

The unidimensional basis functions $\phi(x)$ can be organized in a similar way. Following notation from [118] we let $A_{i}$ be the set containing the appropriate unidimensional basis functions for interpolation level $i$. This yields

$$
\begin{aligned}
A_{1} & =\{1\} \\
A_{2} & =\left\{\phi_{2}(x), \phi_{3}(x)\right\} \\
A_{3} & =\left\{\phi_{4}(x), \phi_{5}(x)\right\} \\
& \vdots
\end{aligned}
$$

where each $\phi_{j}(x)$ is a Lagrange basis polynomial constructed in the usual way utilizing all $m_{i}$
nodes of the level $i$ to which it belongs. For example, $\phi_{4}(x)$ is the first basis function for level $i=3$ and corresponds to the Lagrange basis polynomial centered at $x_{2}=-\frac{\sqrt{2}}{2}$. So, recalling notation from Equations 2.19 and 2.20, we have

$$
\begin{equation*}
\phi_{4}(x)=\ell_{2}^{3}(x)=\prod_{j=1, j \neq 2}^{5} \frac{x-x_{j}^{3}}{x_{2}^{3}-x_{j}^{3}} . \tag{2.45}
\end{equation*}
$$

If we let $(x, y) \in[-1,1]$, Table 2.3 contains the disjoint multidimensional tensor product basis functions for $d=k=2$.

Table 2.3: Sets of disjoint basis functions corresponding to each level of sparse grid.

|  | $i_{2}=1$ | $i_{2}=2$ | $i_{2}=3$ |
| :---: | :---: | :---: | :---: |
| $i_{1}=1$ | 1 | $\phi_{2}(y), \phi_{3}(y)$ | $\phi_{4}(y), \phi_{5}(y)$ |
| $i_{1}=2$ | $\phi_{2}(x), \phi_{3}(x)$ | $\phi_{2}(x) \phi_{2}(y), \phi_{2}(x) \phi_{3}(y)$, <br> $\phi_{3}(x) \phi_{2}(y), \phi_{3}(x) \phi_{3}(y)$ | $\phi_{2}(x) \phi_{4}(y), \phi_{2}(x) \phi_{5}(y)$, <br> $\phi_{3}(x) \phi_{4}(y), \phi_{3}(x) \phi_{5}(y)$ |
| $i_{1}=3$ | $\phi_{4}(x), \phi_{5}(x)$ | $\phi_{4}(x) \phi_{2}(y), \phi_{4}(x) \phi_{3}(y)$, <br> $\phi_{5}(x) \phi_{2}(y), \phi_{5}(x) \phi_{3}(y)$ | $\phi_{4}(x) \phi_{4}(y), \phi_{4}(x) \phi_{5}(y)$, <br> $\phi_{5}(x) \phi_{4}(y), \phi_{5}(x) \phi_{5}(y)$ |

With these unidimensional basis sets in hand, Smolyak's algorithm takes on a new form. First, for $x \in[-1,1]^{d}$ and multi index $\mathbf{i} \in \mathbb{N}^{d}$, we define the tensor product

$$
\begin{equation*}
\tilde{U}^{\mathbf{i}}[f](x)=\sum_{j_{1}=m_{i_{1}-1}+1}^{m_{i_{1}}} \ldots \sum_{j_{d}=m_{i_{d}-1}+1}^{m_{i_{d}}} b_{j_{1} \ldots j_{d}} \phi_{j_{1}}\left(x_{1}\right) \ldots \phi_{j_{d}}\left(x_{d}\right) \tag{2.46}
\end{equation*}
$$

analogous to Equation 2.22. Next, we define a sum of these tensor products for a single index $i \in \mathbb{N}$ as

$$
\tilde{U}^{i}[f](x)=\sum_{\alpha \in \mathbb{N}^{d}| | \alpha \mid=i} \tilde{U}^{\alpha}[f](x) .
$$

The coefficients $b_{j_{1} \ldots j_{d}}$ in Equation 2.46 are found by solving the $M$ by $M$ system of linear equations

$$
\left[\begin{array}{ccc}
\Phi_{1}\left(x_{1}\right) & \ldots & \Phi_{M}\left(x_{1}\right)  \tag{2.47}\\
\vdots & \ddots & \vdots \\
\Phi_{1}\left(x_{M}\right) & \ldots & \Phi_{M}\left(x_{M}\right)
\end{array}\right]\left[\begin{array}{c}
b_{1} \\
\vdots \\
b_{M}
\end{array}\right]=\left[\begin{array}{c}
f\left(x_{1}\right) \\
\vdots \\
f\left(x_{M}\right)
\end{array}\right]
$$

where $M$ is the total number of sparse grid points, $f(x)$ is the function we are interpolating, and each $\Phi_{i}(x)$ is a product of the disjoint basis functions $\phi_{i_{r}}$. Now Smolyak's algorithm operator
can efficiently be written as

$$
\begin{equation*}
\mathcal{A}(q, d)=\sum_{d \leq i \leq q} \tilde{U}^{i} . \tag{2.48}
\end{equation*}
$$

In this form each basis function $\Phi_{i}(x)$ appears only once and thus leads to large savings in computation time. Note that this operator (Equation 2.48) and Smolyak's original operator (Equation 2.25) are equivalent; the reformulation only regroups terms to avoid redundant calculations of the tensor product in Equation 2.22. Also, the coefficients $b_{j_{1} \ldots j_{d}}$ need only be solved for once and can be stored for repeated evaluation of the interpolant.

Now we quantify the computational savings of this reformulation by comparing the number of terms in each from of Smolyak's algorithm. From [118], the number of terms evaluated in the original Smolyak formula (Equation 2.25) is

$$
N_{S}(q, d)=\sum_{\max (d, k+1) \leq \mathbf{i} \mid \leq q}\left[\prod_{j=1}^{d} m_{i_{j}}\right],
$$

and the number of terms evaluated in the new Smolyak formula (Equation 2.48) is

$$
N_{J}(q, d)=\sum_{d \leq \mathbf{i} \mid \leq q}\left[\prod_{j=1}^{d}\left[m_{i_{j}}-m_{i_{j}-1}\right] .\right.
$$

Note that $N_{J}(q, d)=\# \mathcal{H}(q, d)$ where $\# S$ denotes the cardinality of a set $S$. Defining

$$
R(q, d)=\frac{N_{S}(q, d)}{N_{J}(q, d)},
$$

Figure 2.5 shows $R(q, d)$ for various values of $d$ and $k$ (recall $q=d+k$ ), from which the amount of computational savings is clear, especially for larger values of $k$. As such, the implementation of Smolyak's algorithm in this work employs the formulation in Equation 2.48.

### 2.3.2 Recursive Lagrange Basis Polynomials

Further computational savings can be found in the construction of the univariate Lagrange basis polynomials. Note that our concept of recursive Lagrange polynomials differs from that of the hierarchical Lagrange basis polynomials as summarized in [37]. Here we construct global Lagrange basis polynomials using all $m_{i}$ nodes of level $i$ instead of the hierarchical Lagrange basis polynomials which are defined locally using a hierarchical structure. Now, since the denominator of Equation 2.19 does not depend on $x$, we can precompute the denominator for each basis function $\ell_{j}$, a task which only needs to be completed once. On the other hand, to efficiently evaluate the numerator of Equation 2.19 we take advantage of the fact that the sets


Figure 2.5: The ratio $R(d, k)$ of the number of terms evaluated in the original Smolyak formula to the number of terms evaluated in the new Smolyak formula.
of Chebyshev nodes $\chi^{i}$ are nested. Consider the one-dimensional interpolation problem and let $i$ be the current level for which we want to evaluate the basis polynomials. Instead of explicitly computing each level's basis polynomials, we can use the basis polynomials from level $i-1$.

Let $\chi^{i}$ be the set of $m_{i}$ nodes for the $i$ th level and define

$$
\begin{equation*}
\chi_{+}^{i}=\chi^{i} \backslash \chi^{i-1} \tag{2.49}
\end{equation*}
$$

so that $\chi_{+}^{i}$ contains only the new nodes added to level $i$. If we first define

$$
\begin{equation*}
L^{i}(x)=\prod_{k=1}^{m_{i}}\left(x-x_{k}\right) \tag{2.50}
\end{equation*}
$$

the formula for the $j^{\text {th }}$ Lagrange basis polynomial of level $i$ is

$$
\ell_{j}^{i}(x)= \begin{cases}\ell_{j}^{i-1}(x) \cdot \prod_{\substack{x_{k} \in \chi_{+}^{i}}} \frac{x-x_{k}}{x_{j}-x_{k}} & \text { if } x_{j} \notin \chi_{+}^{i},  \tag{2.51}\\ L^{i-1}(x) \cdot \prod_{\substack{x_{k} \in \chi_{+}^{i} \\ k \neq j}} \frac{x-x_{k}}{x_{j}-x_{k}} & \text { if } x_{j} \in \chi_{+}^{i} .\end{cases}
$$

Note that each $L^{i}(x)$ can also be computed recursively as

$$
\begin{equation*}
L^{i}(x)=L^{i-1}(x) \prod_{x_{k} \in \chi_{+}^{i}}\left(x-x_{k}\right) \tag{2.52}
\end{equation*}
$$

We use a similar recursive scheme to compute the analytic derivatives of the one-dimensional Lagrange polynomials. Noting that the derivative of the Lagrange polynomial can be written as

$$
\begin{equation*}
\frac{d}{d x} \ell_{j}^{i}(x)=\ell_{j}^{i}(x) \sum_{k \neq j}^{m_{i}} \frac{1}{x-x_{k}}, \tag{2.53}
\end{equation*}
$$

it can be computed in a way similar to Equation 2.51. By computing the Lagrange basis polynomials and their derivatives in this way we are able to reduce the overall computational cost of Smolyak's algorithm.

### 2.3.3 Numerical Tests

Klimke and Wohlmuth developed the robust Sparse Grid Interpolation Toolbox for MATLAB (see [121] for documentation). In [122] they describe the Toolbox's algorithm for piecewise multilinear hierarchical interpolation on sparse grids, but the Toolbox is also capable of using other bases including the global Lagrange polynomial basis used in Section 2.2. By default the Sparse Grid Toolbox uses a dimensionally adaptive sparse grid algorithm to approximate the given function to within specified error tolerances. The adaptive refinement scheme can be turned off, however, and options can be set to make algorithm perform as detailed in Section 2.2. The Sparse Grid Interpolation Toolbox also contains a gradient option that computes an analytic gradient of the interpolating polynomial. The Sparse Grid Interpolation Toolbox's algorithms involve barycentric Lagrange interpolation and the Discrete Cosine Transform to evaluate Smolyak's formula and compute gradients of the interpolant [120, 121]. We use this Toolbox as a benchmark for our own algorithm. While more state-of-the-art sparse grid packages are available, e.g. SG++ [165], these packages employ spatially adaptive algorithms that would be prohibitively time-consuming considering the cost of the function we wish to approximate. For our application it is more feasible to generate all of the sparse grid points at once and
compute all of the corresponding function evaluations in parallel. The MATLAB Sparse Grid Interpolation Toolbox still represents the state-of-the-art for the computing regime to which we are restricted. Finally, we also compare running times of Judd et al.'s reformulation with and without our recursive Lagrange basis polynomial construction. All tests were performed with MATLAB 2014a on a machine running Mac OS X 10.9 .4 with two 2.93 GHz Quad-Core Intel Xeon processors and 16GB RAM.

Consider the task of evaluating Smolyak's interpolation of the function $f(x)$, which we denote by $\mathcal{A}(q, d)[f](x)$, at the point $x \in \mathbb{R}^{d}$. Our implementation and the Toolbox's both work in two steps. In the first step, everything that can be calculated without knowledge of $x$ is computed. This step takes as input the function $f(x)$, the interpolation domain, and the degree of polynomial exactness $k$, and computes the sparse grid points, the multi-index set $Q(q, d)$, the coefficients for Smolyak's algorithm, and any bookkeeping data structures. The second step evaluates Smolyak's interpolant at $x$ and involves computing the univariate Lagrange basis polynomials and the tensor products (Equation 2.22) dictated by Smolyak's algorithm.

As detailed in Chapter 4, our application requires that we integrate dynamics on the interpolating polynomial $\mathcal{A}(q, d)[f](x)$ continuously, meaning we must evaluate the same interpolating polynomial and its derivative several thousand times during simulations. With this in mind, we compare performance times of the MATLAB Sparse Grid Interpolation Toolbox and our own implementation only for the second step of the implementation process. The first step is a one-time computational cost and is negligible compared to the cost of simulating dynamics on the interpolant. We note, however, that for larger values of $d$ and $k$ the cost of computing the Smolyak coefficients via Equation 2.47 for our implementation can be quite cumbersome. As one would expect, the associated matrix of this system becomes larger and more ill-conditioned as $d$ and $k$ increase. Computing the coefficients in this way is acceptable for our application, though, since $d$ and $k$ remain relatively small ( $d \leq 5$ and $k \leq 6$ ).

In all Figures shown the method presented in this thesis is referred to as "New Method" and the MATLAB Toolbox is referred to as "Toolbox." All times are given in seconds. Figure 2.6 shows performance scalings in dimension $d$ for evaluating Smolyak's interpolant and its gradient at one point with $k=4$, and Figure 2.7 shows performance scalings in degree of exactness $k$ for evaluating Smolyak's interpolant and its gradient at one point in 4 dimensions. Tables 2.4 and 2.7 tabulate the data in Figures 2.6 and 2.7, respectively, and also report percent reductions in computation time.

It is clear that the New Method outperforms the MATLAB Toolbox for all reported dimensions $d$ and scale similarly with increasing dimension, with approximately $50-60 \%$ reductions in computation time. The New Method also out performs the Toolbox for all degrees of exactness $k$ except for the $k=1$ case which is insignificant since both methods evaluate the interpolant in less than 0.01 seconds. Here the two methods scale slightly differently, resulting in the increase
in percent reduction in computation time in Table 2.5.
Most important to our application to reaction path following, Figure 2.8 shows performance scalings in the simultaneous evaluation of $N$ points, where $N$ increases in powers of 10 from from 1 to $10^{5}$. Each computation was performed with $d=4$ and $k=5$ and also evaluated gradients. Table 2.6 tabulates this data with percent reductions in computation time. Here the New Method greatly outperforms the Toolbox, with $86-99 \%$ reductions in computation time. While the Toolbox is useful for the simultaneous evaluation of a few points, it was not designed to approximate a function at a large number of points. The code does not vectorize interpolant evaluation of points, and thus the simultaneous computation of several thousand points is quite expensive.


Figure 2.6: Comparison results for MATLAB's Sparse Grid Interpolation Toolbox ("Toolbox") and the implementation presented in this thesis ("New Method"): computation time (in seconds) vs. dimension $d$ for evaluating 1 point with $k=4$.

Table 2.4: Computation time (in seconds) and percent reduction for MATLAB's Sparse Grid Interpolation Toolbox ("Toolbox") and the implementation presented in this thesis ("New Method") for evaluating 1 point with a degree of exactness of $k=4$ and increasing dimension $d$.

| d | Toolbox $(\mathrm{s})$ | New Method $(\mathrm{s})$ | Percent Reduction (\%) |
| :---: | :---: | :---: | :---: |
| 2 | $1.52 \mathrm{e}-2$ | $6.65 \mathrm{e}-3$ | 56.2 |
| 3 | $2.85 \mathrm{e}-2$ | $1.05 \mathrm{e}-2$ | 63.2 |
| 4 | $7.18 \mathrm{e}-2$ | $2.53 \mathrm{e}-2$ | 64.8 |
| 5 | $1.47 \mathrm{e}-1$ | $5.51 \mathrm{e}-2$ | 62.5 |
| 6 | $2.70 \mathrm{e}-1$ | $1.10 \mathrm{e}-1$ | 59.4 |
| 7 | $4.60 \mathrm{e}-1$ | $2.04 \mathrm{e}-1$ | 55.8 |
| 8 | $7.34 \mathrm{e}-1$ | $3.51 \mathrm{e}-1$ | 52.2 |



Figure 2.7: Comparison results for MATLAB's Sparse Grid Interpolation Toolbox ("Toolbox") and the implementation presented in this thesis ("New Method"): computation time (in seconds) vs. degree of exactness $k$ for evaluating 1 point in $d=4$.

Table 2.5: Computation time (in seconds) and percent reduction for MATLAB's Sparse Grid Interpolation Toolbox ("Toolbox") and the implementation presented in this thesis ("New Method") for evaluating 1 point in $d=4$ dimensions with increasing degree of exactness $k$.

| k | Toolbox $(\mathrm{s})$ | New Method (s) | Percent Reduction (\%) |
| :---: | :---: | :---: | :---: |
| 1 | $1.25 \mathrm{e}-3$ | $1.73 \mathrm{e}-3$ | -37.7 |
| 2 | $8.05 \mathrm{e}-3$ | $5.50 \mathrm{e}-3$ | 31.7 |
| 3 | $2.44 \mathrm{e}-2$ | $1.22 \mathrm{e}-2$ | 50.1 |
| 4 | $6.61 \mathrm{e}-2$ | $2.48 \mathrm{e}-2$ | 62.4 |
| 5 | $1.57 \mathrm{e}-1$ | $4.60 \mathrm{e}-2$ | 70.6 |
| 6 | $3.01 \mathrm{e}-1$ | $7.86 \mathrm{e}-2$ | 73.9 |
| 7 | $5.98 \mathrm{e}-1$ | $1.29 \mathrm{e}-1$ | 78.4 |



Figure 2.8: Comparison results for MATLAB's Sparse Grid Interpolation Toolbox ("Toolbox") and the implementation presented in this thesis ("New Method"): computation time (in seconds) vs. the number of evaluation points $N$ in $d=4$ dimensions with $k=5$, with gradients.

Table 2.6: Computation time (in seconds) and percent reduction for MATLAB's Sparse Grid Interpolation Toolbox ("Toolbox") and the implementation presented in this thesis ("New Method") for evaluating $N$ points with a degree of exactness of $k=5$ in $d=4$ dimensions.

| N | Toolbox $(\mathrm{s})$ | New Method $(\mathrm{s})$ | Percent Reduction $(\%)$ |
| :---: | :---: | :---: | :---: |
| 1 | $4.22-1$ | $4.68 \mathrm{e}-2$ | 88.9 |
| 10 | $3.55 \mathrm{e}-1$ | $4.68 \mathrm{e}-2$ | 86.8 |
| $10^{2}$ | $9.80 \mathrm{e}-1$ | $5.08 \mathrm{e}-2$ | 94.8 |
| $10^{3}$ | $7.80 \mathrm{e}+0$ | $8.40 \mathrm{e}-2$ | 98.9 |
| $10^{4}$ | $7.54 \mathrm{e}+1$ | $5.65 \mathrm{e}-1$ | 99.3 |
| $10^{5}$ | $7.43 \mathrm{e}+2$ | $7.5 \mathrm{e}+0$ | 99.0 |

Finally, we will compare our implementation with the recursive Lagrange polynomial construction to our implementation without the recursive construction. We will compare the computation time of constructing the univariate Lagrange basis polynomials and their derivatives for the same three cases as the MATLAB Toolbox comparison. First, we fix $k=4$ and $N=10^{3}$ and vary the dimension $d$. Second, we fix $d=4$ and $N=10^{3}$ and vary the degree of exactness $k$. Third, we fix $d=4$ and $k=5$ and vary the number of simultaneous evaluations $N$. Figures 2.9 and 2.10 show the results for performance scalings in $d$ and $k$, respectively, and Figure 2.11 shows the results for performance scalings in $N$. Tables 2.7-2.9 tabulate the same data as Figures 2.9-2.11, respectively, and also report percent reductions in computation time.

As expected, the implementation with the recursive construction outperforms the implementation without for all test cases. While the computational savings appear to be small for a single evaluation, these savings accumulate over the number of time steps required by integrating systems of differential equations. As discussed in the next section, our application involves continuously following the steepest descent path, a task which requires integrating such a system. As such, any improvement in the cost of a single evaluation of Smolyak's interpolant and gradient could yield large computational savings during an integration routine.


Figure 2.9: Comparison results for our new implementation with and without the recursive Lagrange construction: computation time (in seconds) vs. dimension $d$ for evaluating $10^{3}$ points with $k=4$.

Table 2.7: Computation time (in seconds) and percent reduction for our new implementation with and without the recursive Lagrange construction for evaluating $10^{3}$ points with a degree of exactness of $k=4$ and increasing dimension $d$.

| d | Without Recursion (s) | With Recursion $(\mathrm{s})$ | Percent Reduction (\%) |
| :---: | :---: | :---: | :---: |
| 2 | $7.84 \mathrm{e}-1$ | $5.82 \mathrm{e}-1$ | 25.8 |
| 3 | $1.19 \mathrm{e}+0$ | $8.76 \mathrm{e}-1$ | 26.3 |
| 4 | $1.57 \mathrm{e}+0$ | $1.18 \mathrm{e}+0$ | 24.8 |
| 5 | $1.97 \mathrm{e}+0$ | $1.47 \mathrm{e}+0$ | 25.5 |
| 6 | $2.39 \mathrm{e}+0$ | $1.76 \mathrm{e}+0$ | 26.4 |
| 7 | $2.80 \mathrm{e}+0$ | $2.05 \mathrm{e}+0$ | 26.8 |
| 8 | $3.22 \mathrm{e}+0$ | $2.33 \mathrm{e}+0$ | 27.7 |



Figure 2.10: Comparison results for our new implementation with and without the recursive Lagrange construction: computation time (in seconds) vs. degree of exactness $k$ for evaluating $10^{3}$ points in $d=4$.

Table 2.8: Computation time (in seconds) and percent reduction for our new implementation with and without the recursive Lagrange construction for evaluating $10^{3}$ points in $d=4$ dimensions with increasing degree of exactness $k$.

| k | Without Recursion $(\mathrm{s})$ | With Recursion $(\mathrm{s})$ | Percent Reduction (\%) |
| :---: | :---: | :---: | :---: |
| 1 | $5.19 \mathrm{e}-2$ | $5.26 \mathrm{e}-2$ | -1.32 |
| 2 | $1.70 \mathrm{e}-1$ | $1.70 \mathrm{e}-1$ | 0.00 |
| 3 | $5.30 \mathrm{e}-1$ | $4.65 \mathrm{e}-1$ | 12.4 |
| 4 | $1.61 \mathrm{e}+0$ | $1.20 \mathrm{e}+0$ | 25.5 |
| 5 | $5.30 \mathrm{e}+0$ | $3.22 \mathrm{e}+0$ | 39.2 |
| 6 | $1.80 \mathrm{e}+1$ | $9.83 \mathrm{e}+0$ | 45.4 |
| 7 | $6.75 \mathrm{e}+1$ | $3.13 \mathrm{e}+1$ | 52.9 |



Figure 2.11: Comparison results for our new implementation with and without the recursive Lagrange construction: computation time (in seconds) vs. the number of evaluation points $N$ in $d=4$ dimensions with $k=5$, with gradients.

Table 2.9: Computation time (in seconds) and percent reduction for our new implementation with and without the recursive Lagrange construction for evaluating $N$ points with a degree of exactness of $k=5$ in $d=4$ dimensions.

| N | Without Recursion $(\mathrm{s})$ | With Recursion $(\mathrm{s})$ | Percent Reduction (\%) |
| :---: | :---: | :---: | :---: |
| 1 | $6.03-3$ | $4.81 \mathrm{e}-3$ | 20.3 |
| 10 | $6.33 \mathrm{e}-3$ | $5.03 \mathrm{e}-3$ | 20.5 |
| $10^{2}$ | $8.56 \mathrm{e}-3$ | $6.31 \mathrm{e}-3$ | 26.2 |
| $10^{3}$ | $4.10 \mathrm{e}-2$ | $2.42 \mathrm{e}-2$ | 40.9 |
| $10^{4}$ | $3.27 \mathrm{e}-1$ | $2.26 \mathrm{e}-1$ | 31.0 |
| $10^{5}$ | $5.29 \mathrm{e}+0$ | $3.20 \mathrm{e}+0$ | 39.4 |

### 2.3.4 Chebyshev Polynomial Basis

Judd et al.'s implementation from [118] uses orthogonal Chebyshev basis polynomials as in [127] and [139] instead of the global Lagrange polynomials from [13] which have been utilized thus far in this Chapter. Traditionally, Lagrange basis polynomials are advantageous since the coefficient associated with each basis polynomial centered at a node $x$ is the function value $f(x)$ as in Equation 2.19. Consequently, there is no need to construct the Vandermonde system of equations to solve for the coefficients. However, this is no longer the case with Judd et al.'s reformulation of Smolyak's algorithm, as we are forced to construct the Vandermonde system (Equation 2.47) to solve for each coefficient $b_{i}$. As such, the advantage of using Lagrange basis polynomials is lost.

In this section we consider using Chebyshev basis polynomials instead of the global Lagrange polynomials as a foundation for Smolyak's algorithm. As we will see, Chebyshev basis polynomials have a simple recursive relation that is much easier to implement than the analogous Lagrange basis polynomial recursive relation given in Equation 2.51, and may offer computational savings for our implementation of Smolyak's algorithm.

On the interval $[-1,1]$, the Chebyshev polynomials are defined as

$$
\begin{equation*}
T_{k}(x)=\cos (k \arccos (x)) \tag{2.54}
\end{equation*}
$$

for $k=0,1,2, \ldots$ With $T_{0}(x)=1$ and $T_{1}(x)=x$, they can also be defined by the two-term recursive relation

$$
\begin{equation*}
T_{k}(x)=2 x T_{k-1}(x)-T_{k-1}(x) \tag{2.55}
\end{equation*}
$$

for $k=1,2,3, \ldots[173]$. The derivatives $T_{k}^{\prime}(x)$ are also straightforward to compute with this recursive formula. Figure 2.12 shows the first five Chebyshev polynomials defined on $[-1,1]$. One can define Chebyshev polynomials on an arbitrary interval $[a, b]$ with the mapping

$$
\begin{equation*}
s=\frac{2 x-(b+a)}{b-a} \tag{2.56}
\end{equation*}
$$

where $x \in[-1,1]$. Then, as before, $T_{0}(s)=1, T_{1}(s)=s$, and

$$
\begin{equation*}
T_{k}(s)=2 s T_{k-1}(s)-T_{k-1}(s) \tag{2.57}
\end{equation*}
$$

For the rest of this section we will assume we are on the interval $[-1,1]$. For Chebyshev basis polynomials $\phi_{j_{i}}$ in Equation 2.46 is simply the $j$ th Chebyshev polynomial $T_{j}(x)$ in the $i$ th dimension. The cumbersome relabeling of Lagrange basis polynomials as demonstrated in Equation 2.45 is no longer needed.


Figure 2.12: Chebyshev polynomials $T_{k}(x)$ on $[-1,1]$ for $k=0,1,2,3,4$.

We now compare our implementation of Smolyak's algorithm with Lagrange basis polynomials and Chebyshev basis polynomials. We perform the same three numerical tests as before: Table 2.10 shows computation times of $N=1$ point for the two implementations vs. dimension $d$ with degree of exactness $k=4$. Table 2.11 shows computation times of $N=1$ point for the two implementations vs. degree of exactness $k$ in $d=4$ dimensions. Finally, Table 2.12 shows computation times for the two implementations vs. the number of points $N$ in $d=4$ dimensions with degree of exactness $k=5$.

Table 2.10: Computation times (in seconds) for our new implementation with Lagrange and Chebyshev basis polynomials. Here, we evaluate Smolyak's polynomial and its gradient at one point with $k=4$.

| $d$ | Lagrange | Chebyshev |
| :---: | :---: | :---: |
| 2 | $6.65 \mathrm{e}-3$ | $3.85 \mathrm{e}-3$ |
| 3 | $1.05 \mathrm{e}-2$ | $8.39 \mathrm{e}-3$ |
| 4 | $2.53 \mathrm{e}-2$ | $2.25 \mathrm{e}-2$ |
| 5 | $5.51 \mathrm{e}-2$ | $5.17 \mathrm{e}-2$ |
| 6 | $1.10 \mathrm{e}-1$ | $1.06 \mathrm{e}-1$ |
| 7 | $2.04 \mathrm{e}-1$ | $2.00 \mathrm{e}-1$ |
| 8 | $3.51 \mathrm{e}-1$ | $3.52 \mathrm{e}-1$ |

Table 2.11: Computation times (in seconds) for our new implementation with Lagrange and Chebyshev basis polynomials. Here, we evaluate Smolyak's polynomial and its gradient at one point in $d=4$ dimensions.

| $k$ | Lagrange | Chebyshev |
| :---: | :---: | :---: |
| 1 | $1.73 \mathrm{e}-3$ | $1.45 \mathrm{e}-3$ |
| 2 | $5.50 \mathrm{e}-3$ | $4.46 \mathrm{e}-3$ |
| 3 | $1.22 \mathrm{e}-2$ | $1.07 \mathrm{e}-2$ |
| 4 | $2.48 \mathrm{e}-2$ | $2.27 \mathrm{e}-2$ |
| 5 | $4.60 \mathrm{e}-2$ | $4.30 \mathrm{e}-2$ |
| 6 | $7.86 \mathrm{e}-2$ | $7.56 \mathrm{e}-2$ |
| 7 | $1.29 \mathrm{e}-1$ | $1.25 \mathrm{e}-1$ |

Table 2.12: Computation times (in seconds) for our new implementation with Lagrange and Chebyshev basis polynomials. Here, we evaluate Smolyak's polynomial and its gradient in $d=4$ dimensions with $k=5$.

| $N$ | Lagrange | Chebyshev |
| :---: | :---: | :---: |
| 1 | $4.68 \mathrm{e}-2$ | $4.34 \mathrm{e}-2$ |
| 10 | $4.68 \mathrm{e}-2$ | $4.38 \mathrm{e}-2$ |
| $10^{2}$ | $5.08 \mathrm{e}-2$ | $4.58 \mathrm{e}-2$ |
| $10^{3}$ | $8.40 \mathrm{e}-2$ | $6.25 \mathrm{e}-2$ |
| $10^{4}$ | $5.65 \mathrm{e}-1$ | $3.54 \mathrm{e}-1$ |
| $10^{5}$ | $7.53 \mathrm{e}+0$ | $4.75 \mathrm{e}+0$ |

It is clear that the implementation with Chebyshev polynomials performs no worse than the implementation of Lagrange polynomials for the values of degree of exactness $k$ and dimension $d$ required by our application. The implementation with Chebyshev polynomials outperforms the implementation with Lagrange polynomials as we increase the number of simultaneous evaluations $N$. This is especially important considering that our application requires evaluating Smolyak's interpolating polynomial and its gradient at several thousand points simultaneously.

To summarize, the advantages of using Chebyshev basis polynomials are threefold. First, their simple recursive definition is much easier to implement than the recursive definition of Lagrange basis polynomials in this section. Second, the bookkeeping associated with the relabeling of Lagrange basis polynomials as in Equation 2.45 is avoided. Finally, as shown in Tables 2.10-2.12, evaluating Smolyak's algorithm with Chebyshev basis polynomials is no slower and in some cases faster than evaluating Smolyak's algorithm with Lagrange basis polynomials. For these reasons we implement Smolyak's algorithm with Chebyshev basis polynomials as in [118].

### 2.4 Anisotropic and Adaptive Sparse Grids

To conclude this chapter we briefly mention adaptive sparse grids. Considering the number of grid points and basis functions for all variables, Smolyak's algorithm and conventional sparse grid algorithms treat all dimensions equally. Anisotropic and adaptive sparse grids, on the other hand, allow for a differential treatment of variables. To define an anisotropic sparse grid, let $k_{j}$ denote an approximation level in dimension $j$. The maximum index admitted via Smolyak's algorithm is then $i_{j}^{\max }=k_{j}+1$. A sparse grid is "anisotropic" if there exists a dimension $j$ such that $k_{j} \neq k_{i}$ for all $i \neq j$. Otherwise, the sparse grid is called "isotropic". The latter of these two types of grids is what is used in Smolyak's original algorithm. Figure 2.13 shows an example
of an anisotropic sparse grid with $i_{1}^{\max }=3, i_{2}^{\max }=2$, and $|\mathbf{i}| \leq 5$. Nonadaptive anisotropic sparse grids are a double-edged sword. On one hand, they can decrease the overall number of grid points and thus reduce the computational expense, but on the other hand the quality of approximation is not as good [118]. Adaptive sparse grids, however, refine the index set, grid points, or both until a sufficiently accurate approximation is attained.


Figure 2.13: An anisotropic sparse grid with $i_{1}^{\max }=3, i_{2}^{\max }=2$, and $|\mathbf{i}| \leq 5$.

The goal of adaptive sparse grid algorithms is to choose $k_{j}$ for each dimension $j=1, \ldots, d$ so that a relative or absolute error tolerance is reached. Dimensionally adaptive sparse grids were originally proposed in the context of numerical quadrature by Gerstner and Griebel in [76] and Hegland in [101], and spatially adaptive sparse grids were first used by Griebel in [86] for the solution to partial differential equations. Adaptive sparse grids usually employ flexible piecewise linear or higher order basis functions to allow for consecutive refinements of the solution in areas where higher accuracy is needed. Conversely, our method (reviewed in Section 2.2) uses less flexible global Lagrange and Chebyshev polynomial basis functions which restrict refinement to specific dimensions and not specific areas of the domain.

We turn our attention first to dimensionally adaptive sparse grids. Spatially adaptive sparse grids are related and based on the same algorithm, but are understandably more complicated.

### 2.4.1 Dimensionally Adaptive Sparse Grids

Gerstner and Griebel generalized the sparse grid construction in [76] by considering a special set of admissible indices. An index set $\mathcal{I}$ is called admissible if for all $\mathbf{i} \in \mathcal{I}$,

$$
\begin{equation*}
\mathbf{i}-\mathbf{e}_{j} \in \mathcal{I} \text { for } 1 \leq j \leq d, i_{j}>1 \tag{2.58}
\end{equation*}
$$

where $\mathbf{e}_{j}$ is the $j$ th unit vector. As noted in [76], the admissibility condition ensures the validity of the telescope sum expansion of the general sparse grid technique using the difference operators $\Delta_{i_{j}}^{1}$. For an admissible index set $\mathcal{I} \in \mathbb{N}^{d}$ the general sparse grid construction becomes

$$
\begin{equation*}
\mathcal{A}(d, \mathcal{I})[f]=\sum_{\mathbf{i} \in \mathcal{I}}\left(\Delta^{i_{1}} \otimes \ldots \otimes \Delta^{i_{d}}\right)[f] . \tag{2.59}
\end{equation*}
$$

The goal of dimensionally adaptive sparse grids is to iteratively construct the index set $\mathcal{I}$ to minimize the interpolation or integration error $\epsilon$ for a set number of function evaluations. Here we summarize the algorithm from [76]. The dimensionally adaptive sparse grid algorithm starts with the root index set $\{\mathbf{1}\}=\{(1, \ldots, 1\}$ and successively adds indices such that first, the resulting index sets remain admissible, and second, a possibly large error reduction is achieved. To estimate the error for a given index $\mathbf{i}$ the error indicator $g_{\mathbf{i}}$ is computed from the difference operator

$$
\begin{equation*}
\Delta_{\mathbf{i}}[f]=\left(\Delta^{i_{1}} \otimes \ldots \otimes \Delta^{i_{d}}\right)[f] \tag{2.60}
\end{equation*}
$$

and from other values attributed to $\mathbf{i}$ such as the number of function evaluations required to evaluate $\Delta_{\mathbf{i}}[f]$. In [124], for example, Klimke suggests the error indicator

$$
\begin{equation*}
g_{\mathbf{i}}=\frac{1}{n_{\mathbf{i}}} \sum_{\mathbf{j}}\left|w_{\mathbf{j}}^{\mathbf{i}}\right| \tag{2.61}
\end{equation*}
$$

where $w_{\mathbf{j}}^{\mathbf{i}}$ are the hierarchical surpluses of the sub-grid $\chi_{\mathbf{i}}=\chi_{\Delta}^{i_{1}} \times \ldots \times \chi_{\Delta}^{i_{d}}, j_{k}=1, \ldots, m_{i_{k}}^{\Delta}$, and $n_{\mathbf{i}}$ is the number of new function evaluations required by the set of nodes $\chi_{\mathbf{i}}$.

For any index $\mathbf{i}$ we define its forward neighborhood as the set of $d$ indices

$$
\begin{equation*}
\mathbf{i}_{F}=\left\{\mathbf{i}+\mathbf{e}_{j}, 1 \leq j \leq d\right\} \tag{2.62}
\end{equation*}
$$

and similarly its backward neighborhood as the set of $d$ indices

$$
\begin{equation*}
\mathbf{i}_{B}=\left\{\mathbf{i}-\mathbf{e}_{j}, 1 \leq j \leq d\right\} . \tag{2.63}
\end{equation*}
$$

Gerstner and Griebel partition the index set $\mathcal{I}$ into an active set of indices $\mathcal{A}$ and an old set of
indices $\mathcal{O}$. The active set $\mathcal{A}$ contains the indices of $\mathcal{I}$ whose error indicators have been computed but the error indicators of all their forward neighbors have not yet been considered. The old index set $\mathcal{O}$ contains all other indices of the index set $\mathcal{I}$. Note that $\mathcal{A} \cup \mathcal{O}=\emptyset$. The error indicators associated with $\mathbf{i} \in \mathcal{A}$ can act as an global estimate of the error $\gamma$. Again from [124], Klimke uses the estimate

$$
\begin{equation*}
\gamma=\max _{\mathbf{i} \in \mathcal{A}, \mathbf{j}}\left|w_{\mathbf{j}}^{\mathbf{i}}\right| . \tag{2.64}
\end{equation*}
$$

At each iteration of the adaptive algorithm, the index $\mathbf{i}$ with the largest associated error indicator is selected from the active set $\mathcal{A}$ and put in the old set $\mathcal{O}$. The error indicators of the admissible forward neighbors of $\mathbf{i}$ are then computed and their indices are put into the active index set $\mathcal{A}$. The corresponding values of $\Delta_{\mathbf{i}}$ are then added to the current approximation result and the global error is recalculated. If either the global error estimate falls below a specified tolerance or the number of allowed function evaluations is exceeded, then the algorithm is stopped and the current approximation is returned. Otherwise, the algorithm repeats this process with the new index with the largest error indicator, and so on.

As noted in [76], error estimation is a crucial part of the algorithm, and different choices of error indicator functions $g_{\mathrm{i}}$ can lead to different adaptive grids. If the error indicator for an index $\mathbf{i}$ is very small, there will be no future refinement in its forward neighborhood. This may cause the algorithm to stop prematurely if one of the foreword neighbors has a significantly larger error indicator. To tackle this problem Gerstner and Griebel employ the error indicator

$$
\begin{equation*}
g_{\mathbf{i}}=\max \left\{\lambda \frac{\left|\Delta_{\mathbf{i}} f\right|}{\left|\Delta_{\mathbf{1}} f\right|},(1-\lambda) \frac{1}{n_{\mathbf{i}}}\right\} \tag{2.65}
\end{equation*}
$$

where $\lambda \in[0,1]$. With $\lambda=1$ the algorithm becomes greedy and disregards the number of function evaluations. A greedy algorithm would be ideal in the case where the function is known to be very smooth and the error estimates would decay with increasing indices anyway. Classical sparse grids are employed by selecting $\lambda=0$.

On the other hand, Klimke proposes a similar approach in [124] that introduces the parameter $\lambda$ in a separate indicator that relates the largest index $\mathbf{i} \in \mathcal{I}$ and the smallest index $\mathbf{i} \in \mathcal{A}$. In this way, the foreword neighbors of an index $\mathbf{i}^{a c t}=\operatorname{argmin}_{\mathbf{i} \in \mathcal{A}}|\mathbf{i}|$ if

$$
\begin{equation*}
\frac{\left|\mathbf{i}^{a c t}\right|}{\max _{\mathbf{i} \in \mathcal{I}}|\mathbf{i}|} \leq(1-\lambda) \tag{2.66}
\end{equation*}
$$

regardless of the error indicator $g_{\mathbf{i}}, \mathbf{i} \in \mathcal{A}$.
As noted in both [124] and [76], efficient data structures must be used in order to store the indices in such a way that it is easy to: insert and remove indices from $\mathcal{A}$, insert indices into $\mathcal{O}$, find the index in the active index set with the largest error, and check if an index
is admissible. The details of such data structures is omitted here, but can be found in [124] and [76]. Finally, we note that the MATLAB Sparse Grid Interpolation Toolbox [124, 121] utilizes Klimke's implementation of the dimensionally adaptive sparse grid algorithm and is freely available online at http://www.ians.uni-stuttgart.de/spinterp.

### 2.4.2 Spatially Adaptive Sparse Grids

Spatially, or locally, adaptive sparse grids were first proposed by Griebel in [86] for the solution of elliptic partial differential equations, and have since been used for a variety of other applications [136, 137, 138, 166, 165, 38]. As opposed to the generalized sparse grid method of the preceding section, locally adaptive sparse grids attempt to reduce the number of points in a sparse grid by refining the grid in rapidly varying or discontinuous regions. The method is implicitly dimension-adaptive but is capable of adding necessary points in dimensions that the dimensionally adaptive algorithm might deem unimportant [111]. Returning to the sparse grid construction and notation from Section 2.1.1, from [86] the locally adaptive sparse grid representation of a function $u(x)$ is given by

$$
\begin{equation*}
u^{\epsilon,\|\cdot\|}(x)=\sum_{(1, \mathbf{i}) \in \mathcal{A}(u, \epsilon,\|\cdot\|)} v_{1, \mathbf{i}} \cdot \phi_{\mathbf{1 . i}}(x) \tag{2.67}
\end{equation*}
$$

where $\epsilon$ is the the tolerance for hierarchical surpluses, and $\mathcal{A}(u, \epsilon,\|\cdot\|)$ denotes the set of active indices. Indices $(\mathbf{l}, \mathbf{i}) \in \mathcal{A}(u, \epsilon,\|\cdot\|)$ satisfy either of the two requirements

1. $\mathbf{i} \in I_{1},\left\|v_{\mathbf{l}, \mathbf{i}} \cdot \phi_{\mathbf{l} \mathbf{i}}(x)\right\| \geq \epsilon$
2. $\exists(\mathbf{k}, \mathbf{j}): \mathbf{k} \geq \mathbf{l},\left\|v_{\mathbf{k}, \mathbf{j}} \cdot \phi_{\mathbf{k}, \mathbf{j}}(x)\right\| \geq \epsilon, \operatorname{supp}\left(\phi_{\mathbf{k}, \mathbf{j}}\right) \cap \operatorname{supp}\left(\phi_{\mathbf{l}, \mathbf{i}}\right) \neq \emptyset$
where $\operatorname{supp}(\phi)=\{x: \phi(x)>0\}$ is the open support of $\phi$. Naturally, one cannot compute the infinite expansion of $u(x)$ and then remove the indices whose error indicator is within the given tolerance. Instead, Griebel proceeds in a top down approach that starts from the coarsest level and refines recursively level by level [86].

In [111] Jakeman and Roberts incorporate a locally adaptive procedure into the generalized sparse grid algorithm. For each index $\mathbf{i}$ they define the active point set $\mathcal{A}_{\mathbf{i}}$ and the redundant point set $\mathcal{R}_{\mathbf{i}}$. The active point set contains all admissible points associated with the index $\mathbf{i}$ with an error indicator $\gamma_{\mathrm{i}, \mathrm{j}} \geq \epsilon$, and the redundant point set contains all admissible points with an error indicator $\gamma_{\mathrm{i}, \mathrm{j}}<\epsilon$. A point is admissible if one of its $d$ possible ancestors exists in the grids associated with the $\mathbf{i}_{B}$. Jakeman and Roberts employ the error indicator

$$
\begin{equation*}
\gamma_{\mathrm{i}, \mathrm{j}}=\left|v_{\mathrm{l}, \mathrm{i}} \cdot w_{\mathbf{l , i}}\right| \tag{2.68}
\end{equation*}
$$

for each sparse grid point $x_{1, \mathrm{i}}$ where the weights

$$
\begin{equation*}
w_{\mathbf{l}, \mathbf{i}}=\int_{I_{x}} \phi_{\mathbf{i}, \mathbf{j}}(x) d \mu(x) \tag{2.69}
\end{equation*}
$$

can be easily calculated without any extra function evaluations. The point $x_{1, \mathrm{i}}$ is added to the active point set $\mathcal{A}_{\mathbf{i}}$ if $\gamma_{\mathbf{i}, \mathbf{j}} \geq \epsilon$, otherwise it is added to the redundant index set $\mathcal{R}_{\mathbf{i}}$.

Pflüger has implemented a spatially adaptive sparse grid algorithm in the software package SG++ [165]. The libraries are written in C++ and Python using the algorithm and data structures as described in [86]. Documentation and code can be found at http://www5.in. tum.de/SGpp/releases/index.html.

## Chapter 3

## Background Chemistry

### 3.1 Molecules

A molecule is a group of atoms that are chemically bonded together and form when two or more atoms bond by sharing electrons and become connected by attractive forces. Molecules can be made from atoms of the same element (e.g. $\mathrm{O}_{2}$ ) or atoms of different elements (e.g. $\mathrm{H}_{2} \mathrm{O}$ ). A molecule consists of the nuclei of the atoms and electrons, which are described by one-electron wavefunctions called orbitals. Figure 3.1 shows an acrolein molecule $\left(C_{3} H_{4} O\right)$ with and without electron orbitals.


Figure 3.1: An acrolein $\left(C_{3} H_{4} \mathrm{O}\right)$ molecule without electron orbitals (left) and with electron orbitals (right).

The physical arrangement of the atoms within a molecule is called its molecular geometry. Molecular geometry can be specified by the location of the nuclei in Cartesian coordinates,
but it is more useful to describe the geometry via internal coordinates [163]. The three types of internal coordinates are: bond length, bond angle and dihedral angle. A bond length is the distance between two bonded nuclei and is measured by the atomic unit angstroms, $\AA$, where $1 \AA=10^{-10}$ meters. A bond angle is the angle formed by three nuclei connected by two bonds. A dihedral angle, or torsion angle, requires 4 nuclei connected by three bonds and is measured as the angle formed by the projection of the two outer bonds onto the plane perpendicular to the center bond. Bond angles and dihedral angles are measured in degrees. An example of each of these types of coordinates is shown in Figure 3.2. A molecule with $N$ atoms is uniquely


Figure 3.2: Examples of molecular geometry coordinates.
determined by $3 N-6$ coordinates: $N-1$ bond lengths, $N-2$ bond angles and $N-3$ dihedral angles. These coordinates are collected into a table called a Z-matrix.

Example 3.1.0.1. Ethylene Z-matrix. Table 3.1 shows a sample Z-matrix for ethylene, $C_{2} H_{4}$. Row $i$ of the Z-matrix gives the internal coordinates for atom $i$ within the molecule. Atom1, Atom2, and Atom3 are the numbers of previously-specified atoms and are used to define atom $i$ 's position. The position of the atom $i$ is specified by giving the length of the bond connecting Atom1 and atom $i$, the bond angle formed by this bond and the bond connecting Atom1 and Atom2, and the dihedral angle created by the plane containing atom i, Atom2, and Atom3, and the plane containing atom $i$, Atom1, and Atom2.

Table 3.1: Example Z-matrix for Ethylene, $C_{2} H_{4}$.

| Atom | Element | Atom1 | Bond Length | Atom2 | Bond Angle | Atom3 | Dihedral Angle |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | C | - | - | - | - | - | - |
| 2 | C | 1 | $1.3 \AA$ | - | - | - | - |
| 3 | H | 1 | $1.1 \AA$ | 2 | $120^{\circ}$ | - | - |
| 4 | H | 1 | $1.1 \AA$ | 2 | $120^{\circ}$ | 3 | $180^{\circ}$ |
| 5 | H | 2 | $1.1 \AA$ | 1 | $120^{\circ}$ | 3 | $0^{\circ}$ |
| 6 | H | 2 | $1.1 \AA$ | 1 | $120^{\circ}$ | 3 | $180^{\circ}$ |

Figure 3.3 shows the Ethylene molecule as described by the Z-matrix in Table 3.1 and the molecule if we change the last dihedral angle from 180 to 100 degrees.


Figure 3.3: Ethylene as described in Table 3.1 with 180 degree (left) and 100 degree (right) dihedral angle defined by atoms $6,2,1$ and 3 (left).

### 3.2 Quantized Operators

While the Z-matrix contains information about the nuclei of the atoms in a molecule, it does not give any information about the electrons' orbitals. Fortunately, the coordinates within the Z-matrix are sufficient for uniquely determining these orbitals [224]. The orbitals are described by the solutions to the time-independent Schrödinger equation

$$
\begin{equation*}
\hat{H} \psi=E \psi \tag{3.1}
\end{equation*}
$$

where $E$ is the energy, $\psi$ is the wavefunction that completely describes the state of the system, and $\hat{H}$ is the Hamiltonian operator for a molecule of $k$ atoms with $n$ electrons with fixed nuclei. The assumption of fixed nuclei is appropriate since nuclei are much heavier than electrons. Even though the electrons' velocities are greater than the nuclei's, the nuclei's kinetic energy is far greater than surrounding electrons' kinetic energy. Since we are interested in studying the electrons we neglect the nuclei's kinetic energy. This approximation is commonly known as the Born-Oppenheimer Approximation [25] and is central to modern quantum chemistry. The wavefunction $\psi$ gives us a probabilistic description of the system; $|\psi(\mathbf{x})|^{2}$ is the probability density for finding an electron at the coordinates in $\mathbf{x}$. Wavefunctions $\psi$ and energies $E$ that are solutions to Equation 3.1 are eigenfunction/eigenvalue pairs of the operator $\hat{H}$. As a function of geometry $\mathbf{x}, E(\mathbf{x})$ is called the potential energy surface (PES), a concept that will be more thoroughly introduced in Chapter 4.

The Hamiltonian $\hat{H}$ is the sum of the kinetic energy operators for the electrons and potential energy operators that result from particle attraction and repulsion [132]. The kinetic energy operator for a single electron is

$$
\begin{equation*}
\hat{T}=-\frac{h^{2}}{8 \pi^{2} m_{e}} \nabla^{2} \tag{3.2}
\end{equation*}
$$

where $h$ is Planck's constant $\left(6.6 \times 10^{-34} J \cdot s\right), m_{e}$ is the mass of an electron $\left(9.109 \times 10^{-31}\right.$ kg ), and $\nabla$ is the Laplace operator. Defining

$$
\hbar=\frac{h}{2 \pi},
$$

the kinetic energy operator can also be written as

$$
\begin{equation*}
\hat{T}=-\frac{\hbar^{2}}{2 m_{e}} \nabla^{2} . \tag{3.3}
\end{equation*}
$$

Recall that for two electrons separated by a distance $r$, the electric potential energy is given
by

$$
\frac{e^{2}}{4 \pi \epsilon_{0} r}=\frac{e^{\prime 2}}{r}
$$

where $e=1.6 \times 10^{-19} C$ is the charge of a proton, $\epsilon_{0}=8.854 \times 10^{-12} \frac{C^{2}}{N m^{2}}$ is the permittivity of vacuum and $e^{\prime}=\frac{e}{\sqrt{4 \pi \epsilon_{0}}}$. Thus for our system of $k$ nuclei and $n$ electrons the potential energy operator is

$$
\hat{V}=\sum_{i=1}^{k-1} \sum_{j=i+1}^{k} \frac{Z_{i} Z_{j} e^{\prime 2}}{r_{i j}}-\sum_{i=1}^{n} \sum_{j=1}^{k} \frac{Z_{j} e^{\prime 2}}{r_{i j}}+\sum_{i=1}^{n-1} \sum_{j=i+1}^{n} \frac{e^{\prime 2}}{r_{i j}}
$$

where $Z_{j}$ is the number of protons in the $j^{\text {th }}$ nucleus. The first term is the potential energy of the repulsions among the nuclei, the second term is the potential energy of the attractions among the electrons and nuclei and the last term is the potential energy of the repulsions among the electrons. Combining the kinetic and potential energy terms, we have

$$
\begin{equation*}
\hat{H}=\hat{T}+\hat{V}=-\frac{\hbar}{2 m_{e}} \nabla^{2}+\sum_{i=1}^{k-1} \sum_{j=i+1}^{k} \frac{Z_{i} Z_{j} e^{\prime 2}}{r_{i j}}-\sum_{i=1}^{n} \sum_{j=1}^{k} \frac{Z_{j} e^{\prime 2}}{r_{i j}}+\sum_{i=1}^{n-1} \sum_{j=i+1}^{n} \frac{e^{\prime 2}}{r_{i j}} \tag{3.4}
\end{equation*}
$$

As we will see, applying this Hamiltonian $\hat{H}$ to the time-independent Schrödinger equation (Equation 3.1) yields discrete values of the energy $E$. An operator with this property is called a quantized operator. In the following example we will explicitly solve a problem from quantum mechanics to demonstrate this property.

Example 3.2.0.1. Particle in a Box: here we will consider a single particle with mass $m$ in a one-dimensional box where the potential energy is defined as

$$
V(x)= \begin{cases}0 & \text { if } 0 \leq x \leq a \\ \infty & \text { otherwise }\end{cases}
$$

and is depicted in Figure 3.4.
The Hamiltonian for this system is

$$
\hat{H}=-\frac{\hbar^{2}}{2 m} \frac{d^{2}}{d x^{2}}+V(x)
$$

thus our Schrödinger equation for $x \in \mathbb{R}$ is

$$
\begin{equation*}
-\frac{\hbar^{2}}{2 m} \frac{d^{2}}{d x^{2}} \psi(x)+V(x) \psi=E \psi \tag{3.5}
\end{equation*}
$$



Figure 3.4: Potential energy function for a particle in a one-dimensional box.

Taking limits outside of the box, Equation 3.5 becomes

$$
-\frac{\hbar^{2}}{2 m} \frac{d^{2}}{d x^{2}} \psi=(E-\infty) \psi
$$

which implies

$$
\psi=\frac{1}{\infty} \frac{d^{2}}{d x^{2}} \psi
$$

since $E-\infty=-\infty$. From this we can conclude that $\psi(x)=0$ outside of the box, so we only need to solve Equation 3.5 inside the box. For $0 \leq x \leq a$ Equation 3.5 is simplified to

$$
-\frac{\hbar^{2}}{2 m} \psi=E \psi
$$

From [132], general solutions to this type of differential equation are

$$
\psi(x)=c_{1} \cos \left(\frac{\sqrt{2 m E}}{\hbar} x\right)+c_{2} \sin \left(\frac{\sqrt{2 m E}}{\hbar} x\right) .
$$

Since $|\psi(x)|^{2}$ is the probability density for finding the particle at $x \in \mathbb{R}$ and the probability of finding the particle outside the box is zero, our boundary conditions are $\psi(0)=0$ and $\psi(a)=0$. Enforcing these conditions, we find that $c_{1}=0$ and

$$
0=c_{2} \sin \left(\frac{\sqrt{2 m E}}{\hbar} a\right)
$$

Since we are not interested in the trivial solution $\psi(x)=0$, we assume $c_{2} \neq 0$ and thus

$$
\frac{\sqrt{2 m E}}{\hbar} a= \pm n \pi, \quad n=1,2, \ldots
$$

Finally, solving for the energy of the system yields

$$
\begin{equation*}
E=\frac{n^{2} h^{2}}{8 m a^{2}}, \quad n=1,2, \ldots \tag{3.6}
\end{equation*}
$$

To solve for our wavefunction $\psi$, we use the normalization requirement of probability densities to solve for $c_{2}$. This yields

$$
\begin{aligned}
\int_{-\infty}^{\infty}|\psi|^{2} d x & =1 \\
\Rightarrow \int_{0}^{a}\left|c_{2} \sin \left(\frac{n \pi x}{a} x\right)\right|^{2} d x & =1 \\
\Rightarrow c_{2} & =\sqrt{\frac{2}{a}}
\end{aligned}
$$

and thus our wavefunction is

$$
\psi=\sqrt{\frac{2}{a}} \sin \left(\frac{n \pi x}{a}\right), \quad n=1,2 \ldots
$$

Note that $E=0$ is not a solution since it yields the wavefunction $\psi=0$, so $n=0$ is not allowed. Equation 3.6 shows that only discrete values of $E$ are allowed, and these values depend on the so-called quantum number $n$. Therefore the energy of the system is quantized and $\hat{H}$ is a quantized operator. The lowest energy state of a system is called the ground state, and any higher energy state is called an excited state.

### 3.3 Hydrogen Atom

The only chemical systems where a wavefunction may be computed analytically is the family of hydrogen-like ions, or atoms made up of any atomic nucleus and just one electron. Examples include hydrogen itself, $\mathrm{He}^{+}$(helium with one less electron) and $\mathrm{Li}^{2+}$ (lithium with two fewer electrons). We will let $Z$ be the number of protons in the nucleus of an atom. $Z=1$ for hydrogen and $Z=3$ for lithium, for example. The Hamiltonian for a hydrogen-like ion is simplified from Equation 3.4 to

$$
\hat{H}=-\frac{\hbar^{2}}{2 \mu} \nabla^{2}-\frac{Z e^{\prime 2}}{r}
$$

where

$$
\mu=\frac{m_{e} m_{n}}{m_{e}+m_{n}}
$$

is the reduced mass of the atom, $m_{n}$ is the mass of the nucleus, and

$$
e^{\prime}=\frac{e}{\sqrt{4 \pi \epsilon_{0}}}
$$

where again $e=1.6 \times 10^{-19} \mathrm{C}$ is the charge of a single proton. Before solving the Schrödinger equation with this Hamiltonian, we will first introduce another operator that will simply things for us later. In quantum mechanics the square of the orbital-angular-momentum operator $\hat{L}^{2}$ is given by [132]

$$
\hat{L}^{2}=-\hbar^{2}\left(\frac{\partial^{2}}{\partial \theta^{2}}+\cot \theta \frac{\partial}{\partial \theta}+\frac{1}{\sin ^{2} \theta} \frac{\partial^{2}}{\partial \phi^{2}}\right) .
$$

For the purposes of this thesis we only define the operator mathematically and give its eigenfunctions and eigenvalues. We refer the reader to [132] for a more rigorous treatment of orbital-angular-momentum operators. In regards to the eigenvalue problem

$$
\hat{L}^{2} Y(\theta, \phi)=c Y(\theta, \phi),
$$

the eigenvalues are

$$
c=l(l+1) \hbar^{2}, \quad l=0,1,2, \ldots
$$

and eigenfunctions are given by

$$
Y_{l}^{m}(\theta, \phi)=\frac{1}{\sqrt{2 \pi}} S_{l, m}(\theta) e^{i m \phi}
$$

where $S_{l, m}(\theta)$ are associated Legendre functions given by

$$
S_{l, m}(\theta)=\sin ^{|m|} \theta \sum_{j} a_{j} \cos ^{j} \theta
$$

with the coefficients given by the recursion relation

$$
a_{j+2}=\frac{[(j+|m|)(j+|m|+1)-l(l+1)]}{(j+1)(j+2)} a_{j} .
$$

The sum is over even (starting at 0 ) or odd values of $j$ depending on whether $l-|m|$ is even or odd. $a_{0}$ and $a_{1}$ can be found by imposing normalization constraints on the wavefunction. The possible values for the quantum number $m$ are

$$
m=-l,-l+1, \ldots, l-1, l .
$$

The functions $Y_{l}^{m}(\theta, \phi)$ are called spherical harmonics and are the wavefunctions for a quantum two-particle rigid rotor system. In this system, two particles are held at a fixed distance apart from each other and one is allowed to revolve around the other. With the Born-Oppenheimer approximation, this is very much like an electron orbiting around a fixed nucleus.

Now, to solve the Schrödinger equation for the hydrogen-like ions we will reformulate the problem in spherical coordinates. From [132], the Laplacian operator in spherical coordinates is

$$
\nabla^{2}=\frac{\partial^{2}}{\partial r^{2}}+\frac{2}{r} \frac{\partial}{\partial r}-\frac{1}{r^{2} \hbar^{2}} \hat{L}^{2},
$$

so our Hamiltonian becomes

$$
\hat{H}=-\frac{\hbar^{2}}{2 \mu}\left(\frac{\partial^{2}}{\partial r^{2}}+\frac{2}{r} \frac{\partial}{\partial r}\right)+\frac{1}{2 \mu r^{2}} \hat{L}^{2}-\frac{Z e^{\prime 2}}{r} .
$$

Since the potential energy of a Hydrogen atom is a function of $r$ only, the properties of eigenfunctions allow us to write our wavefunction $\psi$ as a spherical harmonic $Y(\theta, \phi)$ multiplied by a radial function $R(r)$,

$$
\psi(r, \theta, \phi)=R(r) Y_{l}^{m}(\theta, \phi)
$$

Applying the Hamiltonian and dividing both sides of the Schrödinger equation by $Y_{l}^{m}(\theta, \phi)$ yields the differential equation

$$
\begin{equation*}
R^{\prime \prime}(r)+\frac{2}{r} R^{\prime}(r)+\left(\frac{2 E}{a e^{\prime 2}}+\frac{2 Z}{a r}-\frac{l(l+1)}{r^{2}}\right) R(r)=0 \tag{3.7}
\end{equation*}
$$

where $a=\hbar^{2} / \mu e^{2}$.
Solving Equation 3.7 is tedious and is omitted here for the sake of simplicity, but it is possible to find an analytic solution. From [132],

$$
R(r)=R_{n l}(r)=r^{l} e^{-Z r / n a} \sum_{j=0}^{n-l-1} b_{j} r^{j},
$$

where the coefficients $b_{j}$ are found by the recursion relation

$$
b_{j+1}=\frac{2 Z}{n a} \frac{j+l+1-n}{(j+1)(j+2 l+2)} b_{j}
$$

where $b_{0}$ can be found by enforcing normalization requirements. Thus the complete hydrogen wavefunctions are

$$
\begin{equation*}
\psi_{n l m}=\frac{1}{\sqrt{2 \pi}} R_{n l}(r) S_{l m}(\theta) e^{i m \phi} \tag{3.8}
\end{equation*}
$$

with quantum numbers $n=1,2, \ldots, l=0,1, \ldots, n-1$, and $m=-l,-l+1, \ldots, l-1, l$. The
associated energies are given by

$$
\begin{equation*}
E=-\frac{Z^{2} \mu e^{\prime 4}}{2 n^{2} \hbar^{2}} \tag{3.9}
\end{equation*}
$$

Finally, note that for any value of $n$ we can have $n$ different values of $l$ and $2 l+1$ values of $m$, implying that each energy level has $n^{2}$ independent wavefunctions. Energy levels that have more than one independent wavefunction are called degenerate.

### 3.4 Spin

To obtain a complete description of atoms and molecules, we must consider an additional property of electrons called spin. Electrons have angular momentum due to their motion just like all other particles from classical mechanics, but they also have an intrinsic spin angular momentum. We must modify our wavefunction for an electron to reflect this property. The spin of an electron has two possible values, $m_{s}=\frac{1}{2}$ (spin "up") and $m_{s}=-\frac{1}{2}$ (spin "down"). The components of the Hamiltonian operator that involve spin do not interact with the spatial variables, so we can separate the one-electron wavefunction as

$$
\psi\left(x, y, z, m_{s}\right)=\psi(x, y, z) g\left(m_{s}\right)
$$

A wavefunction that is the product of a spatial wavefunction and a spin function $g\left(m_{s}\right)$ is called a spin-orbital. Spin functions are commonly denoted

$$
g\left(\frac{1}{2}\right)=\alpha \text { and } g\left(-\frac{1}{2}\right)=\beta .
$$

While spin has no effect on the energy of the system, it does impose additional constraints on the wavefunction due to the requirement of indistinguishability of identical particles in quantum mechanics [132]. The Pauli exclusion principle [162] states that no two electrons can occupy the same spin-orbital. Mathematically, this means that the wavefunction of a system of electrons must be antisymmetric with respect to the interchange of any two electrons. In other words, if we exchange the ordering of any two electrons in our system, the wavefunction must be multiplied by -1 . If we let $q_{i}=\left(x_{i}, y_{i}, z_{i}, m_{s i}\right)$ denote the Cartesian coordinates and spin of the $i^{\text {th }}$ electron, our wavefunctions must satisfy

$$
\hat{P}_{i j} \psi\left(q_{1}, \ldots, q_{n}\right)=-\psi\left(q_{1}, \ldots, q_{n}\right)
$$

where $\hat{P}_{i j}$ is the exchange operator and is defined by

$$
\hat{P}_{i j} f\left(q_{1}, \ldots, q_{i}, \ldots, q_{j}, \ldots, q_{n}\right)=f\left(q_{1}, \ldots, q_{j}, \ldots, q_{i}, \ldots, q_{n}\right) .
$$

This requirement on the wavefunction is called the Pauli exclusion principle [162]. As we will see in the next section, there is a simple way to construct wavefunctions that obey this antisymmetry requirement.

### 3.4.1 Slater Determinants

As we we have just seen, electrons occupy spin-orbitals that can be represented by the product of a spatial function and a spin function. We will denote these spin-orbitals by

$$
\chi(q)=\psi(x, y, z) g\left(m_{s}\right)
$$

where again $q=\left(x, y, z, m_{s}\right)$ is a vector of electron coordinates. Because we have two different values of spin (see Section 3.4), each spatial function $\psi(x, y, z)$ yields two different spin-orbitals, $\chi(q)=\psi(x, y, z) \alpha$ or $\chi(q)=\psi(x, y, z) \beta$.

With this in mind, we can construct an antisymmetric wavefunction by taking a linear combination of spin-orbitals via Slater determinants [195]. A Slater determinant is a determinant of a matrix whose entries are different spin-orbitals. All the elements in a given column of a Slater determinant use the same spin-orbital, whereas elements in the same row all involve the same electron [132]. For an $n$-electron system, the Slater determinant to construct a normalized wavefunction is defined as [206]

$$
\psi\left(q_{1}, \ldots, q_{n}\right)=\frac{1}{\sqrt{n!}}\left|\begin{array}{cccc}
\chi_{1}\left(q_{1}\right) & \chi_{2}\left(q_{1}\right) & \ldots & \chi_{n}\left(q_{1}\right)  \tag{3.10}\\
\chi_{1}\left(q_{2}\right) & \chi_{2}\left(q_{2}\right) & \ldots & \chi_{n}\left(q_{2}\right) \\
\vdots & \vdots & & \vdots \\
\chi_{1}\left(q_{n}\right) & \chi_{2}\left(q_{n}\right) & \ldots & \chi_{n}\left(q_{n}\right)
\end{array}\right| .
$$

One can easily check from the properties of determinants that this construction ensures that our wavefunction will be antisymmetric. Furthermore, if two electrons violated the Pauli exclusion principle by occupying the same spin-orbital, then the two corresponding columns of the matrix would be identical and make the determinant zero.

### 3.5 Calculating Energy

Although only the wavefunction and energy for a single-electron atoms can be solved for analytically, we must approximate solutions to more complicated systems. We will introduce two methods for doing so in this section. First, the variation method assumes a structure for the wavefunction that is dependent on certain parameters and then optimizes over those parameters. Second, perturbation theory splits the Hamiltonian operator into two parts: one that has
a known wavefunction and another that slightly increases the complexity of the Hamiltonian.
Before we proceed we will introduce bracket notation. Following notation from [132], for any operator $\hat{A}$ and any two, possibly complex, functions $f_{m}$ and $f_{n}$ we will use the abbreviation

$$
\int f_{m}^{*} \hat{A} f_{n} d \tau=\left\langle f_{m}\right| \hat{A}\left|f_{n}\right\rangle
$$

where $f_{m}^{*}$ is the complex conjugate of $f_{m}$. In the absence of an operator this notation denotes the standard inner product

$$
\int f_{m}^{*} f_{n} d \tau=\left\langle f_{m} \mid f_{n}\right\rangle
$$

Finally, a linear operator $\hat{A}$ is said to be a Hermitian operator if it satisfies

$$
\begin{equation*}
\left\langle f_{m}\right| \hat{A}\left|f_{n}\right\rangle=\left\langle f_{n}\right| \hat{A}\left|f_{m}\right\rangle^{*} . \tag{3.11}
\end{equation*}
$$

Hamiltonian operators for quantum molecular systems are Hermitian operators. This fact will be useful in proving important results in the following subsections.

### 3.5.1 Variation Method

The first method we will discuss is the variation method. The method seeks to find an optimal wavefunction from a class of trial functions of our choosing. These trial functions usually have the same form but vary continuously with respect to one or more parameters. Before we outline the method, we will state and prove the Variation Theorem, an important result that validates the variation method as a reasonable method for approximating our solution.

Theorem 3.5.1.1. Variation Theorem. Let $\hat{H}$ be a time-independent Hamiltonian with lowest eigenvalue $E_{1}$. Then for any wavefunction $\phi$,

$$
\begin{equation*}
W=\frac{\langle\phi| \hat{H}|\phi\rangle}{\langle\phi \mid \phi\rangle} \geq E_{1} . \tag{3.12}
\end{equation*}
$$

Proof. We will prove the theorem for the case that $\phi$ is normalized. If $\phi$ is not normalized we can multiply $\phi$ by the appropriate constant to normalize it. Let $\left\{\psi_{i}\right\}$ be the complete set of normalized eigenfunctions for $\hat{H}$. Expand our wavefunction $\phi$ in terms of our complete set of eigenfunctions

$$
\begin{equation*}
\phi=\sum_{i} c_{i} \psi_{i} \tag{3.13}
\end{equation*}
$$

Note that since $\phi$ is normalized we have

$$
\begin{aligned}
1 & =\langle\phi \mid \phi\rangle=\left\langle\sum_{i} c_{i} \psi_{i} \mid \sum_{j} c_{j} \psi_{j}\right\rangle \\
& =\sum_{i} \sum_{j} c_{i} c_{j}\left\langle\psi_{i} \mid \psi_{j}\right\rangle \\
& =\sum_{i}\left|c_{i}\right|^{2}
\end{aligned}
$$

Then plugging Equation 3.13 into the left hand side of Equation 3.12 yields

$$
\begin{aligned}
\left\langle\sum_{i} c_{i} \psi_{i}\right| \hat{H}\left|\sum_{j} c_{j} \psi_{j}\right\rangle & =\left\langle\sum_{i} c_{i} \psi_{i} \mid \sum_{j} c_{j} \hat{H} \psi_{j}\right\rangle \\
& =\left\langle\sum_{i} c_{i} \psi_{i} \mid \sum_{j} c_{j} E_{j} \psi_{j}\right\rangle \\
& =\sum_{i} \sum_{j} c_{i}^{*} E_{j} c_{j}\left\langle\psi_{i} \mid \psi_{j}\right\rangle \\
& =\sum_{i}\left|c_{i}\right|^{2} E_{i} \\
& \geq \sum_{i}\left|c_{i}\right|^{2} E_{1}=E_{1}
\end{aligned}
$$

since $E_{1} \leq E_{i}$ for all $i=2,3, \ldots$.
We must be sure that our class of trial functions $\phi$ satisfy any boundary conditions and properties that we would like our solution to satisfy. The simplest use of the Variation Theorem is to make $\phi$ depend on a parameter, $\alpha$, and then minimize

$$
W(\alpha)=\frac{\left\langle\phi_{\alpha}\right| \hat{H}\left|\phi_{\alpha}\right\rangle}{\left\langle\phi_{\alpha} \mid \phi_{\alpha}\right\rangle}
$$

by solving $\frac{d}{d \alpha} W(\alpha)=0$, but a common choice for the form of the test function is a linear combination of linearly independent basis functions $\left\{f_{i}\right\}$,

$$
\phi=\sum_{i=1}^{n} c_{i} f_{i}
$$

This is called the linear variation method [132]. Our goal is to solve for the coefficients $c_{j}$.

Letting $c=\left(c_{1}, \ldots, c_{n}\right)$ first note that

$$
\begin{array}{r}
W(c)=\frac{\langle\phi| \hat{H}|\phi\rangle}{\langle\phi \mid \phi\rangle}=\frac{\sum_{j=1}^{n} \sum_{k=1}^{n} c_{j} c_{k} H_{j k}}{\sum_{j=1}^{n} \sum_{k=1}^{n} c_{j} c_{k} S_{j k}} \\
\Rightarrow W(c) \sum_{j=1}^{n} \sum_{k=1}^{n} c_{j} c_{k} S_{j k}=\sum_{j=1}^{n} \sum_{k=1}^{n} c_{j} c_{k} H_{j k}
\end{array}
$$

where $S_{j k}=\left\langle f_{j} \mid f_{k}\right\rangle$ and $H_{j k}=\left\langle f_{j}\right| \hat{H}\left|f_{k}\right\rangle$. Differentiating both sides with respect to $c_{i}$ yields

$$
\begin{aligned}
\frac{\partial W}{\partial c_{i}} \sum_{j=1}^{n} \sum_{k=1}^{n} c_{j} c_{k} S_{j k}+W \frac{\partial}{\partial c_{i}}\left(\sum_{j=1}^{n} \sum_{k=1}^{n} c_{j} c_{k} S_{j k}\right) & =\frac{\partial}{\partial c_{i}}\left(\sum_{j=1}^{n} \sum_{k=1}^{n} c_{j} c_{k} H_{j k}\right) \\
\Rightarrow \frac{\partial W}{\partial c_{i}} \sum_{j=1}^{n} \sum_{k=1}^{n} c_{j} c_{k} S_{j k}+W \frac{\partial}{\partial c_{i}}\left(\sum_{j=1}^{n} \sum_{k=1}^{n} c_{j} c_{k} S_{j k}\right) & =\frac{\partial}{\partial c_{i}}\left(\sum_{j=1}^{n} \sum_{k=1}^{n} c_{j} c_{k} H_{j k}\right) \\
\Rightarrow \frac{\partial W}{\partial c_{i}} \sum_{j=1}^{n} \sum_{k=1}^{n} c_{j} c_{k} S_{j k}+2 W \sum_{k=1}^{n} c_{k} S_{i k} & =2 \sum_{k=1}^{n} c_{k} H_{i k} \\
\Rightarrow \frac{\partial W}{\partial c_{i}} \sum_{j=1}^{n} \sum_{k=1}^{n} c_{j} c_{k} S_{j k} & =2 \sum_{k=1}^{n}\left[H_{i k}-W S_{i k}\right] c_{k} .
\end{aligned}
$$

Setting $\frac{\partial W}{\partial c_{i}}=0$ for $i=1, \ldots, n$ we conclude that

$$
\sum_{k=1}^{n}\left[H_{i k}-W S_{i k}\right] c_{k}=0
$$

a system of linear homogeneous equations. For there to be a nontrivial solution ( $c_{i} \neq 0$ for some $i$ ), we must ensure

$$
\begin{equation*}
\operatorname{det}\left(H_{i k}-S_{i k} W\right)=0 \tag{3.14}
\end{equation*}
$$

Equation 3.14 is called the secular equation.
To solve this system we expand the determinant and obtain an algebraic equation in terms of $W$ of degree $n$ with coefficients $\alpha_{i}$

$$
\alpha_{0}+\alpha_{1} W+\ldots+\alpha_{n} W^{n}=0 .
$$

Such an equation has $n$ real roots, $W_{1}, \ldots W_{n}$, and we can arrange them such that $W_{1} \leq \ldots \leq$ $W_{n}$. One can show that $W_{i} \geq E_{i}$ for any $i=1, \ldots, n$. In this way we can approximate energies for ground and excited states of molecules. Note, though, that the Variation Theorem only
guarantees that our approximation is greater than or equal to the true energy, it gives no upper bound on the error of our approximation.

We will now demonstrate the variation method by returning to the particle in a box problem.
Example 3.5.1.1. Consider again the particle in a box problem with $V(x)=0$ for $0 \leq x \leq a$. We will attempt to approximate the wavefunction with

$$
\psi(x)=x(a-x) \text { for } 0 \leq x \leq a .
$$

For our choice of trial function Equation 3.12 yields

$$
\begin{aligned}
W & =\frac{\langle\psi| \hat{H}|\psi\rangle}{\langle\psi \mid \psi\rangle} \\
& =\frac{\int_{0}^{a} x(a-x) \frac{-\hbar^{2}}{2 m} \frac{d^{2}}{d x^{2}} x(a-x) d x}{\int_{0}^{a} x^{2}(a-x)^{2} d x} \\
& =\frac{30 \hbar^{2} a^{3}}{6 m a^{5}} \\
& =\frac{5 \hbar^{2}}{m a^{2}} \approx 0.1266515 \frac{h^{2}}{m a^{2}} .
\end{aligned}
$$

The variation theorem guarantees that our approximated energy is greater than or equal to the lowest eigenvalue $E_{1}$ of the particle in a box Hamiltonian. Returning to the particle in a box example, we find that $E_{1}=h^{2} / 8 m a^{2} \approx 0.125 h^{2} / m a^{2}$, thus we have successfully approximated the energy to within $1.3 \%$ error.

### 3.5.2 Perturbation Theory

The second method used to approximate the energy of a system is called perturbation theory. Again, our goal is to solve the time-independent Schrödinger equation

$$
\begin{equation*}
\hat{H} \psi_{n}=E_{n} \psi_{n} \tag{3.15}
\end{equation*}
$$

by finding the eigenfunctions $\psi_{n}$ and eigenvalues $E_{n}$. For perturbation theory we will assume that our Hamiltonian $\hat{H}$ is slightly different from a Hamilton $\hat{H}^{0}$ of an equation we can solve analytically,

$$
\begin{equation*}
\hat{H}^{0} \psi_{n}^{(0)}=E_{n}^{(0)} \psi_{n}^{(0)}, \tag{3.16}
\end{equation*}
$$

which we will refer to as the unperturbed system. We will assume that the eigenvalues of the unperturbed problem are nondegenerate, that is, $E_{n}^{(0)} \neq E_{m}^{(0)}$ for all $n \neq m$. So now our system
in Equation 3.15 only differs from Equation 3.16 by a perturbation, $\hat{H}^{\prime}$. That is,

$$
\begin{equation*}
\hat{H}=\hat{H}^{0}+\hat{H}^{\prime} . \tag{3.17}
\end{equation*}
$$

For perturbation theory we insert a parameter $\lambda \in[0,1]$ into Equation 3.17 to get

$$
\begin{equation*}
\hat{H}=\hat{H}^{0}+\lambda \hat{H}^{\prime} \tag{3.18}
\end{equation*}
$$

By doing this we can vary the perturbation continuously from unperturbed $(\lambda=0)$ to fully perturbed $(\lambda=1)$. The idea of perturbation theory is to approximate a solution to Equation 3.15 by relating $\psi_{n}$ and $E_{n}$ to our known eigenpairs from Equation 3.16.

First we expand our wavefunction, $\psi_{n}$, and energy, $E_{n}$, in a power series about $\lambda$ and evaluate at $\lambda=0$. Letting $\psi_{n}^{(k)}=\left.\frac{1}{k!} \frac{\partial^{k} \psi_{n}}{\partial \lambda^{k}}\right|_{\lambda=0}$ and $E_{n}^{(k)}=\left.\frac{1}{k!} \frac{\partial^{k} E_{n}}{\partial \lambda^{k}}\right|_{\lambda=0}$, this yields

$$
\begin{equation*}
\psi_{n}=\psi_{n}^{(0)}+\lambda \psi_{n}^{(1)}+\lambda^{2} \psi_{n}^{(2)}+\ldots \tag{3.19}
\end{equation*}
$$

and

$$
\begin{equation*}
E_{n}=E_{n}^{(0)}+\lambda E_{n}^{(1)}+\lambda^{2} E_{n}^{(2)}+\ldots \tag{3.20}
\end{equation*}
$$

We assume the perturbation is small and the two series converge. Note that $\psi_{n}$ and $E_{n}$ are unknown, so we will use a nearby problem whose solution is known to approximate the wavefunction and energy.

Assume that we have orthonormal wavefunctions $\left\{\psi_{n}^{0}\right\}$ and corresponding energies $\left\{E_{n}^{0}\right\}$ to the zeroth order Schrödinger equation

$$
\hat{H}^{0} \psi_{n}^{0}=E_{n}^{0} \psi_{n}^{0} .
$$

Further assume that the $\psi_{n}$ satisfy the intermediate normalization condition

$$
\left\langle\psi_{n}^{(0)} \mid \psi_{n}\right\rangle=1
$$

which with Equation 3.19 implies that

$$
\left\langle\psi_{n}^{(0)} \mid \psi_{n}^{(i)}\right\rangle=0
$$

for any $i \geq 1$. Now, substituting Equations 3.18, 3.19 and 3.20 into Equation 3.1, we have

$$
\begin{aligned}
\left(\hat{H}^{0}+\lambda \hat{H}^{\prime}\right)\left(\psi_{n}^{(0)}+\lambda \psi_{n}^{(1)}+\right. & \left.\lambda^{2} \psi_{n}^{(2)}+\ldots\right) \\
& = \\
& \left(E_{n}^{0}+\lambda E_{n}^{(1)}+\lambda^{2} E_{n}^{(2)}+\ldots\right)\left(\psi_{n}^{(0)}+\lambda \psi_{n}^{(1)}+\lambda^{2} \psi_{n}^{(2)}+\ldots\right) .
\end{aligned}
$$

Operating and combining terms with like powers of $\lambda$ yields

$$
\begin{align*}
\hat{H}^{0} \psi_{n}^{(0)} & =E_{n}^{0} \psi_{n}^{(0)} \\
\hat{H}^{0} \psi_{n}^{(1)}+\hat{H}^{\prime} \psi_{n}^{(0)} & =E_{n}^{(0)} \psi_{n}^{(1)}+E_{n}^{(1)} \psi_{n}^{(0)},  \tag{3.21}\\
& \vdots
\end{align*}
$$

We now multiply Equation 3.21 by $\psi_{m}^{(0) *}$, rearrange and integrate to get

$$
\begin{equation*}
\left\langle\psi_{m}^{(0)}\right| \hat{H}^{0}\left|\psi_{n}^{(1)}\right\rangle-E_{n}^{(0)}\left\langle\psi_{m}^{(0)} \mid \psi_{n}^{(1)}\right\rangle=E_{n}^{(1)}\left\langle\psi_{m}^{(0)} \mid \psi_{n}^{(0)}\right\rangle-\left\langle\psi_{m}^{(0)}\right| \hat{H}^{\prime}\left|\psi_{n}^{(0)}\right\rangle . \tag{3.22}
\end{equation*}
$$

The fact that $\hat{H}^{0}$ is a Hermitian operator allows us to rewrite the first term of Equation 3.22 as

$$
\left\langle\psi_{m}^{(0)}\right| \hat{H}^{0}\left|\psi_{n}^{(1)}\right\rangle=E_{m}^{(0)}\left\langle\psi_{m}^{(0)} \mid \psi_{n}^{(1)}\right\rangle .
$$

This implies

$$
\begin{equation*}
\left(E_{m}^{(0)}-E_{n}^{(0)}\right)\left\langle\psi_{m}^{(0)} \mid \psi_{n}^{(1)}\right\rangle=E_{n}^{(1)} \delta_{m n}-\left\langle\psi_{m}^{(0)}\right| \hat{H}^{\prime}\left|\psi_{n}^{(0)}\right\rangle \tag{3.23}
\end{equation*}
$$

and thus

$$
E_{n}^{(1)}=\left\langle\psi_{n}^{(0)}\right| \hat{H}^{\prime}\left|\psi_{n}^{(0)}\right\rangle
$$

To find $\psi_{n}^{(1)}$ we use our set of known solutions $\left\{\psi_{n}^{(0)}\right\}$ to expand

$$
\psi_{n}^{(1)}=\sum_{m} a_{m} \psi_{m}^{(0)}
$$

where $a_{m}=\left\langle\psi_{m}^{0} \mid \psi_{n}^{(1)}\right\rangle$. For $m \neq n$ Equation 3.23 becomes

$$
\left(E_{m}^{(0)}-E_{n}^{(0)}\right)\left\langle\psi_{m}^{(0)} \mid \psi_{n}^{(1)}\right\rangle=-\left\langle\psi_{m}^{(0)}\right| \hat{H}^{\prime}\left|\psi_{n}^{(0)}\right\rangle .
$$

Substituting in our expansion for $\psi_{n}^{(1)}$ yields

$$
\left(E_{m}^{(0)}-E_{n}^{(0)}\right) a_{m}=-\left\langle\psi_{m}^{(0)}\right| \hat{H}^{\prime}\left|\psi_{n}^{(0)}\right\rangle .
$$

Since we assumed that the energy levels were nondegenerate we are assured that $E_{m}^{(0)}-E_{n}^{(0)} \neq 0$ and we can safely write

$$
a_{m}=\frac{\left\langle\psi_{m}^{(0)}\right| \hat{H}^{\prime}\left|\psi_{n}^{(0)}\right\rangle}{E_{n}^{(0)}-E_{m}^{(0)}}
$$

Thus the first-order correction to the wavefunction is

$$
\psi_{n}^{(1)}=\sum_{m \neq n} \frac{\left\langle\psi_{m}^{(0)}\right| \hat{H}^{\prime}\left|\psi_{n}^{(0)}\right\rangle}{E_{n}^{(0)}-E_{m}^{(0)}} \psi_{m}^{(0)}
$$

and

$$
\psi_{n} \approx \psi_{n}^{(0)}+\sum_{m \neq n} \frac{\left\langle\psi_{m}^{(0)}\right| \hat{H}^{\prime}\left|\psi_{n}^{(0)}\right\rangle}{E_{n}^{(0)}-E_{m}^{(0)}} \psi_{m}^{(0)}
$$

Degenerate levels of energy require some special care but are not discussed here. It should also be noted that it is possible to solve for higher-order energy and wavefunction corrections but the process is tedious. Since we assume our perturbations are small, it is usually sufficient to include only the first order corrections.

### 3.5.3 Hartree-Fock Self-Consistent Field Method

The Hartree-Fock method [177] is an application of the variation method which separates the inner product $\langle\psi| \hat{H}|\psi\rangle$ by electronic interactions. We will first introduce the Hartree self-consistent-field (SCF) method as discussed in detail by Blinder in [22].

Recall that the Hamiltonian operator for an $n$-electron atom is

$$
\hat{H}=-\frac{\hbar^{2}}{2 m_{e}} \sum_{i=1}^{n} \nabla_{i}^{2}-\sum_{i=1}^{n} \frac{Z e^{\prime 2}}{r_{i}}+\sum_{i=1}^{n-1} \sum_{j=i+1}^{n} \frac{e^{\prime 2}}{r_{i j}}
$$

where the first sum is the kinetic energy operators, the second sum is the potential energy for the attractions between the electrons and the nucleus of charge $Z e^{\prime}$ and the last sum is the potential energy of the inter-electronic repulsions. Note that this Hamiltonian is still incomplete since we do not account for spin-orbit and other interactions. Applying the perturbation method yields a zeroth-order wavefunction that is a product of $n$ one-electron spin-orbitals

$$
\psi^{(0)}=\prod_{i=1}^{n} f_{i}\left(r_{i}, \theta_{i}, \phi_{i}\right)
$$

where each $f$ is a hydrogen-like orbital of the form of Equation 3.8. This wavefunction, however, is quantitatively inaccurate for complex systems [132]. We can get a better approximation by using a variation function without restricting ourselves to any particular form of orbitals. We can take

$$
\phi=\prod_{i=1}^{n} g_{i}\left(r_{i}, \theta_{i}, \phi_{i}\right)
$$

and look for the functions $g_{i}$ that minimize the variational integral given in Equation 3.12.
The method for determining the $g_{i}$ 's is called the Hartree self-consistent-field method and is outlined as follows. First, we guess a product wavefunction

$$
\phi_{0}=\prod_{i=1}^{n} s_{i}\left(r_{i}, \theta_{i}, \phi_{i}\right)
$$

where each $s_{i}$ is a normalized function $R(r)$ multiplied by a spherical harmonic $Y(\theta, \phi)$ (see Section 3.3). We now average out the instantaneous interactions between electron 1 and all other electrons, which we assume are homogonized to form a fixed distribution of electric charge through which electron 1 moves. The potential energy for such an interaction is

$$
\bar{V}_{1}\left(r_{1}, \theta_{1}, \phi_{1}\right)=\sum_{j=2}^{n} e^{\prime 2} \int \frac{\left|s_{j}\right|^{2}}{r_{1 j}} d v_{j}-\frac{Z e^{\prime 2}}{r_{1}} .
$$

We also make use of the central-field approximation, which assumes that the effective potential acting on an electron in an atom can be adequately approximated by a function of $r$ only. With this assumption, the resulting potential energy of this interaction is given by [132] to be

$$
V_{1}\left(r_{1}\right)=\frac{\int_{0}^{2 \pi} \int_{0}^{\pi} \bar{V}_{1}\left(r_{1}, \theta_{1}, \phi_{1}\right) \sin \theta_{1} d \theta_{1} d \phi_{1}}{\int_{0}^{2 \pi} \int_{0}^{\pi} \sin \theta d \theta d \phi}
$$

We then plug this potential energy into a one-electron Schrödinger equation

$$
\begin{equation*}
\left[-\frac{\hbar^{2}}{2 m_{e}} \nabla_{1}^{2}+V_{1}\left(r_{r}\right)\right] t_{1}(1)=\epsilon_{1} t_{1}(1) \tag{3.24}
\end{equation*}
$$

and solve for $t_{1}(1)$, an improved orbital for electron 1 . We get a set of solutions that are products of a spherical harmonic and radial factor, and we choose the solution that corresponds to the orbital we are improving. We then iterate through the rest of the $n$ electrons, regarding them as moving in a charge cloud density due to the other electrons and use the improved orbitals as we go. Once we have repeated this process for all $n$ electrons, we repeat the entire process until we are satisfied with the quality of our orbitals. In the end we will have orbitals $g_{i}(i)$ and energies $\epsilon_{i}$. The energy approximation for the system is

$$
E=\sum_{i} \epsilon_{i}-\sum_{i} \sum_{j>i}\left\langle g_{i}(i) g_{i}(i)\right| \frac{e^{\prime 2}}{r_{i j}}\left|g_{j}(j) g_{j}(j)\right\rangle .
$$

Recalling that Hartree's method does not account for spin, The Hartree-Fock SCF method is similar to the Hartree SCF method but uses antisymmetrized spin-orbitals via Slater deter-
minants (see Section 3.4.1) to include spin explicitly in the wavefunction. The method solves

$$
\hat{F} u_{i}=\epsilon_{i} u_{i}
$$

where $u_{i}$ is the $i^{\text {th }}$ spin-orbital and the Fock operator $\hat{F}$ is similar to the operator in Equation 3.24 but includes some extra terms. $\epsilon_{i}$ is the orbital energy of $u_{i}$. As proposed by Roothaan in [177], the Hartree-Fock orbitals are written as linear combinations of a set $\left\{\chi_{j}\right\}$ of basis functions

$$
g_{i}=\sum_{j} c_{j i} \chi_{j}
$$

where the $c_{j i}$ 's are found by the SCF iterative process and minimize the energy of the system. A Hartree-Fock SCF calculation for a many-electron atom requires a great deal of computation, but one can get very accurate results with astutely chosen basis functions, the subject of the next section.

### 3.5.4 Basis Sets

In performing ab initio computational chemistry calculations the choice of basis set plays a significant role in the accuracy of the results. Recalling from the previous section that molecular orbitals $g_{i}$ are represented as a linear combination of basis functions $g_{i}=\sum_{j} c_{j i} \chi_{j}$, in this section we describe some popular choices for the basis set $\left\{\chi_{j}\right\}$. As we will see, an understanding of the molecular system in question is the first step towards choosing an appropriate basis set. Two large families of basis sets are built off of the so-called Slater-type orbitals (STOs) and Gaussian-type functions (GTFs).

Originally proposed by Slater in 1930, an STO centered on atom $a$ has the form

$$
\begin{equation*}
\chi^{S T O}=N r_{a}^{n-1} e^{-\zeta r_{a}} Y_{l}^{m}\left(\theta_{a}, \phi_{a}\right) \tag{3.25}
\end{equation*}
$$

with quantum numbers $n, l$, and $m$ [196]. The function $Y_{l}^{m}\left(\theta_{a}, \phi_{a}\right)$ is a spherical harmonic as defined in Equation 3.3, the parameter $\zeta$ is called the orbital exponent, and $N$ is a normalization constant. The simplest of STO basis sets is called the minimal basis set and consists of one STO for each inner shell and valence shell atomic orbital of each atom. The size of the basis set can be increased by increasing the number of STO's per atomic orbital. For example, a double-zeta basis set refers to a minimal basis set that replaces each STO by two STO's that have different orbital exponents, and analogously a triple-zeta basis replaces each STO by three STO's with different orbital exponents.

Valence shell electrons, or electrons in the outermost shell, play an important role in molecular bonding, so one may wish to use more basis functions to describe these orbitals. A split-
valence basis set uses two or more STO's for each valence atomic orbital but only one STO for each inner orbital. To account for atomic orbital polarization, basis functions whose $l$ quantum numbers are greater than the maximum $l$ of the valence shell can be added to the basis set. Adding polarization functions allows the atomic orbitals to vary and shifts the charge density away from the nuclei and into the bonding regions within the molecule [132]. For situations where there is a significant electron density at large distances from nuclei, one can add diffuse functions, or functions with a very small orbital exponent, to the basis set. SCF calculations on moderately sized molecules can use anywhere to 40 to 400 basis functions, which consequently produce 300000 to $3 \times 10^{9}$ electron-repulsion integrals, the evaluations of which are very time-consuming [132].

The other family of basis sets use Gaussian-type functions as their building block, and were first proposed by Boys in 1950 to speed up molecular integral evaluation [29]. A cartesian Gaussian, or primitive Gaussian, centered on atom $a$ at $\left(x_{a}, y_{a}, z_{a}\right)$ is defined as

$$
\begin{equation*}
\chi^{P G}=N x_{a}^{i} y_{a}^{j} z_{a}^{k} e^{-\alpha r_{a}^{2}} \tag{3.26}
\end{equation*}
$$

where $i, j, k \in \mathbb{Z}^{+}, \alpha$ is a positive orbital exponent, and $N$ is again a normalizing constant. Since a single Gaussian function gives a poor representation of an atomic orbital for small values of $r_{a}$, in practice one forms each basis function by taking a normalized linear combination of GTFs. Such a basis function is called a contracted Gaussian-type function (CGTF) and has the form

$$
\begin{equation*}
\chi^{C G}=\sum_{i} \beta_{i} \chi_{i}^{P G} \tag{3.27}
\end{equation*}
$$

Creating a basis set in this way increases the number of integral evaluations during the SCF procedure, but Gaussian integrals require much less computational cost than Slater integrals [132]. Usually, each $\chi_{i}^{P G}$ is held fixed and only the $\beta_{i}$ 's are varied during the SCF variational procedure, reducing the number of parameters to be optimized and thus further reducing the computational cost. Furthermore, CGTF basis sets can be modified in the same vein as STO basis sets and are the most widely used for ab initio molecular calculations because of they are less computationally expensive than STO basis sets.

This work makes frequent use of the $6-31 \mathrm{G}$ split valence basis set, which uses six primitive Gaussians in each inner-shell CGTF and uses one CGTF with three primitives and one Gaussian with one primitive in each valence-shell orbital. This basis set is named using notation from [56], where split-valence basis sets are denoted X-YZG. X is the number of primitive Gaussians used for each inner-shell CGTF. The valence-shell orbitals are described by two CGTF functions made with Y and Z primitive Guassians, respectively. The $6-31 \mathrm{G}$ basis set can be modified to include polarization functions on heavy atoms by adding "*" and diffusion functions on heavy
atoms by adding " + ". For example, the $6-31+\mathrm{G}^{*}$ basis set is the $6-31 \mathrm{G}$ basis set supplemented by both diffuse and polarization functions. Two asterisks or two plus signs denote that the corresponding functions are also added to the light atoms: hydrogen and helium. Clearly, larger basis sets yield more accurate results but take more computation time. There is a vast number of basis sets to choose from when performing ab initio calculations. Many of the most commonly used basis sets and their corresponding literature references can be found at the Environmental Molecular Sciences Laboratory Gaussian Basis Set Exchange website (bse.pnl.gov/bse/portal).

### 3.5.5 Density Functional Theory

We now introduce a completely different method to calculate energy that is based on the fact that all information about a given system can be described by the electron density. For a system with $N$ electrons, the electron density, $\rho(\bar{r})$, is defined as

$$
\begin{equation*}
\rho(\bar{r})=N \int \ldots \int\left|\Psi\left(\bar{x}_{1}, \ldots, \bar{x}_{N}\right)\right|^{2} d s_{1} d \bar{x}_{2} \ldots d \bar{x}_{N} \tag{3.28}
\end{equation*}
$$

and determines the probability of finding any of the $N$ electrons with arbitrary spin within the specified volume $d \bar{r}_{1}$ while the other $N-1$ electrons have arbitrary positions and spin in the state represented by $\Psi$.

Density functional theory (DFT) was given a firm theoretical foundation by Hohenberg and Kohn in 1964 [107], in which they prove two theorems that lay the foundation for the theory. The first Hohenberg-Kohn theorem states that the external potential energy is, to within a constant, a unique functional of the electron density. Furthermore, this potential energy uniquely determines the Hamiltonian operator and thus all properties of the system. This allows one to write the ground state energy as a functional of the true electron density $\rho_{0}$,

$$
\begin{aligned}
E_{0}\left[\rho_{0}\right] & =T\left[\rho_{0}\right]+V_{e e}\left[\rho_{0}\right]+V_{N e}\left[\rho_{0}\right] \\
& =T\left[\rho_{0}\right]+E_{e e}\left[\rho_{0}\right]+\int \rho_{0}(\bar{r}) V_{N e} d \bar{r}
\end{aligned}
$$

where we split the energy into three parts: kinetic energy, electron-electron potential energy, and nuclei-electron potential energy. From this we define the Hohenberg-Kohn functional $F_{H K}\left[\rho_{0}\right]$ and write

$$
\begin{equation*}
E_{0}\left[\rho_{0}\right]=F_{H K}\left[\rho_{0}\right]+\int \rho_{0}(\bar{r}) V_{N e} d \bar{r} . \tag{3.29}
\end{equation*}
$$

It is important to note that the exact form of this functional that produces the correct ground state energy has not been determined. However, it does exist, and advances in density functional theory rely on developing functionals that satisfactorily approximate the true functional.

The second Hohenberg-Kohn theorem states that $F_{H K}[\rho]$ gives the lowest energy if and
only if the input density is the true ground state density, $\rho_{0}$. Recalling the variation principle introduced in Section 3.5.1, this means that for any trial density $\tilde{\rho}(\bar{r})$ the energy obtained from the functional in Equation 3.29 is an upper bound to the true ground state energy $E_{0}$. This theorem only applies to the exact functional, and since we are forced to approximate this functional, one should be careful interpreting energies calculated from density functional theory methods. In the Hartree-Fock approximation the variation principle holds for all wavefunctions, but this is not the case for density functional theory and all functionals.

## The Kohn-Sham Method

In 1965 Kohn and Sham developed a method for finding the density $\rho_{0}$ and ground state energy $E_{0}$ in [126]. They employ what is called a noninteracting system, often denoted by the subscript $s$, of $N$ noninteracting electrons that each experience the same external potential energy function $V_{s}\left(\bar{r}_{i}\right)$. This potential energy function is chosen to make the ground state electron probability density $\rho_{s}(\bar{r})$ of this fictitious system equal to the exact ground state electron density $\rho_{0}(\bar{r})$. Using notation from [125], the Hamiltonian for the noninteracting system is

$$
\begin{equation*}
\hat{H}_{s}=\sum_{i=1}^{N}\left[-\frac{1}{2} \nabla_{i}^{2}+v_{s}\left(\bar{r}_{i}\right)\right]=\sum_{i=1}^{N} \hat{h}_{i}^{K S} \tag{3.30}
\end{equation*}
$$

The Kohn-Sham reference system can be related to the real system via

$$
\begin{equation*}
\hat{H}_{\lambda}=\hat{T}+\sum_{i=1}^{N} v_{\lambda}\left(\bar{r}_{i}\right)+\lambda \hat{V}_{e e} \tag{3.31}
\end{equation*}
$$

where the $\lambda \in[0,1]$ and $v_{\lambda}$ is defined as the external potential that will make the ground state electron density of the $\lambda$-system equal to that of the real molecule's ground state [125]. Note that for $\lambda=0$ we have the noninteracting system and for $\lambda=1$ we have the real system. The ground state wave function $\psi_{s, 0}$ is the Slater determinant of the Kohn-Sham spin orbitals $u_{i}^{K S}=\theta_{i}^{K S} \sigma_{i}$ and each spatial part $\theta_{i}^{K S}$ satisfies

$$
\begin{equation*}
\hat{h}_{i}^{K S} \theta_{i}^{K S}=\epsilon_{i}^{K S} \theta_{i}^{K S} \tag{3.32}
\end{equation*}
$$

where the $\epsilon_{i}^{K S}$ 's are the Kohn-Sham orbital energies.
For simplicity we shall henceforth drop the subscript from $\rho_{0}$ and refer to the exact electron density as $\rho$. Kohn and Sham defined the functionals

$$
\begin{equation*}
\Delta T[\rho]=T[\rho]-T_{s}[\rho] \tag{3.33}
\end{equation*}
$$

and

$$
\begin{equation*}
\Delta V_{e e}[\rho]=V_{e e}[\rho]-\frac{1}{2} \iint \frac{\rho\left(\bar{r}_{1}\right) \rho\left(\bar{r}_{2}\right)}{r_{12}} d \bar{r}_{1} d \bar{r}_{2} \tag{3.34}
\end{equation*}
$$

to quantify the differences in the average ground state electronic kinetic energy and electronelectron potential energy between the molecule and the reference system of noninteracting electrons. The sum of these two functionals is called the exchange-correlation energy functional and is defined as

$$
\begin{equation*}
E_{x c}[\rho]=\Delta T[\rho]+\Delta V_{e e}[\rho] . \tag{3.35}
\end{equation*}
$$

We can now rewrite Equation 3.29 as

$$
\begin{equation*}
E_{0}[\rho]=\int \rho(\bar{r}) V_{N e}(\bar{r}) d \bar{r}+T_{s}[\rho]+\frac{1}{2} \iint \frac{\rho\left(\bar{r}_{1}\right) \rho\left(\bar{r}_{2}\right)}{r_{12}} d \bar{r}_{1} d \bar{r}_{2}+E_{x c}[\rho] . \tag{3.36}
\end{equation*}
$$

The first three terms of Equation 3.36 are relatively easy to evaluate given the density $\rho$. The exchange-correlation term $E_{x c}[\rho]$, however, is not and is the key to accurate Kohn-Sham DFT methods [132]. The true form of $E_{x c}[\rho]$ is not known and various approximations have been proposed (see [160] for details). In this work we make use of the popular B3LYP (Becke, threeparameter, Lee-Yang-Parr) method which uses a combination of functionals from Becke [16] and Lee, Yang, and Parr [130].

Since the noninteracting system is defined to have the same electron density as the ground state of the molecule, we have that $\rho_{s}=\rho$. Thus, as shown in [132], the ground state electron density can be expressed can be expressed in terms of the Kohn-Sham spatial orbitals as

$$
\begin{equation*}
\rho=\sum_{i=1}^{N}\left|\theta_{i}^{K S}\right|^{2} \tag{3.37}
\end{equation*}
$$

The Kohn-Sham orbitals are found via a process similar to the method used to find the HartreeFock orbitals [160]. Once we have found the appropriate Kohn-Sham orbitals and a sufficient approximation to the exchange-correlation energy functional, we can calculate our approximation to the ground state energy $E_{0}$. One can calculate excited state energies via the time-dependent DFT method, a method first proposed by Runge and Gross in [178]. Finally, we note that we have only scratched the surface of density functional theory, as it is the subject of current and ongoing research. Excellent reviews of the theory can be found in [160] and [125].

### 3.6 Geometry Optimization

The equilibrium geometry of a molecule corresponds to the nuclear arrangement that minimizes the molecular electronic potential energy. Using the methods presented in the previous Section,
we can now compute the energy of a molecule for any molecular geometry with coordinates $p$. A molecule will conform to minimize its energy in any quantum state $n$, thus

$$
\hat{E}_{n}=\min _{p} E_{n}(p)
$$

This optimization can be performed with the computational chemistry software Gaussian 09 [72] using the Berny optimization algorithm, which is based on an algorithm developed by Schlegel in [182]. Schlegel's algorithm is a variation of Pulay mixing [171], a quasi-Newton method that constructs the consecutive iterates using a linear combination of potential solutions. Quasi-Newton methods are Newton optimization methods that use an approximate Hessian $H_{c}$ instead of an analytic one, and updates $H_{c}$ as the iterative optimization proceeds. At each iterate $x_{c}$ quasi-Newton methods

1. Compute the Newton step $d=-H_{c}^{-1} \nabla f\left(x_{c}\right)$,
2. Compute the next iterate $x_{+}=x_{c}+\lambda d$, where $\lambda$ is a step length parameter,
3. Update $H_{c}$ to $H_{+}$.

Newton methods can be difficult to implement because of the unavailability or cost of a gradient $\nabla f\left(x_{c}\right)$ and/or Hessian $H_{c}$. For $E_{n}(p)$, however, it is possible to compute an analytic gradient, $\nabla E_{n}(p)$, and even an analytic Hessian. In the following subsection, we derive an expression for the gradient of the energy. While analytic Hessians are possible, the default option within the Berny optimization algorithm is to use a finite difference Hessian [72].

### 3.6.1 Energy Gradient

One of the greatest advances in computational chemistry was the analytic expression for the gradient of the energy of a system, which can be obtained via the Hellmann-Feynman theorem [105, 69]. Before deriving the analytic expression for the gradient, we present and prove the Hellman-Feynman theorem.

Theorem 3.6.1.1. Hellman-Feynman Theorem: For any energy state n,

$$
\begin{equation*}
\frac{\partial E_{n}}{\partial \lambda}=\left\langle\psi_{n}(\lambda)\right| \frac{\partial \hat{H}}{\partial \lambda}\left|\psi_{n}(\lambda)\right\rangle \tag{3.38}
\end{equation*}
$$

where $\psi_{n}, E_{n}$ and $\hat{H}$ all depend parametrically on $\lambda$.
Proof. Consider the Schrödinger equation with normalized eigenfunctions. Because of normal-
ization and assuming well-behavedness of our integrand,

$$
\begin{aligned}
E_{n} & =\int \psi_{n}^{*} \hat{H} \psi_{n} d \tau \\
\Rightarrow \frac{\partial E_{n}}{\partial \lambda} & =\frac{\partial}{\partial \lambda} \int \psi_{n}^{*} \hat{H} \psi_{n} d \tau \\
& =\int \frac{\partial \psi_{n}^{*}}{\partial \lambda} \hat{H} \psi_{n} d \tau+\int \psi_{n}^{*} \frac{\partial}{\partial \lambda}\left(\hat{H} \psi_{n}\right) d \tau
\end{aligned}
$$

Noting that

$$
\frac{\partial}{\partial \lambda}\left(\hat{H} \psi_{n}\right)=\frac{\partial \hat{H}}{\partial \lambda} \psi_{n}+\hat{H} \frac{\partial \psi_{n}}{\partial \lambda}
$$

we can write

$$
\frac{\partial E_{n}}{\partial \lambda}=\int \frac{\partial \psi_{n}^{*}}{\partial \lambda} \hat{H} \psi_{n} d \tau+\int \psi_{n}^{*} \frac{\partial \hat{H}}{\partial \lambda} \psi_{n} d \tau+\int \psi_{n}^{*} \hat{H} \frac{\partial \psi_{n}}{\partial \lambda} d \tau
$$

Evaluating the first term using the Schrödinger equation and the fact that the Hamiltonian is Hermitian yields

$$
\begin{aligned}
\frac{\partial E_{n}}{\partial \lambda} & =E \int \frac{\partial \psi_{n}^{*}}{\partial \lambda} \psi_{n} d \tau+\int \psi_{n}^{*} \frac{\partial \hat{H}}{\partial \lambda} \psi_{n} d \tau+\int \frac{\partial \psi_{n}}{\partial \lambda}\left(\hat{H} \psi_{n}\right)^{*} d \tau \\
& =E \int \frac{\partial \psi_{n}^{*}}{\partial \lambda} \psi_{n} d \tau+\int \psi_{n}^{*} \frac{\partial \hat{H}}{\partial \lambda} \psi_{n} d \tau+E \int \psi_{n}^{*} \frac{\partial \psi_{n}}{\partial \lambda} d \tau \\
& =E \int\left(\frac{\partial \psi_{n}^{*}}{\partial \lambda} \psi_{n}+\psi_{n}^{*} \frac{\partial \psi_{n}}{\partial \lambda}\right) d \tau+\int \psi_{n}^{*} \frac{\partial \hat{H}}{\partial \lambda} \psi_{n} d \tau \\
& =E \frac{\partial}{\partial \lambda} \int \psi_{n}^{*} \psi_{n} d \tau+\int \psi_{n}^{*} \frac{\partial \hat{H}}{\partial \lambda} \psi_{n} d \tau \\
& =0+\int \psi_{n}^{*} \frac{\partial \hat{H}}{\partial \lambda} \psi_{n} d \tau
\end{aligned}
$$

since

$$
\begin{aligned}
\int \psi_{n}^{*} \psi_{d} \tau & =1 \\
\Rightarrow \frac{\partial}{\partial \lambda} \int \psi_{n}^{*} \psi_{d} \tau & =0 .
\end{aligned}
$$

To compute one component of the energy gradient we will take $\lambda=x_{p}$ to be one of the Cartesian coordinates specifying molecular geometry.

For a system of $k$ atoms and $n$ electrons the Hamiltonian is

$$
\hat{H}=-\frac{\hbar}{2 m} \sum_{i=1}^{n} \nabla_{i}^{2}-\sum_{i=1}^{n} \sum_{j=1}^{k} \frac{Z_{j}}{r_{i j}}+\sum_{i=1}^{n-1} \sum_{j=i+1}^{n} \frac{1}{r_{i j}}+\sum_{i=1}^{k-1} \sum_{j=i+1}^{k} \frac{Z_{i} Z_{j}}{r_{i j}} .
$$

Differentiating with respect to $\lambda$ yields

$$
\frac{\partial \hat{H}}{\partial \lambda}=-\frac{\partial}{\partial \lambda} \frac{\hbar}{2 m} \sum_{i=1}^{n} \nabla_{i}^{2}-\frac{\partial}{\partial \lambda} \sum_{i=1}^{n} \sum_{j=1}^{k} \frac{Z_{j}}{r_{i j}}+\frac{\partial}{\partial \lambda} \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} \frac{1}{r_{i j}}+\frac{\partial}{\partial \lambda} \sum_{i=1}^{k-1} \sum_{j=i+1}^{k} \frac{Z_{i} Z_{j}}{r_{i j}} .
$$

Since the first and third terms do not depend on $\lambda$ we have

$$
\begin{aligned}
\frac{\partial \hat{H}}{\partial \lambda} & =-\frac{\partial}{\partial \lambda} \sum_{i=1}^{n} \sum_{j=1}^{k} \frac{Z_{j}}{r_{i j}}+\frac{\partial}{\partial \lambda} \sum_{i=1}^{k-1} \sum_{j=i+1}^{k} \frac{Z_{i} Z_{j}}{r_{i j}} \\
& =-Z_{p} \sum_{i=1}^{n} \frac{x_{i}-x_{p}}{r_{i p}^{3}}+Z_{p} \sum_{i \neq p}^{k} \frac{Z_{i}\left(x_{i}-x_{p}\right)}{r_{i j}^{3}},
\end{aligned}
$$

and thus we can write the partial derivative of the wavefunction with respect to $\lambda$ as

$$
\frac{\partial E_{n}}{\partial \lambda}=\left\langle\psi_{n}(\lambda)\right|-Z_{p} \sum_{i=1}^{n} \frac{x_{i}-x_{p}}{r_{i p}^{3}}+Z_{p} \sum_{i \neq p}^{k} \frac{Z_{i}\left(x_{i}-x_{p}\right)}{r_{i j}^{3}}\left|\psi_{n}(\lambda)\right\rangle .
$$

Now that we have an expression for the gradient, we will outline Pulay mixing [171], the method that motivated the Berny optimization algorithm.

### 3.6.2 Pulay Mixing

At the heart of Gaussian 09's optimization algorithm is a method called direct inversion of the iterative subspace (DIIS), also known as Pulay mixing [171] and closely related to Anderson acceleration [4]. Our goal is to solve the optimization problem

$$
\min E\left(p_{1}, \ldots, p_{n}\right)
$$

with respect to parameters or coordinates $p_{k}$ for $k=1, \ldots, n$. Pulay mixing begins with a set of coordinates, $\bar{p}^{1}=\left(p_{1}^{1}, \ldots, p_{n}^{1}\right)$ and an approximate inverse Hessian $H_{0}^{-1}$. Pulay originally developed this approach as an improvement over what he termed "simple relaxation" (SR),
which, starting from an initial iterate $\bar{p}^{1}$, generates the next iterate via

$$
\bar{p}^{i}=\bar{p}^{1}-\sum_{j=1}^{i-1} H_{0}^{-1} \nabla E\left(\bar{p}^{j}\right) .
$$

In [171] Pulay posited that a much better approximation could be constructed from the first $m$ iterated vectors $\bar{p}^{1}, \ldots, \bar{p}^{m}$. These $m$ vectors form the $(m+1)^{t h}$ iterate by writing $\bar{p}^{m+1}$ as a linear combination of the previous $m$ vectors,

$$
\bar{p}^{m+1}=\sum_{i=1}^{m} c_{i} \bar{p}^{i}
$$

The $c_{i}$ 's are found by solving

$$
\min _{c_{i}} \sum_{i=1}^{m} c_{i} \Delta \bar{p}^{i}
$$

subject to $\sum_{i=1}^{m} c_{i}=1$ where $\Delta \bar{p}^{i}=\bar{p}^{i+1}-\bar{p}^{i}$. This minimization problem is solved via the Lagrange multiplier technique with Lagrange constant $\lambda$, a value which yields the squared norm of the residuum vector $\Delta \bar{p}^{m+1}$. This results in a system of $m+1$ linear equations

$$
\left(\begin{array}{ccccc}
B_{11} & B_{12} & \ldots & B_{1 m} & -1 \\
B_{21} & B_{22} & \ldots & B_{2 m} & -1 \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
B_{m 1} & B_{m 2} & \ldots & B_{m m} & -1 \\
-1 & -1 & \ldots & -1 & 0
\end{array}\right)\left(\begin{array}{c}
c_{1} \\
c_{2} \\
\vdots \\
c_{m} \\
\lambda
\end{array}\right)=\left(\begin{array}{c}
0 \\
0 \\
\vdots \\
0 \\
-1
\end{array}\right)
$$

where $B_{i j}=\left\langle\Delta p^{i} \mid \Delta p^{j}\right\rangle$. Once $\bar{p}^{m+1}$ is obtained and the convergence criteria is tested by a step of SR. If convergence has not been reached, $\bar{p}^{m+1}$ is added to the list of vectors and the DIIS process is repeated.

Once the new iterate $p_{k+1}$ is determined, the method proceeds with the Broyden-Fletcher-Goldfarb-Shanno (BFGS) update scheme [30, 70, 79, 188] for the new approximate Hessian

$$
H_{+}=H_{c}+\frac{y y^{T}}{y^{T} s}-\frac{\left(H_{c} s\right)\left(H_{c} s\right)^{T}}{s^{T} H_{c} s}
$$

where $s=x_{+}-x_{c}$ and $y=\nabla f\left(x_{+}\right)-f\left(x_{c}\right)$.
Gaussian 09 [72] currently utilizes the Berny geometry optimization algorithm [182] which takes advantage of redundant internal coordinates [172]. Gaussian gives the user an option to set constraints for the optimization process. In this work we often freeze, or fix, one or several internal coordinates. Such coordinates are referred to as frozen variables. According to [72],
each step of the current implementation for finding a minimum takes the following actions:

1. Update the Hessian via BFGS.
2. Update the trust radius using the method of Fletcher and Bofill from [23].
3. Set components of the gradient vector corresponding to frozen variables to zero. This eliminaties their contribution to the next optimization step.

- Perform a polynomial line search to find the step length. The degree of the polynomial is determined principally by the availability of second derivatives.

4. If the latest point is the best so far, a quadratic step is determined using the Rational Function Optimization (RFO) approach [194, 8].
5. Set components of the quadratic step vector corresponding to frozen variables to zero.
6. If the step exceeds the trust radius, reduce the step in length to the trust radius by searching for a minimum of the quadratic function on the sphere having the trust radius [78].
7. Test for convergence.

Berny geometry optimizations use more convergence criteria than standard quasi-Newton methods which normally terminate at small gradient [135]. The four additional criteria are

1. The root-mean square of $\nabla E(\bar{p})$ is less than $10^{-5}$
2. The largest component of $\nabla E(\bar{p})$ is less than $1.5 \times 10^{-5}$
3. The root-mean square of the geometry displacement is less than $4 \times 10^{-5}$
4. The maximum single displacement is less than $6 \times 10^{-5}$.

## Chapter 4

## Reaction Path Following

The potential energy surface (PES) of a molecule describes the energy of an $N$-atom molecule as a function of its $3 N-6$ geometric coordinates [220]. Local minima of these surfaces correspond to stable molecular geometries, and first order saddle points correspond to transition states [20]. As such, there is great interest in studying the global structure of these PESs, especially in regards to following reaction paths from one stable molecular geometry to another. Reaction path following from transition states to local minima has been studied extensively [17, 63, 183, 104, 190, 20, 24], but current algorithms are computationally burdensome for molecules composed of more than a handful of atoms. Molecules of interest can have hundreds of atoms and degrees of freedom so model and/or dimension reduction must be applied to efficiently compute the reaction path. Because of the computational expense, most approaches for reaction path following do not explicitly construct the PESs.

For many reactions only a few of the $3 N-6$ molecular coordinates change significantly and the rest remain approximately constant. As such, a popular approach for dimension reduction is to follow reaction paths for only a small subset of the $3 N-6$ molecular coordinates. In [20], for example, Birkholz and Schlegel use principal component analysis to identify the reduced number of internal coordinates with which to define the reaction path.

A popular approach for model reduction involves iteratively optimizing a finite set of points, or images, on the PES to find a minimum energy path between a minimum and a transition state. Two methods that work in this way are nudged elastic band [116] and the string method [223].

The model reduction technique we are interested in constructs surrogate PESs by means of interpolation. Ischtwan and Collins, for example, use an inverse distance weighted method known as modified Shepard interpolation [47, 46] to represent the PES [109]. Spline interpolation has been used to construct PESs for $d \leq 3$ dimensions [169, 181, 145], and has recently been applied to higher dimensions with non-uniform meshes [161]. These interpolation methods,
however, are restricted to small molecules because of the computational cost of constructing the PESs to within a sufficient accuracy. The number of grid points required for interpolation on full grids grows exponentially with dimension, a problem known as the curse of dimensionality.

In this thesis we present a method for reaction path following based on the work of Mokrauer, Kelley, and Bykhovski $[146,144]$ that applies both model and dimension reduction by constructing a surrogate model via interpolation on sparse grids [198, 13, 118]. Mokrauer's approach isolates a few, say $d$, molecular coordinates and then uses sparse interpolation to approximate the PESs in patches during the reaction simulation using a combination of trust-region and error estimation algorithms [144]. The numerous interpolation patches, however, introduce discontinuities in the PES that are unphysical. The method presented in this thesis is similar, but constructs a single global PES and then simulates the reaction. In this way one can visualize the entire interpolated PES landscape before simulating the reaction process.

Furthermore, this new reaction path following method allows one to track entire reaction paths on the ground and all specified excited state PESs. Knowledge of excited state dynamics is particularly useful in studying reaction paths of photoisomerization processes, for example, in which a molecule's absorption of a photon causes it to excite to a different electronic state and consequently change between isomers. Isomers are molecules with the same molecular formula but with different geometric configurations and possibly different properties [61].

### 4.1 Surrogate Model

### 4.1.1 Potential Energy Surface Approximation

In this section we describe how we approximate PESs using Smolyak's sparse grid interpolation algorithm [13, 118, 198]. The potential energy $E_{n}$ of an $N$-atom molecule at any electronic state $n=0,1,2 \ldots$, can be computed as a function of (redundant) internal coordinates $p \in \mathbb{R}^{3 N-6}$ composed of bond lengths, bond angles, and dihedral angles. The first step of our method is to partition

$$
p=\binom{x}{\xi}
$$

into a vector of design variables $x \in \mathbb{R}^{d}$ and a vector of remainder variables $\xi \in \mathbb{R}^{3 N-6-d}$, where chemical knowledge or intuition of the system guides the appropriate choice of design variables $x$. The $d$-dimensional ground state PES is computed via the constrained optimization problem

$$
\begin{equation*}
E_{0}(x)=\min _{\xi} \mathcal{E}_{0}(x, \xi) \tag{4.1}
\end{equation*}
$$

where the minimization is only over the remainder variables $\xi$. Points on the excited state PESs $E_{n}(x), n \geq 1$, are calculated at optimized ground state geometries. Because Equation 4.1 is such an expensive optimization process, continuous dynamical simulations are often unfeasible. Smolyak's algorithm [198, 13, 118], however, allows one to simulate dynamics with a cheap surrogate potential energy function.

Smolyak's interpolating polynomial is constructed by evaluating the Equation 4.1 at each point of the sparse grid. We note that the interpolation domain for the $i$ th dimension must be specified to match the corresponding design variable $x_{i}$. For example, $\left[0^{\circ}, 360^{\circ}\right]$ would be an appropriate domain for a dihedral angle. The nested structure of sparse grids (recall from Chapter 2 that $H(q, d) \subset H(q+1, d))$ means that one can reuse all of the function evaluations from the $k$ sparse grid, which are in our case expensive electronic structure calculations, to obtain an approximation on the $k+1$ sparse grid. The nestedness also allows one to estimate interpolation errors [146]. Explicit error bounds for Smolyak's algorithm have been studied extensively (see Section 2.2.2), but in general depend on the dimension $d$, the degree of polynomial exactness $k$, the size of the interpolation domain, and the smoothness of the PESs $E_{n}(x)$.

To employ Smolyak's algorithm one must perform the electronic structure optimization in Equation 4.1 and any corresponding excited state energy calculations for each point $x_{i}$ in the sparse grid $H(q, d)$. While the necessary electronic structure calculations are expensive, they are the sole computational burden of this method. With the sets of sparse grid points $x_{i}$ and energy values $E_{n}\left(x_{i}\right)$ in hand, one can use Equation 2.25 to interpolate the PESs. We will denote this surrogate for the potential energy function by

$$
\begin{equation*}
E_{n}^{s}(x)=\mathcal{A}(q, d)\left[E_{n}\right](x) \tag{4.2}
\end{equation*}
$$

for any electronic state $n \geq 0$.

### 4.1.2 Dynamics

The goal of our simulations is to successfully predict the natural excitation and relaxation of a molecule for a given sequence of $m$ electronic states $\left\{n_{1}, \ldots, n_{m}\right\}$ and track the entire reaction path. The sequence can specify both multi-photon and single photon excitations, as well as any decay path. For example, a sequence of $\{0,3,0\}$ would represent a single photon excitation and relaxation between the ground state and the third excited state. The reaction path of a molecule moves in the direction of the negative gradient on PESs [143], and large steps across the PESs may pass over local minima or be physically unnatural. With this in mind, we track the reaction path and find local minima via continuous steepest descent[135, 49] by integrating the dynamics

$$
\begin{equation*}
\dot{x}=-\nabla E_{n}^{s}(x) \tag{4.3}
\end{equation*}
$$

until $\left\|\nabla E_{n}^{s}(x)\right\|$ is smaller than a prescribed tolerance $\tau \approx 0$. These dynamics employ the BornOppenheimer approximation (see Section 3.2) and are referred to as adiabatic dynamics, or dynamics where interactions are represented on a single PES.

The solution $\mathbf{x}$ to 4.3 is the reaction path and is approximated using MATLAB's ode15s variable order solver $[140,187]$. We stress that the time step is non-physical and in no way reflects the time scale of the physical reaction; we are only interested in the path the molecule takes. Continuous steepest descent would be unfeasible without the surrogate model. The gradient of the potential energy in Equation 4.1, while available in analytic form, is far too expensive to compute at each time step. On the other hand, the surrogate model $E_{n}^{s}(x)$ and its gradient, which can also be computed analytically, are both multidimensional polynomials and are much less expensive to evaluate than $E_{n}(x)$ and its gradient $\nabla E_{n}(x)$. For moderately sized molecules, the evaluation time can be reduced from several minutes to a fraction of a second.

Each reaction path simulation begins with $n_{1}=0$ at an equilibrium geometry on the surrogate ground state PES, from which the molecule is excited to the next specified electronic state $n_{2}$. The steepest descent path is followed to find a local minimizer $\hat{x}^{n_{2}}$ on the PES, and then the molecule is excited to the next state. The simulation continues in this way until a local minimum on the highest specified electronic state, say $n_{i}$, has been reached. To simulate the relaxation of a molecule from one state to the next, thermal fluctuations and molecular vibrations are accounted for by reinitializing dynamics on the succeeding state at $\hat{x}^{n_{i}}+\gamma$ where $\gamma$ is a $d$-dimensional vector of random numbers. The domain for $\gamma_{j}$ depends on the type of molecular coordinate: $\gamma_{j} \in[-0.05,0.05] \AA$ if the $j^{\text {th }}$ design variable is a bond length, and $\gamma_{j} \in[-30,30]^{\circ}$ if the $j^{t h}$ design variable is a bond or dihedral angle. These intervals were chosen arbitrarily to approximate the effects of molecular vibrations and thermal fluctuations.

### 4.2 Examples

### 4.2.1 2-Butene

A good test molecule for our simulations is 2-butene because it has a known transition path from cis-2-butene to trans-2-butene via excitation to the first excited singlet state [19, 158, 226]. Both stable ground state geometries for 2-butene are shown in Figure 4.1 and the isomerization process is depicted in Figure 4.2 where we label each of the four C atoms with superscripts.

The first step of our reaction path method is to choose design coordinates and corresponding interpolation bounds. The main reaction coordinate for the isomerization of 2 -butene is the dihedral angle formed by the four C atoms $\mathrm{C}^{1}-\mathrm{C}^{2}=\mathrm{C}^{3}-\mathrm{C}^{4}$, so we choose this angle to be $x_{1}$. The cis-2-butene and trans-2-butene geometries correspond to $x_{1}=0^{\circ}$ and $x_{1}=180^{\circ}$ and the transition state corresponds to $x_{1}=90^{\circ}[19,158,226]$, so we choose bounds of $[-190,190]^{\circ}$ for

(A)

(B)

Figure 4.1: The two stable ground state geometries of 2-butene: (A) trans-2-butene and (B) cis-2-butene.


Figure 4.2: Photoisomerization of trans-2-butene (left) and cis-2-butene (right). Carbon atoms are labeled with superscripts.
$x_{1}$. A one dimensional simulation of the reaction path with this degree of freedom without the effects of randomness is shown in Figure 4.3 and reproduces results found in [226] and [146].

The second and third coordinates $x_{2}$ and $x_{3}$ are rotations of the methyl groups that are governed by the dihedral angles formed by the atoms $\mathrm{C}^{3}=\mathrm{C}^{2}-\mathrm{C}^{1}-\mathrm{H}_{3}$ and $\mathrm{C}^{2}=\mathrm{C}^{3}-\mathrm{C}^{4}-\mathrm{H}_{3}$. Only one $\mathrm{C}=\mathrm{C}-\mathrm{C}-\mathrm{H}$ dihedral angle is frozen during the optimization, as we expect the methyl group to retain its symmetry. We do not expect these coordinates to change much during the simulation, so we choose bounds of $[-130,130]$ degrees for both $x_{2}$ and $x_{3}$. Design coordinates $x_{1}, x_{2}$, and $x_{3}$ are shown in 4.4. Finally, we choose the three carbon-carbon bond lengths as additional


Figure 4.3: Reaction path of 2-butene for the photoisomerization of cis-2-butene to trans-2butene. The ground state PES is labeled in blue, the first excited state PES is labeled in red, and the reaction path is labeled in black with arrows pointing in the direction of the path the molecule follows.
degrees of freedom. The $\mathrm{C}^{2}=\mathrm{C}^{3}$ bond length is $x_{4}$, the $\mathrm{C}^{1}-\mathrm{C}^{2}$ bond length is $x_{5}$, and $\mathrm{C}^{3}-\mathrm{C}^{4}$ bond length is $x_{6}$. Since we expect the double bond length $\left(x_{4}\right)$ to change more than the single bond lengths ( $x_{5}$ and $x_{6}$ ), we choose the domain [1.3, 1.7] $\AA$ for $x_{4}$ and $[1.4,1.7] \AA$ for $x_{5}$ and $x_{6}$. In the following, all units for reported energies, angles, and bond lengths are electronvolts (eV), degrees, and angstroms $(\AA)$, respectively.

We know that the isomerization takes place via the first excited state [226], so our sequence of electronic states to model this phenomenon is $\{0,1,0\}$. While our method can be applied using any electronic structure method and basis set, each geometry optimization is calculated using the B3LYP hybrid functional [200, 119] with the CEP-31G* basis set [201, 202, 50]. All excitation energies are computed using the TD-DFT method [178]. We used the GAUSSIAN 09 software package [72] for all electronic structure calculations.

We present results for three simulations: Simulation 1 is a two-dimensional simulation with design coordinates $x_{1}$ and $x_{2}$, Simulation 2 is a three-dimensional simulation with design coordi-


Figure 4.4: Design variables $x_{1}, x_{2}$, and $x_{3}$ for 2-butene simulations.
nates $x_{1}, x_{2}$, and $x_{3}$, Simulation 3 is a six-dimensional simulation with all six design coordinates. To our knowledge this is the first time 2-butene isomerization has been studied with more than 3 degrees of freedom. All three simulations are initialized at the stable cis-2-butene geometry, and the gradient norm tolerance for continuous steepest descent is set to $\tau=10^{-10}$. We employ our own implementation of Smolyak's algorithm that is specifically designed to construct and follow multiple dynamics paths on PESs [152].

## Refinement Study

For each simulation we must choose an appropriate degree of polynomial exactness $k$ for Smolyak's algorithm. To do this, we perform a refinement study in $k$ for each dimension $d=2,3$, and 6 by comparing the local minima of the true PESs with those of the surrogate PESs. Tables 4.1-4.3 show minimizers for the fully optimized molecule and PESs approximated with $k=1,2, \ldots, 5$ for $d=2, d=3$, and $d=6$. Since the interpolation domain is centered on the cis geometry for $x_{1}, x_{2}$, and $x_{3}$, the cis minimizer for surrogate PES aligns perfectly with the fully optimized structure for these degrees of freedom. Greater discrepancy is found between the trans minimizers, where a degree of exactness of $k=4$ or $k=5$ aligns with the fully optimized structure to within an acceptable degree of accuracy.

We also use the method of manufactured solutions to observe how the accuracy of our approximation increases with $k$. Henceforth we assume that the $k=5 \mathrm{PES}$ is the "true" solution. This value of $k$ was chosen since the minimizers of its surrogate PES sufficiently approximated the physical cis and trans minimizers (see Tables 4.1-4.3). We then quantify the error by calculating the largest relative error $\epsilon_{\text {rel }}$ at points in the sparse grid $\mathcal{H}(d+5,5)$. If $\hat{E}_{k}(x)$

Table 4.1: Two-dimensional minimizers corresponding the the trans-2-butene geometry for the true PES and Smolyak's surrogate PES for various values of $k$.

| PES | $\mathbf{x}($ cis $)$ | $\mathbf{x}$ (trans) |
| :---: | :---: | :---: |
| True | $(0.0,0.0)$ | $(180.0,0.0)$ |
| $k=1$ | $(0.0,0.0)$ | $(190.0,0.0)$ |
| $k=2$ | $(0.0,0.0)$ | $(190.0,-5.0)$ |
| $k=3$ | $(0.0,0.0)$ | $(168.8,6.8)$ |
| $k=4$ | $(0.0,0.0)$ | $(180.2,-6.3)$ |
| $k=5$ | $(0.0,0.0)$ | $(178.9,2.1)$ |

Table 4.2: Three-dimensional minimizers corresponding the the trans-2-butene geometry for the true PES and Smolyak's surrogate PES for various values of $k$.

| PES | $\mathbf{x}($ cis $)$ | $\mathbf{x}($ trans $)$ |
| :---: | :---: | :---: |
| True | $(0.0,0.0,0.0)$ | $(180.0,0.0,0.0)$ |
| $k=1$ | $(0.0,0.0,0.0)$ | $(190.0,0.0,0.0)$ |
| $k=2$ | $(0.0,0.0,0.0)$ | $(190.0,-5.1,-5.1)$ |
| $k=3$ | $(0.0,0.0,0.0)$ | $(169.0,7.0,7.0)$ |
| $k=4$ | $(0.0,0.0,0.0)$ | $(180.0,-6.4,-6.4)$ |
| $k=5$ | $(0.0,0.0,0.0)$ | $(178.9,2.2,2.3)$ |

Table 4.3: Six-dimensional minimizers corresponding the the trans-2-butene geometry for the true PES and Smolyak's surrogate PES for various values of $k$.

| PES | $\mathbf{x}($ cis $)$ | $\mathbf{x}($ trans $)$ |
| :---: | :---: | :---: |
| True | $(0.0,0.0,0.0,1.36,1.52,1.52)$ | $(180.0,0.0,0.0,1.36,1.52,1.52)$ |
| $k=1$ | $(0.0,0.0,0.0,1.35,1.54,1.54)$ | $(190.0,0.0,0.0,1.35,1.54,1.54)$ |
| $k=2$ | $(0.0,0.0,0.0,1.37,1.52,1.52)$ | $(190.0,-4.7,-4.7,1.36,1.52,1.43)$ |
| $k=3$ | $(0.0,0.0,0.0,1.37,1.52,1.52)$ | $(170.7,6.1,6.1,1.37,1.52,1.52)$ |
| $k=4$ | $(0.0,0.0,0.0,1.37,1.52,1.52)$ | $(179.4,-6.4,-6.3,1.36,1.52,1.52)$ |
| $k=5$ | $(0.0,0.0,0.0,1.37,1.52,1.52)$ | $(179.0,1.2,1.2,1.36,1.52,1.52)$ |

is the PES approximated with a degree of polynomial exactness $k$, then the error indicator is

$$
\begin{align*}
\epsilon_{\text {rel }}(k) & =\max _{x \in \mathcal{H}(d+5,5)} \frac{\left\|\hat{E}_{k}(x)-\hat{E}_{5}(x)\right\|}{\left\|\hat{E}_{5}(x)\right\|}  \tag{4.4}\\
& =\max _{x \in \mathcal{H}(d+5,5)} \frac{\left\|\hat{E}_{k}(x)-E(x)\right\|}{\|E(x)\|} \tag{4.5}
\end{align*}
$$

since $\hat{E}_{5}(x)=E(x)$ for all $x \in \mathcal{H}(d+5, d)$.
Results of the refinement study for each dimension are shown in Figure 4.5. It is interesting to note that $\epsilon_{\text {rel }}$ is on the order of $10^{-3}$ for all degrees of exactness $k$ in each dimension $d$. Furthermore, while $\epsilon_{\text {rel }}$ does decrease as we increase $k$, it does not decrease as much as one might expect.


Figure 4.5: Refinement study results for 2-butene: $\epsilon_{\text {rel }}$ vs. $k$ for $d=2, d=3$, and $d=6$.

## Simulation 1: $d=2$

The interpolated PESs for both the ground and first excited state are shown in Figure 4.6 with each sparse grid point. One can visually observe that the global minimum of the first excited state lies directly above the global maximum of the ground state, so it is clear that randomness caused by molecular vibrations and thermal fluctuations could play an important role in the reaction. Also, as we expect, the potential energy does not vary much in the $x_{2}$ direction.


Figure 4.6: Ground and first excited state PESs approximated with $k=5$.

Fifty different reaction paths are shown on the PESs in Figure 4.7. The reaction path is initialized on the ground state in the cis geometry at $x=(0.0,0.0)^{\circ}$, and continuous steepest descent converges to a minimizer of $\hat{x}^{1}=(-89.9,49.5)^{\circ}$ on the first excited state PES. The approximated effects of thermal fluctuations and molecular vibrations upon relaxation do indeed either send the molecule back to its original geometry or towards its trans-2-butene counterpart. Note that that $x_{2}$ also converges to the two geometrically identical values of either $0^{\circ}$ or $-120^{\circ}$.

Simulation 2: $d=3$
For this simulation we include our third degree of freedom $x_{3}$. The reaction path is initialized on the ground state at $x=(0.0,0.0,0.0)^{\circ}$, corresponding to the cis-2-butene geometry of our


Figure 4.7: 50 simulation reaction paths on PESs approximated with $k=5$. Here we show only the relevant portion of the larger PES shown in Figure 4.6.
surrogate PES. After excitation to the first excited singlet state, continuous steepest descent converges to a minimizer of $\hat{x}^{1}=(-89.7,43.6,43.7)^{\circ}$. Upon relaxation, the effects of thermal fluctuations and molecular vibrations again either send the molecule back to a cis geometry or towards trans. Fifty different reaction paths are shown in Figure 4.8.

The simulation finds several different ground state local minima, but each has values sufficiently close to $0^{\circ}$ or $180^{\circ}$ for $x_{1}$. Dihedral angles $x_{2}$ and $x_{3}$ both change from $0^{\circ}$ to approximately $44^{\circ}$ while the molecule is in its first excited electronic state, and the simulated randomness upon relaxation sends trajectories to either $0^{\circ}$ or $120^{\circ}$ (note that these two values are geometrically equivalent for the rotation of the methyl groups). The energies of each reaction converge to two slightly different values, reflecting the fact that the trans geometry is a lower energy configuration than its cis counterpart.

Simulation 3: $d=6$
Finally, we include the three carbon-carbon bond lengths for a total of six degrees of freedom. Simulations begin on the ground state at the local minimum $x=(0.0,0.0,0.0,1.37,1.52,1.52)$ corresponding to the cis geometry and are excited to the first electronic state. Continuous steepest descent converges to a minimum of $x^{1}=(-89.6,49.7,49.6,1.42,1.52,1.52)$ on the first


Figure 4.8: Simulation 3 results for 2-butene: (A) reaction paths for design variable $x_{1}$, (B) reaction paths for design variable $x_{2},(\mathrm{C})$ reaction paths for design variable $x_{3},(\mathrm{D})$ energies for reaction paths. The $x$-axis in each plot is our non-physical time variable.
excited state PES and 50 reaction paths are reinitialized on the ground state. Reaction paths for all 6 degrees of freedom are shown in Figure 4.9.

The dihedral angle $x_{1}$ behaves as expected, with trajectories converging sufficiently close to $0^{\circ}$ or $180^{\circ}$. Similar to Simulation 2, dihedral angles $x_{2}$ and $x_{3}$ both change from 0 to $49.7^{\circ}$ while the molecule is in its first excited electronic state, and the simulated randomness upon relaxation sends trajectories to either 0 or $120^{\circ}$ (again, note that these two values are geometrically equivalent for the rotation of the methyl groups). The reaction paths for $x_{4}$ show that the $\mathrm{C}^{2}=\mathrm{C}^{3}$ bond length changes from its initial value of $1.37 \AA$ to $1.59 \AA$ in a comparatively small
number of time steps after excitation, but eventually decreases to its stable minimizer of 1.42 $\AA$ there after. After relaxation back to the ground state, $x_{4}$ converges to two slightly different bond lengths corresponding to cis and trans geometries. The single carbon bond lengths $x_{5}$ and $x_{6}$ vary as well, but by no more than $0.04 \AA$. Similar to $x_{4}$, the trajectories for $x_{5}$ and $x_{6}$ converge to two different bond lengths. Energy paths resemble those shown in Figure 4.8(D) for Simulation 2 and are not shown for this simulation.


Figure 4.9: Simulation 4 results for 2-butene: (A) reaction paths for design variable $x_{1}$, (B) reaction paths for design variable $x_{2}$, (C) reaction paths for design variable $x_{3}$, (D) reaction paths for design variable $x_{4}$, (E) reaction paths for design variable $x_{5}$, ( F ) reaction paths for design variable $x_{6}$. The $x$-axis in each plot is our non-physical time variable.

### 4.2.2 Stilbene

Stilbene is considered a model for trans-cis isomerization studies, as they are ideal for molecular electronics due to their properties of organic conductors, photoswitches, organic displays, or biosensors [176]. Like 2-butene, stilbene isomerization has been studied extensively and a transition paths between cis and trans are known [193, 21, 216, 186, 219].

Both cis and trans geometries are shown in Figure 4.10.

(a): trans-stilbene

(b): cis-stilbene

Figure 4.10: Stilbene molecule, $C_{14} H_{12}$.

## 3 Degrees of Freedom

To corroborate our results, we will focus on a recent study by Jiang et al. [114] where they model laser-induced trans to cis isomerization with a method called semiclassical electron-radiationion dynamics (see A. 3 for details on this method).

For our simulations we chose three degrees of freedom: $x_{1}$ is a rotation about the central $\mathrm{C}=\mathrm{C}$ bond, and $x_{2}$ and $x_{3}$ correspond to the two vinyl-phenyl dihedral angles. From [114], the cis geometry corresponds to $\bar{x}=(0,50,50)$ (this value differs from what is reported in [114] because of how they define the dihedral angle controlling this rotation - we have modified it appropriately) and the trans geometry corresponds to $\bar{x}=(180,0,0)$. The interpolation domain for each degree of freedom is: $[-10,190]^{\circ},[-80,80]^{\circ}$, and $[-80,80]^{\circ}$, respectively. Figure 4.11 shows these degrees of freedom with the molecule at its cis stable geometry. We construct PESs with a degree of exactness of $k=3$ and perform each geometry optimization at the B3LYP/6-31G* level of theory. The stilbene z-matrix used for the electronic structure calculations can be found


Figure 4.11: Degrees of freedom for stilbene simulations.
in Appendix A.6.
We initialize simulations in the cis geometry and excite the molecule to its first excited singlet electronic state. 50 different reaction paths are shown in Figure 4.12, where the artificial vibrations and fluctuations successfully simulate the cis-trans photoisomerization process.


Figure 4.12: Simulation results for stilbene: (A) reaction paths for design variable $x_{1}$, (B) reaction paths for design variable $x_{2},(\mathrm{C})$ reaction paths for design variable $x_{3},(\mathrm{D})$ energies for reaction paths. In each plot the x -axis is the reaction path time step.

### 4.2.3 2-Pentene

Pentene $\left(C_{5} H_{10}\right)$ is another molecule that can transition between cis and trans isomers (see Figure 4.13). The main reaction coordinate, which we set as $x_{1}$, is the dihedral angle governing the twisting of the carbon-carbon double bond. The second degree of freedom $x_{2}$ is a twisting of the single carbon-carbon bond in the middle of the molecule. Both degrees of freedom are labeled in Figure 4.14. The interpolation domain for both of these degrees of freedom is $[-190,190]^{\circ}$. The energies are calculated at the B3LYP/6-31G* level of theory and the PESs are built with a degree of exactness $k=5$.


Figure 4.13: Isomerization between cis-2-pentene (left) and trans-2-pentene (right).


Figure 4.14: Degrees of freedom for pentene reaction path dynamics.

We initialize the simulations in the cis conformation with $x=(0.0,0.0)$ and excite the molecule to the first excited singlet state. The reaction path is followed to the minimizer of the first excited singlet state, $x=(-89.9,-58.3)$, and the simulated randomness causes reaction
paths to split among the four stable ground state geometries listed in Table 4.4. The reaction paths for 50 different simulations are shown in Figure 4.16. The two isomers cis-cis and trans-cis (Figures 4.4a and 4.4b) are known, but our reaction path simulations also converge to two other stable geometries which we have labeled cis-trans and trans-trans (Figures 4.4c and 4.4d).


Figure 4.15: 2-Pentene molecule, $C_{5} H_{10}$.

Table 4.4: Two-dimensional minimizers of the approximated PES for 2-pentene.

| Stable Geometry | Minimizer $\left(x_{1}, x_{2}\right)$ |
| :---: | :---: |
| cis-cis | $(0.0,0.0)$ |
| cis-trans | $(2.4,-119.7)$ |
| trans-cis | $(-178.9,8.1)$ |
| trans-trans | $(-178.8,-119.7)$ |



Figure 4.16: Simulations run on the ground and first excited singlet state of 2-pentene. The PESs were generated with $k=5$.

## Chapter 5

## Potential Energy Surfaces and Nonadiabatic Dynamics of Fe-based Molecular Complexes

### 5.1 Introduction

Sunlight offers abundant amounts of energy that could be converted into electricity or other sources of fuel. In 2002, the total solar energy absorbed in one hour by Earth's atmosphere, oceans, and land masses was more energy than the world used in the entire year [148]. While advances in the field have been made, the efficient capture, storage, and transport of energy from sunlight are still significant challenges to properly harvesting this energy. Sunlight can be converted to electricity via dye-sensitized solar cells (DSSCs) [93, 85] or to chemical fuels via photocatalytic synthetic cells [209]. These cells contain either a single photoactive molecule or molecular array anchored to a semiconductor. This work focuses on the latter, where conversion of sunlight to electricity occurs takes place by the interfacial electron transfer (IET) between the molecule and the semiconductor after the molecule absorbs light [93].

The most successful class of molecules used in these cells is based on $\mathrm{Ru}(\mathrm{II})$-polypyridine compounds. While efficient, ruthenium ( Ru ) is a relatively rare and expensive metal. More common metals such as iron [67,68] and copper [48] have been investigated for use in these cells, and are ideal for the development of economical and sustainable solar cells or artificial photosynthetic systems because of their low cost and high abundance [60, 147, 134]. Unfortunately, compounds based on these metals are not as efficient as their ruthenium counterpart. The presence of a number of low-lying metal-centered excited states of various spin multiplicities inhibits the control the photochemical activity of compounds based on first row transition metals, i.e. iron [117]. Iron-based complexes have a weaker ligand-field compared to ruthenium-
based complexes, and therefore the metal-centered ligand-field (MC) states lie lower in energy than the lowest energy metal-to-ligand charge transfer (MLCT) state. As a result, successful interfacial electron transfer is impeded by a very fast intersystem crossing (ISC) into these MC states [117, 147, 108, 197]. An ISC is a radiationless transfer between two electronic states with different spin multiplicities. For example, an ISC occurs when an excited singlet state, in which all electron spins are paired (different spin), transitions to an excited triplet state, in which the excited electron is no longer paired with the ground state electron (same spin). Several models of intersystem crossing have been proposed [108, 197, 52, 217, 43, 239, 51], but the phenomenon is still not completely understood. Figure 5.1 shows an energy level diagram comparing the electronic states of an $\mathrm{Fe}(\mathrm{II})$-polypyridine and a $\mathrm{Ru}(\mathrm{II})$-polypyridine. In particular, observe that the ${ }^{5} \mathrm{MC}$ state lies lower in energy for the Fe(II)-polypyridine than it does for the $\mathrm{Ru}(\mathrm{II})$-polypyridine.


Figure 5.1: Energy level diagram comparing excited state dynamics of Fe(II)-polypyridine and $\mathrm{Ru}(\mathrm{II})$-polypyridine compounds. Green lines represent photo excitation from the singlet ground state $\left({ }^{1} \mathrm{~A}\right)$ to a singlet MLCT state $\left({ }^{1} \mathrm{MLCT}\right)$. Dashed red lines represent the ISC into the MC state $\left({ }^{5} \mathrm{MC}\right)$, and solid red lines represent IET into the $\mathrm{TiO}_{2}$ conduction band. The dashed blue line represents radiative decay back into the ground state. Image produced by Elena Jakubikova.

Several factors make this an extremely challenging system to study: first, the complexes in question have upwards of 50 atoms and require a large amount of computational resources for electronic structure calculations. Second, the change in spin multiplicities during ISC cannot be described by adiabatic dynamics methods, such as the one presented in Chapter 4. Third,
the distortions in molecular geometry and the large number of electronic states involved in ISC require more computational overhead than the simple two-state reactions studied in Chapter 4.

One goal of this work is to model ISC events in these Fe-based systems. First, we must obtain a better understanding of the potential energy surfaces (PESs) of $\mathrm{Fe}(\mathrm{II})$-polypyridines. Specifically, we will construct adiabatic PESs for the the ${ }^{1} \mathrm{~A},{ }^{1,3} \mathrm{MLCT},{ }^{3} \mathrm{MC}$, and ${ }^{5} \mathrm{MC}$ electronic states for the $\left[\mathrm{Fe}(\mathrm{tpy})_{2}\right]^{2+}$ complex. One or two dimensional PES's for FE(II)-polypyridines have been studied in the past $[52,51,157,71,40,240]$, and $\left[\mathrm{Fe}(\mathrm{tpy})_{2}\right]^{2+}$ has been studied experimentally in [44] and [112].

Second, we will locate minimum energy crossing points (MECPs) between pairs of PES's. A minimum energy crossing point is a point where two energy surfaces corresponding to different spin states intersect with minimum energy. Transitions between the two PESs of different spin are most likely to occur at these points [229, 230, 15]. We will also compute the entire intersection seam for the pairs of PESs that intersect. Because we utilize a sparse grid approximation for the PESs, visualization of the seams is computationally inexpensive.

Finally, we will introduce both nonadiabatic transition state theory [96, 97] and Tully's fewest-switches surface hopping nonadiabatic dynamics [210], two methods by which to simulate ISC and IET. The reaction path following method presented in Chapter 4 can only be applied to adiabatic dynamics - dynamics based on the Born-Oppenheimer approximation that can be represented on a single PES. The complicated changes in spin-states of Fe (II)-polypyridines, however, necessitates the application of nonadiabatic dynamics - dynamics where the BornOppenheimer approximation breaks down because of the speed of the reaction or changes in spin-state. The breakdown of the the Born-Oppenheimer approximation necessitates special methods to account for the splitting of the population among several electronic states [12].

In the subsequent sections we will present PES results for the $\left[\mathrm{Fe}(\mathrm{tpy})_{2}\right]^{2+}$ complex, introduce nonadiabatic transition state theory and Tully's fewest-switches surface hopping nonadiabatic dynamics, and show how we could extend our reaction path following method from Chapter 4 to account for nonadiabatic dynamics.

### 5.2 Potential Energy Surfaces of $\left[\mathrm{Fe}(\mathrm{tpy})_{2}\right]^{2+}$

$\left[\mathrm{Fe}(\text { tpy })_{2}\right]^{2+}$ is an iron complex that has two terpyridine ligands, and is of particular interest to the chemical community due to its unique photophysical properties [100, 175]. The lowest energy excited state for $\left[\mathrm{Fe}(\text { tpy })_{2}\right]^{2+}$ is a high-spin quintet $\left({ }^{5} \mathrm{MC}\right)$ state, which is populated via a very fast intersystem tossing cascade after excitation from the singlet ground state $\left({ }^{1} \mathrm{~A}\right)$ [100, 159].

The observed lifetime of the ${ }^{5} \mathrm{MC}$ state at low temperatures increases with decreasing energy difference between the ${ }^{1} \mathrm{~A}$ and ${ }^{5} \mathrm{MC}$ states, primarily due to the fact that the non-radiative decay
pathway ${ }^{5} \mathrm{MC} \rightarrow{ }^{1} \mathrm{~A}$ can only occur via a tunneling mechanism without external perturbations [99]. At low temperatures, this behavior allows "light-induced excited state spin trapping" (LIESST), a process that can potentially be employed for molecular switches such as memory [99]. $\left[\mathrm{Fe}(\text { tpy })_{2}\right]^{2+}$ is unique because when it is embedded in a loose solid matrix, the lifetime of the ${ }^{5} \mathrm{MC}$ state drastically increases relative to similar complexes. This phenomenon is called "strong-field LIESST" (SF-LIESST), and is not fully understood. Elucidating the properties of $\left[\mathrm{Fe}(\text { tpy })_{2}\right]^{2+}$ that cause this phenomenon could establish new design principles for molecular switches and sensitizers.

Studying the PESs of $\left[\mathrm{Fe}(\mathrm{tpy})_{2}\right]^{2+}$ could yield insights into the mechanism of SF-LIESST. As such, these surfaces of are particular interest to the chemical community and are the subjects of active research. It has been suggested that a single reaction coordinate model is insufficient to describe the spin-state transitions of $\left[\mathrm{Fe}(\mathrm{tpy})_{2}\right]^{2+}[100]$. In [159], for example, the authors study the phenomenon with respect to two degrees of freedom: the axial $\mathrm{Fe}-\mathrm{N}$ bond lengths and the "biting" angle created by the NNN atoms of each ligand. The elongation of the Fe-N bond lengths occurs because two electrons are transferred from the nonbonding $\mathrm{t}_{2 g}$ orbitals to the $\mathrm{e}_{g}^{*}$ type anti bonding orbitals, leading to the expansion of the system [159].

After inspecting fully optimized structures for the ${ }^{1} \mathrm{~A},{ }^{3} \mathrm{MC}$, and ${ }^{5} \mathrm{MC}$ states, we identified three degrees of freedom for our surrogate PESs: axial N-Fe bond lengths, equatorial N-Fe bond lengths, and a"rocking" angle. This work marks the first time that such an angle has been considered in analyzing the photochemical processes of $\mathrm{Fe}(\mathrm{II})$-polypyridines. The axial bond lengths $x_{1}$ are the two bonds connecting the Fe atom to the N atom of each ligand's middle pyridine. The equatorial bond lengths $x_{2}$ are the four bonds connecting the Fe atom to the N atoms of each ligand's outer pyridines. The rocking angle $x_{3}$ is defined as the axial $\mathrm{N}-\mathrm{Fe}-\mathrm{N}$ bond angle's deviation from $180^{\circ}$. The interpolation domain for each of these degrees of freedom is [ $1.76,2.37] \AA$. The rocking angle is defined as the axial $\mathrm{N}-\mathrm{Fe}-\mathrm{N}$ bond angle's deviation from $180^{\circ}$. The interpolation domain for $x_{3}$ is $[-20,20]$ degrees $\left({ }^{\circ}\right)$. The three degrees of freedom are shown in Figure 5.2. Figure 5.3 shows the molecule with a rocking angle of $0^{\circ}$ and $20^{\circ}$. To simplify notation and clarify discussion, we relabel our coordinates $\left(R_{a x}, R_{e q}, \Theta\right):=\left(x_{1}, x_{2}, x_{3}\right)$ in the following.

We will construct diabatic PESs for the the ground singlet $\left({ }^{1} \mathrm{~A}\right)$, lowest-lying metal-to-ligand transfer ( ${ }^{1} \mathrm{MLCT}$ ), lowest-lying triplet $\left({ }^{3} \mathrm{MC}\right)$, and lowest lying $\left({ }^{5} \mathrm{MC}\right)$ electronic states for the $\left[\mathrm{Fe}(\text { tpy })_{2}\right]^{2+}$ complex. For our initial studies, we employed Smolyaks algorithm with a degree of exactness of $\mathrm{k}=1$, but found that a degree of exactness of $\mathrm{k}=3$ was necessary to achieve a satisfactory approximation. As previously mentioned, the nested structure of sparse grids allowed us to reuse calculations from the $\mathrm{k}=1$ and $\mathrm{k}=2$ grids when constructing the $\mathrm{k}=2$ and $\mathrm{k}=3$ grids, respectively. For example, the $\mathrm{k}=1$ sparse grid contains 7 grid points and the $\mathrm{k}=2$ sparse grid contains 25 grid points. If we already have the energy values at the 7 grid points


Figure 5.2: The 3 degrees of freedom for $\left[\mathrm{Fe}(\mathrm{tpy})_{2}\right]^{2+}$.


Figure 5.3: The iron-based complex $\left[\mathrm{Fe}(\mathrm{tpy})_{2}\right]^{2+}$ with a rocking angle of $0^{\circ}(\mathrm{left})$ and a rocking angle of $20^{\circ}$ (right).
from the $\mathrm{k}=1$ sparse grid, we only need to perform 18 new electronic structure calculations to construct the $\mathrm{k}=2$ approximation.

We use the B3LYP functional [200, 119] with Grimme's D2 dispersion correction [91], which has been shown to be applicable to $\mathrm{Fe}(\mathrm{II})$-polypyridine based complexes [28]. We utilize the SDD basis set for Fe and the 6 - $311 \mathrm{G}^{*}$ basis for all other atoms for the ${ }^{1} \mathrm{~A},{ }^{3} \mathrm{MC}$, and ${ }^{5} \mathrm{MC}$ surfaces. The polarizable continuum model will be used to account for solvent effects (water). TD-DFT [178, 204, 41, 14] with the same functional and basis set are used to obtain the energies of ${ }^{1}$ MLCT and ${ }^{3} \mathrm{MLCT}$ states, using the ${ }^{1} \mathrm{~A}$ state as a reference.

For some sparse grid points the triplet and quintet electronic structure calculations did not converge to the desired electronic state. For example, several calculations for the ${ }^{3} \mathrm{MC}$ surface converged to a MLCT state rather than the correct metal-centered state. This is not entirely surprising as the ${ }^{3} \mathrm{MC}$ and ${ }^{5} \mathrm{MC}$ states are highly destabilized at reduced metal-ligand bond lengths. We developed a step-by-step process to attempt to converge to the correct state for these cases. The first step is to find "nearby" sparse grid point that converged to the correct state. Since it is known that the presence of a solvent stabilizes MLCT states, we then perform a single point calculation in vacuum using the wavefunction from the "nearby" sparse grid point as an initial guess. If the single point calculation successfully converges to the correct state, we then proceed with a geometry optimization in vacuum using the single point wavefunction as an initial guess. If the resulting electronic state is still MC, we repeat the single point/optimization steps in solvent using the wavefunction from the previous steps as an initial guess. To summarize, the process is:

1. Find a "nearby" sparse grid point that converged to the correct state.
2. Perform a single point calculation in vacuum using the "nearby" wavefunction as an initial guess.
3. If MC state, perform an optimization in vacuum using the wavefunction from step 2 as a guess.
4. If MC state, perform a single point calculation in solvent using the wavefunction from step 3 as an initial guess.
5. If MC state, perform an optimization in solvent using the wavefunction from step 4 as a guess.

If at any point these calculations do not converge to the correct state, one could either try using an initial guess from a different "nearby" sparse grid point, or simply keep the results from the lowest energy state. In choosing the latter, we simply refer to the PES as adiabatic instead of diabatic. We were unable to compute the MC state for 4 triplet sparse grid points and for 6 quintet sparse grid points, and these points are shown on the 3D sparse grid in Figures 5.4 and 5.5, respectively. These points all correspond to geometries with the shortest axial and
equatorial bond lengths, so we believe the MLCT state is lower in energy than the MC state for these geometries.


Figure 5.4: Electronic states for each sparse grid point for the ${ }^{3} \mathrm{MC}$ adiabatic PES. Metalcentered (MC) states are labeled in black, and metal-to-ligand charge transfer (MLCT) states are labeled in red.


Figure 5.5: Electronic states for each sparse grid point for the ${ }^{5} \mathrm{MC}$ adiabatic PES. Metalcentered (MC) states are labeled in black, and metal-to-ligand charge transfer (MLCT) states are labeled in red.

Finally, a stability analysis was also performed on all singlet, triplet, and quintet electronic calculations. If the wavefunction was found to be unstable, we first stabilized the wavefunction (via the keyword and option Stable=Opt in Gaussian 09), and then performed a geometry optimization using the stable wavefunction as an initial guess.

### 5.2.1 Results

Table 5.1 shows the minimizers of each PES as well as their optimized values computed from a full optimization in Cartesian coordinates. Surfaces with the degree of polynomial exactness $k=1$ and $k=2$ were determined to have insufficient accuracy based on the reproduction of the energy minima of the metal-centered (MC) states. Interpolated minima for $k=3$ surface are overall in a good agreement with the minima of the fully relaxed geometries. The errors in all metal-ligand bond lengths range from $0.00-0.02 \AA$, while the errors in $\Theta$ range from $0.0-1.0^{\circ}$.

Table 5.1: Optimized values for each degree of freedom for each state. ${ }^{1} \mathrm{~A}$ is the singlet ground state, ${ }^{3} \mathrm{MC}$ is the lowest-lying triplet excited state, and ${ }^{5} \mathrm{MC}$ is the lowest-lying quintet excited state.

| ${ }^{1} \mathbf{A}$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Deegree of Freedom | Optimized Value | $k=1$ | $k=2$ | $k=3$ |
| $R_{\text {ax }}(\AA)$ | 1.91 | 1.95 | 1.91 | 1.91 |
| $R_{e q}(\AA)$ | 2.00 | 2.09 | 2.01 | 2.01 |
| $\left.\Theta{ }^{( }\right)$ | 0.0 | 0.0 | 0.0 | 0.0 |
| ${ }^{1}$ MLCT |  |  |  |  |
| Deegree of Freedom | Optimized Value | $k=1$ | $k=2$ | $k=3$ |
| $R_{a x}(\AA)$ | - | 1.94 | 1.93 | 1.90 |
| $R_{\text {eq }}(\AA)$ | - | 2.06 | 1.99 | 1.99 |
| $\Theta\left({ }^{\circ}\right)$ | - | 0.0 | 0.0 | 0.0 |
| ${ }^{3} \mathrm{MLCT}$ |  |  |  |  |
| Deegree of Freedom | Optimized Value | $k=1$ | $k=2$ | $k=3$ |
| $R_{\text {ax }}(\AA)$ | - | 1.87 | 1.88 | 1.89 |
| $R_{e q}(\AA)$ | - | 2.04 | 1.98 | 1.94 |
| $\Theta\left({ }^{\circ}\right)$ | - | 0.0 | 0.0 | 0.0 |
| ${ }^{3} \mathrm{MC}$ |  |  |  |  |
| Deegree of Freedom | Optimized Value | $k=1$ | $k=2$ | $k=3$ |
| $R_{a x}(\AA)$ | 1.94 | 2.01 | 1.92 | 1.93 |
| $R_{e q}(\AA)$ | 2.14 | 2.18 | 2.14 | 2.16 |
| $\Theta\left({ }^{\circ}\right)$ | $\pm 0.2$ | 0.0 | 0.0 | 0.0 |
| ${ }^{5} \mathrm{MC}$ |  |  |  |  |
| Deegree of Freedom | Optimized Value | $k=1$ | $k=2$ | $k=3$ |
| $R_{\text {ax }}(\AA)$ | 2.16 | 2.18 | 2.17 | 2.16 |
| $R_{\text {eq }}(\AA)$ | 2.20 | 2.22 | 2.20 | 2.20 |
| $\Theta\left({ }^{\circ}\right)$ | $\pm 10.7$ | 0.0 | $\pm 6.1$ | $\pm 11.8$ |

Table 5.2 shows the energies of each state's minimum relative to the minimum of the ${ }^{1} \mathrm{~A}$ state for both fully optimized structures and the $k=3$ sparse grid approximation. Again, we see that our sparse grid approximation is an agreement with results computed from the fully optimized structures.

Table 5.2: Energies ( $\mathrm{kcal} / \mathrm{mol}$ ) of each state's minimum relative to the minimum of the ${ }^{1} \mathrm{~A}$ state.

| State | Optimized Energy | $k=3$ Sparse Grid Energy |
| :---: | :---: | :---: |
| ${ }^{1} \mathrm{~A}$ | 0.0 |  |
| ${ }^{3} \mathrm{MC}$ | 0.0 | 14.17 |
| ${ }^{5} \mathrm{MC}$ | 15.27 | 5.8 |
| ${ }^{1} \mathrm{MLCT}$ | 5.83 | 61.91 |
| ${ }^{3} \mathrm{MLCT}$ | - | 57.06 |

The use of the surrogate model enables us to visualize and explore the PES's in many different ways. Figures $5.6-5.8$ show two-dimensional projections of the $k=3$ PES's for each pair of degrees of freedom, fixing the third degree of freedom at its $k=3$ optimized value for the ${ }^{1} \mathrm{~A}$ state from Table 5.1. Figure 5.10 shows a one-dimensional projection of the $k=3$ PES's where $R_{a x}=R_{e q}$ and $\Theta=0^{\circ}$. Finally, Figure ?? shows the stable (i.e. lowest energy) electronic state as a function of both bond lengths and a rocking angle of $0^{\circ}$.

As we expect, the ${ }^{1} \mathrm{MLCT}$ and ${ }^{3} \mathrm{MLCT}$ states lie close together at all points in our domain, with the ${ }^{1}$ MLCT state energy slightly higher than the ${ }^{3}$ MLCT state energy. These are both higher in energy than the ${ }^{3} \mathrm{MC}$ and ${ }^{5} \mathrm{MC}$ states at all points in our domain except for a small region in the corner where axial and equatorial bond lengths are both less than $\approx 1.9 \AA$. Note also that the ${ }^{3} \mathrm{MC}$ and ${ }^{5} \mathrm{MC}$ states are both lower in energy than the ${ }^{1} \mathrm{~A}$ state when both axial and equatorial bond lengths are elongated. There is a region of the domain where the ${ }^{3} \mathrm{MLCT}$ energy is higher than the ${ }^{1} \mathrm{MLCT}$ (see top corner of Figure 5.6 A ). This is not physical, but rather a result of Runge's phenomenon, a problem where interpolating polynomials oscillate near the boundary of the interpolation domain. These oscillations are reduced by our use of Chebyshev sparse grid points, but the phenomenon is still evident in our results because the two MLCT energies are very close together in that region. Regardless, we do not expect any dynamics to venture towards that area of the domain, so the small oscillation is of no concern.

It is evident from Figures 5.6-5.8 that the PESs of various electronic states are not energetically well separated, but there are a number of crossing seams between various pairs of PESs present. Most notably, ${ }^{5} \mathrm{MC}$ electronic surface crosses every single PES investigated. Therefore,
depending on the actual structure of the $\left[\mathrm{Fe}(\mathrm{tpy})_{2}\right]^{2+},{ }^{5} \mathrm{MC}$ electronic state can be either the lowest or the highest energy electronic state of this complex among those investigated. Interaction of the ${ }^{5} \mathrm{MC}$ surface with every PES investigated suggests that ${ }^{5} \mathrm{MC}$ electronic state plays a key role in the ISC cascade and the ability to control the overall shape of its PES via various structural modifications will translate into our ability to control the ISC cascade. Overall, it is apparent that the length of the metal-ligand bonds has a large impact on the ordering of the MC and MLCT states in Fe(II)-polypyridines: the short bond lengths tend to stabilize MLCT states, while the long bond lengths stabilize the MC states. This can be exploited in construction of the complexes with desired energetic ordering of electronic states.


Figure 5.6: Two views of the ${ }^{1} \mathrm{~A},{ }^{1,3} \mathrm{MLCT},{ }^{3} \mathrm{MC}$, and ${ }^{5} \mathrm{MC}$ electronic state PES's for $\left[\mathrm{Fe}(\mathrm{tpy})_{2}\right]^{2+}$ as a function of axial and equatorial bond lengths.


Figure 5.7: ${ }^{1} \mathrm{~A},{ }^{1,3} \mathrm{MLCT},{ }^{3} \mathrm{MC}$, and ${ }^{5} \mathrm{MC}$ electronic state PES's for $\left[\mathrm{Fe}(\mathrm{tpy})_{2}\right]^{2+}$ as a function of axial bond lengths and rocking angle.


Figure 5.8: ${ }^{1} \mathrm{~A},{ }^{1,3} \mathrm{MLCT},{ }^{3} \mathrm{MC}$, and ${ }^{5} \mathrm{MC}$ electronic state PES's for $\left[\mathrm{Fe}(\mathrm{tpy})_{2}\right]^{2+}$ as a function of equatorial bond lengths and rocking angle.


Figure 5.9: ${ }^{1} \mathrm{~A},{ }^{1,3} \mathrm{MLCT},{ }^{3} \mathrm{MC}$, and ${ }^{5} \mathrm{MC}$ electronic state PES's for $\left[\mathrm{Fe}(\mathrm{tpy})_{2}\right]^{2+}$ as a function of equal axial and equatorial bond lengths.


Figure 5.10: The stable electronic state for $\left[\mathrm{Fe}(\mathrm{tpy})_{2}\right]^{2+}$ as a function of equal axial and equatorial bond lengths $\left(\Theta=0^{\circ}\right)$.

Figures 5.11-5.13 show contour plot projections of the $k=3$ PES's for each pair of degrees of freedom. All Figures show projections of the PES's for two degrees of freedom with the other degree of freedom at its $k=3$ optimized value taken from Table 5.1. From these plots, we find large valleys of low energy when considering distortions to $\Theta$ near the energy minima. This is most evident for the ${ }^{3} \mathrm{MLCT}$ and ${ }^{5} \mathrm{MC}$ states, which have large regions of low energy around their minima. Also, the shallow symmetric double wells potential for the ${ }^{3} \mathrm{MLCT}$ and ${ }^{5} \mathrm{MC}$ states about $\Theta$ are clearly visible. These low energy regions are within the error of the DFT methodology, and so their energy cannot be considered significantly different than that of the minima. This is important when considering dynamics on the PESs, as there is very little barrier to prevent the molecular conformations from traversing these regions of the PESs. This could potentially lead to dynamics that differ quite significantly from other Fe (II)-polypyridines which lack the energetic capacity for these angular distortions. This is also important as we calculate the minimum-energy crossing points (MECPs) of the surfaces, where intersystem crossing is likely to occur. By considering as many design parameters as possible to explore the distortions between the relevant states, we insure that the surfaces and MECPs we calculate are reasonable approximations to the exact values (complete surface) at the same level of theory.

These results suggest that there is a very low energy barrier associated with the rocking motion of the ligand in these complexes. The distortion in $\Theta$ is one of the most pronounced structural differences between the ${ }^{1} \mathrm{~A}$ and ${ }^{5} \mathrm{MC}$ minima, where the $\Theta$ changes from $0^{\circ}$ in ${ }^{1} \mathrm{~A}$ to $10.4^{\circ}$ in ${ }^{5} \mathrm{MC}$. Making this distortion less energetically favorable via structural modifications could kinetically slow down the ISC process.


Figure 5.11: Contour plots of the (A) ${ }^{1} \mathrm{~A}$, (B) ${ }^{1} \mathrm{MLCT}$, (C) ${ }^{3} \mathrm{MLCT}$, (D) ${ }^{3} \mathrm{MC}$, and (E) ${ }^{5} \mathrm{MC}$ electronic state PES's for $\left[\mathrm{Fe}(\mathrm{tpy})_{2}\right]^{2+}$ as a function of axial and equatorial bond lengths.


Figure 5.12: Contour plots of the (A) ${ }^{1} \mathrm{~A}$, (B) ${ }^{1} \mathrm{MLCT}$, (C) ${ }^{3} \mathrm{MLCT}$, (D) ${ }^{3} \mathrm{MC}$, and (E) ${ }^{5} \mathrm{MC}$ electronic state PES's for $\left[\mathrm{Fe}(\mathrm{tpy})_{2}\right]^{2+}$ as a function of axial bond length and rocking angle.


Figure 5.13: Contour plots of the (A) ${ }^{1} \mathrm{~A}$, (B) ${ }^{1} \mathrm{MLCT}$, (C) ${ }^{3} \mathrm{MLCT}$, (D) ${ }^{3} \mathrm{MC}$, and (E) ${ }^{5} \mathrm{MC}$ electronic state PES's for $\left[\mathrm{Fe}(\mathrm{tpy})_{2}\right]^{2+}$ as a function of equatorial bond length and rocking angle.

### 5.2.2 Minimum Energy Crossing Points and Seam of Intersection

In this section we calculate the minimum energy crossing points (MECPs) for each pair of PESs with different spin states. An MECP, the point where two PESs corresponding to different spin states intersect with minimum energy, is important because it serves as the most likely place where a transition between the two electronic states occurs [229, 230, 15]. It is necessary to compute MECPs in order to understand and quantify the physical interactions at the crossing point such as spin-orbit coupling [42].

Following the definition from [98], we begin by defining

$$
\begin{equation*}
\mathbf{y}:=\nabla E_{i}(\mathbf{p})-\nabla E_{j}(\mathbf{p}) \tag{5.1}
\end{equation*}
$$

where $\mathbf{p}$ denotes geometric coordinates and $E_{i}(\mathbf{p})$ is the PES of state $i$. The MECP between two PESs $E_{i}$ and $E_{j}$ can be found by minimizing

$$
\begin{equation*}
\|\overline{\mathbf{g}}(\mathbf{p})\|=\|\mathbf{g}(\mathbf{p})+\mathbf{f}(\mathbf{p})\| \tag{5.2}
\end{equation*}
$$

where

$$
\begin{align*}
& \mathbf{f}(\mathbf{p})=\left[E_{i}(\mathbf{p})-E_{j}(\mathbf{p})\right] \mathbf{y}  \tag{5.3}\\
& \mathbf{g}(\mathbf{p})=\nabla E_{i}(\mathbf{p})-\frac{\mathbf{y}}{\|\mathbf{y}\|}\left(\nabla E_{i}(\mathbf{p}) \cdot \frac{\mathbf{y}}{\|\mathbf{y}\|}\right) . \tag{5.4}
\end{align*}
$$

Transitions between the two PESs of different spin are most likely to occur at these points [229, 230, 15], and as such they play an important role in nonadiabatic transition state theory.

We also compute the intersection seam for each pair of PESs. The seam for two energy surfaces $E_{1}$ and $E_{2}$ is defined as the set

$$
\begin{equation*}
S_{1,2}=\left\{\mathbf{x} \mid E_{1}(\mathbf{x})=E_{2}(\mathbf{x})\right\} . \tag{5.5}
\end{equation*}
$$

Table 5.3 shows the MECP coordinates for each pair of the surfaces that intersect, along with the MECP energies relative to the minimum ground state energy. The structure and energies of the MECPs obtained from the interpolated surfaces are very similar to those of the fully optimized MECPs (see Table 5.1). The MECP for intersection of ${ }^{1} \mathrm{~A}$ and ${ }^{5} \mathrm{MC}$ electronic states lies at the lowest energy, approximately $10 \mathrm{kcal} / \mathrm{mol}$ higher than the 1 A minimum, with the MECPs for ${ }^{1} \mathrm{~A} /{ }^{3} \mathrm{MC}$ and ${ }^{3} \mathrm{MC} /{ }^{5} \mathrm{MC}$ pairs lying only $4-4.4 \mathrm{kcal} / \mathrm{mol}$ above. These results are similar to those determined at the B3LYP* and CASPT2 levels of theory in the previous work by Papai and coworkers [159]

Figures 5.14-5.18 show plots of the entire intersection seam between these surfaces. The

Table 5.3: Minimum energy crossing points for each pair of PESs. ${ }^{1}$ A is the singlet ground state, ${ }^{3} \mathrm{MC}$ is the lowest-lying triplet excited state, and ${ }^{5} \mathrm{MC}$ is the lowest-lying quintet excited state. The * indicates fully optimized MECPs that were calculated with Gaussian 09.

| Surfaces | MECP $\left(R_{a x}, R_{e q}, \Theta\right)$ | MECP Energy (kcal/mol) |
| :---: | :---: | :---: |
| ${ }^{1} \mathrm{~A} /{ }^{3} \mathrm{MC}$ | $(1.93,2.20,0.00)$ | 14.76 |
| ${ }^{1} \mathrm{~A} /{ }^{5} \mathrm{MC}$ | $(2.03,2.13,0.00)$ | 10.30 |
| ${ }^{1} \mathrm{~A} /{ }^{5} \mathrm{MC}$ |  | $(2.03,2.13,0.00)$ |
| ${ }^{3} \mathrm{MC} /{ }^{5} \mathrm{MC}$ | $(1.95,2.17,0.00)$ | 10.77 |
| ${ }^{3} \mathrm{MC} /{ }^{5} \mathrm{MC}^{*}$ | $(1.96,2.15,0.00)$ | 15.38 |
| ${ }^{1} \mathrm{MLCT} /{ }^{5} \mathrm{MC}$ | $(1.87,1.92,0.00)$ | 65.53 |
| ${ }^{3} \mathrm{MLCT} /{ }^{5} \mathrm{MC}$ | $(1.89,1.94,0.00)$ | 57.06 |

MECP is shown in red, and the energy of the intersection seam is relative to the MECP energy. In each case, the intersection seam is a two-dimensional manifold that slices through our three-dimensional domain. Each intersection seam contains a large area around the MECP in which the energy is less than $5 \mathrm{kcal} / \mathrm{mol}$ higher than the MECP energy, with 2.5 and 5.0 $\mathrm{kcal} / \mathrm{mol}$ contours plotted in white and red, respectively. With the exception of ${ }^{1} \mathrm{MLCT} /{ }^{5} \mathrm{MC}$ surface (Figure 5.16, this low-energy area around the MECP is situated primarily along the $\Theta$ coordinate, indicating that large areas of the intersection seams around the MECP are energetically accessible via the ligand rocking motion. Consequently, the state crossing may occur for a number of different conformations around the MECP, and not necessarily always at the MECP geometry.


Figure 5.14: ${ }^{1} \mathrm{~A} /{ }^{3} \mathrm{MC}$ intersection seam for $\left[\mathrm{Fe}(\mathrm{tpy})_{2}\right]^{2+}$.


Figure 5.15: ${ }^{1} \mathrm{~A} /{ }^{5} \mathrm{MC}$ intersection seams for $\left[\mathrm{Fe}(\mathrm{tpy})_{2}\right]^{2+}$.


Figure 5.16: ${ }^{1} \mathrm{MLCT} /{ }^{5} \mathrm{MC}$ intersection seam for $\left[\mathrm{Fe}(\text { tpy })_{2}\right]^{2+}$.

## ${ }^{3}$ MLCT- ${ }^{5}$ MC Intersection Seam



Figure 5.17: ${ }^{3} \mathrm{MLCT} /{ }^{5} \mathrm{MC}$ intersection seam for $\left[\mathrm{Fe}(\text { tpy })_{2}\right]^{2+}$.


Figure 5.18: ${ }^{3} \mathrm{MC} /{ }^{5} \mathrm{MC}$ intersection seam for $\left[\mathrm{Fe}(\mathrm{tpy})_{2}\right]^{2+}$.

Finally, we computed the minimum energy pathway (MEP) for each pair of surfaces that intersect. An MEP connects two separate surfaces' minimum via the MECP using the path with the smallest change in energy [190]. Figures 5.19-5.23 show the MEPs for each of the pairs of surfaces that intersect. We computed these MEPs by computing two steepest descent reaction paths: one from the MECP to the minimum of the first surface, and another from the MECP to the minimum of the second surface. With the exception of the the ${ }^{3} \mathrm{MLCT} /{ }^{5} \mathrm{MC}$ MEP (Figure 5.23), the rocking angle remained at $\Theta=0^{\circ}$ for the entire reaction path. Consequently, we were able to project these MEPs onto two-dimensional potential energy surfaces (see Figures 5.19-5.22).


Figure 5.19: ${ }^{1} \mathrm{~A} /{ }^{3} \mathrm{MC}$ minimum energy pathway for $\left[\mathrm{Fe}(\mathrm{tpy})_{2}\right]^{2+}$.


Figure 5.20: ${ }^{1} \mathrm{~A} /{ }^{5} \mathrm{MC}$ minimum energy pathway for $\left[\mathrm{Fe}(\mathrm{tpy})_{2}\right]^{2+}$.


Figure 5.21: ${ }^{3} \mathrm{MC} /{ }^{5} \mathrm{MC}$ minimum energy pathway for $\left[\mathrm{Fe}(\mathrm{tpy})_{2}\right]^{2+}$.


Figure 5.22: ${ }^{1} \mathrm{MLCT} /{ }^{5} \mathrm{MC}$ minimum energy pathway for $\left[\mathrm{Fe}(\mathrm{tpy})_{2}\right]^{2+}$.


Figure 5.23: ${ }^{3} \mathrm{MLCT} /{ }^{5} \mathrm{MC}$ minimum energy pathway for $\left[\mathrm{Fe}(\text { tpy })_{2}\right]^{2+}$.

The construction of these reduced PESs is the first step towards performing dynamics of the photocycle for the complex, which could aid in understanding its unique strong-field LIESST behavior. Further investigations into the transitions between states and the deactivation pathways for the complex will hopefully lead to insight into the unique dynamics observed for the $[\mathrm{Fe}($ tpy $) 2] 2+$ complex. This and future work will also aid in establishing design principles and structure-function relationships in Fe (II)-polypyridine complexes, to afford a wider range of tunability towards numerous photophysical applications.

### 5.3 Nonadiabatic Dynamics

In this section we discuss the methodologies needed to describe the complex dynamics of Fe (II)polypyridine systems. These dynamics are called nonadiabatic dynamics, and require the inclusion of more quantum effects than the adiabatic dynamics described in Chapter 4.

There are several methods for describing nonadiabatic dynamics at or near intersections of two PESs intersect [212, 214]. There are two types of intersections: conical intersections take place between states of the same spin, and intersystem crossings take place between states of different spin [234]. The work presented in this Chapter focuses primarily on the latter. The approaches we will employ for nonadiabatic dynamics are nonadiabatic transition state theory (TST) [96, 97] and Tully's fewest switches trajectory surface hopping method [210]. TST provides a simple time-independent approach for computing nonadiabatic transition probabilities between two states of different spin. Nonadiabatic dynamics at an intersystem crossing between two PES's is described by the two surface's minimum energy crossing point (MECP), the lowest energy geometry on the seam of intersection between the two surfaces. In Tully's more complicated time-dependent method, nuclear dynamics are described by classical equations of motion of electronic PESs. At any given time, trajectories can "hop" from one surface to another. The probability of a hop from one state to another is calculated from either the spin-orbit or nonadiabatic coupling and the relative energy between the two states.

There are other methods for treating nonadiabatic dynamics. The ab initio multiple spawning (AIMS) method [18] interprets the nuclei as frozen Gaussian wave packets evolving on an electronic PES. As the wave packet propagates, it can separate, or spawn, depending on the nonadiabatic coupling between the electronic states. Another alternative is the the Ehrenfest method [141] where trajectories evolve on a optimally weighted average of PESs instead of hopping between them. Ref. [214] offers a great review of nonadiabatic dynamics and the methods for which to study them, including both the Ehrenfest and surface hopping methods. In the next section we describe Tully's fewest switches trajectory surface hopping method [210], as it will be our method of choice in future work.

### 5.3.1 Nonadiabatic Transition State Theory

Nonadiabatic transition state theory (TST) [96, 97] can account for the kinetics of reactions involving intersystem crossing. These reactions are nonadiabatic in the sense that they occur on more than one PES, with transformation from reactants to products requiring the system to "hop" from the PES corresponding to the initial spin state onto that corresponding to the product state for reaction to occur. TST is a time-independent method that yields reactivity rate constants on single PESs for each step of nuclear motion. The rate coefficient $k_{i \rightarrow j}$ of a
spin-forbidden reaction at a given internal energy $E$ is

$$
\begin{equation*}
k_{i \rightarrow j}=\frac{k_{g} T}{h} \exp \left(\frac{\Delta E_{M E C P}}{R T}\right) P_{h o p} \tag{5.6}
\end{equation*}
$$

where $\Delta E_{M E C P}$ is the energy difference between the two surfaces at the MECP, $k_{g}$ is the Boltzmann constant, $R$ is the molar gas constant, $T$ is the temperature, and $P_{\text {hop }}$ is the probability of a transition between the two surfaces. This transition probability is calculated using the Lendau-Zener formula [235, 153, 225]

$$
\begin{equation*}
P_{h o p}=1-\exp \left(\frac{-2 \pi H_{i j}^{S O}}{\nu \Delta F}\right) \tag{5.7}
\end{equation*}
$$

where $\nu$ is the velocity of the system as it passes through the MECP, $H_{i j}^{S O}$ is the spin-orbit coupling-derived off-diagonal Hamiltonian matrix element between the two electronic states defined as

$$
\begin{equation*}
H_{i j}^{S O}=\left\langle\phi_{i}\right| \hat{H}_{S O}\left|\phi_{j}\right\rangle, \tag{5.8}
\end{equation*}
$$

and $\Delta F$ is the relative slope of the two surfaces at the MECP $[96,97]$.

### 5.3.2 Tully's "Fewest Switches" Surface Hopping

Surface hopping [106] is a popular approach for modeling nonadiabatic dynamics. The method is a time-dependent mixed quantum mechanical/classical mechanical technique that is designed to more accurately treat quantum mechanical effects of dynamics in regions of PESs where the Born-Oppenheimer approximation breaks down (i.e. conical intersections and intersystem crossings). As opposed to the reaction path method of Chapter 4 where trajectories traveled on one PES, in the surface hopping method trajectories are allowed to "hop" between surfaces at any given time. Tully's "Fewest Switches" Surface Hopping method [210] is perhaps the most widely used surface hopping algorithm, and we describe the method in this section.

Let $\mathbf{r}$ and $\mathbf{R}$ denote the electronic and atomic coordinates, respectively. In [210], Tully writes the total Hamiltonian of the system as

$$
\begin{equation*}
\hat{H}=\hat{T}_{R}+\hat{H}_{0}(\mathbf{r}, \mathbf{R}), \tag{5.9}
\end{equation*}
$$

where $\hat{H}_{0}(\mathbf{r}, \mathbf{R})$ is the electronic Hamiltonian for fixed atomic positions and $\hat{T}_{R}$ is the atomic motion kinetic energy operator.

We first choose an orthonormal set of $M$ electronic basis functions $\phi_{j}(\mathbf{r} ; \mathbf{R})$ that depend parametrically on the atomic positions. These may be, for example, wave functions derived from
the time-independent Schrödinger equation within Born-Oppenheimer approximation

$$
\begin{equation*}
\hat{H}_{0} \phi_{i}=\mathcal{E}_{i} \phi_{i} \tag{5.10}
\end{equation*}
$$

for eigenstates (electronic states) $j=1,2, \ldots, M$. Next, define matrix elements of the electronic Hamiltonian

$$
\begin{equation*}
V_{i j}(\mathbf{R})=\left\langle\phi_{i}\left(\mathbf{r} ; \mathbf{R}\left|\hat{H}_{0}(\mathbf{r}, \mathbf{R})\right| \phi_{j}(\mathbf{r} ; \mathbf{R})\right\rangle\right. \tag{5.11}
\end{equation*}
$$

where we use bra-ket notation introduced in Chapter 3. Note that

$$
\begin{equation*}
\mathcal{E}_{i}=V_{i i} \tag{5.12}
\end{equation*}
$$

Finally, we define the "nonadiabatic coupling vector"

$$
\begin{equation*}
\mathbf{d}_{i j}(\mathbf{R})=\left\langle\phi_{i}(\mathbf{r} ; \mathbf{R})\right| \nabla_{\mathbf{R}}\left|\phi_{j}(\mathbf{r} ; \mathbf{R})\right\rangle \tag{5.13}
\end{equation*}
$$

where the gradient is defined with respect to the atomic coordinates. This vector can also be computed from the off-diagonal Hellmann-Feynman forces [59]

$$
\begin{equation*}
\mathbf{d}_{i j}(\mathbf{R})=\frac{\left\langle\phi_{i}\left(\mathbf{r} ; \mathbf{R}\left|\nabla_{\mathbf{R}} \hat{H}_{0}\right| \phi_{j}(\mathbf{r} ; \mathbf{R})\right\rangle\right.}{\mathcal{E}_{i}-\mathcal{E}_{j}}, i \neq j \tag{5.14}
\end{equation*}
$$

Tully's surface hopping method assumes that there is a continuous function such that $\mathbf{R}=$ $\mathbf{R}(t)$ where $t$ is time. For this work we employ the continuous steepest descent equation from our reaction path method in Chapter 4

$$
\begin{equation*}
\dot{\mathbf{R}}=-\nabla_{\mathbf{R}} \mathcal{E}_{j} . \tag{5.15}
\end{equation*}
$$

Consequently, the electronic Hamiltonian $\hat{H}_{0}(\mathbf{r} ; \mathbf{R})$ is now a time-dependent operator $\hat{H}_{0}(\mathbf{r} ; \mathbf{R}(t))$. Another popular option for the classical trajectories is $\mathbf{R}_{m}$ is

$$
\begin{equation*}
\ddot{\mathbf{R}}=-\frac{1}{M_{m}} \nabla_{\mathbf{R}} \mathcal{E}_{j} \tag{5.16}
\end{equation*}
$$

where $M_{m}$ is the associated mass. This is the equation of choice for the Newton-X software package $[11,12]$ and the solution is often approximated with the Velocity Verlet algorithm [205] (see Appendix A.5).

Consider the time-dependent electronic Schrödinger equation

$$
\begin{equation*}
i \hbar \frac{\partial}{\partial t} \psi(\mathbf{r}, \mathbf{R}, t)=\hat{H}_{e} \psi(\mathbf{r}, \mathbf{R}, t) \tag{5.17}
\end{equation*}
$$

where $\psi(\mathbf{r}, \mathbf{R}, t)$ is the wave function that describes the electronic state at time $t$. Tully expands this wave function in terms of the electronic eigenfunctions

$$
\begin{equation*}
\psi(\mathbf{r}, \mathbf{R}, t)=\sum_{j}^{M} c_{j}(t) \phi_{j}(\mathbf{r} ; \mathbf{R}) \tag{5.18}
\end{equation*}
$$

where the time-dependent expansion coefficients $c_{j}(t) \in \mathbb{C}$ are called quantum amplitudes. This approximation is commonly known as the Born-Huang expansion [26]. Substituting this expansion into the time-dependent electronic Schrödinger equation, multiplying on the left by $\phi_{k}(\mathbf{r}, \mathbf{R})$, and integrating over $\mathbf{r}$ yields

$$
\begin{equation*}
i \hbar \dot{c}_{k}=\sum_{j}^{M} c_{j}\left(V_{k j}-i \hbar \dot{\mathbf{R}} \cdot \mathbf{d}_{k j}\right) . \tag{5.19}
\end{equation*}
$$

In this form two terms promote transitions between electronic states: the off-diagonal elements of $V_{k j}$ and the nonadiabatic coupling term $\mathbf{R} \cdot \mathbf{d}_{k j}$.

It is often convenient to write Equation 5.19 in its equivalent density matrix form. Letting $a_{k j}=c_{k} c_{j}^{*}$ and using the properties of a set of orthonormal basis functions $\phi_{i}$, Equation 5.19 becomes

$$
\begin{equation*}
i \hbar \dot{a}_{k j}=\sum_{i}\left[a_{i j}\left(V_{k i}-i \hbar \dot{\mathbf{R}} \cdot \mathbf{d}_{k i}\right)-a_{k i}\left(V_{i j}-i \hbar \dot{\mathbf{R}} \cdot \mathbf{d}_{i j}\right)\right] . \tag{5.20}
\end{equation*}
$$

Here, $a_{k k}$ are the occupation probabilities of the instantaneous adiabatic eigenstates and $a_{k j}$, $k \neq j$ define the quantum coherence [59]. For a swarm of $N$ trajectories, the number of trajectories on a PES $j$ at time $t$ is $a_{j j}(t) \cdot N$. The electronic state populations satisfy

$$
\dot{a}_{k k}=\sum_{l \neq k} b_{k l}
$$

where

$$
b_{k l}=2 \hbar^{-1} \operatorname{Im}\left(a_{k l}^{*} V_{k l}\right)-2 \operatorname{Re}\left(a_{k l}^{*} \mathbf{R} \cdot \mathbf{d}_{k l}\right) .
$$

Our task is to simultaneously integrate Equations 5.15 and 5.20. Even though the timedependent wave function $\psi$ is mixed state, the forces on the classical subsystem are determined by a single "occupied" state. Tully's fewest switches algorithm applies to the standard surfacehopping procedure [215, 191], where trajectories evolve on a single PES, not some weighted average, with the possibility of sudden jumps from one state to another that occur instantaneously. As the name suggests, Tully's fewest switches algorithm minimizes the number of state
switches. The method is outlined in three steps:

1. The system is assigned initial conditions, including positions and velocities of all the atoms and the initial electronic density matrix elements $a_{k j}$. The initial wave functions are usually the reference state wave function (e.g. ground state wave function) [170].
2. The classical mechanical equations of motion for the atoms (Equation 5.15) on the current PES $V_{k k}$ are integrated for a sufficiently small time interval $\Delta t$.
3. For conical intersections, the switching probabilities $g_{k j}$ from the current electronic state $k$ to all other states $j$ are computed from the density matrix elements via

$$
\begin{equation*}
g_{k j}(t)=\max \left(0, \frac{\Delta t b_{j k}}{a_{k k}}\right) . \tag{5.21}
\end{equation*}
$$

For intersystem crossings, on the other hand, probabilities are computed using the LendauZener formula $[235,153,225]$ formula given in Equation 5.7. Then, a number $\xi$ is drawn with uniform probability from the interval $(0,1)$ to determine if a switch to any state $j$ will occur.
4. If a switch to state $k^{\prime}$ occurs, the trajectory will now evolve on the PES $V_{k^{\prime} k^{\prime}}$. Note that any change in energy must be accounted for to conserve total energy. Tully suggests making this adjustment to the component of velocity in the direction of the nonadiabatic coupling vector $\mathbf{d}_{k k^{\prime}}(\mathbf{R})$ at the position of the transition $\mathbf{R}$. If the velocity reduction required is greater than the component of velocity to be adjusted, then the switch is not invoked. Return to step 2.

Steps 2-4 are repeated until the trajectory reaches whatever stopping criteria specified by the application. We will apply this method to study nonadiabatic dynamics of PESs of $\left[\mathrm{Fe}(\mathrm{tpy})_{2}\right]^{2+}$.

## Adiabatic vs. Diabatic Representation

For nonadiabatic dynamics there are two common choices of representation for the basis functions $\phi_{i}$ : adiabatic wave functions and diabatic wave functions. The most common is the adiabatic or Born-Oppenheimer wave functions, which are solutions to the time-independent electronic Schrödinger equation (Equation 5.10) for fixed nuclear coordinates R. In this representation the electronic Hamiltonian (Equation 5.11) is a diagonal matrix where $V_{k k}=\mathcal{E}_{k}$ and $\mathbf{d}_{k j} \neq 0$. Diabatic wave functions, on the other hand, are designed such that $\mathbf{d}_{k j}=0$ and $V_{k j} \neq 0$ [59]. A number of different procedures for defining diabatic wave functions have been proposed, but we describe the one presented in [214] here. First we split the electronic Hamiltonian

$$
\hat{H}_{0}=\hat{H}_{D}+\hat{V}_{c}
$$

where $\hat{V}_{c}$ is a small coupling term which is responsible for the splittings between adiabatic states at avoided crossings or conical intersections (i.e., where adiabatic PES's nearly intersect). The diabatic wave functions are solutions to

$$
\begin{equation*}
\hat{H}_{D} \phi_{i}=\mathcal{E}_{i} \phi_{i} \tag{5.22}
\end{equation*}
$$

and $\mathcal{E}_{i}$ are the associated diabetic energies. For example, this representation can be used to treat spin transitions by letting $\hat{H}_{D}$ be the non-relativistic electronic Hamiltonian and $\hat{V}_{c}$ characterize the spin-orbit interaction as in [84]. A diabatic basis can be defined by a transformation of the adiabatic electronic basis functions such that the vector of couplings $\mathbf{d}_{i j}$ is small enough to neglect [113]. We employ the adiabatic representation, as the diabatic representation is incompatible with surface hopping [213, 92].

Analogously, there are two representations of PESs: adiabatic and diabatic. An adiabatic PES is one in which the energy for a particular electronic state is followed. On the other hand, a diabatic PES is the lowest-energy electronic state available for each set of nuclear coordinates [231]. The Born-Oppenheimer approximation implies following adiabatic surfaces, but this approximation breaks down when the molecule transitions from one electronic state to another. Figure 5.24 shows two adiabatic PESs that intersect and the resulting diabatic PES.


Figure 5.24: A simple one-dimensional example of two adiabatic paths that intersect and the resulting diabatic path (image taken from [231], Chapter 20, pg. 174).

## Propagation of Quantum Amplitudes

Propagation of the quantum amplitudes $c_{k}$ can be carried out in a variety of different ways. We summarize three here that are available options in the Newton-X software package [11, 12]. First let

$$
\begin{equation*}
\sigma_{i j}=\mathbf{d}_{i j} \cdot \dot{\mathbf{R}} \tag{5.23}
\end{equation*}
$$

The three methods are:

1. Explicit evaluation of the nonadiabatic coupling vectors $\mathbf{d}_{i j}$ via Equation 5.13.
2. If the nonadiabatic coupling vectors are not available $\sigma_{i j}(t)$ can be approximated by

$$
\begin{align*}
\sigma_{i j}(t) \approx & \frac{1}{4 \Delta t}\left(3 S_{i j}(t)-3 S_{j i}(t)\right.  \tag{5.24}\\
& -S_{i j}(t-\Delta t)+S_{j i}(t-\Delta t) \tag{5.25}
\end{align*}
$$

where $S_{i j}(t)=\left\langle\phi_{i}(t-\Delta t) \mid \phi_{j}(t)\right\rangle$ are wavefunction overlaps between different time steps [95, 167].
3. Finally, the local diabatization approach $[83,168]$ allows one to obtain $c_{k}$ without explicitly evaluating $\sigma_{j k}$. In this case,

$$
\begin{equation*}
\mathbf{c}(t+\Delta t)=T^{-1} \exp \left(-i \frac{V(t)+T V(t+\Delta t) T^{-1}}{2 \hbar}\right) \tag{5.26}
\end{equation*}
$$

where again $V$ is the diagonal matrix of adiabatic energies and $T$ is an adiabatic-todiabatic transformation constructed by a Löwdin orthogonalization of the $S(t+\Delta t)$ overlap matrix.

### 5.4 Nonadiabatic Dynamics with Surrogate Models

Given means to calculate nonadiabatic coupling vectors in Equation 5.13 and spin-orbit couplings in Equation 5.8, we can extend our reaction path following method from Chapter 4 to include nonadiabatic dynamics. To do so, we propose approximating these terms with Smolyak's sparse grid interpolation algorithm. Instead of explicitly evaluating the nonadiabatic coupling vectors and spin-orbit couplings during Tully's surface-hopping dynamics, we instead evaluate a surrogate.

As before, we begin by choosing design coordinates $\mathrm{x} \in \mathbb{R}^{d}$ such that $\mathbf{R}=(\mathrm{x}, \xi)$ and
approximating the adiabatic PESs for each electronic state of interest to obtain

$$
\begin{equation*}
\hat{E}_{j}(\mathbf{x})=\mathcal{A}(q, d)\left[E_{j}\right](\mathbf{x}) \tag{5.27}
\end{equation*}
$$

where

$$
\begin{equation*}
E_{j}(\mathbf{x})=\min _{\xi} \mathcal{E}_{j}(\mathbf{x}, \xi) \tag{5.28}
\end{equation*}
$$

Next we use Smolyak's sparse grid interpolation algorithm to approximate the nonadiabatic coupling vectors

$$
\begin{equation*}
\hat{\mathbf{d}}_{i j}(\mathbf{x})=\mathcal{A}(q, d)\left[\mathbf{d}_{i j}(\mathbf{R})\right] \tag{5.29}
\end{equation*}
$$

and the spin orbit couplings

$$
\begin{equation*}
\hat{H}_{i j}^{S O}(\mathbf{x})=\mathcal{A}(q, d)\left[H_{i j}^{S O}(\mathbf{R})\right] \tag{5.30}
\end{equation*}
$$

In the construction of these three surrogates the remainder variables $\xi$ are taken to be

$$
\xi=\underset{\xi}{\operatorname{argmin}} \mathcal{E}_{0}(\mathbf{x}, \xi)
$$

Finally, Tully's surface hopping algorithm can be implemented by simultaneously integrating

$$
\begin{equation*}
\dot{\mathbf{x}}=-\nabla \hat{E}_{j}(\mathbf{x}) \tag{5.31}
\end{equation*}
$$

and

$$
\begin{equation*}
i \hbar \dot{a}_{k j}=\sum_{i}\left[a_{i j}\left(V_{k i}-i \hbar \dot{\mathbf{x}} \cdot \hat{\mathbf{d}}_{k i}\right)-a_{k i}\left(V_{i j}-i \hbar \dot{\mathbf{x}} \cdot \hat{\mathbf{d}}_{i j}\right)\right] \tag{5.32}
\end{equation*}
$$

where hopping probabilities are computed with

$$
\begin{equation*}
P_{h o p}=1-\exp \left(\frac{-2 \pi \hat{H}_{i j}^{S O}}{\nu \Delta F}\right) \tag{5.33}
\end{equation*}
$$

Recall that since we are using an adiabatic representation of the PESs, $V$ is a diagonal matrix with $V_{i i}=\hat{E}_{i}$.

Currently, we lack the tools required to calculate diabatic and spin-orbit couplings at the DFT level of theory. Nonadiabatic dynamics between states of different spin have been performed before, however. Zaari et al. studied intersystem crossing between triplet and singlet
spin-sates of $\mathrm{SiH}_{2}$ in [234] and computed spin-orbit couplings with the complete active space configuration interaction method (CAS-CI) with singlet-triplet state averaged complete active space self-consistent field method (CASSCF) orbitals, and a partial 2-electron and full 1-electron spin-orbit Hamiltonian (HSO2P) [66, 65]. Several schemes for calculating these nonadiabatic coupling vectors within TDDFT are available, provided that one of the states is the ground state. In [207], Tavernelli et al. studied intersystem crossing of $\left[\mathrm{Ru}(\mathrm{bpy})_{3}\right]^{2+}$ using the linear response TDDFT (LR-TDDFT) method from [208] to compute nonadiabatic coupling vectors with the CPMD software package (http://www.cpmd.org/), and the method of Wang et al. [221] to compute spin-orbit couplings with the ADF2009.01 software package (http://www.scm.com/). No methods for computing spin-orbit or diabatic couplings for DFT wave functions are available in Gaussian 09 [72].

However, our collaborators are working closely with Dr. Sergey Varganov of the University of Nevada, Reno, who is actively researching efficient methods to compute spin-orbit couplings at the DFT level of theory. Once these methods have been developed we can move forward in implementing our surrogate model for Tully's surface hopping algorithm and studying the nonadiabatic dynamics of Fe (II)-polypyridines. These are goals of future work related to this dissertation and will be carried out by another student.

## Chapter 6

## Conclusion

In this dissertation we have used Smolyak's sparse grid interpolation algorithm [198, 13, 118] to study reaction path dynamics and potential energy surfaces (PESs) of complex molecules. Sparse grids are an effective means by which to study these systems, as often of the computational cost of constructing entire PESs often limits the number of degrees of freedom and/or the size of the molecule one can study. Sparse grids optimize the ratio of invested storage and computation time to approximation accuracy [37]. In this sense, they give us the most accurate approximation using the least amount of grid points. In Chapter 2 we discussed the history of sparse grids, and detailed the specific interpolation algorithm we use as first proposed by Barthelmann, Novak, and Ritter [13]. We developed an implementation of this algorithm specifically for this application that allows us to compute several thousand reaction paths simultaneously and efficiently. To do so, we utilized a reformulation of Smolyak's algorithm by Judd and coworkers [118] that removes redundant calculations Smolyak's original formulation. We expanded upon this reformulation by including analytical gradients, recursively computing the basis polynomials, and vectorizing the computation of tensor products in MATLAB (see Appendix A.1.3 for details) [152]. We then demonstrated that our implementation outperforms MATLAB's Sparse Grid Interpolation Toolbox [121, 122, 124].

After giving an introduction to quantum and computational chemistry in Chapter 3, we presented our surrogate reaction path following method [151] in Chapter 4. There are several benefits to using our surrogate model instead of traditional reaction path methods. First, the use of sparse grids easily enables one to increase the number of degrees of freedom in reaction path dynamics. Second, the sparse grid points used by Smolyak's algorithm are uniquely determined a priori, meaning all required electronic structure calculations can be performed trivially in parallel. Third, the sparse grids we employ are nested, so one can reuse electronic structure calculations to construct a higher order approximation. Finally, our implementation of Smolyak's algorithm allows one to continuously follow several different reaction paths simul-
taneously. We demonstrated the power our surrogate model method by performing reaction path simulation studies for molecules including 2-butene, stilbene, and pentene, with as many as six degrees of freedom.

In Chapter 5 we use Smolyak's sparse grid interpolation algorithm to study the PESs of $\mathrm{Fe}(\mathrm{II})$-polypyridines. These complexes are of great interest to the chemical community because of their potential application to solar cells [93, 51, 159, 27, 239]. The study of their PESs could lead to a better understanding of the photochemical processes that take place during the conversion of sunlight to electricity, and ultimately to the design of more efficient Fe-based complexes for solar energy applications. We used sparse grids to study the PESs of the Fe(II)polypyridine $\left[\mathrm{Fe}(\text { tpy })_{2}\right]^{2+}$. Our surrogate model allowed us to not only visualize these surfaces in many different ways, but also compute entire intersection seams, locate minimum energy crossing points, and calculate minimum energy pathways. This work marks the first time the PESs of any Fe(II)-polypyridine has been studied so extensively with three degrees of freedom. Finally, we provided a theoretical framework for extending our reaction path following method from Chapter 4 to include nonadiabatic dynamics. To do so, we developed a surrogate model for Tully's surface hopping algorithm [211] that uses Smolyak's sparse grid interpolation algorithm to approximate PESs, nonadiabatic coupling vectors, and the spin-orbit coupling matrix. The work presented in this thesis will be continued to study different $\mathrm{Fe}(\mathrm{II})$-polypyridines and implement our surrogate model for Tully's surface hopping algorithm. Once realized, our surrogate model could provide novel insights into the complicated photochemical processes involved in solar cells.
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## APPENDICES

## Appendix A

## Appendix-A

## A. 1 Smolyak Interpolation in MATLAB

In this section we will describe our implementation of Smolyak's algorithm in MATLAB and provide some user documentation for the codes.

## A.1.1 m-files

Your MATLAB path should contain the following m-files:

- smolyak_step1_T.m: Evaluates user's function at Smolyak grid points
- smolyak_approx_T.m: Evaluates Smolyak interpolation at user-supplied points


## A.1.2 Implementation

The user will only have to call smolyak_step1_T.m and smolyak_approx_T.m. For smolyak_step1_T.m, the syntax is as follows:
>> S = smolyak_step1_T(d, k, bounds, fun);

The inputs are:

- d: The dimension of user's function
- k : The degree of polynomial exactness for the interpolation
- bounds: The boundary of user's domain. Each dimension's bounds are a row of this matrix
- fun: The name of user's function

The outputs are:

- S: A data structure of information to be used in smolyak_approx_T.m.

After this function runs successfully, the user must call smolyak_approx_T.m. The syntax is:
>> [fhat, ghat] = smolyak_approx_T(t, S);

The inputs are:

- t: $N \times d$ matrix of points at which to evaluate Smolyak's interpolant
- S: Data structure from smolyak_step1_T.m

The output are:

- fhat: $N \times 1$ vector of values of Smolyak interpolating function at t
- ghat: $N \times d$ matrix of values of the gradient of Smolyak interpolating function at t


## Example

We will interpolate the function

$$
f(x, y, z)=x y+e^{y}+z
$$

on $[-1,, 1]^{3}$ with $k=5$. The user must write the following function:

```
function [y, g]=test_function(x)
    \(\mathrm{y}=\mathrm{x}(:, 1) . * \mathrm{x}(:, 2)+\exp (\mathrm{x}(:, 2))\);
    \(y=y+x(:, 3)\);
    \(\mathrm{g}=\) ones(size(x));
    \(\mathrm{g}(:, 1)=\mathrm{x}(:, 2)\);
    \(g(:, 2)=x(:, 1)+\exp (x(:, 2))\);
end
```

We will approximate this function at $t_{1}=(-0.1,-0.2,0.1)$ and $t_{2}=(0.9,0.25,-.7)$. This can be done as follows:

```
>> d=3; k=5; bounds=[-1 1; -1 1; -1 1];
>> S = smolyak_step1_T(d,k,bounds,@test_function);
>> t=[-.1 -.2 .1; .9 . 25 -.7];
>> [fhat, ghat] = smolyak_approx_T(k,all_f,all_points,nodesMaxK,nnodes,t);
>> fhat
fhat =
    0.9387
    0.8090
>> ghat
ghat =
    -0.2000 0.7187 1.
    0.2500 2.1840 1.
>> [f, g]= test_function(t)
>> f
f =
    0.9387
    0.8090
>> g
g =
\(-0.2000 \quad 0.7187 \quad 1\).
```


## A.1.3 Function Details

## S Structure Data Fields

The output of smolyak_step1 is a structure containing information that is be used in smolyak_approx and other subfunctions of smolyak_step1. The data fields of $S$ are listed in Table A.1.

Table A.1: Data fields of S. See Section 2.3.1 for notational details.

| Field Name | Description |
| :---: | :---: |
| A_indices | Cell whose $i^{t h}$ entry contains the indices for interpolation level $i$ so that nodesMaxLevel(d,Al_indices\{i\}) returns a vector of all the nodes in $A_{i}=\chi_{i} \backslash \chi_{i-1}$ in dimension $d$. |
| A nnodes | Vector whose $i^{\text {th }}$ entry is the number of unidimensional nodes in the set $A_{i}$. |
| A_nodes | Cell whose $i^{\text {th }}$ entry contains the unidimensional nodes in $A_{i}$ on [ $[-1,, 1]$. |
| Q | Matrix containing multi-indices for Smolyak's algorithm. |
| b | Coefficient vector for Smolyak's algorithm (solution to Equation 2.47). |
| bounds | Interpolation domain, given by bounds = [a1, b1; ... ad, bd]. |
| d | Dimension. |
| ell_list | Matrix whose rows contain each basis number combination $\mathbf{j}$ in the order they appear in Smolyak's algorithm in Equation 2.48. |
| k | Degree of exactness. |
| level_indices | Cell whose $i^{\text {th }}$ entry contains the indices for interpolation level $i$ so that nodesMaxLevel(d,level_indices\{i\}) returns a vector of all level $i$ nodes in dimension $d$. |
| maxLevel | Highest level of sparse grid. |
| nodesMaxLevel | All nodes in each dimension for highest interpolation level. |
| numNodes | Vector whose $i^{\text {th }}$ entry is the number of unidimensional nodes in $\chi_{i}$. |
| q | $d+k$. |
| unidimNodes | Cell whose $i^{\text {th }}$ entry contains the unidimensional nodes in $\chi_{i}$ on $[-1,, 1]$. |

## Tensor Product Calculation in smolyak_approx_T.m

By far the most expensive part of Smolyak's algorithm is the calculation of tensor product basis functions in Equation 2.46. Here we take advantage of the MATLAB function bsxfun to compute these products.

Consider evaluating Smolyak's algorithm at a $N \times d$ matrix of points t

$$
\hat{f}=\mathcal{A}(q, d)[f](t)
$$

Before computing any tensor products we first construct A_bases, a $(k+1) \times d$ cell whose $\left(i^{t h}, j^{\text {th }}\right.$ ) entry contains a $N \times M$ all of the $M$ disjoint basis functions for dimension $j$ and level $i$. For example, if we let $\phi$ be the first basis function for level $i=3$ in dimension $j=2$, A-bases $\{3,2\}(:, 1)$ is the vector of $\phi$ evaluated at $t(:, 2)$. If gradients are requested we construct the analogous cell A_bases_deriv for the derivatives of the basis functions.

After we evaluate the unidimensional basis functions we loop through the set of allowable multi indices $Q(q, d)$. Since the first element of $Q(q, d)$ is $\mathbf{i}=\mathbf{1}$, the first term of Smolyak's algorithm is simply the constant term $b_{1}$ computed from Equation 2.47. As such, we initialize the approximation with $\hat{f}=b_{1}$ and start our loop through $Q(q, d)$ with the second multi index. For each $\mathbf{i} \in Q(q, d)$ we initialize

L=A_bases\{i(1), 1\};
and loop through the remaining dimensions to compute
A=reshape (L,ts, 1, []) ;
$B=b s x f u n\left(\right.$ ©times, $\left.A, A \_b a s e s\{i(d i), d i\}\right) ;$
L=reshape (B,ts, []) ; .
The reshape/bsxfun/reshape sequence element-wise multiplies all possible combinations of columns of L and columns of A_bases $\left\{\mathrm{i}(\mathrm{di})\right.$, di\}. For example, consider $\mathbf{i}=(2,2)$ and let $\phi_{i}^{j}$ be the $i^{\text {th }}$ basis function in dimension $j$. Interpolation level $i=2$ corresponds to the two disjoint basis functions $\phi_{2}$ and $\phi_{3}$. Initializing L in the first dimension with

$$
L=\left[\begin{array}{ll}
\phi_{2}^{1}, & \left.\phi_{3}^{1}\right],
\end{array}\right.
$$

the reshape/bsxfun/reshape step process yields

$$
L=\left[\phi_{2}^{1} \phi_{2}^{2}, \quad \phi_{2}^{1} \phi_{3}^{2}, \quad \phi_{3}^{1} \phi_{2}^{2}, \quad \phi_{3}^{1} \phi_{3}^{2}\right] .
$$

In this way we compute all tensor products of basis function functions for the multi index i. We then add the current piece of the linear combination to our approximation of $\hat{f}$ via

```
fhat = fhat + L*b_i
```

where $\mathbf{b}_{-} \mathbf{i}=b_{\mathbf{i}}$ is the slice of the coefficient vector $b$ that corresponds to the multi index $\mathbf{i}$. The Vandermonde matrix in Equation 2.47 is constructed so that we can initialize a counter $c=2$ and perform

```
b_i = b(c:c+size(L,2)-1);
fhat = fhat + L*b_i;
c=c+size(L,2)); .
```

Finally, the pseudocode for the tensor product evaluation is given below:

```
% Evaluate unidimensional basis functions
A_bases = eval_unidim_bases(t,S);
ts = size(t,1);
% Initialize fhat with constant term
fhat=b(1);
c=2;
for each i in Q
    % Initialize in the first dimension
    L=A_sets_bases{i(1),1};
    % Loop through other dimensions
    for di = 2:d
        A=reshape(L,ts,1, []);
        B=bsxfun(@times,A,A_bases{i(di),di});
        L=reshape (B,ts,[]);
    end
```

    \% Add current piece to Smolyak approximation
    b_i \(=\mathrm{b}(\mathrm{c}: \mathrm{c}+\operatorname{size}(\mathrm{L}, 2)-1)\);
    fhat=fhat+L*b_i;
    \% Update b index
    b_i=b_i+size (L, 2) ;
    end

## A. 2 Documentation for MATLAB Molecular Dynamics Codes

The purpose of this section is to introduce readers to the MATLAB code I have written for studying molecular potential energy surfaces and reaction paths. The code is capable of writing Gaussian 09 input files corresponding to sparse grid points in a given molecular coordinate interpolation domain, reading Gaussian 09 .log files to read molecular energies, plotting and finding minima of interpolated potential energy surfaces, and simulating reaction path dynamics. Section A.2.1 contains documentation for each MATLAB function, Section A.2.2 describes the structure of problem-specific MATLAB scripts that must be written to generate Gaussian 09 input files, and Section A.2.3 gives a step-by-step example.

NOTE: The following assumes that smolyak_step1_T.m and smolyak_approx_T.m are both in your MATLAB search path. Documentation for these codes can be found in Appendix [reference to be added later].

## A.2.1 Function Documentation

- addStates(molecule,nAddStates): creates Gaussian input files according to the data found in the molecule data structure to add nAddStates excited states to existing TD calculations. The input files are stored in the directory ./name/method $/ \mathrm{d} d / \mathrm{k} k$.

| Input | Description |
| :---: | :--- |
| molecule | a structure containing information about the jobs to be performed. See <br> section A.2.2 for information on structure fields and A.2.3 for an exam- <br> ple. <br> nAddStates |
| number of excited states to add |  |

- create_input_files (molecule): creates Gaussian input files according to the data found in the molecule data structure. The input files are stored in the directory ./name/method $/ \mathrm{d} d / \mathrm{k} k$.

| Input | Description |
| :---: | :--- |
| molecule | a structure containing information about the jobs to be performed. See <br> section A.2.2 for information on structure fields and A.2.3 for an example. |

- find_MECP (path_to_energy, state_indices, $x 0$ ): computes the minimum energy crossing point between the two surfaces given by state_indices using x 0 as an initial guess.

| Input | Description |
| :---: | :--- |
| path_to_energy | string of path to the directory that contains the /tt energy.mat file |
| state_indices | 2 x 1 array of indices of energies matrix (found in path_to_- <br> energy/energy.mat) corresponding to states to compute MECP <br> between. |
| Output | Description |
| xstar | MECP |

- PES_energy ( $\mathrm{x}, \mathrm{S}$ ) : evaluates the potential energy surface stored in the Smolyak data structure $S$ at a point $x$.

| Input | Description |
| :---: | :--- |
| x | point at which to evaluate the PES |
| S | Smolyak data structure for PES (see documentation for PES_S.m). |
| Output | Description |
| E | energy of PES at x. |
| f | forces (gradient) of PES at x. |

- PES_min(path_to_energy,state_index,x0): finds a local minimum of the potential energy surface using the energies found in the column corresponding to state_index found in energies matrix stored at path_to_energy/energies.mat. The function computes the minimum with MATLAB's fmincon function using the initial iterate specified by x 0 .

| Input | Description |
| :---: | :--- |
| path_to_energy | string of path to the directory that contains the /tt energy.mat file <br> state_index <br> column index of energies matrix (found in energy .mat) that corre- <br> sponds to state of interest. <br> initial guess for minimization algorithm |
| Output | Description |
| xmin | local minimum of PES |

- PES_S (path_to_energy, state_index) : generates the Smolyak data structure for the potential energy surface using the energies stored in the column corresponding to state_index found in the energies matrix stored at path_to_energy/energies.mat.

| Input | Description |
| :---: | :--- |
| path_to_energy <br> state_index | string of path to the directory that contains the /tt energy.mat file <br> column index of energies matrix (found in energy.mat) that corre- <br> sponds to state of interest. |
| Output | Description |
| S | Smolyak data structure |

- plot_intersection_seam(path_to_energy, state_indices,fixed_dims, x0, var_names): finds the minimum energy crossing point and plots $1 \mathrm{D}, 2 \mathrm{D}$, or 3 D visualization of the intersection seam between the two PES's. The dimensions specified in the fixed_dims input are held constant and the PES is projected onto the remaining dimensions. This input is only necessary for cases where $d>3$. The input x 0 is used as an initial guess for the minimum energy crossing point (see documentation for find_MECP). If unspecified, $x 0$ is the center of the interpolation domain.

| Input | Description |
| :---: | :--- |
| path_to_energy | string of path to the directory that contains the /tt energy.mat file |
| state_indices | 2 x 1 array of indices of energies matrix (found in path_to_- <br> energy/energy.mat) corresponding to states plot intersection seam <br> fixed_dims <br> between. <br> (required for $d>3$ ) fixed dimensions and values for projection given <br> var_names |
| by the matrix [dim1 val1; dim2 val2; . .] <br> (optional) labels for x- and y-axes given by \{'name1', , 'name2' $\}$ |  |

- plot_PES(path_to_energy, state_indices,fixed_dims,var_names): plots 3D visualization of PES projected onto two dimensions. The dimensions specified in the fixed_dims input are held constant and the PES is projected onto the two remaining dimensions.

| Input | Description |
| :---: | :--- |
| path_to_energy | string of path to the directory that contains the /tt energy.mat file |
| state_indices | array of indices of energies matrix (found in path_to_- <br> energy/energy.mat) corresponding to states to plot. |
| fixed_dims | fixed dimensions and values for 2D projection plot given by the <br> matrix [dim1 val1; dim2 val2; ...] <br> var_names |
| (optional) labels for x- and y-axes given by \{'name1', 'name2' $\}$ |  |

- plot_contour (path_to_energy,state_index,fixed_dims, var_names): plots contour plot visualization of PES projected onto two dimensions. The dimensions specified in the fixed_dims input are held constant and the PES is projected onto the two remaining dimensions.

| Input | Description |
| :---: | :--- |
| path_to_energy | string of path to the directory that contains the energy .mat file |
| state_index | column index of energies matrix (found in energy.mat) that corre- <br> sponds to state of interest. <br> fixed_dims <br> fixed dimensions and values for 2D projection plot given by the <br> matrix [dim1 val1; dim2 val2; ...] |
|  | (optional) labels for x-and y-axes given by \{'name1', ' 'name2' $\}$ |

- read_logs(path_to_files, path_to_prev_k_files,NaddStates) : reads Gaussian .log files and stores energies (in eVs) in path_to_files/energies.mat. For each $\log$ file there are five possible outcomes.
- The calculation successfully converged. No further actions are needed.
- The calculation terminated via Link 9999, meaning the optimization failed to converge and needs to be restarted. In this case read_logs will write a new .com file that will restart the optimization from the checkpoint file. All jobs that fail in this way can be resubmitted by running bash resubmit_failed_opts.sh from the command line.
- The calculation terminated because of a failed SCF calculation. The user must make appropriate changes to the .com file and resubmit the job manually.
- The calculation terminated because of a hardware issue. On the -gto queue I have experienced two additional failure modes which I call "NaN" and "ITU=***," both of which are the result of a hardware issue on the blade. In this case read_logs will write a new .com file that will restart the optimization from a step in the checkpoint file before either the "NaN" or "ITU=**" occurred. All jobs that fail in these ways can be resubmitted by running bash resubmit_thrown_nans. sh or bash resubmit_null_itu.sh from the command line.
- The calculation terminated for some unforeseen reason (e.g. a file was accidentally deleted during the calculation). All jobs that fail in this way can be resubmitted by running bash resubmit_failed_others.sh from the command line, but it is recommended that the user inspect each of these jobs to discover the failure reason before doing so.

| Input | Description |
| :---: | :--- |
| path_to_files | string of path to the directory that contains the .log files to <br> be read. <br> path_to_prev_k_files <br> (optional) string of path to the directory that contains the <br> $/$ tt energy.mat file from the k-1 sparse grid <br> (optional) the number of states added to TD calculations (re- <br> quired to read jobs created by addStates.m) |
| NaddStates | Description |
| Output | A $M \times N$ matrix of energies where $M$ is the number of sparse <br> grid points and $N$ is the number of electronic states. |
| energies |  |

- reaction_path(path_to_energy, x0, stateSequence, gammaRange, nSims): simulates reaction path dynamics.

| Input | Description |
| :---: | :--- |
| path_to_energy <br> x0 <br> stateSequence <br> gammaRange | directory where the /tt energy.mat file is stored. <br> initial point for simulations. <br> electronic state sequence for simulations. <br> vector specifying radius for each degree of freedom's approximated <br> molecular vibration/thermal fluctuation effects. <br> number of reaction paths to follow. |
| nSimsOutput | Description |
| yPath | $N \times(d \cdot n$ Sims $)$ matrix of reaction paths where $N$ is the number <br> of time steps. The first $d$ columns are the paths the $d$ degrees of <br> freedom take for the first reaction path, the next $d$ columns are the <br> paths the $d$ degrees of freedom take for the second reaction path, <br> and so forth. <br> $N \times n S i m s$ matrix of reaction path energies. |
| ePath |  |
| yFinal | returns the result of Ypath(end, :) |

## A.2.2 Molecule Input Scripts

Input scripts are used to create a data structure called molecule that stores information about the molecule and electronic structure calculations. This data structure is then fed to create_input_files.m to create all required Gaussian 09 input files.

The first thing to do in an input script is initialize the molecule structure by reading in the z-matrix from a .zmat file. This can be accomplished by calling molecule = read_zmat ('your_molecule.zmat') ; . Next, add fields to the molecule structure that provide details about the electronic structure calculations. Table A. 2 describes the data fields that need to be user-specified. After all data fields have been set, create the Gaussian .com files by calling create_input_files(molecule); Alternatively, to add excited states to existing calculations, call addStates (molecule, $N$ ); where $N$ is the number of states to add. For each .com file, create_input_files or addStates create an associated hpc job submission script outlined as follows for the first job for butene:

```
-------BEGIN FILE----------------------
#!/bin/csh
#BSUB -o butene1.out
#BSUB -e butene1.err
#BSUB -n 8
#BSUB -R "span[ptile=8]"
#BSUB -q gto
source /home/gwhowell/scripts/mvapich-intel/int101_mvapich.csh
#BSUB -W 400:00
#BSUB -J butene
mkdir /scratch/unity_id
setenv GAUSS_SCRDIR /scratch/unity_id
g09 butene1.com
rm -rf /scratch/unity_id
------------END FILE-----------------------
```

Finally, both of these functions create a bash script called submit_files.sh that needs to be executed on the henry 2 to submit all the jobs. This can be done on the Terminal command line with \$ bash submit_files.sh.

Table A.2: User-specified data fields for the molecule data structure.

| DOF | A cell containing strings of code specifying which degree of freedom corresponds to which molecular coordinate. For example, ' $D(5)=D O F(i, 1)$;' would set the 5th dihedral angle to the 1st degree of freedom. |
| :---: | :---: |
| atom | Cell of atomic symbols listed in order as they appear in the molecule's z-matrix. |
| bases | A cell containing two basis sets: the first is for the ground state geometry optimizations and the second is for ground state point calculations to be performed after the optimization. If these bases are the same, no point calculation is performed. If gen is used for the basis set, the data field basis_options must be specified. |
| basis_options | A cell comprised of lines of the gen basis set input section of Gaussian input files, e.g. $\{$ ' Fe 0 ', 'sdd', '****', 'N C H 0', '6-311g*' $\}$. |
| bounds | Matrix containing the sparse grid interpolation domain, given in the form [A1 B1; A2 B2; ... Ad Bd];. |
| charge | Charge of molecule. |
| frozen | A cell containing the coordinates to be frozen during Opt=Z-Matrix calculations. For example, \{ 'D1' , 'D2'\}; would freeze the first two dihedral angles. |
| k | Degree of polynomial exactness for Smolyak's sparse grid interpolation algorithm. |
| modredun | Cell of strings where each string is a line of an Opt=ModRedundant modify redundant coordinates section. For example, \{'D 12344 F', 'B 23 F '\}; would freeze the dihedral angel created by atoms 1-2-3-4 and the bond distance between atoms 2-3. |
| multiplicity | Spin multiplicity of molecule. |
| name | Name of molecule. |
| pop_options | Population analysis options, e.g. Full. If not specified, no population analysis is performed. |
| opt_coord | Coordinates for geometry optimization. Use either 'z-matrix' or 'ModRedundant'. |
| opt_method | Method for geometry optimizations, e.g. b3lyp. |
| other_options | Other options ground state calculations to be included in the route section of the .com file, e.g. 'NoSymm' or Int=UltraFine. |
| point_method | Method for point calculations, e.g. b3lyp. |
| prev_k | Set to 1 if the k-1 sparse grid has already been calculated. Set to 0 otherwise. |
| scf_options | Options for SCF procedure, e.g. 'VTL, XQC'. |
| scrf_options | Options for SCRF procedure, e.g. 'PCM, Solvent=Water, Read'. If not specified, SCRF is not used in the calculations. |
| td_options | Options for TD calculation, e.g. 'Root=1, NStates=10'. |
| td_other_options | Other options for excited state calculations to be included in the route section of the Gaussian input file, e.g. 'NoSymm Int=UltraFine'. |
| unity_id | NCSU unity ID for use on the henry2 cluster. |

## A.2.3 2-Butene Example

Here we will show an example of a singlet 2-butene input script. We will perform a geometry optimization using the $3-21 \mathrm{G}^{*}$ basis set, followed by a point calculation using the CEP-31G* basis set. We will also use TD to compute the first three singlet excited states. We will use the B3LYP DFT functional for all calculations. The 2-butene z-matrix, as written in butene.zmat, is shown in Figure A.1. Note the use of 0's in place of blanks for the first few lines. This is necessary for how read_zmat reads the .zmat file.

```
C O O O
C 11 1.4 0 0 0 0 0
C 2 1.4 1 125 0 0 0
C 3 1.4 2 125 1 0.0 0
H 4 1.1 3 114 2 0.0 0
H 4 1.1 3 114 5 120 0
H 4 1.1 3 114 5 -120 0
H 1 1.1 2 114 3 0 0
H 1 1.1 2 114 8 120 0
H 1 1.1 2 114 8 -120 0
H 2 1.1 3 115 1 180 0
H 3}1.1.121154180 0
```

Figure A.1: butene.zmat: z-matrix file for butene.

We choose three degrees of freedom for this example: D1, D2, and D5. These correspond to the dihedral angle formed by the 4 C atoms, and one C-C-C-H dihedral angle for each methyl group. We will use a degree of exactness of $k=5$ for Smolyak's sparse grid interpolation algorithm. We will also perform a full population analysis after the point calculation and excited states calculation. The entire MATLAB input script is shown in Figure A. 2 and can be run from the MATLAB command line.

```
% Name .zmat file
zmat_file = 'butene.zmat';
% Populate fields of molecule data structure
molecule = read_zmat(zmat_file);
molecule.name='butene';
molecule.charge=0;
molecule.multiplicity=1;
molecule.opt_method='b3lyp';
molecule.point_method='b3lyp';
opt_basis = '3-21G*';
point_basis = 'CEP-31G*';
molecule.bases={opt_basis, point_basis};
molecule.k=5;
molecule.prev_k=0;
molecule.bounds=[-20 200; -100 100; -100 100];
molecule.opt_options = 'VeryTight,CalcFC';
molecule.opt_coord = 'Z-Matrix';
molecule.scf_options='VTL,xqc,maxConventionalCycles=1000';
molecule.other_options='Symm=None Int=UltraFine';
molecule.pop_options = 'Full';
molecule.td_options='Root=1,NStates=3';
molecule.td_other_options='Symm=None Int=UltraFine';
molecule.DOF={'D(1)=DOF(i,1); '...
    'D(2)=DOF (i,2);'...
    'D(5)=DOF (i,3);'};
molecule.frozen={'D1', 'D2','D5'};
molecule.unity_id='jdnance2';
% Call create_input_files
create_input_files(molecule);
```

Figure A.2: butene_input.m: an example of an input script for butene.

After executing submit_files.sh and all Gaussian jobs have finished, we can read the .log files and extract energies by executing

```
>> [energies, failures, successes] = read_logs('butene/b3lyp/d3/k5');
```

in the MATLAB command line. If some optimizations failed to converge, read_logs will create a bash script called resubmit_failed_opts.sh that can be executed to resubmit failed optimizations by reading the initial geometry from the job's checkpoint file. Similarly, if some jobs fail for other reasons where a restart would be appropriate (I've seen invalid read/write issues on henry2 which can be fixed by simply restarting the calculation), read_logs will create a bash script called resubmit_failed_others.sh. Finally, if any jobs fail during an SCF procedure, read_logs will list these jobs so appropriate modifications can be made by the user to the .com files (e.g. using less strict convergence criteria or changing basis sets). If all jobs are successful then read_logs will store the energies as a matrix in energy.mat in the directory butene/b3lyp/d3/k5/.

Now that we have performed all the necessary electronic structure calculations, we can visualize the PES's and run dynamics simulations. As an example of how to visualize the PES, we will project the 3 -dimensional PES for the ground and first excited singlet state onto the first two degrees of freedom and hold the 3 rd constant at its equilibrium value of $x_{3}=0$. This can be performed by executing

```
>> names = {'C=C Rotation', 'Methyl Rotation 1'};
>> plot_PES('butene/b3lyp/d3/k5',[1 2],[3 0],names);
```

Alternatively, we can view a contour plot of the ground state PES by executing

```
>> plot_contour('butene/b3lyp/d3/k5',1,[3 0],names);
```

Figures A. 3 and A. 4 show the results of these two commands.
Finally, we will compute a reaction path for the cis-trans photoisomerization of 2-butene. Our electronic state sequence is $\{0,1,0\}$, the initial point for our simulations is $\mathbf{x}=(1.0,0.0,0.0)$, each degree of freedom's molecular vibration/thermal fluctuation radius is 20 , and we compute 50 reaction paths. The simulation can be started with

```
>> N = 50;
>> x0 = [11 0 0}]
>> seq = [llll
>> gamma = [20 20 20];
>> [yPath, ePath, yFinal] = reaction_path('butene/b3lyp/d3/k5',x0,seq,gamma,N);
```

Figures A.5-A. 8 shows the results of the reaction path simulation for each degree of freedom and the energies of all 50 reaction paths.


Figure A.3: Ground and lowest-lying excited singlet state PES's for 2-butene projected onto the first two degrees of freedom.


Figure A.4: Contour plot of ground state PES for 2-butene projected onto the first two degrees of freedom.


Figure A.5: Reaction paths for $x_{1}$.


Figure A.6: Reaction paths for $x_{2}$.


Figure A.7: Reaction paths for $x_{3}$.


Figure A.8: Energies of reaction paths.

## A.2.4 Troubleshooting Gaussian Optimizations

Computational chemistry algorithms, especially Gaussian's optimization algorithm, are finicky and very sensitive to input parameters. In this section we survey the most common issues and offer some possible solutions.

Error Messages and Solutions

- "Error: Old/New curvilinear step failed..." means the SCF algorithm has failed.
- If you are using the default algorithm (a variation of DIIS from [128]), try using alternative algorithms for the SCF method. The Gaussian 09 options $\mathrm{SCF}=\mathrm{XQC}$ or $\mathrm{SCF}=\mathrm{QC}$ take more computer time but converge more frequently than DIIS. Try $\mathrm{SCF}=\mathrm{XQC}$ first. It performs an iterate of the QC algorithm in the event of a failed DIIS iterate. QC stands for "quadratically convergent" and the algorithm can be found in [7]. A great reference for tips on SCF convergence can be found in [184].
- Use higher accuracy integrals, a finer integration grid, or both. The Gaussian 09 option to set the integral tolerance to $10^{-N}$ is $\operatorname{Int}=(\operatorname{Acc} 2 \mathrm{E}=\mathrm{N})$, and the option to use a finer grid is Int=VeryFine or Int=UltraFine.
- "Maximum number of iterations exceeded" means the optimization algorithm failed to converge in the allowed number of optimization iterations. Unlike SCF, we cannot increase the maximum number of iterations, but there are other solutions. In addition to the solutions mentioned above, also consider the following:
- Try a slightly different input geometry by shortening or lengthening one or two of the bond distances. Also, Gaussian's optimization algorithm seems to not like dihedral angles close to 180 degrees, so this may require reconstructing the $z$-matrix to reduce the number of angles close to 180 .
- Allow more SCF iterations. This is done using the $\mathrm{SCF}=($ MaxCycle=N) option, where $N$ is the maximum number of iterations.
- Consider using a different (smaller) basis set, level of theory, or both.
- Request that the algorithm compute analytic Hessians at the first step. This is done with the Opt=CalcFC option.
- "Small interatomic distances encountered . . . Atoms too close."
- Include the Geom=NoCrowd option to disable distance checking.

Remarks

- If you are requesting higher accuracy optimizations via the Opt=VeryTight option, make sure to request higher accuracy integrals with Int=VeryFine, too.


## A. 3 Semiclassical electron-radiation-ion dynamics (SERID)

In this section we outline a method called semiclassical electron-radiation-ion dynamics (SERID), which is a technique for simulating the coupled dynamics of valence electrons and ion cores (nuclei) in a molecule. The method was introduced by Allen, Dumitrica and Torralva in [3], where it is called tight-binding electron-ion dynamics (TED), and used in [57] and [114] to study the isomerization of stilbene. The method treats valence electrons quantum-mechanically but treats the radiation field and the motion of the ion cores classically. According to [3], this treatment is valid since the masses of the ions are $10^{4}-10^{5}$ times larger than electron mass. SERID is presented as an alternative to the popular Born-Oppenheimer approximation and allows one to study processes such as multiple electronic and vibrational excitations, intramolecular vibrational energy redistribution, and interdependence of the various electronic and vibrational degrees of freedom [57]. SERID is an $O(N)$ method where $N$ is the number of atoms in the system [3].

SERID calculates the forces on the ion cores and updates the wave function at every time step. The wavefunctions are found via the time-dependent Schrödinger equation

$$
\begin{equation*}
i \hbar \frac{\partial \Psi_{j}}{\partial t}=S^{-1} H \Psi_{j} \tag{A.1}
\end{equation*}
$$

where $S$ is the overlap matrix for the atomic orbitals and $j$ is an index over the electrons [3]. Note that the product $S^{-1} H$ is a Hermitian operator since: first, the overlap matrix $S$ is Hermitian and symmetric so $S^{-1}$ is also Hermitian and symmetric; second, the Hamiltonian $H$ is Hermitian; and third, $S^{-1} H=H S^{-1}$ since $S$ and thus $S^{-1}$ are symmetric, so the product $S^{-1} H$ is also Hermitian. A laser pulse is introduced into the system by coupling a time-dependent vector potential $A(t)$ to the electronic Hamiltonian via the Peierls substitution

$$
\begin{equation*}
H_{a b}\left(X-X^{\prime}\right)=H_{a b}^{0}\left(X-X^{\prime}\right) \exp \left(\frac{i q}{\hbar c} A(t)\left(X-X^{\prime}\right)\right) \tag{A.2}
\end{equation*}
$$

with

$$
\begin{equation*}
H^{0}=-\frac{\hbar \nabla^{2}}{2 m}+V(x) \tag{A.3}
\end{equation*}
$$

Here, $X$ and $X^{\prime}$ are nuclear coordinates, $a$ and $b$ label atomic orbitals, $q$ is the charge of an electron, and $c$ is the speed of light. Finally, the motion of the ion cores is described by Ehrenfest's theorem

$$
\begin{equation*}
M_{\ell} \ddot{X}_{\ell \alpha}=-\frac{1}{2} \sum_{j} \Psi_{j}^{*}\left(\frac{\partial H}{\partial X_{\ell \alpha}}-i \hbar \frac{\partial S}{\partial X_{\ell \alpha}} \frac{\partial}{\partial t}\right) \Psi_{j}+\text { h.c. }-\frac{\partial U_{\mathrm{rep}}}{\partial X_{\ell \alpha}} \tag{A.4}
\end{equation*}
$$

where the parameters determining the Hamiltonian matrix $H$ and ion-ion interaction $U_{\text {rep }}$ are
fitted to first-principles densitfy-functional calculations, and "h.c." represents the Hermitian conjugate of the first term [57]. Derivations and justifications of these formulae, along with further analysis, can be found in [3].

The solution to Equation A. 4 is approximated via the velocity Verlet algorithm [218]. The algorithm integrates the general equation of motion

$$
\begin{equation*}
m \ddot{r}_{i}=\sum_{j \neq i} f\left(r_{i j}\right) \tag{A.5}
\end{equation*}
$$

via

$$
\begin{equation*}
r_{i}(t+h)=-r_{i}(t-h)+2 r_{i}(t)+\sum_{j \neq i} f\left(r_{i j}(t)\right) h^{2} \tag{A.6}
\end{equation*}
$$

where $h$ is the time step. At each step the algorithm must compute $\frac{1}{2} N(N-1)$ terms, but Verlet introduces a bookkeeping device that reduces reduces the computing time by a factor of the order of 10 [218].

The solution to Equation A. 1 requires a different approach. Following [3], the time-evolution equation can be written in the form

$$
\begin{equation*}
\exp \left(\frac{i H \Delta t}{2 \hbar}\right) \Psi_{j}(t+\Delta t)=\exp \left(\frac{-i H \Delta t}{2 \hbar}\right) \Psi_{j}(t) \tag{A.7}
\end{equation*}
$$

Approximating the exponential by its first two terms in its Taylor series yields the Cayley algorithm

$$
\begin{equation*}
\Psi_{j}(t+\Delta t)=\left(1+\frac{i H \Delta t}{2 \hbar}\right)^{-1}\left(1-\frac{i H \Delta t}{2 \hbar}\right) \Psi_{j}(t) \tag{A.8}
\end{equation*}
$$

This algorithm is ideal because it preserves the probability and the orthogonality of the system [3]. Torralva introduced an improvement to this method in [3] where the first-order term in a Dyson-like series for the time evolution operator $U(t+\Delta t)$ is written as

$$
\begin{equation*}
U(t+\Delta t, t)=\left(\frac{1+i \bar{H}}{2 \hbar}\right)^{-1}\left(\frac{1-i \bar{H}}{2 \hbar}\right) \tag{A.9}
\end{equation*}
$$

with

$$
\begin{equation*}
\bar{H}=\frac{1}{\Delta t} \int_{t}^{t+\Delta t} d s H(s) \tag{A.10}
\end{equation*}
$$

After approximating the elements of $\bar{H}$ with a sufficient quadrature rule, the electron states are obtained from

$$
\begin{equation*}
\Psi_{j}(t+\Delta t)=U(t+\Delta t, t) \Psi_{j}(t) \tag{A.11}
\end{equation*}
$$

This algorithm preserves orthonormality of $\Psi_{j}$ to the machine accuracy of better than $10^{-12}$
[3].
SERID was originally developed in the context of semiconductors and is the recommended method for simulations of the interaction of light and matter. DFT methods are not suitable for such problems because the excited states are too low for semiconductors and nonadiabatic processes require very small time steps [3]. SERID has been used to study elements and molecules including gallium arsenide, silicon and $H_{2}^{+}$[3], butadiene [58], and stilbene [57, 114].

## A. 4 Modified Shepard Interpolation

In this section we outline a potential energy surface interpolation scheme originally proposed by Ischtwan and Collins in [109]. The scheme is a modified Shepard interpolation and is related to a moving least squares interpolation procedure. There are several variations of and improvements to this method in the literature (see [64], for example), but the core algorithm remains the same so we present the scheme in it's original form.

Consider a molecule with $N$ atoms and let $R \in \mathbb{R}^{3 N-6}$ be a column vector of interatomic distances. We will let $\left\{R(i), i=1, \ldots, N_{d}\right\}$ denote a set of $N_{d}$ configurations of the molecule at which the potential energy $V$ is known. Using a Taylor series expansion for the potential energy, we have

$$
\begin{equation*}
U(R ; i)=V R(i)+[R-R(i)]^{T} G(i)+\frac{1}{2}[R-R(i)]^{T} F(i)[R-R(i)]+\ldots \tag{A.12}
\end{equation*}
$$

where $G(i)$ and $F(i)$ are the gradient vector and the Hessian at $R(i)$, respectively. Ischtwan and Collins employ inverse length coordinates $\rho_{n}=\frac{1}{R_{n}}$ in the Taylor series, yielding

$$
\begin{equation*}
V(\rho(R) ; i)=V R(i)+[\rho-\rho(i)]^{T} G_{\rho}(i)+\frac{1}{2}[\rho-\rho(i)]^{T} F_{\rho}(i)[\rho-\rho(i)]+\ldots \tag{A.13}
\end{equation*}
$$

where $G_{\rho}(i)$ and $F_{\rho}(i)$ are the analogous gradient vector and the Hessian in inverse coordinates.
One of the goals of reaction-path based potentials is to choose an optimal configuration $R(i)$ on the reaction path about which to center the Taylor expansion. The potential energy of any configuration can be given by a modified Shepard interpolation, a scheme that gives the potential energy surface as a weighted average of the Taylor expansions of the PES about each point in the configuration $R(i)$. More explicitly, the potential energy becomes

$$
\begin{equation*}
V(R)=\sum_{i=1}^{N_{d}} w_{i}(R)[V \rho(R) ; i] \tag{A.14}
\end{equation*}
$$

where the weight function $w_{i}(R)$ has the form

$$
\begin{equation*}
w_{i}(R)=\frac{v_{i}(R)}{\sum_{k=1}^{N_{d}} v_{k}(R)} . \tag{A.15}
\end{equation*}
$$

The functions $v_{i}(R)$ are unnormalized weight functions such that $v_{i}(R) \rightarrow 0$ as $\left|R-R_{i}\right| \rightarrow \infty$ and $v_{i}(R) \rightarrow \infty$ as $\left|R-R_{i}\right| \rightarrow 0$. Ischtwan and Collins adopt the form

$$
\begin{equation*}
v_{i}(R)=\frac{1}{|R-R(i)|^{p}} \tag{A.16}
\end{equation*}
$$

for a parameter $p$. Assuming distinct configurations $R(i)$, as $\left|R-R_{i}\right| \rightarrow 0, w_{i}(R) \rightarrow 1$ and $w_{j}(R) \rightarrow 0$ for $j \neq i$. Furthermore, the $N_{d}$ weights $w_{i}(R)$ sum to 1 and thus

$$
\begin{equation*}
\sum_{k=1}^{N_{d}} \frac{\partial w_{k}(R)}{\partial R}=0 . \tag{A.17}
\end{equation*}
$$

With these properties and with $p>2, V(R)$ will exactly interpolate the energy, gradient, and Hessian at $R=R(i)$ for $i=1, \ldots, N_{d}$. In general, if the Taylor series in Equation A. 13 is truncated after the $n$th order, the function, gradient, and Hessian will be interpolated correctly if $p>n$ [109].

## A. 5 Velocity Verlet Algorithm [205]

$$
\begin{align*}
\ddot{\mathbf{R}} & =f(\mathbf{R})  \tag{A.18}\\
\frac{d^{2} \mathbf{R}}{d t^{2}} & =-\frac{1}{M} \frac{\partial V_{k}}{\partial \mathbf{R}} . \tag{A.19}
\end{align*}
$$

Letting $h$ be the time step for numerical integration, define $t_{n}=n h$. The Verlet algorithm uses the following approximations for first and second derivatives:

$$
\begin{align*}
& \dot{\mathbf{R}}_{n}=\frac{\mathbf{R}_{n+1}-\mathbf{R}_{n-1}}{2 h}  \tag{A.20}\\
& \ddot{\mathbf{R}}_{n}=\frac{\mathbf{R}_{n+1}-2 \mathbf{R}_{n}+\mathbf{R}_{n-1}}{h^{2}} . \tag{A.21}
\end{align*}
$$

Treating Equation A. 21 as an equality yields the Verlet algorithm:

$$
\begin{equation*}
\mathbf{R}_{n+1}=2 \mathbf{R}_{n}-\mathbf{R}_{n-1}+h^{2} f\left(\mathbf{R}_{n}\right) . \tag{A.22}
\end{equation*}
$$

Equation A. 20 is used to compute the velocity, if it is needed.
The velocity form of the Verlet algorithm is

$$
\begin{align*}
& \mathbf{R}_{n+1}=\mathbf{R}_{n}+h \mathbf{V}_{n}+\frac{h^{2}}{2} f\left(\mathbf{R}_{n}\right),  \tag{A.23}\\
& \mathbf{V}_{n+1}=\mathbf{V}_{n}+\frac{h}{2}\left(f\left(\mathbf{R}_{n+1}\right)+f\left(\mathbf{R}_{n}\right)\right) . \tag{A.24}
\end{align*}
$$

This formulation is mathematically equivalent to the Verlet algorithm, but is more numerically stable.

## A. 6 Z-Matrices

## A.6.1 2-Butene

The 2-butene z-matrix with $x_{1}=-20.0$ and $x_{2}=-100.0$ is printed below. Note that $x_{1}$ corresponds to D1 and $x_{2}$ corresponds to D2.

01
C
C 1 B1
C 2 B2 1 A1
C 3 B3 2 A2 1 D1 0
H 4 B4 3 A3 2 D2 0
H 4 B5 3 A4 5 D3 0
H 4 B6 3 A5 5 D4 0
H 1 B7 2 A6 3 D5 0
H 1 B8 2 A7 8 D6 0
H 1 B9 2 A8 8 D7 0
H 2 B10 3 A9 1 D8 0
H 3 B11 2 A10 4 D9 0
$B 1=1.450000$
B2 $=1.450000$
B3 $=1.450000$
B4 $=1.100000$
B5 $=1.100000$
B6=1. 100000
$\mathrm{B} 7=1.100000$
$B 8=1.100000$

```
B9=1.100000
B10=1.100000
B11=1.100000
A1=125.000000
A2=125.000000
A3=114.000000
A4=114.000000
A5=114.000000
A6=114.000000
A7=114.000000
A8=114.000000
A9=115.000000
A10=115.000000
D1=-20.000000
D2=-100.000000
D3=120.000000
D4=-120.000000
D5=0.000000
D6=120.000000
D7=-120.000000
D8=180.000000
D9=180.000000
```


## A.6.2 Stilbene

The z-matrix for stilbene with $x_{1}=-200, x_{2}=-100$ and $x_{3}=-150$ is C
C 1 B1
C 2 B2 1 A1
C 3 B3 2 A2 1 D1 0
C 4 B4 3 A3 2 D2 0
C 5 B5 4 A4 3 D3 0
H 2 B6 1 A5 6 D4 0
H 3 B7 2 A6 7 D5 0
H 4 B8 3 A7 8 D6 0
H 5 B9 4 A8 9 D7 0
H 6 B10 5 A9 10 D8 0

```
C 1 B11 2 A10 7 D9 0
C 12 B12 1 A11 2 D10 0
C 13 B13 12 A12 1 D11 0
C 14 B14 13 A13 12 D12 0
C 15 B15 14 A14 13 D13 0
C 16 B16 15 A15 14 D14 0
C 17 B17 16 A16 15 D15 0
C 18 B18 17 A17 16 D16 0
H 19 B19 14 A18 13 D17 0
H 18 B20 19 A19 20 D18 0
H 17 B21 18 A20 21 D19 0
H 16 B22 17 A21 22 D20 0
H 15 B23 16 A22 23 D21 0
H 13 B24 14 A23 19 D22 0
H 12 B25 1 A24 6 D23 0
B1=1.4
B2=1.4
B3=1.4
B4=1.4
B5=1.4
B6=1.09
B7=1.09
B8=1.09
B9=1.09
B10=1.09
B11=1.4
B12=1.4
B13=1.4
B14=1.4
B15=1.4
B16=1.4
B17=1.4
B18=1.4
B19=1.09
B20=1.09
B21=1.09
```

```
B22=1.09
B23=1.09
B24=1.09
B25=1.09
A1=120.0
A2=120.0
A3=120.0
A4=120.0
A5=120.0
A6=120.0
A7=120.0
A8=120.0
A9=120.0
A10=120.0
A11=120.0
A12=120.0
A13=120.0
A14=120.0
A15=120.0
A16=120.0
A17=120.0
A18=120.0
A19=120.0
A20=120.0
A21=120.0
A22=120.0
A23=110.0
A24=110.0
D1=0.0
D2=0.0
D3=0.0
D4=180.0
D5=0.0
D6=0.0
D7=0.0
D8=0.0
D9=0.0
```

```
D10=-150.0
D11=-200.0
D12=-100.0
D13=180.0
D14=0.0
D15=0.0
D16=0.0
D17=0.0
D18=0.0
D19=0.0
D20=0.0
D21=0.0
D22=-100.0
D23=-150.0
```

where $x_{1}$ corresponds to D11, $x_{2}$ corresponds to D12 with preprocessed angle D22 and $x_{3}$ corresponds to D10 with preprocessed angle D23.

## A.6.3 2-Pentene

The z-matrix for 2 -pentene with $x_{1}=0$ and $x_{2}=0$ is
C
C 1 B1
C 2 B2 1 A1
C 3 B3 2 A2 1 D1
C 4 B4 3 A3 2 D2
H 1 B5 2 A4 3 D3
H 1 B6 2 A5 3 D4
H 1 B7 2 A6 3 D5
H 2 B8 1 A7 7 D6
H 3 B9 2 A8 9 D7
H 5 B10 4 A9 3 D8
H 5 B11 4 A10 3 D9
H 5 B12 4 A11 3 D10
H 4 B13 5 A12 11 D11
H 4 B14 5 A13 11 D12

B1 $=1.4$

```
B2=1.4
B3=1.4
B4=1.4
B5=1.1
B6=1.1
B7=1.1
B8=1.1
B9=1.1
B10=1.1
B11=1.1
B12=1.1
B13=1.1
B14=1.1
A1=120.0
A2=120.0
A3=120.0
A4=120.0
A5=120.0
A6=120.0
A7=120.0
A8=120.0
A9=120.0
A10=120.0
A11=120.0
A12=120.0
A13=120.0
D1=0.0
D2=180.0
D3=-120.0
D4=0.0
D5=120.0
D6=180.0
D7=0.0
D8=180.0
D9=300.0
D10=60.0
D11=60.0
```


## A.6.4 $\left[\mathrm{Fe}(\mathrm{tpy})_{2}\right]^{2+}$

The z-matrix for $\left[\mathrm{Fe}(\mathrm{tpy})_{2}\right]^{2+}$ with axial bond lengths and equatorial bond lengths equal to $2.065 \AA^{\AA}$ and a tilting angle of $0^{\circ}$ is given below.

```
Fe
X 1 1.200000
X 1 1.200000 2 90.000000
N 12.065000 2 90.000000 3 D1 0
N 1 2.065000 4 A3 3 D2 0
N 1 2.065000 4 A4 5 D3 0
N 12.065000 3 90.000000 2 90.000000 0
N 1 2.065000 7 A6 2 D5 0
N 1 2.065000 7 A7 8 D6 0
C 4 B9 1 A8 5 D7 0
C 10 B10 4 A9 1 D8 0
C 11 B11 10 A10 4 D9 0
C 12 B12 11 A11 10 D10 0
C 4 B13 10 A12 11 D11 0
C 5 B14 1 A13 4 D12 0
C 15 B15 5 A14 1 D13 0
C 16 B16 15 A15 5 D14 0
C 17 B17 16 A16 15 D15 0
C 18 B18 17 A17 16 D16 0
C 6 B19 1 A18 4 D17 0
C 20 B20 6 A19 1 D18 0
C 21 B21 20 A20 6 D19 0
C 22 B22 21 A21 20 D20 0
C 23 B23 22 A22 21 D21 0
H 15 B24 16 A23 17 D22 0
H 16 B25 15 A24 5 D23 0
H 17 B26 16 A25 15 D24 0
H 18 B27 17 A26 16 D25 0
H 13 B28 12 A27 11 D26 0
H 12 B29 13 A28 14 D27 0
H 11 B30 12 A29 13 D28 0
```

```
H 23 B31 24 A30 6 D29 0
H 22 B32 23 A31 24 D30 0
H 21 B33 22 A32 23 D31 0
H 20 B34 21 A33 22 D32 0
C 7 B35 1 A34 8 D33 0
C 36 B36 7 A35 1 D34 0
C 37 B37 36 A36 7 D35 0
C 38 B38 37 A37 36 D36 0
C 7 B39 36 A38 37 D37 0
C 8 B40 1 A39 7 D38 0
C 41 B41 8 A40 1 D39 0
C 42 B42 41 A41 8 D40 0
C 43 B43 42 A42 41 D41 0
C 8 B44 41 A43 42 D42 0
C 9 B45 1 A44 7 D43 0
C 46 B46 9 A45 1 D44 0
C 47 B47 46 A46 9 D45 0
C 48 B48 47 A47 46 D46 0
C 9 B49 46 A48 47 D47 0
H 41 B50 42 A49 43 D48 0
H 42 B51 43 A50 44 D49 0
H 43 B52 44 A51 45 D50 0
H 44 B53 45 A52 8 D51 0
H 39 B54 38 A53 37 D52 0
H 38 B55 37 A54 36 D53 0
H 37 B56 36 A55 7 D54 0
H 49 B57 50 A56 9 D55 0
H 48 B58 49 A57 50 D56 0
H 47 B59 48 A58 49 D57 0
H 46 B60 47 A59 48 D58 0
B9=1.350000
B10=1.380000
B11=1.380000
B12=1.380000
B13=1.350000
B14=1.350000
```

```
B15=1.380000
B16=1.380000
B17=1.380000
B18=1.380000
B19=1.350000
B20=1.380000
B21=1.380000
B22=1.380000
B23=1.380000
B24=1.080000
B25=1.080000
B26=1.080000
B27=1.080000
B28=1.080000
B29=1.080000
B30=1.080000
B31=1.080000
B32=1.080000
B33=1.080000
B34=1.080000
B35=1.350000
B36=1.380000
B37=1.380000
B38=1.380000
B39=1.350000
B40=1.350000
B41=1.380000
B42=1.380000
B43=1.380000
B44=1.350000
B45=1.350000
B46=1.380000
B47=1.380000
B48=1.380000
B49=1.350000
B50=1.080000
B51=1.080000
```

```
B52=1.080000
B53=1.080000
B54=1.080000
B55=1.080000
B56=1.080000
B57=1.080000
B58=1.080000
B59=1.080000
B60=1.080000
A3=76.000000
A4=76.000000
A6=76.000000
A7=76.000000
A8=120.000000
A9=120.000000
A10=120.000000
A11=120.000000
A12=120.000000
A13=120.000000
A14=120.000000
A15=120.000000
A16=120.000000
A17=120.000000
A18=120.000000
A19=120.000000
A20=120.000000
A21=120.000000
A22=120.000000
A23=120.000000
A24=120.000000
A25=120.000000
A26=120.000000
A27=120.000000
A28=120.000000
A29=120.000000
A30=120.000000
A31=120.000000
```

```
A32=120.000000
АЗ3=120.000000
A34=120.000000
A35=120.000000
A36=120.000000
A37=120.000000
A38=120.000000
A39=120.000000
A40=120.000000
A41=120.000000
A42=120.000000
A43=120.000000
A44=120.000000
A45=120.000000
A46=120.000000
A47=120.000000
A48=120.000000
A49=120.000000
A50=120.000000
A51=120.000000
A52=120.000000
A53=120.000000
A54=120.000000
A55=120.000000
A56=120.000000
A57=120.000000
A58=120.000000
A59=120.000000
D1=90.000000
D2=0.000000
D3=180.000000
D5=0.000000
D6=180.000000
D7=180.000000
D8=180.000000
D9=0.000000
D10=0.000000
```

```
D11=0.000000
D12=180.000000
D13=180.000000
D14=0.000000
D15=0.000000
D16=0.000000
D17=180.000000
D18=180.000000
D19=0.000000
D20=0.000000
D21=0.000000
D22=180.000000
D23=180.000000
D24=180.000000
D25=180.000000
D26=180.000000
D27=180.000000
D28=180.000000
D29=180.000000
D30=180.000000
D31=180.000000
D32=180.000000
D33=180.000000
D34=180.000000
D35=0.000000
D36=0.000000
D37=0.000000
D38=180.000000
D39=180.000000
D40=0.000000
D41=0.000000
D42=0.000000
D43=180.000000
D44=180.000000
D45=0.000000
D46=0.000000
D47=0.000000
```

D48=180.000000
D49 $=180.000000$
D50=180.000000
D51=180.000000
D52=180. 000000
D53=180.000000
D54=180.000000
D55 $=180.000000$
D56=180. 000000
D57=180.000000
D58=180. 000000

## Appendix B

## Appendix-B

## B. 1 Sparse Grids Applied to Bayesian Inference

Consider the model for heat transport in the shallow subsurface given by

$$
\begin{equation*}
u(t, z ; \theta)=C e^{-\alpha z} \sin \left(\frac{\pi}{12} t-\alpha z+\omega\right)+\hat{C} \tag{B.1}
\end{equation*}
$$

with parameters $\theta=[C, \alpha, \omega, \hat{C}]$, depth $z$, and time $t . C$ is the amplitude, $\alpha$ is the damping parameter, $\omega$ is the phase shift, and $\hat{C}$ is the average temperature, assuming the temperature $u$ approaches $\hat{C}$ as $z \rightarrow \infty$.

Data, which we will denote by $Y$, was collected at three locations in North America with different Köpen climate classifications: tropical (Dataset A), desert (Dataset B), and undifferentiated highlands (Dataset H). Temperatures were collected over 5-minute intervals for a period of 40 days at depths of $z=1,5,10,15,20,25$, and 30 cm . With this data we calibrate our model parameters $\theta$ using the Bayesian framework.

Bayes' Theorem is given by

$$
\begin{equation*}
\pi(\theta \mid Y)=\frac{f(Y \mid \theta) \pi_{0}(\theta)}{\int_{\Gamma} f(Y \mid \theta) \pi_{0}(\theta) d \theta} \tag{B.2}
\end{equation*}
$$

where $p(\theta \mid Y)$ is the posterior probability density of $\theta$ given our data $Y, f(Y \mid \theta)$ is the sampling density of the data $Y$ given our parameters $\theta$, and $\pi_{0}(\theta)$ is the prior density. The prior density can be used to incorporate prior knowledge about the parameters into analysis. For this work we assume an uninformative (constant) prior density.

Assuming identically and independently (iid) normally distributed errors with mean 0 and
weighted variance $\frac{\sigma^{2}}{2_{i}^{2}}$, the sampling density is given by

$$
\begin{equation*}
f(Y \mid \theta)=\frac{1}{\left(\sqrt{2 \pi \sigma^{2}}\right)^{7 n_{t}}} \prod_{i=1}^{7}\left[w_{i}^{n_{t}} \exp \left(\frac{-1}{2 \sigma^{2}} S S\right)\right] \tag{B.3}
\end{equation*}
$$

where $n_{t}$ is the number of data points in time and the weights $w_{i}$ depend on depth $z$. The sum of squares $S S$ is given by

$$
\begin{equation*}
S S=\sum_{j=1}^{n_{t}}\left[w_{i}\left(y_{i j}-f\left(t_{i}, z_{j}, \theta\right)\right)\right]^{2} \tag{B.4}
\end{equation*}
$$

While the variance $\sigma^{2}$ could be considered as a fifth parameter in Bayesian analysis, we fix the variances $\sigma_{A}^{2}=0.01, \sigma_{B}^{2}=0.0567$, and $\sigma_{H}^{2}=0.3299$ for the respective datasets.

To evaluate the posterior density $\pi(\theta \mid Y)$ we approximate the likelihood function and its integral with sparse grids using the MATLAB Sparse Grid Interpolation Toolbox [121, 124, 122]. The bounds for the interpolation domain $\Gamma_{i}$ for $\theta_{i}$ was taken from the minimum and maximum parameter values from Markov Chain Monte-Carlo (MCMC) chains computed with the Delayed Rejection Adaptive Metropolis (DRAM) algorithm. The chains were run for 7500 iterations. For Dataset A, for example, the interpolation domain is

$$
\begin{align*}
\Gamma & =\Gamma_{C} \times \Gamma_{\alpha} \times \Gamma_{\omega} \times \Gamma_{\hat{C}}  \tag{B.5}\\
& =[2.368,2.666] \times[0.08514,0.09126] \times[5.845,5.960] \times[23.11,23.14] .
\end{align*}
$$

We use the NoBoundary sparse grid option that employs the maximum-norm-based sparse grid without points on the boundary with a grid depth of 10 to obtain the approximation

$$
\begin{equation*}
\hat{\pi}(\theta \mid Y) \approx \pi(\theta \mid Y) \tag{B.6}
\end{equation*}
$$

that requires 471,041 evaluations of the likelihood $f(Y \mid \theta)$. The sharp peak of the likelihood function necessitates the high sparse grid depth, as sparse grids with lower depth lead to significant error due to magnitude of the likelihood's derivatives in the neighborhood of the peak.

Using our approximation of the likelihood, the marginal density for $\theta_{i}$ is

$$
\begin{equation*}
p_{i}\left(\theta_{i}\right)=\int_{\Gamma^{\prime}} \hat{\pi}(\theta \mid Y) d \theta^{\prime} \tag{B.7}
\end{equation*}
$$

where $\Gamma^{\prime}$ and $d \theta^{\prime}$ include all $\Gamma_{j}$ and $d \theta_{j}$ for $j \neq i$. For a given value of $\theta_{i}$, the marginal distribution is found by calculating the integral in Equation B. 7 with sparse grids using the MATLAB Sparse Grid Interpolation Toolbox [121]. Here we also use the NoBoundary sparse grid option but with a depth of 9 . We note that this integral must computed each time we evaluate the marginal $p_{i}\left(\theta_{i}\right)$, and the high depth of the sparse grids makes this an expensive process.

In Figure B.1, we compare the marginal distributions for each parameter for Dataset A computed from Equation B. 7 with the marginal distributions computed from DRAM results. The same comparisons for Datasets B and H are shown in Figures B. 2 and B.3. We expect that if we increase the depth of our sparse grids the DRAM and sparse grid marginal distributions would agree even more, but the computational expense of higher-level sparse grids is inhibitive.


Figure B.1: Comparison for Dataset A: each marginal distribution calculated with the MATLAB Sparse Grid Interpolation Toolbox (SG) and the marginal distribution calculated from DRAM results.


Figure B.2: Comparison for Dataset B: each marginal distribution calculated with the MATLAB Sparse Grid Interpolation Toolbox (SG) and the marginal distribution calculated from DRAM results.


Figure B.3: Comparison for Dataset H: each marginal distribution calculated with the MATLAB Sparse Grid Interpolation Toolbox (SG) and the marginal distribution calculated from DRAM results.

