
ABSTRACT

BATTISTA, CHRISTINA. Parameter Estimation of Viscoelastic Wall Models in a One-Dimensional
Circulatory Network. (Under the direction of Mette S. Olufsen and Mansoor A. Haider.)

Flow and pressure waves originate from the contraction of the heart and propagate

along deformable vessels where the waves are reflected, dampened, and dispersed within

smaller sub-networks of vessels. Wave propagation in the circulatory system has been

studied from many different angles with the most successful being from a fluid dynamics

approach. This thesis develops and applies a one-dimensional nonlinear fluid dynamics

model for pulse wave propagation in large systemic ovine arteries with the goal of enhanc-

ing the understanding of cardiovascular disease and potentially impacting diagnostic tech-

niques related to systemic hypertension. Hypertension, high blood pressure, is associated

with the stiffening of large or small arteries, and by stiffening the arteries in our network,

we show the impact that each has on the pressure waveform.

The Navier-Stokes equations that govern blood flow in the large arteries are highly de-

pendent upon the parameters specified by both the in- and outflow boundary conditions

as well as the coupled arterial wall model. The most common outflow boundary condition,

the three-element Windkessel model, requires diligent estimation of parameters to pro-

duce physiologically relevant and sensible results. Simultaneously, biomechanical proper-

ties of the arterial wall change along the axial direction, resulting in stiffer arteries and less

viscoelasticity with progressively smaller vessels or as diseases progress. With a change in

mechanical properties of the arterial wall, in particular viscoelasticity, various amounts of

energy are lost throughout the system. Energy loss must then be compensated for in the

downstream vasculature via means of the outflow boundary conditions. Thus the Wind-

kessel model relies not only on pressure and flow but also the wall model and its parame-

ters.

While the Windkessel model has been implemented and studied for many years, the

current approach for determining the parameters has been based on elastic wall models

where minimal amounts of energy are lost as the pulse waves propagate along the network.

When incorporating viscoelastic walls where larger energy losses are evident, it is a non-

trivial task to estimate the outflow boundary condition parameters. This thesis presents

a systemic approach for determining Windkessel parameters based on vessel radius, stiff-

ness, and viscoelasticity.
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Chapter 1

Introduction

Cardiovascular diseases, defined as disorders of the heart and blood vessels, are the num-

ber one cause of death globally with 17.5 million deaths in 2012 [181] and an estimated

23.6 million deaths in 2030. One of the major risk factors for cardiovascular disease is hy-

pertension, or elevated blood pressure. Hypertension can lead to coronary heart disease

and is considered the most important risk factor for stroke, causing more than half of is-

chaemic strokes (obstruction of blood to the brain) and drastically increasing the risk for

hemorrhagic stroke (ruptured vessels that bleed into the brain) [181].

One-third of the adult population (70 million people) in the United States suffers from

hypertension and only half have their condition under control [36]. Another 70 million

adults are prehypertensive [36], indicating a risk for hypertension. The etiology of hyper-

tension is largely unknown [18], with little to no progress towards achieving an accepted

hypothesis. The past century provided hypotheses on the relationship between hyperten-

sion and arteriosclerosis, and suggested that the splanchnic nerves and circulation play

major roles in hypertension. One hypothesis is that the pathophysiology associated with

the stiffening of large or small arteries causes changes in the hemodynamics and wave

propagation in the circulatory network. Novel hypotheses on the etiology of hypertension,

such as stiffening of arteries, can be interpreted and supported (or rejected) via means of

computational modeling thus encouraging the need for this line of research.
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1.1 Summary of the dissertation

My work focused on 4 aims: (1) to derive a 1-D fluid dynamics model that can be cou-

pled with elastic or viscoelastic arterial wall models to study wave propagation, (2) to es-

timate parameters associated with arterial wall models and determine how these change

with arterial cross-sectional area, (3) to construct and validate a systemic ovine arterial

network model predicting ex vivo pressure and area, and (4) to develop a systematic ap-

proach analyzing how energy losses due to wall viscoelasticity effect outflow boundary

conditions. The latter is important for network simulations which require large computa-

tions with many parameters, all of which must be estimated to obtain physiological results.

Elastic networks are easier to calibrate than viscoelastic network. By forming a systematic

approach to estimating outflow parameters in viscoelastic arteries, network simulation

construction is simplified.

• Chapter 2 introduces structural and functional properties of the cardiovascular sys-

tem relevant for the models developed in Chapter 4.

• Chapter 3 describes the experimental procedures used by the Hemodynamics Lab-

oratory at the Universidad de la República in Montevideo, Uruguay to acquire pres-

sure and area data from systemic ovine arteries. Moreover, it provides an overview

of literature data available for validating 1-D blood flow models.

• Chapter 4 derives the 1-D model used for predicting arterial blood pressure, volu-

metric flow, and cross-sectional area in arterial networks. The major components

are a 1-D fluids model, arterial wall models, and models of the boundary conditions.

The 1-D fluids model is derived from the Navier-Stokes equations under the assump-

tion of an axisymmetric, incompressible flow. The arterial wall models use the frame-

work of Fung’s quasilinear viscoelasticity theory which formulates arterial strain as a

function of stress. The outflow boundary conditions are modeled by a three-element

Windkessel model, relating pressure and flow at the outlet of terminal vessels. Each

of these three components are accompanied by a literature review.

• Chapter 5 briefly presents wave intensity analysis, a method for analyzing wave re-

flections due to junctions and the peripheral vessels.
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• Chapter 6 sets up the numerical scheme used to solve the system of partial differen-

tial equations. A stabilized space-time finite element method based on a discontinu-

ous Galerkin method in time was utilized to solve the nonlinear equations governing

pulsatile blood flow in the arteries. Results confirming convergence of the solver in

a single vessel geometry are shown.

• Chapter 7 shows results for computations with elastic and viscoelastic networks. The

inverse problem allowing for estimation of wall model parameters is briefly described.

An elastic network geometry is developed and used to confirm the adequacy in using

discrete ex vivo data in network simulations. The viscoelastic network is the heart of

this dissertation and builds upon smaller networks to construct a clearcut way to pre-

dict outflow boundary conditions based on geometry, wall viscoelasticity, and vessel

stiffness.

• Chapter 8 summarizes the key points addressed in this dissertation and suggests fu-

ture research.
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Chapter 2

Cardiovascular Physiology

This chapter presents the cardiovascular system, specifically the systemic arterial network

which distributes blood from the left ventricle to the periphery. The general information

presented here is from physiology books by Boron [31], Smith and Kampine [146], Lev-

ick [91], and Klabunde [82]. Section 2.1 outlines the cardiovascular system (CVS) and its

functions while Section 2.2 presents various properties of the vasculature as well as com-

mon diseases affecting the arterial wall.

2.1 The cardiovascular system

The CVS is composed of a sophisticated network of blood vessels that facilitates the trans-

portation of nutrients (oxygen, glucose, amino acids, fatty acids, vitamins, drugs, water) to

and the removal of metabolic waste products (carbon dioxide, urea, creatinine) from tis-

sues. There are three primary components of the CVS: 1) a pump (the heart), 2) the liquid

(blood), and 3) a network (vessels). The system consists of two main divisions that form a

closed network (Figure 2.1): the larger systemic division and the smaller pulmonary divi-

sion.
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Figure 2.1 A schematic showing the parallel layout of the CVS. The only circulatory beds in series
are those between the spleen, intestines, and the liver. Red arrows indicate vessels that carry oxy-
genated blood, blue vessels indicate those that carry deoxygenated blood. Purple boxes represent
major vascular beds where the exchange of gases occurs. Adapted and reproduced with permis-
sion from [91].

2.1.1 The systemic and pulmonary circuits

The heart, weighing only 300 grams, contains four chambers (Figure 2.2), making up two

pumps that feed the pulmonary and systemic circulatory [146]. The pulmonary circuit in-

volves the flow of deoxygenated blood from the right heart to the lungs, the flow within the

lungs, and the flow of oxygen-rich blood back to the left heart. As blood passes through

the lungs, oxygen and carbon dioxide are exchanged between the capillaries and the gases

within the alveoli. The oxygenated blood is transported from the left heart throughout the

body via the systemic circulation to organs where it diffuses from the blood into the sur-

rounding tissue. Simultaneously, carbon dioxide and other waste products diffuse from
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the tissues into the blood where they are transported back to the lungs and the exchange

between blood and gases is made once again. Compared to the pulmonary circuit, the

systemic circuit operates under a higher mean pressure as shown in Figure 2.3, 15 and 95

mmHg, respectively [31].

The right and left sides of the heart each contain an atrium and a ventricle. The left ven-

tricle and left atrium are connected via the mitral (or bicuspid) valve which, under normal

conditions, prevents back flow from the ventricle into the atrium. The right ventricle and

right atrium are connected via the tricuspid valve which serves a similar purpose as the

mitral valve. Venous blood from the systemic circulatory system is returned to the heart

through the right atrium, and the right ventricle then cycles the blood to the pulmonary

circuit. The blood leaves the pulmonary system and enters the left atrium via pulmonary

veins where it then flows into the left ventricle. The left ventricle ejects blood into the sys-

temic circuit, beginning with the aorta which then, in turn, distributes the blood through-

out the body to all the organs. Blood that flows from the aorta to the major organ systems

ultimately enters the venous system, the superior and inferior vena cava, and is then re-

turned to the heart. Circulation to the major organ systems occurs primarily in parallel as

shown in Figure 2.1.

Within organs, the arterial vasculature branches into smaller and smaller vessels. This

branching, along with the decrease in radial size of the arteries, is vital to maintaining

blood pressure and flow throughout the network. Its importance will be emphasized in

the next section.

2.1.2 The circulation of blood

The walls of the heart are composed of muscle tissue called the myocardium. The my-

ocardium consists of three layers: the two outermost layers of fibers are diagonally ori-

ented from the base of the heart to the apex, and the innermost layer is circumferentially

oriented. Upon contraction, the innermost layers shorten the ventricular wall, pulling the

apex towards the base while the circumferential fibers constrict the ventricular diameter

of the heart.

As the heart pumps blood into the vasculature, a pressure gradient is induced within

the network. This can be described by classical hydrodynamic laws, the most important in

this scenario analogous to Ohm’s law of electricity. Thus, the pressure difference (∆P ) be-

tween two points is equal to the product of the flow (Q ) and the resistance (R ), i.e. a higher
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Figure 2.2 Blood flow in the heart. Systemic venous blood enters the right atrium (RA) through
the superior (SVC) and inferior vena cava (IVC) where it then passes into the right ventricle (RV).
The RV ejects blood into the pulmonary artery (PA) where it passes through the lungs and is re-
oxygenated before flowing through the left atrium (LA) and then filling the left ventricle (LV).
From here, the blood is ejected through aorta (A) to be distributed to the major organs. Used with
permission from [82].

pressure gradient is required to drive a given flow through a vessel with higher resistance:

∆P =Q R . (2.1.1)

Alternatively, arterial resistance can be calculated based on vessel length L and radius

r if the flow fulfills Poiseuille’s law i.e. a fully-developed flow of a viscous liquid through a

rigid, cylindrical pipe where the flow velocity varies from zero at the walls to a maximum

along the centerline. Where applicable, this resistance is given as

R =
8

π

ηL

r 4
(2.1.2)

where η is the viscosity. Based on Poiseuille’s law, in wide vessels (such as the aorta), re-

sistance is low because there is a larger area for the flow to pass through. In contrast, the

resistance is higher in narrower vessels. In humans, large arteries account for 2% of the

total systemic resistance, whereas the arterioles, capillaries, and the venous system make

up 60%, 20%, and 15%, respectively [31].

The cardiac output (CO) is defined as the amount of blood ejected during each heart-

beat (called stroke volume, SV) multiplied by the heart rate (HR):
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Figure 2.3 Pressure gradients in the systemic (left) and pulmonary (right) networks, indicat-
ing that the systemic network operates at a much higher pressure than the pulmonary network.
Boxed numbers mark mean pressure values at each level. Reprinted with permission from [31].

CO= SV ·HR, (2.1.3)

i.e. changes in the heart rate or stroke volume will influence the cardiac output. The heart

rate is determined by groups of cells known as pacemaker cells. These cells generate action

potentials that are conducted throughout the heart and trigger contraction of the cardiac

myocytes (or cardiac muscle cells.) This contraction results in the ejection of blood and

the force of this contraction regulates stroke volume. The magnitude of this force is con-

trolled by autonomic nerves and hormones. Stroke volume in a resting adult is typically

70-80 mL and heart rate is 60-75 beats per minute (bpm), resulting in a cardiac output

of 5L/min [146]. It can increase in response to external factors (fear, excitement) or an in-

creased peripheral oxygen demand (exercise). Cardiac output has been known to increase

up to five times the normal amount during strenuous exercise [146]! At rest in the supine

position, the average blood pressure is about 120/80. This corresponds to the ejection of

blood in intermittent patterns during systole and rest during diastole where the systemic

arterial pressure peaks at 120 mmHg and decays to 80 mmHg.
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The systolic and diastolic portions allow the cardiac cycle to divide into an active phase

and a relaxed phase (see Figure 2.4). The active phase results in an increase in pressure

while the volume remains constant. When the ventricular pressure exceeds the arterial

pressure, the aortic valve opens (initiating systole) and blood flows into the aorta. Systole

ends when the aortic valve closes and ventricular pressure drops below the arterial pres-

sure. The mitral valve opens and blood passes from the atrium into the ventricle. The mitral

valve closes, initiating the cycle again.

Figure 2.4 Pressure-volume loop for the left ventricle including phases of the cardiac cycle and
the opening and closing of the valves. Reprinted with permission from [91]. □

2.1.3 Vasculature

The aorta, stemming from the heart, is the largest artery in the body and branches into

many large conduit arteries. These arteries branch repeatedly into smaller arteries which

branch into even smaller vessels called arterioles, known to have a very high resistance. Ar-

terioles ultimately branch into an abundant number of thin-walled capillaries 2.6. Through

arborization, or branching of the arterial network, the number of vessels increases thus in-

creasing the aggregate cross-sectional area at each level (Figure 2.5).

For instance, the aorta (radius∼1.1 cm in humans) ultimately branches into∼104 small

9



	
  

Figure 2.5 The variation in aggregate cross-sectional area at all levels of arborization. Aggregate
cross-sectional area increases as larger arteries branch into smaller arterioles and capillaries.
Adapted and reproduced with permission from [31].

arteries,∼107 arterioles, and∼4×1010 capillaries (radii∼3µm.) These capillaries then con-

verge to form venules. Venules converge into small veins, ultimately merging to become

larger, named veins such as the vena cava.

The structural branching is crucial in slowing the blood flow as the vessels decrease in

size, thus increasing in vascular resistance. From (2.1.1), as resistance increases, blood flow

decreases causing the blood velocity in capillaries to be 1/200th of the arterial velocity [31].

The slowing is necessary to give the red blood cells sufficient time to exchange carbon

dioxide and oxygen. Capillaries are closest in proximity to cells in the body, and thus they

permit this exchange. Similarly, the arborized structure allows for lower blood pressure

values as vessels decrease in size. The largest drop in pressure is believed to occur in the

arterioles (as shown in Figure 2.3). For this reason, arterioles are theoretically referred to

as the resistance vessels although pressure in these vessels cannot be measured but rather

shown computationally [126].

While all vessels exhibit some capacitance due to their elasticity, venous vessels, act-
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Figure 2.6 Branching of arteries and merging of veins. r indicates the typical radius for a human
at that level of arborization. Reprinted with permission from [31].

ing as blood reservoirs, are referred to as capacitance vessels. Venules and small veins

outnumber their counterparts (arterioles and arteries) [29], consequently their aggregate

cross-sectional area is high and aggregate resistance is low. Thus, a smaller pressure drop

of 10–15 mmHg is sufficient to drive the cardiac output through the venules (Figure 2.6).

At any given time, veins and venules contain about two-thirds of the circulating blood due

to their abundance and size [31].

At all levels of arborization, blood vessels contract and dilate to regulate blood pressure,

control blood flow within organs, and distribute blood volume throughout the body. The

arterial wall alters in response to the activation of vascular smooth muscle within the wall

by autonomic nerves, metabolic and biochemical signals outside the artery, and vasoac-

tive substances released by cells that line the artery. The wall also plays a role in producing

several necessary substances (nitric oxide, endothelin-1, and prostacyclin) that regulate

the CVS functions, hemostasis, and inflammatory responses. More information on the syn-

thesis and the functions of these substances can be found in [163] and [102], respectively.

2.2 Wall tissue

All blood vessels except capillaries have walls composed of three layers–the tunica intima

(innermost layer), the tunica media (middle layer), and the tunica adventitia (outer layer).
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It is possible to distinguish each of these layers macroscopically, as shown in Figure 2.7.

Each layer is composed of particular cells serving different roles in the mechanical work-

ings of the arterial wall. The proportion of these three layers varies depending on the size

and location of the vessel as shown in Figure 2.8 and quantified in Table 2.1.

Figure 2.7 Histological slices displaying a cross-section of the arterial wall from the ovine tho-
racic aorta (left) and the carotid artery (right). The vessels were stained with orcein which allows
for differentiating the three main biomechanical components of the arterial wall: elastin (dark
red), collagen (blue), and smooth muscle cells (yellow). The thoracic aorta has more elastin while
the carotid artery contains more collagen. The difference in these compositions explains why the
wall of the carotid artery appears “stiffer” than that of the thoracic aorta. Images made available
by Dr. Daniel Bia, Universidad de la República, Uruguay. [26, 159]

The innermost layer, the tunica intima, is composed of a single layer of endothelial

cells, a thin basal lamina, and a subendothelial layer. The subendothelial layer is com-

posed of collagen, smooth muscle cells, and fibroblasts. This layer serves as the barrier

that prevents plasma from seeping through the vessel wall. It also secretes many vasoac-

tive chemicals including nitric oxide which is an antithrombotic vasodilator.

The tunica media is primarily composed of smooth muscle cells, arranged circumfer-

entially and provides the mechanical strength and contractile power for the vessel. Elastin

(in the form of fenestrated elastic lamellae) and collagen fibers are found in this layer of

arterial walls. In humans, the number of elastic lamellae is related to the anatomical lo-

cation of the artery. Muscular arteries have one internal and one external elastic lamella

while the aorta has 60-90 elastic lamellae. Throughout the body, the number of lamellae
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Figure 2.8 Vascular size, wall thickness, and relative composition at different levels of arboriza-
tion in human vasculature. Values for medium arteries, arterioles, venules, and veins are illus-
trated. It should be noted that the dimensions vary widely vary. Wall compositions values from
specific arteries are shown in Table 2.1. Reprinted with permission from [31].

decreases toward the distal end of each arterial segment.

The tunica adventitia, the outermost layer of the arterial wall, is composed of dense

fibroelastic tissue and has no distinct outer boundary. These fibers are responsible for

releasing the vasoconstrictor agent, norepinephrin, which regulates local resistance and

therefore local blood flow. In larger arteries and veins, the adventitia also contains vasa

vasorum (or small blood vessels) which nourish the media.

2.2.1 Biomechanics of wall tissue

Arterial walls exhibit both passive and active deformation. Passive components, namely

elastin and collagen fibers found in the tunica media, determine the elastic, viscous, and

inertial properties exhibited by the wall. The smooth muscle contraction during vasocon-

striction is the active component of the arterial wall.

Elastin, considered to be the primary determinant in blood flow dynamics, is six times

more extensible than rubber, and it enables large arteries to serve as temporary blood stor-

age as cross-sectional area expands by 10% during each heartbeat. This expansion occurs
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Table 2.1 Percent composition of the media and adventitia of three arteries at in vivo blood pres-
sure. Values given are mean ± standard deviation. Adapted and reproduced with permission
from [55].

Thoracic aorta Pulmonary artery Plantar artery
Media
Smooth muscle 33±10 46±8 61±7
Ground substance 6±7 18±9 26±6
Elastin 24±8 9±3 1±1
Collagen 37±10 27±13 12±8
Adventitia
Collagen 78±14 63±9 64±10
Ground substance 11±10 25±8 25±9
Fibroblasts 9±11 10±6 11±3
Elastin 2±3 2±2 0±0

to accommodate the blood ejected from each heartbeat. Stretched elastin stores mechani-

cal energy which is used during diastole to maintain blood pressure and drive flow through

the downstream resistive vessels. This mechanical energy allows blood pressure to stay

above ∼80 mmHg despite the fact that the heart ejects blood intermittently with the least

amount of energy expended.

Collagen, whose fibers are ∼100 times less distensible than elastin, stretches only 3

to 4% under physiological conditions. It prevents vessels from excessive expansion when

blood pressure rises.

While elastin breaks down with age, collagen is built up and dominates the elastic prop-

erties of the vessels. Vessels get stiffer in a process called arteriosclerosis. This is part of the

natural aging process, but vessels can also stiffen earlier and at quicker rates with the pres-

ence of cardiovascular diseases such as hypertension and diabetes [44].

Although all wall components contribute to viscosity, the magnitude of internal fric-

tion, smooth muscle cells in the tunica intima and media respond to physiological stimuli.

Smooth muscle tone depends on blood flow, blood viscosity, and hematocrit values. Char-

acterizing the viscous behavior of arterial walls sheds light on the physiological factors

associated with plaque build-up or other arterial disease stages.

Due to the wall viscosity controlled by elastin, collagen, and smooth muscle cells, a

time lag exists between applied pressure and pulsatile area waveforms, causing a hystere-

sis loop when pressure and area are plotted against each other [10, 107]. The time delay is

14



caused by the energy required to dilate a vessel during systole that is not recovered during

diastole. It is common to plot and compare these loops at various locations in the body. By

plotting hysteresis loops along a network, it is clear that vessels display different degrees

of viscoelasticity. Wall viscosity varies depending on the state of the wall muscle and other

arterial properties [26].

2.2.2 Vascular pathology

As discussed by Humphrey [74], the leading causes of morbidity and mortality are diseases

of and injuries to the arterial vasculature. We will briefly outline the biomechanics of two

common pathologies but refer the reader to [74] for further information.

2.2.2.1 Hypertension

Hypertension is defined as an elevation in blood pressure from the normal 120 mmHg/ 80

mmHg. There are multiple criteria used to distinguish what constitutes an “above average”

or “high” pressure [129]. In humans, systemic hypertension is typically characterized by

systolic pressures greater than 160 mmHg or diastolic pressures greater than 90 mmHg.

Many clinicians now diagnose “pre-hypertension” which is thought to be a intermediate

stage between normal and hypertensive patients. Pre-hypertensive patients have a systolic

pressure between 121–159 mmHg or a diastolic pressure between 81-90 mmHg and are at

risk of becoming hypertensive.

The etiology of hypertension remains unknown [18], but accepted causes include ag-

ing, genetics, improper diet, and malfunction of major organs or nervous systems. When

hypertension clearly results from another condition or disease, it is referred to as secondary

hypertension. In opposition, when the cause is not due to another disease and is suspected

to stem from vessel stiffening, it is referred to as primary hypertension.

As previously mentioned, within the media, elastin deteriorates with age and collagen

becomes the dominating biomechanical substance in the arterial wall. This leads to an

increase in stiffening which causes blood flow velocity to increase and reflected waves oc-

cur in sync with forward propagating waves (see Figure 2.9). This results in an augmented

pressure waveform, a symptom of arterial hypertension. Hypertension is inevitable as hu-

mans age due to the deterioration of elastin. However, in other cases of hypertension, it is

difficult to establish whether hypertension causes arterial stiffening or vice versa.
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Figure 2.9 (left) A healthy pressure waveform where the forward wave (emanating from the heart)
occurs before the reflected wave (emanating from the periphery). (right) As arterial walls stiffen,
pulse wave velocity increases causing the forward and backward waves to occur at the same time,
augmenting the pressure waveform. Adapted and reproduced with permission from [164].

2.2.2.2 Arteriosclerosis

While hypertension mainly affects the media, arteriosclerosis is a local disease of the in-

tima and the most common vascular disease overall. arteriosclerosis affects large- and

medium-sized arteries, causing heart disease, stroke, and gangrene in the extremities via

fatty deposits along the inner lining of the arterial wall. This affects the structure and func-

tion of blood vessels.

It has been suggested that following an insult to the endothelium and smooth muscle of

the arterial wall, monocytes adhere to the local insult and migrate to the inner wall. There,

they transform into macrophages and ultimately lipid foam cells. Meanwhile, smooth mus-

cle cells are stimulated to migrate into the intima while calcium is accumulated locally.

Between the two mechanisms aforementioned, the fatty deposits are locally deposited,

typically at sites of complex geometry, and prevent normal blood flow to the downstream

vasculature. This impairs the delivery of oxygen to tissues and impacts bodily function.

2.2.2.3 Relevant pathology

Because this dissertation focuses on one-dimensional modeling of blood flow in the ar-

teries, we must remain realistic in the capabilities of our model. There are particular dis-

eases which can be addressed while utilizing a one-dimensional network and those which

require higher dimensions to properly study. Thus, the motivating factor for this work is
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based on the uncertainty associated with causes for arterial hypertension. That said, this

research mainly investigates healthy arterial networks in hopes that this will lead to im-

provement of tracking diseases and understanding the structural changes in vasculature

associated with hypertension.
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Chapter 3

Experimental Data

The experimental data used throughout this thesis were provided by Dr. Daniel Bia and

his laboratory in the Physiology Department at the Universidad de la República in Monte-

video, Uruguay and have been used by Valdez-Jasso et al. [159–162] to develop constitutive

equations relating blood pressure and arterial cross-sectional area. As discussed in Sec-

tion 3.1 and shown in Section 3.2, data recorded are time series measurements of arterial

blood pressure and vessel diameter in ovine arteries. Measurements are taken from seven

vessels in the systemic arterial network under ex vivo experimental conditions in eleven

male Merino sheep. Section 3.3 details the literature data.

3.1 Experimental setup

3.1.1 Surgical preparation and acquisition of segments

Details on the experiment are summarized from [26]. Blood pressure and cross-sectional

area were measured in vessels excised from eleven healthy male Merino sheep, aged 18-

24 months with a mean weight of 32 kg (ranging from 25-35 kg). All protocols were ap-

proved by the Research and Development Council of the Universidad de la República and

were conducted in accordance with the guidelines for the care and use of laboratory an-

imals [41]. The sheep were appropriately fed and assessed for optimal clinical status for

the 30 days leading up to the surgery. General anesthesia was induced by intravenous ad-
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ministration of pentobarbital (35 mg/kg). Alveolar ventilation was maintained by a respi-

rator (Draeger SIMV Polyred 201, Madrid, Spain). Respiratory rate, tidal volume, and the

inspired oxygen fraction were adjusted to maintain arterial pCO2
at 35-45 millimeters of

mercury (mmHg), pH at 7.35-7.4, and pO2
above 80 mmHg. In each sheep, seven arteries

(see Figure 7.4) were selected to evaluate their mechanical properties: the right carotid

artery (CA), the brachiocephalic trunk (BT), the ascending aorta (AA), the proximal de-

scending aorta (PD), the medial descending aorta (MD), the distal descending aorta (DD),

and the left femoral artery (FA). For each vessel, a 6 cm segment (marked with suture refer-

ences in the adventitia) was dissected from the surrounding tissue. Two miniature piezo-

electric crystal transducers (5 MHz, 2mm in diameter) were sutured in the adventitia on

opposite sides of each vessel, and the external vessel diameter was measured by convert-

ing the transit time of the ultrasonic signal (1580 m/s) between the crystals into distance

by means of a sonomicrometer (1000 Hz frequency response, Triton Technology, Inc., San

Diego, CA). Optimal positioning of the dimensionless gauges was assessed with an oscil-

loscope (model 465B, Tektronix, Richardson, TX). After marking the vessel segments, the

animals were sacrificed with an intravenous overdose of pentobarbital followed by potas-

sium chloride, and the arterial segments were excised. To limit rupture of the adventitia

and endothelium, the “no-touch” technique was employed to excise and mount (in a mock

circulation) the arterial segments. After completion of the excision, the correct position of

the ultrasonic crystals as well as strength and adequacy of the suture were confirmed by

visual inspection.

In summary, six steps were performed prior to the ex vivo mechanical tests [11]: 1) an-

imals were anesthetized; 2) seven arterial segments were exposed and dissected from the

surrounding tissue in each animal; 3) each arterial segment was marked with two suture

references in the adventitia; 4) a pair of ultrasonic crystals was sutured into the adventitia

to measure the external diameter; 5) the animals were sacrificed; and 6) the segments were

excised.

3.1.2 Ex vivo experiments

As shown in Figure 3.1, the excised vessel segments were non-traumatically mounted in

the organ chamber of the mock circulation, immersed and perfused with a thermally regu-

lated (37◦ C) and oxygenated Tyrode’s solution with pH 7.4. The mock circulation consisted

of polyethylene tubing powered by a pneumatic pump (Jarvik Model 5, Kolff Medical, Inc.,
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Salt Lake City, UT). The pneumatic device was regulated via an air supply machine that

allowed adjustments of hemodynamic parameter values and waveforms. The external ar-

terial diameter was measured using sonomicrometry, employing the ultrasonic crystals

sutured into the adventitia during the in vivo procedures. Pressure was measured with a

solid-state microtransducer (Model P2.5, 1200 Hz frequency response, Konigsberg Instru-

ments, Inc., Pasadena, CA) inserted into each artery through a small incision. This tech-

nique allows adequate and reproducible measurements of the arterial wall mechanics [10].

Pressure sensors were calibrated using a mercury manometer. To avoid signal interference,

the pressure sensor was inserted 2 mm proximal to the ultrasonic crystals. Experimental

pressure-area data are summarized in Figure 7.5 depicting pressure area loops for each

vessel segment. These measurements are obtained by setting the inflow as mimicking the

cardiac output of the individual sheep.

Figure 3.1 Mock circulation including a pneumatic pump, a perfusion line connected to the
chamber with the mounted vessel segment, a resistance modulator (R), and a reservoir. The
chamber was filled with a thermally controlled Tyrode’s solution. Pressure (p) was measured with
a micro transducer while the diameter (D) was measured with a pair of ultrasonic crystals using
sonomicrometry.

Lastly, a non-constricting ultrasonic perivascular flow probe connected to a transit-

time ultrasonic flowmeter was positioned around each artery (Model T206, Transonic Sys-

tems, Inc., 8A, 10A, 12A, 16A, 20A, 24A Probes, Ithaca, NY) to ensure a physiological mean
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flow in each arterial segment. The flow probe was positioned and the flow recording was

used to adjust the Jarvik pump. Upon calibration of the pump, the flow probe was removed

to avoid potential effects on the pressure and diameter signals. Flow data were not saved.

Once placed in the organ chamber, each segment was allowed to equilibrate for a period

of 15 minutes. After the arterial segments mounted in the ex vivo system were stretched

to in vivo length, the arterial diameter was measured at zero pressure (0 mmHg) with the

ex vivo system pump turned off (values shown in Table 7.1). Next, vessels were subjected

to physiological hemodynamics conditions with a pumping frequency of 1.8 Hz [108 cy-

cles per minute (cpm)]. The pressure and diameter signals were displayed in real time,

digitized with a frequency of 200 Hz and stored for later analysis. For this study, approxi-

mately ten consecutive cardiac cycles were sampled and analyzed for each vessel. Using

these measurements, the mean wall thickness given in Table 7.1 was calculated as the dif-

ference between the external radius re (determined by sonomicrometry) and the internal

radius ri (estimated). The internal radius (Table 7.1) was estimated from the vessel volume,

V = ωρ, where ω is the vessel weight (measured using a precision scale, Sartoris-Werke

GMBH type 2442) and ρ is the tissue density (assumed constant as 1.06 g/mL), using the

relation V = L
�
πr 2

e −πr 2
i

�
, where L is the vessel length.

3.2 Data preprocessing

Pressure and radius data acquired were time series measurements over multiple cardiac

cycles. We assume that the cardiac cycle is perfectly periodic in our model, and thus we

compare our simulated results to a single selected cycle from the data time series. Addi-

tionally, the objective was to investigate pressure and cross-sectional area dynamics of the

arterial wall as they relate to wave propagation. Pressure-area data are shown in Figure 3.2.

Assuming arteries have a circular cross-sectional area, the diameter time series data d j (in

mm) was used to determine the cross-sectional area a j (in cm2) via

a j =π

�
d j

20

�2

.
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3.3 Available data in literature

As aforementioned, complete data sets (blood flow, pressure, arterial cross-sectional area,

and geometry) throughout the network are nonexistent. This is due to the difficulty in si-

multaneously and accurately measuring the three quantities (p ,q , A) at the same locations.

However, many studies have been able to measure one or two of these quantities in vivo

but at discrete locations. In the data we use (discussed previously in 3.2), we were fortunate

enough to obtain both pressure and area measurements at the same location. These exper-

iments were performed ex vivo after vessels were excised, causing changes in the biome-

chanical properties of the arterial wall [26]. There is a distinct trade-off between obtaining

more data by performing ex vivo tests or less data where in vivo experiments are possible.

The experiments and data available throughout blood flow literature are discussed below.

It should be noted that some experiments are also performed on casted vasculature or

synthesized polyurethane vessels created to mimic arteries. Because these casted or syn-

thesized vessels do not accurately represent arterial distention, they will be neglected in

this literature review.

3.3.1 Pressure-area data

Early studies in the 1960s on canine subjects [22, 23, 121]. Bergel [22, 23] measured the

static cross-sectional area ev vivo in two locations along the aorta and single recordings

from the femoral and carotid arteries. This was accomplished by excising the vessels then

filling them with fluid until specific pressure values were achieved at which their radii were

measured. Pressures were increased at increments of 20 mmHg from 0 to 240 mmHg, not-

ing that both ends of this range are unphysiological pressure values. A few years later, Patel

et al. [121] studied the aorta in dogs both in vivo while under anesthesia and ex vivo after

the vessels had been excised. They opened the chest of each dog to reveal and expose the

thoracic aorta, measuring the external radius with vernier calipers. Next, the aorta was ex-

cised and placed in a chamber where pressure and area were measured by a transducer and

an electric caliper, respectively. Although Thomas Young had described a relation between

vessel elasticity and hemodynamics in 1808 [185], the experiments by Bergel and Patel et

al. ultimately led to the first constitutive equations relating pressure and cross-sectional

area over time series. Further information on constitutive equations for pressure and area

will be discussed in Section 4.2.
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Later, Langewouters et al. [87] studied human aortas at two locations (thoracic and

abdominal) ex vivo by measuring diameter at incremental pressure values (0 to 180 mmHg

in increments of 20 mmHg).

Armentano et al. have recorded canine aortic diameters and pressures [10] via an im-

planted microtransducer and ultrasonic crystals as previously described. In later work [11],

human subjects’ (23–45 years old) carotid arteries were tested in a similar manner post-

mortem. While this used a similar setup to [10], they also performed noninvasive in vivo

experiements on normotensive human subjects. An echographic recording was used to

measure diameter while a tonometer was used to record pressure waveforms in the carotid

artery.

3.3.2 Pressure-flow data

One study was able to measure pressure, flow, and area simultaneously in canine femoral

arteries. This study, performed by Milnor and Bertram [100] in 1978, carefully records pres-

sure and flow at the proximal and distal ends of the artery while recording the external

diameter of the artery.

In her Ph.D. dissertation, Brooke Steele [147] also simulated stenoses along porcine

aortas where polyester umbilical tape was tied around the descending aorta to restrict

blood flow. A polyester graft was attached above and below the constriction, providing

an alternate route for blood flow. Contrasted-enhanced magnetic resonance angiography

(CE-MRA) was used to determine the arterial geometry while phase-contrast magnetic res-

onance imaging (PC-MRI) collected velocity information at four locations. Catheters were

simultaneously used to record pressure above and below the graft. While this experiment

set out to specifically test the effectiveness of a polyester graft in cases of aortic coarctation,

it does measure all three quantities in question: area, pressure, and velocity.

Alastruey et al. [7]measured in vivo flow and pressure time series using a flow probe

and two catheter transducers inserted in the femoral artery. Data were extracted from 10

New Zealand white male rabbits at 1 cm increments from the aortic root to the iliac to

calculate the pulse wave velocity.

Many studies [43, 96, 132–134, 142] have referenced the human networks used by No-

ordergraaf [108], Westerhof et al. [178], and Stergiopulos et al. [149]. These networks com-

bined have grown to include the main systemic arteries, the coronary network, and the

cerebral arterial tree. This network currently boasts 103 arteries and has increased in its
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Table 3.1 Summary of data available in literature for in vivo or ex vivo pressure p , area A, and flow
q . Also specified are the species and arteries from which the data is measured.

reference p A q in vivo ex vivo species arteries (# of recordings)

[22], [23] x x x canine aorta (2), femoral (1), carotid (1)

[121] x x x x dogs aorta (1)

[87] x x x human aorta (2)

[10] x x x dog aorta(1)

[11] x x x x human carotid (1)

[100] x x x x dog femoral (2)

[147] x x x x pig aorta (p : 2, A: CE-MRA, q : 3), graft (q : 1)

[108], [178], [149] x x human aorta (3), iliac (1), femoral (1)

[108], [178], [149] x x human carotid (2), vertebral (1), cerebral (1)

[108], [178], [149] x x human radial (1), temporal (1)

[7] x x x rabbit aorta (∼18)

complexity through numerous studies over the years. Although the network geometry is

complex compared to other studies, the data available is still sparse. Pressure and flow

measurements were taken from young, healthy volunteers. In one group of volunteers, vol-

umetric flow in the systemic arteries was obtained using PC-MRI. Recordings were made

for the ascending aorta, thoracic aorta, abdominal aorta, common iliac, and femoral ar-

teries. In the second group, flow was measured in the precerebral and cerebral arteries us-

ing B-mode and color-coded duplex flow imaging. This consisted of four arteries: middle

cerebral artery, vertebral artery, internal carotid artery, and common carotid artery. Only

a portion of this second group was used to obtain pressure measurements on superficial

arteries (radial and termporal) using tonometry.

A summary of the pressure, area, and flow data aforementioned are presented in Ta-

ble 3.1.
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Figure 3.2 Pressure-area, pressure time series, and area time series data from each of the seven
excised vessels. Corresponding colors represent vessels from the same sheep. From top left to
bottom right: AA, BT, CA, DA, FA, MA, and PA.
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Chapter 4

Modeling Blood Flow in the Arteries

This chapter provides a literature review and derivations of the main components of the

blood flow model: arterial wall models, the 1-D fluid model, and the boundary conditions.

Section 4.1 presents the 1-D fluids model, Section 4.2 presents two linear wall models [55],

and Section 4.3 presents various inflow and outflow boundary conditions.

4.1 One-dimensional fluids models

The system of equations that describes the one-dimensional (1-D) axisymmetric flow of

an incompressible, Newtonian fluid consists of a conservation of mass equation, a con-

servation of momentum equation, and a constitutive wall model that relates pressure and

area.

4.1.1 Literature review

Blood flow analysis plays an important role in various forms of vascular disease; for exam-

ple, pressure wave reflections alone can indicate the development of isolated systolic hy-

pertension. However, from a clinical standpoint, it is still difficult to assess hemodynamical

disorders within the arterial circulation. This renders blood flow modeling an attractive al-

ternative and a capable method for providing crucial insight into better understanding the

physiopathology of the CVS. Several modeling methodologies (0-D, 1-D, and 3-D model-
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ing) have been put forward to study the CVS, each with a separate aim and ability to answer

important physiological questions. 0-D studies model the CVS using a lumped parameter

approach to evaluate hemodynamical interactions between organs but is unable to study

wave propagation. 1-D is able to model wave propagation throughout a network and can

be used to study global diseases while 3-D gives a more detailed look into the CVS and can

model local diseases such as arteriosclerosis.

1-D models, known for quicker computations than 3-D models, are ideal for studying

pressure and flow wave propagation throughout the arterial network. The modeling of

forward and backward wave reflections can be performed using 1-D models which may

help indicate cases of isolated systolic hypertension. In 1-D modeling, large systemic ar-

teries are decomposed into arterial segments while smaller arteries and arterioles are rep-

resented by outflow boundary conditions as discussed in Section 4.3.

The 1-D theory of arterial flow was put forth by Lambert [85, 86] and attracted attention

from a number of researchers including Anliker et al. [9], Hughes et al. [70], and Barnard et

al. [15]who nondimensionalized the Navier-Stokes equations after experimentally observ-

ing that radial velocities are small compared with axial velocities. 1-D models of circulation

have since been extensively studied to gain further insight into cardiovascular physiology

and study pathologies such as hypertension [176] and arteriosclerosis [128]. Additionally,

1-D models have been used due to the ease of coupling them with 0-D models like those

mimicking the left ventricle [52, 132] or distal vasculature [111].

Unlike the 1-D formulations for wave propagation, the 3-D models are based on the

full Navier-Stokes equations and are appropriate to study complex flow structures in dy-

namic geometries. Reneman et al. [131] discussed the difficulty in modeling 3-D blood

flow in arteries and was soon answered by van de Vosse et al. [171] and Taylor et al. [156,

157] and later addressed by Figueroa et al. [49]. Van de Vosse et al. [171] illustrated the

potential for using finite element methods to model 3-D cardiovascular fluid-structure in-

teractions in networks with linear elastic arterial walls. Figueroa et al. [49] then discussed a

simplified algorithm that allowed for the solution of large 3-D viscoelastic cardiovascular

networks while being computed in a clinically relevant time frame. Others have modeled

patient-specific vessels such as healthy coronary arteries [80, 81] and aortic and cerebral

aneurysms [183]. Although the 1-D analysis does not provide the same caliber of flow detail

as the corresponding 3-D analysis, it is much more efficient and yields adequate informa-

tion for determining how varying wall properties throughout a circulatory network impact
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blood flow.

1-D models are sufficient for modeling many global phenomena in the arterial network.

However, for models aiming to incorporate the effects of plaque build up or stenoses, a 3-

D model would be better suited. Vignon-Clementel [165], Reymond et al. [134, 135], and

Xiao et al. [182] have compared 1-D and 3-D models of the systemic arterial tree which

revealed that both models are capable of capturing pressure and flow profiles. Others [21]

have focused on estimating outlet boundary conditions in 3-D models.

After the early 1990s, a renewed interest in 1-D models surged because of the impor-

tance in determining both inflow and outflow boundary conditions for 3-D fluid-structure

interaction problems [43, 182]. Crosetto et al. [43] utilizes the inflow flux from 1-D models

in 3-D settings while Xiao et al. [182] optimized WK parameters in a 1-D setting and imple-

mented them directly in the 3-D network.

A summary for groups that have studied 1-D and 3-D blood flow models is shown in

Table 4.1.

Table 4.1 General summary of blood flow modeling in 1-D and 3-D plus those that have studied
and compared results in both dimensions.

dimension reference

1-D [9], [70], [85], [86], [15], [16], [174], [5], [6], [132], [54],
[141], [142], [51], [128], [148], [90], [25], [57], [96]

3-D [131], [156], [157], [171], [49], [80], [81], [183], [21]
1-D / 3-D [165], [134], [135], [182]

4.1.2 Derivation of conservation laws

4.1.2.1 Conservation of mass

For an axisymmetric, incompressible flow (∇⃗ · u⃗ = 0) with constant density and fluid vis-

cosity, the continuity equation in cylindrical coordinates can be written as

1

r

∂ (r ur )
∂ r

+
∂ ux

∂ x
= 0 (4.1.1)
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where r is the radial direction, x is the axial direction, and u is the fluid velocity. Integrating

(4.1.1) over the interior cross-sectional area of the vessel where R is the internal radius

results in

2π

r ur

���R
0
+
∂

∂ x

∫ R

0

r ux d r

= 0 (4.1.2)

where ur |R = ∂ R
∂ t and the volumetric flow, q (x , t ), defined as

q = 2π

∫ R

0

r ux d r (4.1.3)

simplifying (4.1.2) to

2πR
∂ R

∂ t
+
∂ q

∂ x
= 0. (4.1.4)

We can then substitute A =πR 2 into (4.1.4) to obtain

∂ A

∂ t
+
∂ q

∂ x
= 0, (4.1.5)

the conservation of mass equation.

4.1.2.2 Conservation of momentum

The Navier-Stokes equations in cylindrical coordinates for an incompressible fluid of con-

stant dynamic viscosity µ and density ρ are [32]

ρ
D ux

D t
=−∂ p

∂ x
+µ∆ux

ρ

�
D ur

D t
− u 2

θ

r

�
=−∂ p

∂ r
+µ

�
∆ur − ur

r 2
− 2

r 2

∂ uθ
∂ θ

�
ρ

�
D uθ
D t

+
ur uθ

r

�
=
−1

r

∂ p

∂ θ
+µ

�
∆uθ +

2

r

∂ ur

∂ θ
− uθ

r 2

�
,

29



where, ux , uθ , ur are the velocities in the x ,θ , r cylindrical coordinate directions, p is the

pressure, and the operators D /D t and∆ are

D

D t
=
∂

∂ t
+ur

∂

∂ r
+

uθ
r

∂

∂ θ
+uz

∂

∂ z

∆=
∂ 2

∂ r 2
+

1

r

∂

∂ r
+

1

r 2

∂ 2

∂ θ 2
+
∂ 2

∂ z 2
.

Written this way, the left-hand side describes the time-dependent acceleration and the

convective acceleration. Convection acceleration, in this context, refers to the time-independent

rate of change of velocity due to the change in position of the fluid particles in the flow. In

other words, this describes the acceleration with respect to space. The right-hand side is

usually the sum of body forces and divergence of stress, both pressure and shear stress.

However, we have assumed that there are no body forces acting on the vessels and thus

our right-hand side is merely the pressure gradient together with viscosity.

Assuming that blood flow is axisymmetric with no swirl, we obtain

∂ ux

∂ t
+ur

∂ ux

∂ r
+ux

∂ ux

∂ x
=− 1

ρ

∂ p

∂ x
+ν

�
1

r

∂

∂ r

�
r
∂ ux

∂ r

�
+
∂ 2ux

∂ x 2

�
(4.1.6)

∂ ur

∂ t
+ur

∂ ur

∂ r
+ux

∂ ur

∂ x
=− 1

ρ

∂ p

∂ r
+ν

�
∂ 2ur

∂ r 2
+

1

r

∂ ur

∂ r
+
∂ 2ur

∂ x 2
− ur

r 2

�
(4.1.7)

0=−∂ p

∂ θ
. (4.1.8)

Some studies chose to neglect the diffusion term in Navier-Stokes by nondimensional-

izing the equations and assuming that vessel radius is much smaller than vessel length [5,

6, 9, 16, 51, 54, 128, 132, 141, 142, 174]. The work in this dissertation also follows suit, and

the nondimensionalization is shown in Appendix A. Although many have neglected the

diffusion term, there are still few who have incorporated the viscous effect while noting its

small contribution [25, 57, 90, 96, 148].

Nondimensionalizing, we assume that L ≫ r due to the natural structure of vessels

(they are much longer in the axial direction than in the radial direction). From the nondi-

mensionalization, we obtain ux ≫ ur , which further simplifies the system. We also define

ν, the kinematic viscosity, as
µ

ρ
.
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From the nondimensionalization, (4.1.6), (4.1.7), and (4.1.8) are simplified as

∂ ux

∂ t
+ur

∂ ux

∂ r
+ux

∂ ux

∂ x
=− 1

ρ

∂ p

∂ x
+ν

�
1

r

∂

∂ r

�
r
∂ ux

∂ r

��
(4.1.9)

0=−∂ p

∂ r
(4.1.10)

0=−∂ p

∂ θ
. (4.1.11)

From (4.1.10) and (4.1.11), pressure is not a function of r but rather a function of x and t

only.

Integrating (4.1.9) over the cross-sectional area gives

2π

∫ R

0

�
∂ ux

∂ t
+ur

∂ ux

∂ r
+ux

∂ ux

∂ x

�
r d r = 2π

∫ R

0

 
− 1

ρ

∂ p

∂ x
+ν

�
1

r

∂

∂ r

�
r
∂ ux

∂ r

��!
r d r.

(4.1.12)

The first term in (4.1.12) can be simplified by using (4.1.3) as

2π

∫ R

0

∂ ux

∂ t
r d r = 2π

∂

∂ t

∫ R

0

r ux d r =
∂ q

∂ t
(4.1.13)

where q (x , t ) is the volumetric flow as defined earlier. Next, integration by parts and (4.1.1)

are used to simplify the second and third terms. By the no-slip condition boundary condi-

tion, ux

���
r=R
= 0. Integrating the second term by parts, we obtain:

2π

∫ R

0

r ur

∂ ux

∂ r
d r =−2π

∫ R

0

ux

∂ (r ur )
∂ r

d r. (4.1.14)

Using (4.1.1), this is easily combined with the third term of (4.1.12) to obtain:

2π

∫ R

0
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∂ ux

∂ r
+ux

∂ ux

∂ x

�
r d r = 2π
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0

r ux
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∂ r
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= 2π

∫ R

0

2r ux

∂ ux

∂ x
d r (4.1.16)

= 2π

∫ R

0

∂ (r u 2
x )

∂ x
d r. (4.1.17)
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The right-hand side of (4.1.12) is straightforward and we ultimately find

∂ q

∂ t
+2π

∫ R

0

∂ (r u 2
x )

∂ x
d r =−A

ρ

∂ p

∂ x
+2πνR

∂ ux

∂ r

�����
R

. (4.1.18)

By defining a velocity profile, ux , these equations are further simplified. The general form

for most velocity profiles is

ux (r, x , t ) =
γ+2

γ
U (x , t )

�
1−

�
r

R (x , t )

�γ�
(4.1.19)

where γ determines the shape of the profile itself and U (x , t ) is the average axial velocity

(see Figure 4.1).

	
  

x

r

 

 

a = 2
a = 4
a = 6
a = 8
a = 10
a = 12
a = 14

ux(R,x,t)	
  =	
  0	
  

ux(R,x,t)	
  =	
  0	
  

r	
  =	
  0	
  

r	
  =	
  R	
  

r	
  =	
  R	
  

Figure 4.1 The velocity profile for varying values of γ and the no-slip boundary condition in-
side a vessel with radius r along the axial direction x . As γ increases, the shape changes from a
parabolic profile (corresponding to a fully developed flow) to a blunt profile (mimicking a pul-
satile flow). This work assumes a parabolic profile corresponding to γ = 2. At a solid boundary
(the arterial wall where r = R ), the blood has zero velocity relative to boundary. This is true for
any time t and any x along the axial direction.

This is deemed an accurate flow profile by ensuring that the definition of volumetric
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flow holds. From (4.1.3) and (4.1.19),

2π

∫ R

0

r ux d r =U (x , t )A(x , t ) = q (x , t ).

Therefore, the general flow profile makes sense physically. Using the velocity profile, the

terms in (4.1.18) are further simplified to

2π

∫ R

0

r u 2
x d r =

�
γ+2

γ+1

�
U (x , t )q (x , t )

and
∂ ux

∂ r
=
���

R
=−(γ+2)

U (x , t )
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.

Thus, for a generic flow profile,
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(4.1.20)

where q (x , t ) =U (x , t )A(x , t ) by definition of volumetric flow. This works assumed a fully

developed flow corresponding toγ= 2. Therefore, the equations we will solve for 1-D blood

flow are

∂ A

∂ t
+
∂ q

∂ x
= 0,

∂ q

∂ t
+
�

4

3

�
∂

∂ x

�
q 2

A

�
=−A

ρ

∂ p

∂ x
−8πν

q

A
.

(4.1.21)

4.2 Arterial wall models

The system of equations that describes 1-D blood flow includes a constitutive wall model

relating blood pressure to arterial cross-sectional area. While there are many biomechan-

ical properties to consider, wall models must be complex enough to capture the arterial

dynamics while also simple enough to allow for rapid computation.
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4.2.1 Literature review

As discussed in Chapter 2, the vascular wall is a heterogenous soft tissue that exhibits com-

plex mechanical behavior due to its composition of elastin, collagen, and smooth mus-

cle. The relative composition of these three components changes along the vasculature in

health states and even more so with diseases [44]. Thus, the distention of the arterial wall

and surrounding tissue is crucial in the transmission of blood flow during both normal

and diseased states. To properly account for wave propagation phenomena observed in

the circulatory system, the deformability of the arterial wall must be taken into account.

This can be formed via a constitutive model relating strain and stress.

A material that exhibits both elastic and viscous characteristics when undergoing de-

formation is termed a viscoelastic material. In viscoelastic materials, the energy put into

the system during inflation is not recovered during relaxation. This phenomenon can be

found in many biological tissues; in the case of arterial walls, we see pressure-area loops

signifying the energy lost through vessel dilation and contraction. Thus instead of mod-

eling the wall with purely elastic characteristics, an alternative model can be formulated

accounting for viscoelastic properties.

Viscoelasticity results in materials with memory and these materials exhibit three pri-

mary features: creep, stress relaxation, and hysteresis. Creep describes a material in contin-

uous deformation over time when it is maintained under constant stress. Stress relaxation

refers to the decrease of stress over time when it is maintained under constant strain. Lastly,

hysteresis describes the dissipation of energy when a material undergoes cyclic loading

and unloading. The energy dissipation associated with hysteresis makes the construction

and simulation of viscoelastic networks a nontrivial matter.

The elastic properties of arteries have been studied for many years. Patel et al. [121]

investigated the elastic properties of the aorta in living dogs where they concluded that

vessel walls are anisotropic, an important finding that is still being researched today. Ad-

ditionally, Patel et al. recorded the elasticity (or stiffness determined by Young’s modulus)

in the axial, radial, and tangential directions, Ex , Er , and Eθ , respectively. Their findings

revealed that the relative magnitudes of Eθ and Er were such that Ex became negligible,

an assumption made in models today.

Constitutive linear elastic wall models were developed by Fung and Streeter et al. [55,

152], respectively, that correlated vessel cross-sectional area with arterial pressure, although

at that time, Attinger [13] and Westerhof [177] had discussed the viscoelasticity of vascu-
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lar walls. However, many, following in the footsteps of Fung, began to couple blood flow

simulations with the linear elastic wall model [51, 54, 128, 139, 141, 142]. Shortly after lin-

ear elastic wall models were being used, nonlinear elastic models were developed [8, 87,

136, 160], noting that larger vessels (such as the aorta) displayed a nonlinear pressure-area

relation. In particular, Fung et al. [55] proposed a strain-energy function of the exponen-

tial type while Langewouter [87] proposed an arctangent constitutive model that has been

validated using ex vivo data sets over the years. Valdez-Jasso et al. [160] considered a sig-

moidal function that accounts for saturation in the vessel wall distention at both high and

low pressure values. Many of these models have been compared to data with good results.

Holzapfel et al. [68] constructed a two-layer wall model that depicts the elastic and vis-

coelastic functions of the media and adventitia. Similarly, Alford et al. [8]developed a stress

model for each component of the arterial wall–elastin, collagen, and smooth muscle cells–

which shows reasonable agreement with experimental data in the aortas of rats although

parameterization of this model proves to be tricky. Meanwhile Roccabianca et al. [136] em-

ploy a “four-fiber family” model that describes multiple sets of biaxial data for both human

abdominal aortic aneurysms and the aging of the human abdominal aorta.

Although numerous studies have measured the arterial elasticity under static condi-

tions, it is physiologically important to also study wall properties under dynamic condi-

tions. When studying arteries under dynamic conditions, the viscous properties of vascu-

lar walls are observed. Gow and Taylor [59] quantified the dynamic elastic moduli as well

as the viscous moduli of the arterial wall in a number of sites in living dogs. In doing so,

they determined that viscoelasticity is truly necessary to capture wave propagation in large

arteries such as the aorta while in smaller arteries, such as the femoral artery, viscoelastic-

ity is not as prominent. The viscoelastic behavior of vessels, mainly attributed to smooth

muscle cells, is usually described by analogous mechanical models consisting of springs

and dashpots. The simplest linear viscoelastic models are the Maxwell, Voigt, and Kelvin

(commonly known as the standard linear solid) models shown in Figure 4.2 and discussed

in [55].

The Maxwell model, represented by a spring and a dashpot in series, is commonly used

for to model fluid movement rather than solids. The Voigt model, however, is commonly

used to model viscoelastic solids due to its simplicity, being composed of a spring and a

dashpot in parallel [10, 11, 27, 28, 122, 173]. This particular model formulates pressure as a

function of cross-sectional area or diameter, thus making it straightforward to incorporate
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a. b. c.
	
   	
   	
  

Figure 4.2 The three simplest linear viscoelastic models composed of springs and dashpots: (a)
Maxwell, (b) Voigt, and (c) Kelvin. Linear springs produce instantaneous deformations propor-
tional to the load while dashpots slow motion, absorb energy, and produce velocity proportional
to the load.

into a fluid dynamics model. The Kelvin model is composed of a Maxwell body in parallel

with a spring. This model has been used as a standalone constitutive model by Balocco et

al., Berglund et al., Orosz et al., and Podoltsev et al. [14, 24, 115, 122]. Yet, another study

departed and based their constitutive equation on a generalized string model [51].

Recently, studies have incoporated a formulation proposed by Fung [55] and modified

by Holenstein et al. [67] and Zhang et al. [186, 187] known as the quasilinear viscoelasticity

theory (QLV) which characterizes the viscoelastic mechanics of arteries. QLV assumes that

a viscoelastic kernel can be separated into time- and strain-dependent components [168].

In this context, QLV is tailored to model both the viscoelastic creep function of the tis-

sue as well as the mechanical stress-strain response typically found in purely elastic mod-

els. Numerous studies have implemented linear viscoelastic walls through a QLV formu-

lation [127, 160–162] while Valdez-Jasso et al. [162] put forward a nonlinear viscoelastic

model. Text summarized in Table 4.2.

Again, both linear and nonlinear viscoelastic models are used throughout literature.

For the purpose of this thesis, we will discuss only linear viscoelastic models but I have

also contributed to work with nonlinear viscoelastic wall models [12].

4.2.2 Elastic model

This wall model assumes arterial walls are elastic which means the radius r is immediately

variable with an increase in pressure p .

Laplace’s law relates the circumferential stress σθθ in the vessel wall to the fluid pres-

sure p and the geometry of the vessel under equilibrium conditions. This law is derived

by assuming a cylindrical vessel with radius r sliced in half axially along its length l and

by determining the opposing forces acting on the vessel wall. In a state of equilibrium, the
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Table 4.2 Summary of wall models studied by different groups.

linear nonlinear elastic viscoelastic QLV reference

x x [55], [152], [128], [54], [141],
[142], [51], [139]

x x [87], [136], [8], [160]

x x x [68]
x x x [8]

x x x [136]
x x [122], [28], [27], [10], [11], [173],

[14], [24], [115], [122]
x x x [55], [67], [186], [187], [168], [127],

[160], [161]
x x x [162]

opposing forces must balance each other.

The outward force, Fo u t w a r d , acting on the upper half of the vessel is the product of

pressure p and the projected area of the cylindrical wall. Thus, Fo u t w a r d = 2p r l . The in-

ward force, Fi n w a r d , that pulls the two halves of the vessel together is due to circumferen-

tial stressσθθ acting along the vessel wall. Therefore Fi n w a r d = 2σθθ l h where h is the wall

thickness and the factor of 2 comes from the two walls in the cross-section. These forces

are displayed in Figure 4.3. From the balance of Fo u t w a r d and Fi n w a r d ,

Figure 4.3 A diagram of the forces acting on a vessel under static equilibrium conditions. The
Fo u t w a r d is due to blood pressure acting on the interior wall of the vessel and Fi n w a r d is the force
acting on the exterior of the wall. This is the cross-sectional area of half of a vessel with length l .
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Fo u t w a r d = Fi n w a r d

2p l r = 2σθθ l h

p r =σθθh .

Therefore, circumferential stress of the vessel wall is given by

σθθ =
p r

h
. (4.2.1)

The circumferential strain ϵθθ describes the fractional circumferential distention of the

arterial wall. It is defined as

ϵθθ =
2πr −2πr0

2πr0

=
r − r0

r0
(4.2.2)

where r0 is the initial cross-sectional vessel radius r corresponding to zero pressure. This

is an assumption of the model based on [111].

Assuming that arteries can be modeled as a linear isotropic elastic material, the circum-

ferential stress and strain can be related according to

ϵθθ =
σθθ −νσr r −νσx x

E
(4.2.3)

whereσr r is the normal stress in the radial direction,σx x is the normal stress in the longi-

tudinal direction, ν is Poisson’s ratio, and E is Young’s modulus. Because we aim to mimic

our blood vessels under in vivo conditions in which vessels are tethered longitudinally, we

can neglect deformations in the axial direction. By doing so, we obtainσx x ≈ 0; the stress in

the longitudinal direction is approximately zero. In addition, the arterial wall is assumed

to be thin and thus σr r ≪ σθθ . Therefore, the stress-strain relationship in (4.2.3) can be

approximated by

ϵθθ =
σθθ

E
. (4.2.4)

Substituting σθθ and ϵθθ into (4.2.4) using (4.2.1) and (4.2.2) respectively, we obtain a
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stress-strain relation in terms of vessel geometry:

r − r0

r0
=

p r

h

1

E
,

which can be rearranged to yield

r − r0

r
=

r0

E h
p

1− r0

r
=

r0

E h
p

1−
√√A0

A
=

r0

E h
p .

This can be rewritten as

p =
E h

r0

 
1−

√√A0

A

!
(4.2.5)

where A0 =πr 2
0 and A =πr 2. Thus, (4.2.5) gives the pressure-area elastic relation. Here, E h

together represents the effective elastic modulus. This term allows us to vary the stiffness

in each of the vessels in our system. Physiologically, vessels with smaller radii are stiffer

than larger vessels, i.e. the elastic modulus is higher in smaller arteries.

4.2.3 Viscoelastic model

A material that exhibits both elastic and viscous characteristics when undergoing defor-

mation is termed a viscoelastic material. In viscoelastic materials, the energy put into the

system during inflation is not recovered during relaxation. This phenomenon can be found

in many biological tissues; in the case of arterial walls, we see pressure-area loops signify-

ing the energy lost through vessel dilation and contraction. Thus instead of modeling the

wall with purely elastic characteristics, an alternative model can be formulated with vis-

coelastic properties.

Viscoelasticity is a property in which strain depends on the history of stress (or vice

versa). Therefore, viscoelasticity results in materials with memory and these materials ex-

hibit three primary features: creep, stress relaxation, and hysteresis. Creep describes a ma-

terial in continuous deformation over time when it is maintained under constant stress.

Stress relaxation refers to the decrease of stress over time when it is maintained under
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constant strain. Lastly, hysteresis describes the dissipation of energy when a material un-

dergoes cyclic loading and unloading. The energy dissipation associated with hysteresis

makes the construction and simulation of viscoelastic networks a nontrivial matter.

Again, both linear and nonlinear viscoelastic models are used throughout literature.

For the purpose of this thesis, we will discuss only linear viscoelastic models but a I’ve

contributed to work with nonlinear viscoelastic wall models [12].

Next, consider a linear viscoelastic model represented by a circuit of springs and dash-

pots, where the springs represent the elastic elements of the wall and the dashpots corre-

spond to the viscoelastic elements. The Kelvin model–the simplest viscoelastic model that

captures the effects of creep, stress relaxation, and hysteresis– uses an exponential creep

function and a linear elastic response to define the wall model. The other models (shown

in Figure 4.2) do not account for the energy dissipation subject to cyclic change. For this

reason, we utilize the Kelvin model in formulating the viscoelastic arterial wall model. This

model is shown in detail in Figure 4.4.
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Figure 4.4 The Kelvin viscoelastic model illustrated using mechanical analogs with a combina-
tion of two Hookean elastic springs and a dashpot. Here, k1 and k2 are the spring constants, η1 is
the damping coefficient of the dashpot, and ε is the displacement due to the loading forceσ.

The relationships between the loading forcesσ and displacementεacting on the springs
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and dashpot (superscripts s and d , respectively) are

σs
1 = k1ε

s
1 (4.2.6)

σd
1 =η1ε̇

d
1 (4.2.7)

σs
2 = k2ε (4.2.8)

ε= εs
1+ε

d
1 (4.2.9)

σ=σs
1 +σ

s
2 (4.2.10)

σs
1 =σ

d
1 . (4.2.11)

The springs obey Hooke’s Law with spring coefficients k1 and k2 and the damping coeffi-

cient of the dashpot is η1.

From (4.2.6), (4.2.8), and (4.2.10), the effects of the springs can be described by

εs
1 =
σ

k1
− k2

k1
ε. (4.2.12)

Solving for εs
1 in (4.2.6) and using (4.2.7), (4.2.9), and (4.2.11), the spring and dashpot dis-

placements can be written as

εs
1 =
σs

1

k1
=
σd

1

k1
=
η1

k1
ε̇d

1 =
η1

k1

�
ε̇− ε̇s

1

�
. (4.2.13)

From (4.2.12) and (4.2.13) together, we obtain

η1

k1

�
ε̇− ε̇s

1

�
=
σ

k1
− k2

k1
ε.

η1

k1

�
ε̇− σ̇

k1
+

k2

k1
ε̇

�
=
σ

k1
− k2

k1
ε.

k2ε+η1

�
1+

k2

k1

�
ε̇=σ+

η1

k1
σ̇. (4.2.14)
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Defining new constants

τ1 =
η1

k2

�
1+

k2

k1

�
(4.2.15)

τ2 =
η1

k1
(4.2.16)

W = k2,

simplifies the Kelvin model

ε+τ1ε̇=
1

W

�
σ+τ2σ̇

�
. (4.2.17)

Here, τ1 is the relaxation time for constant stress, τ2 is the relaxation time for constant

strain, and W is the material modulus. It should be noted that τ1 > τ2 by (4.2.15) and

(4.2.16). In (4.2.17), the displacement ε can be thought of as vessel distention ϵ and the

forceσ can be considered equivalent to blood pressure p in the artery. Assuming that the

arterial wall behaves as a linear elastic thin-walled tube, the material modulus can be re-

placed by E h/r0, where E h is the elastic modulus. By these assumptions, the Kelvin model

can be related to the linear elastic model (Section 4.2.2)

ϵ(t )+τ1

d ϵ

d t
=

r0

E h

�
p (t )+τ2

d p

d t

�
(4.2.18)

ϵ(t ) =

�
1−

√√ A0

A(t )

�
. (4.2.19)

Hence, the four independent parameters that define the Kelvin viscoelastic model are

θ = {r0, E h ,τ1,τ2}.
Equation (4.2.18) relates blood pressure to strain and their respective first-order deriva-

tives. However, this formulation requires the differentiation of both strain and pressure,

and additionally, the differential form of the Kelvin model does not provide a clear frame-

work for further extension of the model. The Kelvin model can therefore be rewritten in

an equivalent integral form which allows for prediction of arterial wall deformation using

blood pressure as an input. We can obtain the integral form of (4.2.18) by using an integrat-
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ing factor method and integrating from an arbitrary time t0 to the current time t .

ϵ(t )+τ1

d ϵ

d t
=

r0

E h

�
p +τ2

d p
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�
e t /τ1

�
1
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= e t /τ1

r0

E h

1

τ1

�
p +τ2
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�
∫ t
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d

dζ
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e ζ/τ1ϵ(ζ)
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dζ=
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e ζ/τ1
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1
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�
p +τ2
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dζ
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dζ

ϵ(t )e t /τ1 − ϵ(t0)e
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E h

1

τ1
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e ζ/τ1
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dζ
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dζ
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r0

E h

1

τ1
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t0

e ζ/τ1 p dζ+
r0

E h

τ2

τ1

∫ t

t0

e ζ/τ1
d p

dζ
dζ (4.2.20)

Using integration by parts, we find the last term in (4.2.20) becomes∫ t

t0

e ζ/τ1
d p

dζ
dζ=

�
p (t )e t /τ1 −p (t0)e

t0/τ1
�− 1

τ1

∫ t

t0

p (ζ)e ζ/τ1 dζ,

which gives the integral form of the Kelvin model as

ϵ(t ) = e (t0−t )/τ1

�
ϵ(t0)− r0

E h

τ2

τ1
p (t0)

�
+

r0

E h

τ2

τ1
p (t )+

r0

E h

τ1−τ2

τ2
1

∫ t

t0

e (ζ−t )/τ1 p (ζ) dζ.

(4.2.21)

Thus we find that at any given time t , strain is described in terms of the initial and instanta-

neous response of the vessel in addition to a term that captures the history of the pressure.

This term is represented by the integral of the weighted pressure data up through the cur-

rent time. Because we aim to capture the in vivo conditions, it is impossible to achieve a

zero-strain state and thus t0 instead corresponds to an intermediate state of vessel defor-

mation.
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4.2.4 Quasilinear viscoelasticity theory

In order to develop and utilize a generalized wall model that can be used to implement

different properties, we turn to the quasilinear viscoelasticity (QLV) theory developed by

Y. C. Fung [55]. The QLV formulation for viscoelastic materials relates strain to stress via

ϵ(t ) =

∫ t

t0

K (t −ζ)d s (e )[p (ζ)]
dζ

dζ, (4.2.22)

noting that Fung sets t0 =−∞. Using the QLV framework, we will first determine the cor-

responding creep function and inverse elastic response for the Kelvin viscoelastic model.

Section 4.2.4.2 expands the QLV framework to a more generalized formation for viscoelas-

tic models, incorporating the creep function and the inverse elastic response functions as

shown above.

4.2.4.1 Kelvin viscoelastic model in QLV formulation

To implement the integral form of the Kelvin model in the QLV formation, the last term of

(4.2.21) can be represented in terms of its pressure derivative. Thus we have (from integra-

tion by parts)∫ t

t0

e (ζ−t )/τ1 p (ζ) dζ=τ1 p (ζ) e (ζ−t )/τ1

����t
t0

−
∫ t

t0

τ1e (ζ−t )/τ1
d p (ζ)

dζ
dζ

=τ1 p (t )−τ1 p (t0) e (t0−t )/τ1 −τ1

∫ t

t0

e (ζ−t )/τ1
d p (ζ)

dζ
dζ.

Therefore, the Kelvin model in terms of the pressure derivative is

ϵ(t ) = ϵ(t0)e
(t0−t )/τ1 +

r0

E h
p (t )− r0

E h
p (t0)e

(t0−t )/τ1 − r0

E h

τ1−τ2

τ1

∫ t

t0

e (ζ−t )/τ1
d p (ζ)

dζ
dζ

(4.2.23)

From the Fundamental Theorem of Calculus Part II,∫ t

t0

d p (ζ)
dζ

dζ= p (t )−p (t0) and therefore p (t ) =

∫ t

t0

d p

dζ
dζ+p (t0),
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which can be used to simplify (4.2.23). Thus, (4.2.23) becomes

ϵ(t ) = ϵ(t0)e
(t0−t )/τ1 − r0

E h
p (t0)e

(t0−t )/τ1 +
r0

E h
p (t0)+

r0

E h

∫ t

t0

�
1− τ1−τ2

τ1
e (ζ−t )/τ1

�
d p (ζ)

dζ
dζ.

(4.2.24)

The corresponding creep function and inverse elastic response in the QLV form can be

determined from (4.2.24):

ϵ(t ) =
r0

E h

∫ t

t0

�
1− τ1−τ2

τ1
e (ζ−t )/τ1

�
d p (ζ)

dζ
dζ

=

∫ t

t0

�
1− τ1−τ2

τ1
e (ζ−t )/τ1

�
d

dζ

�
r0

E h
p (ζ)

�
dζ. (4.2.25)

In rewriting (4.2.25), the creep and inverse elastic response functions are, respectively,

K (t ) = 1− τ1−τ2

τ1
e −t /τ1 , s (e )[p ] =

r0

E h
p (4.2.26)

with the relation between stress and area,

ϵ(t ) = 1−
√√ A0

A(t )
.

To simplify this further, let A1 and b1 be defined as

A1 =
τ1−τ2

τ1
and b1 =τ1

which results in K (t ) = 1− A1e −t /b1 . Note that 0 ≤ A1 < 1 since τ1 > τ2 as previously dis-

cussed, and A1 = 0 refers to a purely elastic wall model. A1 and b1 will henceforth be con-

sidered the viscoelastic parameters.
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4.2.4.2 Generalized QLV formulation for viscoelastic models

To consolidate various viscoelastic models into a generalized form, define the elastic re-

sponse starting from a positive time, t0 such that

s (e )[p (t )] =

 s̃ (e )[p (t )] : t ≥ t0

0 : t < t0

. (4.2.27)

This can equivalently be written as

s (e )[p (t )] = s̃ (e )[p (t )]H (t − t0) (4.2.28)

where H (t ) is the Heaviside step function. Using (4.2.28) in Fung’s original formulation

ϵ(t ) =

∫ t

t0

K (t −ζ) d

dζ

�
s̃ (e )[p (ζ)]H (ζ)

�
dζ

=

∫ t

t0

K (t −ζ)H (ζ) d s̃ (e )[p (ζ)]
dζ

dζ+

∫ t

t0

K (t −ζ) s̃ (e )[p (ζ)]
d H (ζ)

dζ
dζ

=

∫ t

t0

K (t −ζ)d s (e )[p (ζ)]
dζ

dζ+

∫ t

t0

K (t −ζ) s̃ (e )[p (ζ)] δ(ζ− t0) dζ (4.2.29)

=

∫ t

t0

K (t −ζ)d s (e )[p (ζ)]
dζ

dζ+K (t − t0)s
(e )[p (t0)] (4.2.30)

by properties of the Heaviside step and the Dirac delta functions. Using integration by

parts, the remaining integral found in (4.2.30) can be written as

∫ t

t0

K (t −ζ)d s (e )[p (ζ)]
dζ

dζ ⇒


u = K (t −ζ), d u =−K ′(t −ζ) dζ

v = s (e )[p (ζ)], d v =
d s (e )[p (ζ)]

dζ

. (4.2.31)
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Thus, this integral becomes∫ t

t0

K (t −ζ)d s (e )[p (ζ)]
dζ

dζ= K (t −ζ)
����t

t0

+

∫ t

t0

K ′(t −ζ)s (e )[p (ζ)] dζ

= K (0)s (e )[p (t )]−K (t − t0)s
(e )[p (t0)]+

∫ t

t0

K ′(t −ζ)s (e )[p (ζ)] dζ.

(4.2.32)

Re-evaluating (4.2.30), the strain is given by

ϵ(t ) = K (0)s (e )[p (t )]+

∫ t

t0

K ′(t −ζ)s (e )[p (ζ)] dζ. (4.2.33)

This allows for the formulation of new viscoelastic wall models based on creep func-

tion K (t ) and elastic response function s e [p (t )]. This current works utilizes the Kelvin lin-

ear model previously derived although a nonlinear viscoelastic wall model [162] has been

implemented and used in collaborative efforts [12]. Current work has studied one creep

function (K (t ) = 1− A1e −t /b1 ) while the elastic response function changes based on lin-

ear or nonlinear relationships between area and pressure. The two models studied in this

dissertation are presented in Table 4.3.

Table 4.3 Two linear wall models written in QLV formulation with creep function K (t ) and inverse
elastic response function s (e )[p ]. Note that the creep function distinguishes between elastic and
viscoelastic.

model K (t ) s (e )[p (t )]

linear elastic 1
r0

E h
p (t )

Kelvin viscoelastic 1−A1e −t /b1
r0

E h
p (t )
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4.3 Boundary conditions

The model given by (4.1.21) and (4.2.33) forms a system of hyperbolic quasilinear first-

order partial differential equations. Quasilinear first-order partial differential equations

have the form
∂U

∂ t
+ Ã

∂U

∂ x
= B̃ (4.3.1)

where U = [p ,q ]⊤, p is a function of A, and Ã and B̃ are functions of (x , t ) and U [111].

A system is then termed hyperbolic if Ã is diagonalizable. This was shown for the linear

elastic wall model in Olufsen’s dissertation [111] and for the Kelvin linear viscoelastic wall

model in DeVault’s dissertation [45]. See Appendix C for more details.

Due to the large number of tiny vessels in the arterial network, it is imperative to trun-

cate geometries at the small arteries to reduce complexity and computational cost. At

these terminal truncation points, outlet boundary conditions are applied to account for

the resistance and wave propagation in the downstream vasculature. In modeling 1-D

blood flow, there are three commonly used outflow boundary conditions: a pure resistor

boundary condition, a structured tree model, or a Windkessel model. It has been noted

that the choice in outflow boundary condition can greatly affect the upstream results. We

will implement a 3-element Windkessel model at our boundaries, but for completion, we

will briefly discuss historically used alternative methods.

4.3.1 Literature review

Pure resistor. At terminal boundaries, the simplest condition imposed is a pure resistor

boundary, implemented in [9, 50, 105, 110, 138, 142, 174]. This model was popular circa

1960-1980 and assumed the pressure was proportional to the blood flow rate, P = RQ

where R is a constant but has a specific value at each outlet. Assuming pressure and flow

rate to be proportional causes them to be in phase, an unphysiological approximation. Ad-

ditionally, this method ignored the arterial wall compliance, thus producing a large, non-

physical wave reflection of blood flow and producing suboptimal results from a physiolog-

ical standpoint [47].

Windkessel models. Lumped models, such as the Windkessel (WK), are the most pop-

ular used to represent the blood flow and pressure in the downstream vasculature [113].

Electrical circuits have been the basis for these lumped models, providing a straightfor-
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ward analogy where current represents arterial blood flow and voltage represents arterial

pressure. Resistive units become analogous to arterial and peripheral resistances occur-

ring as a result of viscous dissipation while capacitors represent the volumetric compli-

ance of the vessels which allows them to store large amounts of blood. Inductors, when

present, represent the inertia of blood.

The WK model was originally developed by Stephen Hales in 1733 [66] and formalized

by Otto Frank in 1899 [53]. Hales described his theory on blood flow in the heart and sys-

temic arteries, basing this theory on an observation of an old fire engine with a pump fire

hose (see Figure 4.5). The German word “Windkessel” translates as “air chamber” but has

been taken to imply an elastic reservoir. When the air chamber is full, high pressure drives

the water out in a constant stream, analogous to the left ventricle where the blood pressure

ranges from low (nearly 0 mmHg) to a high of approximately 120 mmHg, at which point

the blood is ejected into the aorta. The analogy presented by Hales resulted in the quanti-

tative formulation by Frank of the two-element WK model, consisting of a a single resistor

and a single capacitor in parallel. This model can also be used to describe blood flow in

the systemic arteries without explicitly including the heart, even though it was intended

to model the ventricle and the aorta. Without the heart, the two elements, capacitor and

resistor, represent the compliance of large arteries and the resistance of small arteries and

arterioles, respectively. Until this point, hypertension researched focused mainly on pe-

ripheral resistance while neglecting arterial compliance. However, in 1997, it was shown

that another major predictor of cardiovascular function is pulse pressure [20, 101]. This

observation revealed the importance of arterial compliance, particularly in cases of hyper-

tension associated with aging. Similarly, 0-D lumped parameter models relating pressure

and flow are based on WK elements.

This two-element WK model explained aorta pressure decay during diastole but fell

short in representing pressure during systole, and therefore it was soon extended into a

three-element model which adds an extra resistor into the circuit. It is thought that this re-

sistor represents the characteristic impedance of the large compliance vessels, namely the

aorta. The three-element WK model produces realistic blood flow and pressure waveforms

and provides a good fit to experimental data but has been shown to overestimate arterial

compliance and underestimate aortic characteristic impedance [140]. Further expansion

into a four-element model has proven to be slightly more accurate [84], amending the pre-

vious model by introducing an inductor. However, Westerhof et al. [179] has discussed the
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Figure 4.5 The WK analogy. The heart (pump) delivers blood (water) to the distensible arteries
(air chamber) which act as a reservoir until a high pressure drives the blood (water) further down-
stream. Image created for Wikipedia Commons by Kurzon.

shortcomings of the four-element model, namely that the inertance of blood is very diffi-

cult to estimate and that an argument can be made to prefer the three-element WK. Segers

et al. [140] has also discussed how increasing the WK model complexity improves fitting

results but at the cost of parameters being less physiologically defined. For this reason, the

three-element WK model continues to be the most common, useful, and simplistic termi-

nal boundary condition for small vessels with each element maintaining a physiological

significance.

Structured tree. The structured tree was introduced by Olufsen [111]. This approach

truncates the arterial network after the first few generations of large arteries and the re-

maining small arteries and arterioles provide outflow boundary conditions for the up-

stream large arteries [111, 112, 114]. Small arteries and arterioles are modeled by a binary

asymmetric structured tree where each vessel in the tree is considered as a straight, compli-

ant tube. However, the structured tree bases geometry on general statistical relationships

based on literature values. Geometry is based on the parent vessel radius rp with the radii

of the left- and right-daughter vessels set as rL = αrp and rR = β rp , respectively, where α

and β are bifurcation ratios with β = (1−αξ)1/ξ given by Murray’s law where typically ξ≈ 3.

The length of each vessel segment is proportional to the radius such that the length-to-

radius ratio is 50. The structured tree does retain detailed characteristics of wave propaga-

tion, including a phase lag between flow and pressure. Steele [147] and Cousins [42] have

each expanded Olufsen’s original structured tree to include tiered values based on termi-

nal radius size for the length-to-radius ratio, blood viscosity, and branching parameters.

Cousins [42] also used structured tree impedance to determine WK parameters in elastic

vessels. However, Du et al. [47] note that there is currently a lack of validation studies for
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the structured tree model.

4.3.2 Outflow boundary conditions

As previously discussed, the three-element WK model (shown in Figure 4.6) is the most

popular terminal boundary condition due to each element corresponding to a physio-

logical significance: R1 as the characteristic impedance, R2 as the total peripheral resis-

tance, and C as the arterial compliance. The characteristic impedance and total arterial

resistance are in the same units so oftentimes, the characteristic impedance is incorrectly

referred to as a proximal vascular resistance. Although the units remain unchanged, the

physical significance changes. The characteristic impedance is the resistance of a vascu-

lar bed to pulsatile flow in the absence of pulse wave reflections and is influenced by the

dimensions and wall properties of large, proximal arteries. The vascular resistance is re-

lated to the number and size of small, peripheral vessels further down the network (and

represented by the distal resistor in the WK model.) Based on the structure of the three-

element WK model and its analogous counterpart in electrical circuits, we can derive the

differential equation corresponding to the model.
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p1	
  
R1	
  

R2	
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pout	
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Figure 4.6 Diagram depicting the three-element WK model. The model consists of a proximal
resistor (or characteristic impedance) R1, arterial compliance C , and a distal resistor (or total pe-
ripheral resistance) R2. p and q are the pulsatile pressure and flow, respectively, at the end root
of each terminal vessel. We note that the system is grounded to a point at which the pressure is
approximately 0 mmHg. This accounts for all downstream resistance from the narrowing vascula-
ture.

Pressure, flow, and resistance are related via (2.1.1). Through (2.1.1), Kirchhoff’s current
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law, and some basic knowledge of circuits, we obtain the following relations:

q1 = q2+qC

qC =C
d p1

d t

p = q1R1+p1

p1 = q2R2.

From this, we derive the equation for the three-element diagram demonstrated in Fig-

ure 4.6.

q1 =
p1

R2
+C

d p1

d t

=
p −R1q1

R2
+C

�
d p

d t
−R1

d q1

d t

�
=

p

R2
− R1

R2
q1+C

d p

d t
−R1C

d q1

d t
.

Upon rearranging the terms and allowing q1 = q for simplicity, we obtain the commonly

found equation for the three-element WK model:

d p

d t
=R1

d q

d t
− p

R2C
+

R1+R2

R2

q

C
. (4.3.2)

Many approaches have been put forward to estimate the parameter values in the three-

element WK model. Because of their physiological significance, these approaches have

all stemmed from measurements in data. Most commonly [3, 5, 6, 75, 103, 143], the total

network resistance (RT =R1+R2) is calculated as

RT =
p̄ −ptissue

q̄
(4.3.3)

where p̄ and q̄ are the mean pressure and flow, respectively, and ptissue is often taken to be

0 mmHg. This leads to the question of determining R1 and R2 given RT . Raines et al. [128]

have cited the works of McDonald and Attinger [99] who estimated the ratio R1/RT as 0.2.
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This estimation was based on studying arterial pulse wave propagation in canines and has

been arbitrarily used in previous studies [16, 128, 149]. Reymond et al. [132] have stated

that R1/RT ranged from 0.05 to 0.40 based on minimizing wave reflections. Du et al. [47],

Xiao et al. [182], and Ismail et al. [75] have approximated

R1 =
ρcd

Ad

where cd and Ad are the wave speed and cross-sectional area of the vessel at diastolic pres-

sure. However, all of these studies with the exception of [132] were based on elastic wall

models. Since the WK model accounts for energy dissipation in large vessels as well as

small vessels, these approximations are not valid for viscoelastic wall models which pro-

vide higher levels of energy dissipation upstream.

As a point of departure from these approaches, we estimate R1/RT as a function of

viscoelasticity, branching parameters, vessel stiffness, and terminal radius (see Chapter 7).

Estimation of the arterial compliance has proven to be much more difficult. Several

methods have been put forward ranging from a simple time constant calculation to in-

tegral estimation. The most prevalent of the suggested methods relies heavily upon an

exponential shaped diastolic pressure decay with

p −po u t = (p0−po u t )e
−t /τ

where τ = RT CT is the time constant associated with the exponential decay and p0 is a

reference pressure. This can often be distorted by wave reflections that can greatly affect

the time constant and, furthermore, the estimated arterial compliance. This method was

introduced by Alastruey et al. [6] in which RT CT is assumed to be a time constant of ap-

proximately 1.34 seconds, calculated based on the exponential decay that is present in the

diastolic pressure curve. Although this method is known for its simplicity, the time con-

stant associated with different vessels varies throughout a network, as discussed by Xiao

et al. [182]who found the time constantτ to be closer to 1.79 seconds. Thus, using the same

time constant through a network proves inaccurate. Molino et al. [104] also used the time

constant method to find the arterial compliance and verified their results by performing

a linear regression on the logarithmic pressure values which resulted in a line with slope

−1/τ.

Xiao et al. [182] and Ismail et al. [75] also discussed another approach to calculate CT
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based on Ohm’s Law which approximates CT =
d V
d p as

CT =
qma x −qmi n

ps −pd
∆t

where V is the vessel fluid volume, qma x and qmi n are the maximum and minimum flows

at the inlet, ps and pd are the systolic and diastolic pressures, and∆t is the time difference

between maximum and minimum flow values.

Shim et al. [143] introduced yet another method to calculate total arterial compliance.

This method has been named the “integral method” because compliance is calculated us-

ing numerical integration of the WK model (equation4.3.2) in the time domain. Compli-

ance is calculated by the following equation during the earliest phase of ejection, taking

into account both the root pressure and flow signals:

CT =

∫ t2

t1
pavg(t ) d t − (R1+R2)

∫ t2

t1
qavg(t ) d t

R (pavg(t1)−pavg(t2))−R1R2(qavg(t1)−qavg(t2))
. (4.3.4)

4.3.3 Inflow boundary conditions

There are two natural choices for inlet boundary conditions to the network, a prescribed

pressure or a prescribed flow waveform. Pressure as an input is deemed a logical choice

given the availability of pressure recordings in the ascending aorta in this study. However,

Anliker et al. [9] discussed the disadvantage of using pressure due to the inability to predict

realistically observed flow profiles. Oftentimes, using pressure as an input produces “pos-

itive and negative flow velocities at the root of the aorta during the latter two-thirds of the

cardiac cycle when the aortic valve is normally closed.” This has mainly been attributed to

lack of precision of physiological pressure measurements. Small changes in pressure con-

tribute to drastic changes in flow, thus necessitating a higher degree of accuracy for the

pressure data.

A flow profile prescribed at the network inlet is an equally natural choice from a phys-

iological standpoint. The flow profile determines cardiac output and pulse rate, both of

which are important parameters. Our particular data, as discussed in Section 3.2, does not

provide flow measurements so we developed a flow profile based on pressure-area mea-

surements. Our initial estimation for a flow profile is discussed in [16], but collaborative

work is ongoing for determining flow waveforms from an inverse problem perspective [12].
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4.3.4 Junctions conditions

In addition to prescribing an inlet to the network and outflow conditions at terminal branches,

each vessel in the middle of the geometry requires an inflow boundary condition as well as

an outflow condition. These are provided by assuming conservation of flow and continuity

of pressure, i.e.

qp (Lp , t ) =
n∑

i=1

qdi
(0di

, t ) and pp (Lp , t ) = pdi
(0di

, t )

where the subscript p denotes the parent vessel of length Lp and subscript di denotes the

i th of n daughter vessels with i = 1, 2, . . . , n . It should be noted that for most physiological

geometries, n = 2. Alternatively, Bernoulli’s equation can be used to prescribe pressure at

junctions.

Minor losses, or the small amounts of energy loss associated with curvature or junc-

tions, were incorporated by Olufsen et al. [112] as well as others [147]. However, because

these losses do not play a significant role in flow distribution of healthy or hypertensive

networks, their affects will be neglected. For further information on minor losses in a 1-D

model, the reader is referred to [112] and [147].
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Chapter 5

Wave Intensity Analysis

The shape and magnitude of the blood pressure pulse waveform is an important indicator

for assessing cardiovascular diseases such as hypertension [125]. Wave reflections, orig-

inating from junctions and other discontinuities in arterial networks, significantly con-

tribute to the shape and magnitude of the observed pressure waveform. Analyzing these

waveforms provides further insight into the underlying mechanisms by which the pressure

pulse is shaped under normal and abnormal conditions. This can reveal crucial informa-

tion about the functioning of the circulatory system or different disease states associated

with hypertension.

Wave that propagate from the heart toward the periphery are termed forward waves

while those originating in the blood vessels traveling towards to heart are called backward

waves. One technique used to decompose a waveform into forward and backward waves in

the time domain given the pulse wave velocity (PWV) is wave intensity analysis (WIA). WIA

quantifies and identifies the types and directions of local arterial waves as forward or back-

ward compressing or decompressing waves [119]. This method is based on the method of

characteristics solution to the 1-D equations for blood flow (4.1.21).

With pressure and velocity time series from a single location, the corresponding wave

intensity profile can be produced. Several studies have analyzed the wave intensity profiles

from systemic arteries [76, 77, 79, 109, 154] under healthy and diseased states. However,

these studies used in vivo pressure and velocity data which is measured invasively and

difficult to accurately obtain. Other studies have applied WIA to numerically generated
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waveforms from computational models [2, 4, 7]which we intend to do here.

5.1 Calculating WIA

The pressure and velocity waveforms are discretized into infinitesimal wave elements in

(x , t ) space, dp and du , respectively. Note that we solve the governing equations (4.1.21) for

volumetric flow, pressure, and area and can calculate velocity u as u (x , t ) = q (x , t )/A(x , t ).

Waveforms are classified as compression waves if dp > 0 corresponding to an increase in

pressure whereas dp < 0 refers to a decompression wave or a decrease in pressure. Simi-

larly, du > 0 shows an accelerating wave and du < 0 shows a decelerating wave. The net

wave intensity dI for a given location is defined as the product of infinitesimal wave ele-

ments, i.e.

dI = dp du , (5.1.1)

defined in units of Wm−2. The wave intensity dictates whether a wave is predominantly for-

ward (dI > 0) or backward propagating (dI < 0). A summary of wave types and directions

is shown in Table 5.1.

Table 5.1 WIA table showing type and direction of dominating waveforms. Corresponding dis-
cretized WIA terminology is given in parenthesis.

dp (δpi ) wavefront du (δui ) wave type dI (W I
i ) wave type

> 0 compression > 0 accelerating > 0 forward compression
< 0 decompression < 0 decelerating > 0 forward decompression
> 0 compression < 0 decelerating > 0 backward compression
< 0 decompression > 0 accelerating > 0 backward decompression

From computational models where the waveforms are discretized into N points over

a cardiac cycle of length T seconds, these infinitesimal wave elements are described as

the change in pressure or velocity over a sufficiently small sampling time δt = T /N [120].

Simply replacing the infinitesimal wave elements with differences makes the magnitude

of the wave intensity depend upon the time discretization. This is avoided by using a time-
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normalized definition [130], i.e.

W I
i =

δpi

δt

δui

δt
, (5.1.2)

where i ∈ [0, N ] and W I
i is in units of Wm−2s−2. The wave intensity in (5.1.2) does not hold

the analogy with physical intensity but still retains its ability to identify the direction of lo-

cal waves. In this case, W I
i only identifies the net effect of the forward and backward waves.

The contributions from forward and backward waves are determined by decomposing W I
i

into forward and backward components which requires the knowledge of the local PWV.

The solution of (4.1.21) by the method of characteristics leads to the decomposition of

waveforms into their forward and backward running components, i.e.

δp±i =
1

2

�
δpi ±ρc (pi )δui

�
and δu±i =

1

2

�
δui ± δpi

ρc (pi )

�
. (5.1.3)

More details on deriving these components can be found in [125]. The ‘+’ and ‘−’ signs

denote the properties associated with the forward and backward waves, respectively, while

the computed PWV c is approximated as

c (p ) =

√√A

ρ

∂ p

∂ A
. (5.1.4)

Thus, a forward pressure wave is a compression wave ifδp+i > 0 and a decompression wave

ifδp+i < 0. Similarly, the backward pressure wave is a compression wave ifδ−i > 0 or decom-

pression if δ−i < 0. From (5.1.3) the pressure and velocity waveforms can be separated into

its forward (+) and backward (−) components via

p±(t ) = p0+

∫ T

t−T

dp± and u±(t ) = u0+

∫ T

t−T

du± (5.1.5)

where p0 and u0 are the pressure and velocity at the end of diastole, respectively.
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Chapter 6

Numerical Methods

In Section 4.1.2 we saw that the fluid dynamics equations used to govern blood flow in

large arteries are quasilinear and hyperbolic in nature. These equations do not have an

analytical solution and thus an algorithm must be used to find an approximate solution.

There are several numerical methods that can be implemented, ranging from a first-order

finite difference scheme to the finite element method to a spectral scheme. Our simula-

tions are based on the discontinuous Galerkin method in time, a specific formulation of

the finite element method where the basis function and weight functions are chosen to be

the same.

6.1 Literature review

There are many approaches for the numerical solution of the 1-D fluid dynamics model

(see Table 6.1). Some [9, 138, 144, 149, 151]have used the method of characteristics to study

wave propagation in the arteries while others [51, 111, 128, 132, 134, 137] have used im-

plicit finite difference methods. Although finite difference methods (FDM) are known for

their simplicity in implementation, finite element methods are better equipped to handle

complicated geometries on a grander scale. Because we are considering a 1-D model, the

geometry is easily discretized in either numerical scheme and thus either method would

serve well. However, with regards to boundary conditions, FEM is more flexible in dealing
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with complicated boundary conditions and thus it has become the most common method

for solving blood flow equations.

As such, many [5, 25, 51, 54, 97, 106, 141, 142, 148, 172, 174, 182] have opted to use

FEM to solve the equations governing 1-D blood flow. Most [97, 106, 141, 148, 172, 174]

of these studies have been based on ideas developed by Christie et al. [39] who first intro-

duced the discontinuous Galerkin (DG) scheme as it relates to fluid dynamics (Lasaint and

Raviart [89] had previously introduced it in the context of neutron transport) and Hughes

et al. [33, 69, 71, 72]who developed many methods to ensure the stabilization of solutions

to problems such as this. Others [5, 25, 54, 142, 182] implement a DG scheme with a spec-

tral/hp spatial discretization that involves the solution of Riemann problems at the inter-

faces within each artery, at each boundary, and at the junctions. These numerical methods

generally use a second-order Adams-Bashford scheme for the time-integration.

Boileau et al. [30] compares the results from six numerical schemes commonly used for

1-D blood flow modeling: discontinuous Galerkin, locally conservative Galerkin, Galerkin

least-squares finite element method, finite volume method, finite difference MacCormack

method, and a simplified trapezium method. Their study concludes that when modeling

1-D blood flow dynamics, all numerical methods aforementioned show good agreement

in their abilities to capture the main features of pressure, flow, and area waveforms in large

arteries.

Table 6.1 Summary of numerical methods implemented by references to solve 1-D fluid models.
MoC: method of characteristics, FDM: finite difference method, FEM: finite element method, DG:
discontinuous Galerkin.

MoC FDM FEM FEM-DG spectral/hp reference

x [9], [138], [144], [149], [151], [1], [30]

x [51] [111], [128], [132], [134], [137], [30]
x [5], [25], [51], [54], [142], [182], [30]

x x [16], [97], [106], [141], [148], [172], [174], [30]
x [5], [25], [54], [142], [182]
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6.2 Finite element method

The finite element method (FEM) is a popular technique used to compute accurate solu-

tions to partial differential equations (PDEs). Many mathematical models in the physical

and interdisciplinary sciences are formulated with PDEs, thus making the finite element

method an essential mathematical technique.

In short, the FEM reduces a boundary value problem for a linear PDE to a system of lin-

ear equations written in differential matrix-vector form as KU= F that must be solved [58].

The differential matrix-vector form is also known as the strong form of the PDE and this

will be derived for the problem at hand in Section 6.3. There are many different algorithms

that can be used to solve KU= F, but in solving these equations, we make approximations

and thus we end up deriving and solving what is known as the weak form (Section 6.4) to

a specified degree of accuracy. The weak form solves an integrable function rather than

solving the differential equation given by the strong form.

We have inherited a stabilized space-time FEM based on the discontinuous Galerkin

method in time that was developed in previous works by Wan et al. [172], Steele [147, 148]

and Vignon-Clementel [165]. Further details on this method can be found in [72, 172]. The

spatial discretization uses continuous linear polynomials whereas the temporal discretiza-

tion is defined by piecewise constant functions. The temporal discretization scheme may

also be referred to as a backward Euler scheme but this particular solver has been histori-

cally referred to as a discontinuous Galerkin method.

Before defining the matrix-vector equation, the domain of each problem (in our case,

each vessel), is divided into finite elements, in the following denoted as elements, defined

by a finite number of nodes. These elements and nodes define the mesh along which the

solution is approximated. As the number of nodes increases, the approximated solution

becomes more accurate but at the price of increasing computational time. The vessels will

be divided into e elements each, and because we are using a 1-D model in the axial di-

rection, each element is associated with two nodes, denoting the beginning and the end.

Element lengths are determined by the length of a given vessel divided by the number of

specified elements, e . This produces an equally spaced mesh for each individual vessel in

consideration but the element sizes vary between vessels of different lengths.
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6.3 Strong form

In contrast to many previous studies, this formulation uses pressure p and flow q to de-

termine area A through a constitutive equation given by the specified wall model. We first

derive the strong form of our system of equations. It should be noted that solving these

equations exactly is impossible and as such, we approximately solve the weak form (found

in the next section) which provides an accurate estimation to the solution of this problem.

First note that the derivative of area with respect to x can be expanded as

∂ A

∂ x
=
∂ A

∂ p

∂ p

∂ x
+
∂ A

∂ x
.

Other wall model derivatives can be found in Appendix B. We can then rewrite our system

of equations (4.1.21) in quasi-linear matrix form:

E
∂U

∂ t
+B
∂U

∂ x
=G (6.3.1)

where

U=

 U1

U2

=
 p

q

 , (6.3.2)

E=

 ∂ A

∂ p
0

0 1

 , B=

 0 1

A

ρ
− γ+2

γ+1

�
q

A

�2 ∂ A

∂ p

2q

A

�
γ+2

γ+1

�
 , and

G=

 0

−2
�
γ+2

�
πν

q

A
+
γ+2

γ+1

�
q

A

�2 ∂ A

∂ x

 . (6.3.3)

6.4 Weak form and FEM discretization

Following the case for solving general PDEs, the weak formulation is as follows (summa-

rized from [147, 165]): Let W =
�
W1,W2

�⊺
be our test function where W1 , W2 ∈ C∞0 . Thus
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W1(0) =W1(L ) =W2(0) =W2(L ) = 0. We wish to find U such that ∀W⊺ as defined above,∫ L

0

∫ T

0

�
W⊺E

∂U

∂ t
+W⊺B

∂U

∂ x
−W⊺G

�
d t d x = 0.

Using integration by parts, this can be rewritten as∫ L

0

∫ T

0

�
−∂W⊺E

∂ t
U+W⊺B

∂U

∂ x
−W⊺G

�
d t d x

+

∫ L

0

�
W⊺(x , T ) E(x , T )U(x , T )−W⊺(x , 0) E(x ,0)U(x ,0)

�
d x = 0.

Approximating U and W by piecewise constants in time and after discretizing in time (tn ≤
t ≤ tn+1),∫ L

0

∫ tn+1

tn

�
−∂W⊺E

∂ t
U+W⊺B

∂U

∂ x
−W⊺G

�
d t d x

+

∫ L

0

�
W⊺(x , tn+1) E(x , tn+1)U(x , tn+1)−W⊺(x , tn ) E(x , tn )U(x , tn )

�
d x = 0.

By using a piecewise constant approximation in time for W⊺, this can be further simplified

to

∆tn

∫ L

0

�
W⊺B

∂Un+1

∂ x
−W⊺G

�
d x +

∫ L

0

W⊺
�
En+1Un+1−En Un

�
d x

Here, the superscripts n and n +1 correspond to the solution at times tn and tn+1, respec-

tively, with∆tn = tn+1− tn being the time step. To facilitate convergence, we will augment

these equations with a stabilization term.

Let C be a matrix such that C=C(U)where CU=G with U and G as previously defined

in (6.3.2) and (6.3.3). Thus, we want to find C such that

C

 p

q

=
 0

−2
�
γ+2

�
πν

q

A
+
γ+2

γ+1

�
q

A

�2 ∂ A

∂ x


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where p =U1 and q =U2. Writing C as a function of U, we find

C(U) =

 0 0

0 −2(γ+2)πν
1

A
+

�
γ+2

γ+1

�
q

A2

∂ A

∂ x

 .

Given this definition of C(U), we define a matrix differential operator by

L (U) =E(U)
∂

∂ t
+B(U)

∂

∂ x
−C(U).

In the case of a piecewise constant in time and a piecewise linear approximation in space,

L (U)U can be written as

L (U)U=B(U)
∂U

∂ x
−C(U)U

=B(U)
∂U

∂ x
−G(U).

Applying the matrix differential operator to our test function vector,

L (U)⊺W=B(U)⊺
∂W

∂ x
−C(U)⊺W.

The domain is then discretized into elements Ωi where 1 < i < J , and J is the total num-

ber of elements. A stabilization term is added to provide least-squares control of the resid-

ual [73] in the form

∆tn

∑
i

∫
Ωi

�L (U)⊺W�⊺
τ
�L (U)U� d x

where the summation ranges over the element interiors and τ = τ(U) is the stabilization

matrix [147, 165, 172] defined by

τ=

�
2

∆tn
I+

2

h
|B|+ |C|

�−1

.

The absolute value of a 2 × 2 matrix Z can be obtained from the Cayley-Hamilton theo-

rem [147, 148, 165]:

|Z|= Z2+
p

det(Z2) Iq
t r (Z2)+2

p
det(Z2)

.

64



Thus, we ultimately want to find Un+1 such that ∀W,

∆tn

∫ L

0

W⊺B
∂Un+1

∂ x
−W⊺G d x +

∫ L

0

W⊺
�
Un+1−Un

�
d x

+ ∆tn

∑
i

∫
Ωi

�
B⊺
∂W

∂ x
−C⊺W

�⊺
τ

�
B
∂Un+1

∂ x
−G

�
d x = 0,

or

∆tn

∫ L

0

W⊺B
∂Un+1

∂ x
−W⊺G d x +

∫ L

0

W⊺
�
Un+1−Un

�
d x

+ ∆tn

∑
i

∫
Ωi

�
∂W

∂ x

⊺
B−W⊺C

�
τ

�
B
∂Un+1

∂ x
−G

�
d x = 0.

For simplicity, the Un+1 argument in B, C, and G is suppressed.

By assuming there are n nodal points in our spatial discretization, the vector fields W

and Un+1 are written using the usual piecewise linear shape functions Nα(x ):

W=
n∑
α=1

NαCα and Un+1 =
n∑
β=1

NβUn+1
β .

A vector valued function can be written on each node α= 1,2, . . . , n defined by

Rα(Un+1) =∆tn

∫ L

0

NαC⊺α
∑
β

∂ Nβ
∂ x

BUn+1
β −NαC⊺αG

 d x

+

∫ L

0

NαC⊺α
∑
β

Nβ
�
Un+1
β −Un

β

� d x

+∆tn

∑
i

∫
Ωi

�
∂ Nα
∂ x

C⊺αB−NαC⊺αC

�
τ

B
∑
β

∂ Nβ
∂ x

Un+1
β −G

 d x = 0
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which can be further simplified to

Rα(Un+1) =∆tn

∫ L

0

Nα
∑
β

∂ Nβ
∂ x

BUn+1
β −NαG

 d x

+

∫ L

0

Nα
∑
β

Nβ
�
Un+1
β −Un

β

� d x

+∆tn

∑
i

∫
Ωi

�
∂ Nα
∂ x

B−NαC

�
τ

B
∑
β

∂ Nβ
∂ x

Un+1
β −G

 d x = 0.

A Newton-Raphson method is implemented to solve the nonlinear system. It is facilitated

by using the following iterative scheme:∑
β

K̃n+1, j
αβ ∂Un+1, j+1

β =−Rn , j
α

Un+1, j+1
β =Un+1, j

β + ∂Un+1, j+1
β

where j represents the j t h iteration. In our Newton-Raphson method, K̃αβ is given by

K̃αβ =
∂Rα
∂Un+1

β

=∆tn

∫ L

0

�
NαB

∂ Nβ
∂ x
−NαCNβ

�
d x

+

∫ L

0

NαINβ d x

+∆tn

∑
i

∫
Ωi

�
∂ Nα
∂ x

B−NαC

�
τ

�
B
∂ Nβ
∂ x
−CNβ

�
d x .

Upon convergence by the solver (to a chosen tolerance), the scheme is advanced in time to

solve for each successive time step, which is initialized by the solution from the previous

time step.

This numerical scheme has been utilized for multiple boundary conditions (pure resis-
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tor, three-element WK) and previously verified by Vignon-Clementel [165] when solving

for A and q then using A to obtain p . In doing so, she observed good numerical conver-

gence and stability properties. Additionally, the relationships prescribed by the boundary

conditions were numerically satisfied and results accounted for conservation of mass be-

tween the inlets and outlets. Steele et al. [148] validated this scheme in this formulation for

a linear and nonlinear viscoelastic wall model.

6.5 Convergence of the solver

We consider pulsatile flow in a single straight and single tapered vessel with a prescribed

inflow profile and a 3-element WK model at the outlet with constant parameter values.

We increase the number of elements (spatial discretization) and number of time steps per

period (temporal discretization) to study convergence of the solver for both tapered and

non-tapered vessels.

6.5.1 Non-tapered vessel

The following simulations were performed on a straight (non-tapered) vessel that is 16 cen-

timeters long with a proximal and distal radius of 0.905 centimeters. The geometry was

chosen to mimic the proximal descending aorta. Results are shown in the middle of the

vessel for pressure, area, and flow. First, we study convergence with the linear elastic wall

model (4.2.5). By varying the number of elements while maintaining the number of time

steps at 1200 time steps per period, our results have converged for all elements. Next, we

investigate convergence in the temporal domain. By fixing the number of elements at 12

while changing the number of time steps, we note that our results do not begin to converge

until 800 time steps per period. Thus, we must consider 800 or more time steps per period

in order to achieve temporal convergence. This falls within the Courant-Friedrichs-Lewy

(CFL) condition which must be satisfied to guarantee convergence for the FDM when solv-

ing hyperbolic PDEs. The CFL condition has the following form

c
∆t

∆x
≤ 1 (6.5.1)

where c is the wave speed and∆t and∆x correspond to the time step and interval length

in the solver, respectively. Our wave speed c is approximately 550 cm/s, ∆t = 0.53 s/800
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(period length is 0.53 s), and∆x = 16 cm/12. Equation (6.5.1) is evaluated as

550 cm/s
0.53 s/800

16 cm/12
= 0.4858≤ 1

and thus the CFL condition is also met.

The temporal residual errors were calculated as the maximum relative error (infinity

norm) between the current time step and the finest time step, i.e.

eξi
=max

ξi −ξ9600

ξ9600
(6.5.2)

where the number of time steps per period i = {200, 400, 800, 1200, 2400, 4800} and ξ =

{p , A}. Spatial residual errors were calculated in a similar fashion:

Eξ j
=max

ξ j −ξ200

ξ200
(6.5.3)

where the number of elements j = {6,12, 24, 50, 100} andξ is as previously defined. Results

for the spatial and temporal pressure and area error norms are shown in Figure 6.1.

Next, the Kelvin viscoelastic wall (shown in Table 4.3) is imposed on the straight vessel.

The vessel has the same radius and length as in the previous case. To show convergence

in space for the viscoelastic wall model, we use 1200 time steps per period while varying

the number of elements. We show temporal convergence by maintaining 12 elements and

varying the time steps per period, exactly as done in the previous elastic case. Again, we

see that we have spatial convergence for any number of elements while we must use at

least 800 time steps per period to achieve temporal convergence. Thus, for both elastic

and viscoelastic wall models in a straight vessel, we find the same convergence criteria.

Error norms were calculated by (6.5.2) and (6.5.3) and results are shown in Figure 6.2.

6.5.2 Tapered vessel

Because arteries naturally taper in vivo, we want to ensure that our numerical solutions

also converge for tapered vessels. The vessel studied here is 16 centimeters long and ta-

pers from a radius of 1.05 centimeters at the inlet to 0.805 centimeters at the outlet. The

same inflow and outflow boundary conditions and parameters used in the straight vessel

(Section 6.5.1) are prescribed in this case.
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We study the convergence with an elastic wall model in the case of a tapering vessel.

A similar procedure is followed as in Section 6.5.1; the number of elements varies while

maintaining the number of time steps (800 per period). It is evident in Figure 6.3 that taper-

ing plays a role in computational convergence. A minimum of 50 elements must be used

before the solver shows convergence. This is significantly more than in the non-tapered

elastic vessel case presented in Section 6.5.1. We investigate convergence in the temporal

domain by maintaining the number of elements (12) while changing the number of time

steps, we see that our results do not begin to converge until 800 time steps per period.

Thus for 1200 or more time steps per period, we have shown convergence temporally (Fig-

ure 6.3). The temporal and spatial residual errors were calculated and results for the error

norms are shown in Figure 6.3.

Our last convergence evaluation is for a tapered vessel with a viscoelastic wall given by

the Kelvin model (Table 4.3). The vessel has the same radius and length as previously stud-

ied with the elastic model. The elastic case for the tapered vessel shows convergence after

1200 time steps per period. Thus, to show convergence in space, we use 1200 time steps

per period while varying the number of elements. As shown in Figure 6.4, we see conver-

gence at 100 elements. Thus, viscoelastic vessels require a finer spatial mesh to achieve

convergence. Likewise, we maintain the number of elements while varying the time steps

per period to show convergence in the temporal direction (Figure 6.4). We see the solver

begins to converge for 800 time steps per period. Based on the temporal and spatial conver-

gence criteria, we see that if we use 1200 time steps and 100 elements, our computations

converge for any vessel geometry (nontapered or tapered) with any linear wall model (elas-

tic or viscoelastic).
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Figure 6.1 (1st row) Maintaining the time steps per period (1200) converges for any number of
elements. This shows spatial convergence for a straight elastic vessel. (2nd row) The temporal
residual errors shown for pressure and area of an elastic non-tapered vessel on a log-log plot. (3rd
row) The vessel is discretized spatially into 12 elements while increasing the time steps per pe-
riod: 200, 400, 800,1200, 2400, 4800, 9600. It is apparent that the solutions corresponding to 800,
1200, 2400, 4800, and 9600 time steps are the same, thus signifying temporal convergence of the
solver. (4th row) The spatial residual errors shown for pressure and area of an elastic non-tapered
vessel on a log-log plot.
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Figure 6.2 (1st row) Convergence in space for the viscoelastic wall model for a non-tapered vessel
with 1200 time steps per period. Although we change the number of elements (spatial mesh), we
obtain the same results thus signifying convergence. (2nd row) The spatial residual errors shown
for pressure and area of a viscoelastic non-tapered vessel on a log-log plot. (3rd row) Temporal
convergence for the viscoelastic wall model with a non-tapered vessel discretized spatially into
12 elements. If each period is discretized into 800 or more time steps, we see convergence of the
solver. (4th row) The temporal residual errors shown for pressure and area of a viscoelastic non-
tapered vessel on a log-log plot.
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Figure 6.3 (1st row) Maintaining the time step at 800 per period, we obtain approximately the
same results for 50, 100, or 200 elements. Thus, signifying spatially convergence for 50 or more
elements in an elastic tapering vessel. (2nd row) The spatial residual errors shown for pressure
and area of an elastic tapered vessel on a log-log plot. (3rd row) The number of elements remains
fixed at 12 per vessel while the time steps are 200, 400, 800,1200, 2400, 4800, 9600 per period. It is
apparent that the solutions corresponding to 1200, 2400, 4800, and 9600 time steps are the same,
thus signifying temporal convergence of the solver. (4th row) The temporal residual errors shown
for pressure and area of an elastic tapered vessel on a log-log plot.
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Figure 6.4 (1st row) Convergence in space for the viscoelastic wall model in a tapered vessel. Al-
though we change the number of elements (spatial mesh), we obtain the same results for 100+
elements, thus signifying convergence. (2nd row) The spatial residual errors shown for pressure
and area of a viscoelastic tapered vessel on a log-log plot. (3rd row) Temporal convergence for the
viscoelastic wall model with a tapered vessel discretized spatially into 12 elements. (4th row) The
temporal residual errors shown for pressure and area of a viscoelastic tapered vessel on a log-log
plot.
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Chapter 7

Results

This chapter presents results related to parameter estimation within the 0-D wall models

as well as results from 1-D elastic (Section 7.3) and viscoelastic (Section 7.4) network sim-

ulations. The WIA results corresponding to the results in Sections 7.3 and 7.4, are shown

and discussed in Section 7.5.

7.1 Parameter estimation

As discussed in Section 4.2, the wall models describe vessel distention as a function of

arterial blood pressure. This relation then characterizes the mechanical wall properties via

a set of parameter values [159]. Using the data available, we determine the biomechanical

properties through this pressure-area relation for each individual sheep.

Using measured blood pressure as an input for each vessel segment, parameters speci-

fying wall properties were estimated by minimizing the least squares error J between mea-

sured a (t j ) and computed A(t j ;λ) values of the cross-sectional area, where λ is the param-

eter vector associated with each wall model (computed using (4.2.33)). The cost function

J is given by

J (λ) =
1

n −np

n∑
j=1

|A(t j ;λ)−a (t j )|2, (7.1.1)

where J is scaled by the difference between the number of data points in the time series
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and the number of parameters in the wall model n −np (np = 2 for the elastic and np = 4

for the viscoelastic model). Optimizations were performed using Matlab’s Nelder Mead

method, with a maximum of 108 function evaluations, a tolerance of 10−9, and a maxi-

mum of 10000 iterations on an iMac 2.8 GHz Intel Core i7. Appendix D contains more

information on the Nelder Mead method. For the 0-D elastic model, optimization took ap-

proximately 1.65 seconds per data set, while for the 0-D Kelvin model optimization took

approximately 133 seconds per data set. To ensure that estimated minimum values are

within physiological range, initial parameter estimates were set based on literature values.

Wall thickness h was determined by the calculated values as given in Table 7.1 while E , r0,

A1, and b1 were optimized. Initial parameter values for E were obtained from Fung’s esti-

mates [55, 56], r0 was initialized using the measured diastolic radius for each vessel, and

the viscoelastic parameters Ai
1 = 0.05 and b i

1 = 0.025 were chosen based on our previous

study [16, 160]. Optimizations were repeated twice for each dataset to ensure the parame-

ter values were independent of the initial parameter vector. For the second optimization,

initial parameter values were doubled relative to the original values to ensure that both

optimizations gave the same estimated parameter values. Optimizations were first carried

out for the elastic model and subsequently for the viscoelastic model. Estimated param-

eter values for Young’s modulus E , the zero-strain radius r0, and viscoelastic parameters

A1 and b1 as well as measured values for h and r0 are given in Table 7.1. Note that param-

eter values vary between the elastic and viscoelastic wall. This is due to the deformation

that the viscoelastic wall accounts for through A1 and b1 where the elastic wall is purely

deformed based on E h and r0.

7.1.1 Vessel stiffness and unstressed vessel radii

To determine how vessel stiffness increases with vessel caliber, similar to [112, 114] we

plotted optimized values E h/r0 as a function of r0 for all vessels. This pressure-area fit was

performed twice: once for the elastic network where we sought a relation for the stiffness

of large arteries (vessels for which r0 > 0.8 cm) and once where we utilized all sheep data

as well as data from Olufsen’s dissertation. In both scenarios, following Olufsen [112, 114],

we assumed that vessel stiffness tapered exponentially following

E h

r0
= k1e k2r0 +k3. (7.1.2)
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Table 7.1 Average geometric and mechanical optimized parameters for the elastic and viscoelas-
tic wall models. Results are presented as mean ± standard deviation. For all segments, n = 11, h
is the wall thickness, r0 is the zero-strain radius, E is the Young’s modulus, and A1 and b1 are the
viscoelastic relaxation parameters. Parameters noted n.d. are non dimensional.

Elastic Model h (cm) meas r0 (cm) meas r0 (cm) E (mmHg)

Ascending Aorta (AA) 1.26±0.16 0.936±0.062 0.996±0.060 574±95
Proximal Desc Aorta (PD) 1.10±0.04 0.886±0.025 0.902±0.190 844±87
Medial Desc Aorta (MD) 1.06±0.04 0.856±0.037 0.876±0.021 918±126
Distal Desc Aorta (DD) 0.78±0.07 0.825±0.010 0.830±0.009 2282±264
Femoral Artery (FA) 0.31±0.02 0.281±0.018 0.281±0.013 2634±353
Brachiocephalic Trunk (BT) 0.91±0.04 0.890±0.094 0.897±0.039 943±112
Carotid Artery (CA) 0.38±0.01 0.406±0.021 0.406±0.001 10176±732

Kelvin Viscoelastic Model r0 (cm) E (mmHg) A1 (n.d.) b1 (s−1)

Ascending Aorta (AA) 0.973±0.058 480±68 0.555±0.134 0.0524±0.008
Proximal Desc Aorta (PD) 0.890±0.018 732±76 0.573±0.189 0.0439±0.008
Medial Desc Aorta (MD) 0.864±0.021 780±104 0.650±0.197 0.0442±0.010
Distal Desc Aorta (DD) 0.826±0.008 2044±167 0.746±0.238 0.0362±0.012
Femoral Artery (FA) 0.279±0.013 2355±388 0.750±0.209 0.0359±0.011
Brachiocephalic Trunk (BT) 0.878±0.040 765±92 0.606±0.054 0.0531±0.007
Carotid Artery (CA) 0.405±0.010 9080±898 0.543±0.093 0.0402±0.008

Mean values were calculated over all datasets excluding outlying measurements (shown in Figure 7.5). The
following measurements were determined to be outliers: BT (blue), AA (purple), DD (blue, cyan), CA (red,

green, pink).

For the large sheep artery data (see Figure 7.1), the parameters were determined as k1 =

4.5×108 mmHg, k2 =−15.53cm−1, and k3 = 541 mmHg by best fitting the single vessel val-

ues (Table 7.1). With these values, this relation exhibits a poor fit to stiffness values found

in the CA and FA. Moreover, we were able to compare the estimated r0 values against those

measured ex vivo and found that the two were indistinguishable.

We constructed a linear relation (shown in Figure 7.2) between the measured diastolic

radius and the unstressed radius that holds for all arteries in this study. This relation was

not used in this study but could be used in future studies to predict zero-strain radii since

these are typically not measured experimentally. In fact, r0 could only be measured in this

case because data were obtained ex vivo. Many network models are set up and compared

with in vivo data where the zero-strain radii cannot be measured. For such studies, the

relation found here could be used, assuming that the relation between zero-strain and

diastolic radii are the same ex vivo and in vivo.
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Figure 7.1 Elastic modulus and zero-strain radius optimized values (pink squares) for larger arter-
ies with radius > 0.8 cm. An exponential decay function (green) given by (7.1.2) was fitted through
these points. Average values of E h/r0 for each vessel are marked with blue triangles. Values defin-
ing the exponential fit are k1 = 4.5×108 mmHg, k2 =−15.53 cm−1, and k3 = 541 mmHg.

For viscoelastic networks (Section 7.4) where stiffness was allowed to vary as a function

of radius, we appended our data set with the values found in Olufsen’s dissertation [112].

Olufsen’s data were digitized using Plot Digitizer, scaled to the appropriate units, and aug-

mented with the sheep data for vessel stiffness and radius. A single exponential function

that describes stiffness as a function of radius for arteries of any size is shown in Figure 7.3

where k1 = 4.7×108 mmHg, k2 =−25.23cm−1, and k3 = 756 mmHg.

7.2 Network geometry extracted from ex vivo experimental

measurements

The network is composed of the fourteen largest ovine arteries, of which seven represent

the vessels excised from each of the eleven sheep (see Figure 7.4). The seven vessels from

which pressure-area measurements were taken include the AA, PA, MA, DA, BT, CA, and FA.

In addition, we included major vessels required to ensure an accurate distribution of flow.

Additional proximal arteries included in the network model were the RA, the CM arteries.

These vessels are important due to the large amount of flow that they carry. At rest the re-

nal system receives about 20% of cardiac output, while the celiac and superior mesenteric

vessels receive about 25% of the cardiac output [31, 82, 146]. Since the model was 1-D and

these two groups of vessels are located at close proximity, we have modeled each group as
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Figure 7.2 Measured diastolic radius values plotted against the theoretical, optimized elastic zero-
strain radius (pink squares) for each sheep in each vessel. Results are shown prior to averaging
with the linear fit (green) rdias = 1.1r0−0.02.
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Figure 7.3 Exponential decay function as the best fit for all data points on a semi-log graph. Digi-
tized data from Olufsen’s dissertation are shown by the magenta squares and sheep data is given
by blue triangles. Exponential decay function parameters are k1 = 4.7× 108 mmHg, k2 = −25.23
cm−1, and k3 = 756 mmHg. The previous exponential fit found by Olufsen [111] is shown in red.

one vessel with a diameter reflecting the combined area of the vessels in the group. Addi-

tional distal branches include the left and right iliac artery and the median sacral artery,

which regulates blood flow to the tail and the posterior surface of the rectum. The inferior

mesenteric artery is known to branch off before the iliac bifurcation. Given its relatively

close proximity to the tail and the fact that we have no data for this vessel, in the model,

this vessel is combined with the median sacral artery (IT).

It is well known that the larger arteries, in particular the aorta, taper along their length [31].
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Figure 7.4 The network geometry. The seven arteries from which pressure-area measurements
have been taken are marked with letters (AA, BT, CA, PD, MD, DD, FA), while other major vessels
are marked with letters in parenthesis (CM, RA, IL, IT). In the model, the renal arteries and the
celiac and mesenteric arteries were each combined into a single vessel, and the carotid, iliac, and
femoral bifurcations were modeled as symmetric.

To account for the taper we modeled the zero-strain radius r0 as

r0(x ) = rprox

�
rdist

rprox

�x/L

, (7.2.1)

where x (0 ≤ x ≤ L ) is the position along the vessel of length L and rprox and rdist are the

proximal and distal unstressed radii, respectively [111]. For the aorta, which is composed of

four individual segments, the distal unstressed radius for each segment was set as the inlet

radius of the successive segment. For each segment, rprox and rdist were determined using

(7.2.1) combined with estimated values (see Table 7.1). For the CA, IL, and the external FA,

where only one estimated value was available, we imposed a 5% taper of the unstressed

radius between the proximal and distal vessel ends as found in [111]. The short vessels, the

BT, RA, CM, as well as the IT, were assumed straight. No experimental data were available

to define vessel lengths since each experimental study was performed ex vivo in a 6 cm

segment extracted from the network. To ensure an adequately defined network, as shown

in Table 7.2, average anatomic data were used to define lengths of each vessel segment [31,

82, 146].

When defining unstressed radii for vessels where no data were available, we used ap-

proximations from anatomic data, ensuring that junctions were designed to satisfy the

constraint that the sum of the area of the daughter vessels exceeds the area of the parent

vessel [111], i.e.

Ap (L , t )<
∑

i

Adi
(0, t ).
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The subscript p denotes the parent vessel associated with subsequent daughter vessels di

such that Ap (L , t )> Adi
(0, t ) for each i = 1,2, 3.

Table 7.2 Vessel dimensions and flow distribution. For each vessel segment shown in Figure 7.4,
the table specifies length, proximal and distal unstressed radius (all in cm), as well as the distribu-
tion of flow to the vessel segment [31, 82, 146]. The total cardiac output was set at 66.9 mL/s [40].
Unstressed vessel radii were averaged from optimal values presented in Table 7.1.

artery abbreviation length proximal r0 distal r0 flow
(cm) (cm) (cm) % of CO

Ascending aorta AA 6.00 1.06 0.91 100
Brachiocephalic trunk BT 3.80 0.92 0.92 14
Carotid artery CA 5.39 0.42 0.40 7
Proximal descending aorta PD 17.24 0.91 0.88 86
Medial descending aorta MD 5.00 0.88 0.85 86
Distal descending aorta DD 8.00 0.85 0.82 41
Renal artery RA∗ 5.00 0.63 0.63 20
Celiac & superior mesenteric arteries CM∗ 5.47 0.66 0.66 25
Common iliac artery IL 2.24 0.51 0.28 10.5
Femoral artery FA 9.40 0.28 0.27 10.5
Inferior mesenteric & median sacral arteries IT∗ 4.00 0.54 0.50 20

∗ The radius listed for the renal (RA), celiac and superior mesenteric (CM), and the median sacral artery
and inferior mesenteric (IT) arteries have been calculated to match the combined area of both vessels in

each group, and the flow distribution include flow to all vessels in the group.

7.3 Elastic network

As a starting point, the 1-D elastic network was constructed to ensure proof of concept for

the simplest case and validate our discrete ex vivo data in a network setting. Results are

shown below for a network designed to mimic “averaged” ovine arteries using averaged

values of r0 and E h based on the optimized parameters found in Section 7.1. Further dis-

cussion on the results in this section can be found in [16].

7.3.1 Model parameters

The 1-D fluid dynamics model presented herein incorporated a number of parameters in-

cluding those specifying properties of the fluid, the nature of the flow, the vessel geometry,
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the wall properties, and the outflow boundary conditions. Parameters were first calibrated

in a fourteen vessel elastic network to validate the geometry and properties against aver-

aged ex vivo data. All parameters along with their values and units are listed in Table 7.3.

Parameters characterizing properties of the fluid include blood densityρ = 1.06 g/mL and

Table 7.3 Model parameters. Fluid dynamics parameters were used in both the single vessel (SV)
and the network simulations. All vessels are listed in the large network but only terminal vessels
require outflow boundary conditions (RCR values). Parameters noted n.d. are non dimensional.

Fluid dynamics parameters

Fluid density ρ g/mL 1.06
Kinematic viscosity ν g/s/cm 0.049
Velocity profile δ n.d. 2

Vessel R1 R2 CT

(dynes s/cm5) (dynes s/cm5) (cm5 / dynes)

AA (SV) 392 1320 7.40×10−4

AA - - -
BT - - -
CA 5172 20686 5.18×10−5

PD - - -
MD - - -
DD - - -
RA 1810 7240 1.48 ×10−3

CM 1448 5792 1.85 ×10−3

IL - - -
FA 3448 13791 7.77×10−5

IT 2336 9342 1.15 ×10−4

viscosityν= 0.049 g/s/cm [160]. Two parameters were needed to specify the flow,δ specify-

ing the velocity profile and the temporal inflow profile applied to the system. In this study

we assumed that δ = 2, though it is believed [98] that for larger vessels the velocity profile

is more blunt, indicating that a larger value may be more appropriate. A generic velocity

profile was scaled to give an average adult sheep cardiac output of 70 mL/min [40].
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7.3.2 Network simulations

Network simulations were performed in a model composed of the fourteen largest ovine

arteries with the ascending aorta serving as the inlet to the network. For the network sim-

ulations, we applied the temporal inflow profile found in the single vessel simulations pre-

sented in the next section and shown in Figure 7.9. Vessel lengths and unstressed radii were

set as discussed in Section 7.3.1, while the larger vessels (r0 > 0.8 cm) were assumed elastic

with stiffness predicted using (7.1.2). Constant stiffness (values shown in Table 7.1) was as-

sumed for smaller vessels (CA and FA). Outflow boundary conditions were specified by the

3-element WK model. The total network resistance was set equal to the total resistance of

the single vessel segment, split according to flow distributions given in Table 7.2. For each

branch i , the R1i = 0.2RT i and RT i = R1i + R2i where RT i = p̄i/q̄i . The total compliance

was calculated relative to the total resistance for that branch using Alastruey’s equation [3]

RT i CT i = 1.34s .

Figure 7.5 shows simulation results in the network. The figure shows temporal flow pro-

files predicted where measurements were available or at the center of vessel (where no data

were available). We also show pressure-area predictions, for vessels where pressure-area

measurements were available, and elastic model results are plotted together with the data.

It should be noted that these results are shown without optimizing the network model pa-

rameters. Note that at all locations, the model predictions closely follow average values

from measurements based on. Lastly, Figure 7.6 shows wave propagation of flow and pres-

sure along the aorta. This also demonstrates the adequacy of ex vivo data from discrete

locations in mimicking network scenarios.

7.4 Viscoelastic network

It is evident that there is an increase in the amount of energy dissipated in a network when

incorporating viscoelasticity in the wall model. This proves to be a challenge in developing

a viscoelastic network and something we aim to investigate. To begin accounting for the

energy lost due to viscoelasticity, we construct networks mimicking arterial geometries

and determine how boundary conditions can be used to compensate for the energy lost

upstream. This section will present small viscoelastic networks that are used to construct

a systematic approach for determining outflow parameters as the networks increase in

complexity and size.
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Figure 7.5 Flow and pressure-area computations and data for each vessel in the network. Dif-
ferent colors show measurements and correspond to individual sheep data. Black lines indicate
pressure-area results from the simulations. Data were not available from the CM, RA, IL, IT. A
good approximation to the flow distribution in each artery is found in the simulations based on
values found in literature [31, 82, 146] and listed in Table 7.2.

As noted by Mahdi et al. [94], the parameters in the 3-element WK model are struc-

turally unidentifiable. This means that the usual parameter estimation routines do not nec-

essarily guarantee uniqueness, and thus we approach the problem of estimating bound-

ary conditions using a manual systematic approach. This is achieved by first estimating

the WK parameters as described by McDonald and Attinger [99] and Alastruey [3] which

we have shown are valid for elastic networks. The pulse pressure and mean pressure are
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Figure 7.6 Pressure and flow waveforms along the aorta in an elastic network. Systolic pressure
increases progressing toward the periphery.

recorded based on using these outflow values and then adjusted to achieve a pulse and

mean pressure of approximately 41 and 97 mmHg, respectively, matching the pulse and

mean pressure from one set of sheep data. The first step in this approach, however, is to

study the effect each WK parameter has on the system in a single vessel.

7.4.1 Single vessel network

A 6 cm straight vessel representative of the ascending aorta is the single vessel we will study

(Figure 7.7). Fluid dynamics parameters were set as discussed in Section 7.3 (Table 7.3).

The unstressed vessel radius r0, vessel stiffness E , and viscoelastic parameters A1 and b1

(listed in Table 7.1) were predicted by minimizing the least squares error (7.1.1) between

computed and measured vessel area for data from the ascending aorta in one sheep, see

Figure 7.8.

	
  

AA 

Figure 7.7 Single non-tapered vessel representative of the ascending aorta where we have as-
sumed a non-tapering vessel. This geometry is used to study the affects of the in- and outflow
boundary conditions.

Wall model and viscoelastic parameters were estimated using a 0-D model, minimizing
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the least squares area between computed and measured vessel area using blood pressure

data as an input, i.e. without accounting for the effect of the fluid flow. No information

about flow was available, thus measured blood pressure was applied at the inlet. Initial val-

ues for the outflow parameters R1, R2, CT were set as discussed earlier. The total resistance

RT = p/q was predicted from mean pressure over mean flow, set using average values re-

ported in literature for male Merino sheep [40]. The characteristic resistance was initially

R1 =
ρc0

A0
[182], a function of c0 wave speed at diastole, leading to R2 =RT −R1. Initially, CT

was predicted from RT CT = 1.34s as suggested by Alastruey et al. [3].
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Figure 7.8 Model predictions in a single vessel (the ascending aorta) mimicking results from a
specific sheep. Using one set of data recorded in the ascending aorta, the parameters for the vis-
coelastic wall model were optimized and then used in the fluids model. The pressure data as the
inflow boundary condition produced a negative, unrealistic flow (blue) so parameters were ad-
justed to produce a non-negative flow (orange) which was used as the inflow boundary condition.
This flow had a cardiac output exceeding the values reported in literature thus requiring the flow
be scaled (red) and used as the inflow boundary condition. Results from the three inflow bound-
ary conditions (negative, positive, scaled) with the viscoelastic wall model are shown.

To understand how the coupled pressure, area, and flow predicted by the model vary

with parameters, we included a number of simulations varying the inflow, outflow param-
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eters Ri and CT , and viscoelastic parameters b1, A1.

Based on the pumping of the heart, the most natural inlet boundary condition is to ap-

ply flow. For this study, no flow measurements were available. As a result we used measured

blood pressure at the inlet and predicted the corresponding flow (shown in Figure 7.8).

This flow matches cardiac output q used when setting total resistance RT at the vessel

outlet, but the flow becomes negative towards the end of diastole. A small negative flow

can be expected physiologically, reflecting a reversed flow into the heart upon valve clo-

sure [7], though the negative flow obtained using the pressure inlet is too large. As noted

by [9], negative flow is often observed when blood pressure is applied at the inlet and can,

in part, occur because the model does not perfectly represent the vessel in which data was

collected. Errors are expected both in parameter estimates and measurements. To investi-

gate this further, we modified outflow parameters, showing that increasing either RT , CT ,

or a combination of both can lead to simulations in which the flow becomes positive, while

area and pressure data are still matched. The parameter modifications led to a flow corre-

sponding to a cardiac output that was too high and the associated parameter values were

not physiological. We also tried changing wall parameters (wall stiffness and zero-strain ra-

dius), but these variations did not allow us to predict a positive flow while simultaneously

being able to accurately predict measured area and pressure. Finally, we showed that it

is possible to scale the positive flow, yielding a cardiac output appropriate for sheep, but

again, parameter modifications needed to predict measured vessel area were outside the

physiological range. This scaled flow (shown in Figure 7.8 by the blue line) is used as our

inflow profile throughout the remainder of this thesis.

Next, we analyzed the impacts of modulating outflow boundary conditions using the

predicted flow at the inlet. Results of these simulations show that decreasing the total re-

sistance RT (by decreasing R2 while keeping R1 constant) leads to a decrease in diastolic

values, while changing the ratio of R1 to R2 maintains the same diastolic value whereas sys-

tolic blood pressure is increased. Overall, R1 has a bigger impact on pulse pressure while

R2 contributes more to determining mean pressure. Results of these studies are shown

in Figure 7.9. Additionally, we investigated the effect of changing total outflow compliance

compared to changes in vessel stiffness (the inverse of vessel compliance). Results of these

simulations (see Figure 7.10) show, as expected, that changing the total compliance down-

stream impacts the decay during diastole but does not have a major impact on upstream

pulse or mean pressure. A smaller value of CT gives rise to a faster decay, though the hys-
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Figure 7.9 Effect of changing the WK parameters in a single vessel network. If RT is decreased
(by decreasing R2) for a fixed inflow (top), the loop is shifted down towards the left, i.e. both sys-
tolic and diastolic values are decreased. The ratio of the proximal resistor to the total branch resis-
tance is varied (bottom) with a range of R1/RT = 0.2 = 17 to R1/RT = 0.47, showing that changing
the ratio maintains the diastolic values while varying the systolic values.

teretic loop size does not change significantly. On the other hand, increasing vessel stiff-

ness changes the slope of the pressure-area loop, significantly increasing pulse pressure

and with a slight increase in mean pressure. Figure 7.10 shows comparison of changes

in downstream compliance compared to changes in vessel stiffness. In addition to actual

flow, pressure, and area profiles we also included a graph showing changes in pulse pres-

sure. Finally, we investigated the effect of changing the A1 parameter which accounts for

viscoelasticity in the arterial wall. A purely elastic wall (A1 = 0) produces a larger pulse pres-

sure, thus overshooting both the diastolic and systolic pressure values. Additionally, elastic

walls do not demonstrate the experimentally observed pressure-area hysteresis loop, but

rather elastic walls provide a simple injective relation between pressure and area as shown

in Figure 7.11.

First, we consider a single vessel with varying degrees of viscoelasticity (provided by

increasing the A1 parameter discussed in Section 4.2.) As clearly seen in Figure 7.11, pulse

pressure decreases as viscoelasticity increases, causing a similar effect in the area results.
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Figure 7.10 Effect of changing the compliance parameter values. The compliance in the down-
stream vasculature is represented by the capacitance parameter (C ) in the WK model. Varying
the capacitance in the WK model (top) affects the shape of the diastolic decay while also slightly
altering the pulse pressure. Vessel compliance, given by E h/r0, has a much greater effect on the
pressure and area results (middle). The differences in pulse pressure observed by varying C and
E h/r0 are shown for a quick comparison (bottom).

Because the energy isn’t fully recovered after vessel dilation, the lower pressure values are

expected. To account for the energy lost due to the wall model, we can adjust the down-

stream vasculature represented by the 3-element WK model. In our previous study, it was

noted that R1 most closely determines pulse pressure while R2 dictates mean pressure. Our

initial study set out to match these two quantities individually: pulse pressure and mean

pressure. Two separate simulations were run: one to match pulse pressure while neglect-

ing mean pressure and vice versa. While matching pulse pressure, R2 remained constant
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Figure 7.11 Effect of changing wall viscosity while keeping outflow boundary conditions constant.
A1 ranges from 0 (corresponding to an elastic wall) to 0.867 in spectrum order. As A1 increases, a
decrease in pulse pressure is observed.

while R1 varied, and while matching mean pressure, R1 remained constant while R2 was

allowed to change. In both cases, this means that the total resistance fluctuated. Results

for matching pulse and mean pressure separately are shown in Figure 7.12.
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Figure 7.12 (Top) Results for matching pulse pressure in a single vessel. By increasing the periph-
eral resistance in the WK model as wall viscoelasticity increases, we are able to obtain the same
pulse pressure but mean pressure increases. (Bottom) Results for matching mean pressure in
a single vessel. As wall viscoelasticity increases, the distal resistance in the WK model must de-
crease in order to maintain the same mean pressure. However, this simultaneously leads to an
increase in pulse pressure.
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The next simulations with the single vessel network sought to match both pulse and

mean pressure simultaneously. Although the values used to produce the results in Fig-

ure 7.12 could not be directly applied, the same general trend for both R1 and R2 was found;

as we increased the value of A1, R1 needed to be increased while R2 decreased. Of impor-

tance to note is that the total resistance, RT remained constant despite changing R1 and

R2 (Figure 7.13).
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Figure 7.13 Increasing wall viscoelasticity while maintaining constant pulse and mean pressures
requires an increase in proximal resistance and a decrease in distal resistance of the WK model,
conserving the total resistance. The R1/RT ratio, previously taken to be 0.2 [99], is directly corre-
lated with wall viscoelasticity. As seen in the left bottom row, matching pulse pressure and mean
pressure maintains pressure shape and size.

In the single vessel case, we can see that the previous notions for determining WK pa-

rameters no longer apply when viscoelastic wall models are used. Further simulations with

larger viscoelastic networks are necessary to truly uncover a systematic approach for find-

ing WK parameters.

7.4.2 Symmetric branching networks

We begin the study of viscoelastic networks by examining symmetric bifurcations. Due to

the symmetric structure, reflected waves propagate at the same speed from the periph-

ery and thus hit the forward propagating wave at the same location and time. Networks
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containing only symmetric bifurcations require the same set of WK parameters applied

to each terminal vessel, thus we need only estimate 2 parameters: R1 and R2. We will con-

sider 3 network geometries – 3 vessels, 7 vessels, and 15 vessels (shown in Figure 7.14) –

each with a parent vessel whose radius is 0.95 cm. Additionally, we will assume that each

bifurcation follows the relation

r ζp = r ζd1
+ r ζd2

where ζ = 2.15 for the 7 vessel and 15 vessel networks. Note that this value differs from

Murray’s Law which states ζ= 3. This is due to values of ζ taken from multiple sources [42,

111, 147] based on arterial geometries.

Figure 7.14 Symmetric geometries used to determine WK parameters in viscoelastic networks.
From left to right: 3-, 7-, and 15-vessel networks. Note that these are representative and do not
reflect the actual geometries.

7.4.2.1 Constant E h/r0 values

As we begin to study the 3 vessel symmetric network, different values ofζ are chosen to see

how this affects the boundary conditions as we increase viscoelasticity;ζ ∈ {2,2.15, 2.32, 2.95, 4.82},
noting that 4.82 is unphysiological and used for purely simulation purposes. As we increase

ζ, we see that proximal resistance must be increased to maintain pulse and mean pressure

values (Figure 7.15). An increase in A1 requires exponentially greater in R2 values in order

to maintain our pressure waveform while R1 increases linearly. This causes a drastic de-
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crease in our R1/RT ratio, venturing away from the historically used 0.2 [99]. We can write

our resistances as functions of ζ and A1:

R1 = a + b A1+ cζ+d A2
1+ eζA1 (7.4.1)

R2 = f ζexp(gζA2
1)+hexp(kζ) (7.4.2)

where a = 794.3, b = 191.1, c = 68.6, d =−133.4, e = 137.5, f = 652.3, g = 5.0, h = 6598, and

k =−0.5. Following this study, ζwill be fixed at 2.15 for the symmetric branching networks

based on the value used in [111].
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Figure 7.15 R1 and R2 associated with each daughter vessel plotted as functions of ς and A1. The
total network resistance is defined as 2RTd

where RTd
= R1 +R2 as shown in the figures. Red lines

show the functions given by (7.4.1) and (7.4.2).

The 7- and 15-vessel network parameters were found in a similar manner, noting that

both values of R1 and R2 for each individual WK increased as the number of vessels in-

creased. This is logical when considering how total resistance RT is calculated in parallel

circuits:
1

RT
=

n∑
i=1

1

Ri
(7.4.3)

where Ri are resistors in parallel as shown in Figure 7.16.

Results for individual WK resistances for each of the 3 networks are shown in Table 7.4.

It is important to note that values for R1 and R2 are valid for each WK element applied to

each terminal vessel. These are not the total resistances for the network. Total resistances

for the 3 networks are shown as viscoelasticity increases in Figure 7.17. An interesting ob-

servation lies in analyzing how R1 changes in each network; for both the single vessel and

the 3-vessel networks, R1 increases as viscoelasticity increases. We hypothesize that the ter-
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Figure 7.16 A circuit of resistors R1,R2, . . . , Rn in parallel. The total resistance of the circuit can be
calculated using (7.4.3).

minal vessels are too large and not stiff enough in these networks to account for a realistic

network. As more generations are added in the 7- and 15-vessel networks, the terminal

vessels decrease in size, providing more resistance to flow by radius size alone.

Based on the results shown above for the 3 symmetric geometries, we can determine

R1 and R2 as functions of A1 and r0. For the symmetric case, r0 discreetly represents the

value of ζ and the number of viscoelastic vessels in the network structure, i.e. if given r0,

ζ could be calculated for each generation of branching and the number of vessels in the

network could be tallied from this. The formulas found to determine the proximal and

distal resistors based on viscoelasticity and root radius are (Figure 7.20)

R1 = a + b r0+ c A1+d r 2
0 + e r0A1+ f A2

1 (7.4.4)

R2 = ã exp(b̃ r 2
0 + c̃ A1)+ d̃ exp(ẽ A2

1) (7.4.5)

where the parameter values and units are given in Table 7.5. These results are for the sim-

plest case scenario where each bifurcation is symmetric and the elastic modulus-to-radius

ratio E h/r0 is constant and equal for all vessels.
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Table 7.4 Results for each of the symmetric networks where E h/r0 is constant throughout the vasculature. The increasing R1 trend observed
in the single vessel and 3-vessel network changes as more generations are added. However, the trends for R2 and R1/Rt remain the same for
the symmetric bifurcating networks.
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Figure 7.17 Total resistance in each symmetric network for increasing values of A1. It is important
to note that when A1 = 0, corresponding to a purely elastic wall, the networks have the same total
resistance. This supports our hypothesis that as viscoelastic vessels are added into a network,
more energy is lost and thus higher resistances are needed at the outflow boundary conditions
to account for these losses. The total resistance corresponding to the elastic models matches the
total resistance found in the single vessel network and is equal to the mean pressure divided by
the mean flow (RT = p̄/q̄ ).

Figure 7.18 R1 (left) and R2 (right) as functions of A1 and r0 for symmetric networks where E h/r0

is the same in all vessels. R1 is a second-order polynomial in A1 and r0 whereas R2 is the sum of
two exponentials containing A1 and r0. As A1 increases, we see the exponential increase in R2

which makes large values of A1 physiologically unfeasible for the given network setup.
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Table 7.5 Parameter values and units for (7.4.4) and (7.4.5). The notation n.d. indicates non-
dimensional quantities.

R1

parameter a b c d e f
value 20180 -53550 -5341 37360 7179 1260

R2

parameter ã b̃ c̃ d̃ ẽ
value 8039 -26 26 2895 3

7.4.2.2 Varying E h/r0 values

Slightly increasing in complexity, we look at the same geometries (3-, 7-, and 15-vessel net-

works) while E h/r0 varies with radius size as given by (7.1.2) and shown in Figure 7.3. Based

on this relation, each generation of branching contains vessels of the same stiffness, but

stiffness varies between generations, i.e. the higher the generation number, the stiffer ves-

sels are. This is more representative of an actual arterial network where peripheral vessels

are stiffer than those proximal to the heart.

The same procedure is used to find the WK models; WK parameters are initially deter-

mined as RT = p̄/q̄ where R1 = 0.2RT and then varied until a mean pressure of 97 mmHg

and a pulse pressure of 41 mmHg is obtained.

Smaller, more reasonable resistances are found in this case, further supporting the

need to vary vessel stiffness in models of the arterial network. As shown in Table 7.6, all

vessels experience similar trends with an increase in viscoelasticity; this is different from

the previous case. The ratio R1/RT for the elastic model (A1 = 0) is closer to the estimated

value 0.2 by McDonald and Attinger [99] than the ratios relating to constant E h/r0 values.

However, our hypothesis that the number of vessels increases the energy lost in a network

is confirmed by Figure 7.19 which shows the total resistance necessary for each of the three

networks.

Similar functions defining R1 and R2 based on A1 and r0 were found in this case. As

evidenced by Section 7.4.2.1, stiffness does play an important role in determining these

functions and thus this function is specific for vessels whose stiffness can be modeled us-
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ing the equation graphed in Figure 7.3. The functions (Figure 7.20) are defined as

R1 = a + b r0+ c A1+d r 2
0 + e A1r0. (7.4.6)

R2 = ã + b̃ r0+ c̃ A1+ d̃ r 2
0 + ẽ A1r0+ f̃ A2

1. (7.4.7)

where the parameter values are listed in Table 7.7. These functions, mimicking how stiff-

ness changes in a healthy arterial network, can then be used to determine the WK param-

eter values for our ovine arterial network simulation.
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Table 7.6 Results for each of the symmetric networks where E h/r0 varies based on r0 throughout the vasculature. R1 now increases for all
networks as viscoelastic degree (A1) is increased. However, the trends for R2 and R1/Rt remain the same for the symmetric bifurcating net-
works.
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Table 7.7 Parameter values and units for (7.4.6) and (7.4.7) relating R1 and R2 to A1 and r0 for sym-
metric networks where E h/r0 varies with r0.

R1

parameter a b c d e
value 11830 -34710 1608 26820 -2019

R2

parameter ã b̃ c̃ d̃ ẽ f̃
value 40120 -109900 40360 81170 -56490 13010
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Figure 7.19 Total resistance in each symmetric network for increasing values of A1. Again, the
total resistance remains the same in each network for the elastic wall model and can be found via
RT = p̄/q̄ . As more viscoelastic vessels are added to the network, higher resistances are needed in
the WK models to account for energy losses due to the wall model.

7.5 WIA results

WIA is used in the single vessel to determine whether arterial stiffness (E h/r0) or wall vis-

coelasticity (A1) plays a bigger role in determining wave propagation effects. Throughout

these simulations WK parameters are kept constant at R1 = 304 dynes s/cm5, R2 = 1415

dynes s/cm5, and C = 0.0007403 cm5/ (s dynes) based on the values found for the largest

A1 value in Section 7.4.1. To determine the impact that arterial stiffness has on wave re-
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Figure 7.20 R1 (left) and R2 (right) as functions of A1 and r0 for symmetric networks where E h/r0

is the same in all vessels. Both R1 and R2 are defined as second-order polynomials in A1 and r0.

flections, an elastic wall model is used while E h/r0 varies. Next, E h/r0 is held constant at

545 mmHg and the degree of viscoelasticity increases. WIA is performed on both tests with

results shown in Figure 7.21.

Based on WIA, it appears that vessel stiffness has a larger influence on wave propaga-

tion than wall viscoelasticity. From this, an argument can be made for using purely elastic

wall when modeling pulse wave propagation the arterial network. However, if the goal is to

accurately represent pressure-area data, an elastic wall model is unable to capture the hys-

teretic effect that many experimental studies have found. In studying hypertension where

the etiology is unknown, both perspectives may be able to provide further insight into

the progression of hypertension. Modeling arterial walls accurately requires viscoelasticity

which may change with hypertension. Simultaneously wave propagation must be studied

due to the change in waveforms that appear in hypertensive networks.

Next, WIA is used to analyze the differences in wave propagation between networks

where E h/r0 is constant and where E h/r0 varies with r0. Each network is studied, noting

that the 3-vessel network displays interesting results (Figure 7.22). In both cases as vis-

coelasticity increases, velocity decreases. This is different from the results corresponding

to the 7- and 15-vessel networks (Figures 7.23 and 7.24, respectively). For all symmetric

networks studied, reflections are more varied with viscoelasticity in the case of constant

E h/r0 throughout the network as evidenced by the WI graphs. However, WI (bottom right

graph in Figures 7.22, 7.23, and 7.24) is the same for all degrees of viscoelasticity, confirm-

ing that the method used to obtain WK parameters preserves wave shape and type.

WIA was performed on the elastic network results shown in Figure 7.5. Results from
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this analysis in the ascending aorta are shown in Figure 7.25. As expected, there are more

reflections due to the number of bifurcations occurring in this network, most of which

are asymmetric. Additionally, the forward propagating pressure wave occurs before the

backward propagating wave, causing a subtle notch to appear in the pressure waveform

as is the case in healthy arteries. The notch would be more apparent if the flow waveform

prescribed at the inlet was not symmetric but rather included the dicrotic notch caused by

the aortic valve closing.
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Figure 7.21 WIA in a single straight vessel where E h/r0 is varied with an elastic wall (top) and where A1 is varied in the viscoelastic model
(bottom). The normal E h/r0 value is shown in black. E h/r0 varies as 25%, 50%, 150%, and 200% of this value. A1 varies between 0 and 0.8 in
increments of 0.2.
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Figure 7.22 WIA for 3-vessel networks: (top) E h/r0 constant, (bottom) E h/r0 varying with r0. A1 = 0 corresponding to the elastic case is
shown in red; increasing A1 given by the spectrum order. Velocity appears similar in the two cases; this is different from Figures 7.23 and
7.24.
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Figure 7.23 WIA for 7-vessel networks: (top) E h/r0 constant, (bottom) E h/r0 varying with r0. In the case of E h/r0 varying exponentially
with r0, the pressure and velocity waveforms are lined up for all cases of viscoelasticity validating our method for choosing WK parameters.
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Figure 7.24 WIA for 15-vessel networks: (top) E h/r0 constant, (bottom) E h/r0 varying with r0. The pressure and velocity waveforms are
lined up for all cases of viscoelasticity when E h/r0 varies exponentially with r0.
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Figure 7.25 WIA in the ascending aorta from an elastic network mimicking healthy conditions.
Note that there are more reflections present due to the number of bifurcations.
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Chapter 8

Discussion

Modeling the dynamics of blood flow and pressure in conjunction with changes in vessel

cross-sectional area due to deformation is a challenging task, in particular when applied

to the scale of networks. Many network models exist [3, 111, 140, 149, 155] and have been

compared with flow measurements alone. In addition to the 1-D network models, numer-

ous studies have set out to understand dynamics of blood flow and wave propagation us-

ing a variety of guacamological approaches including 0-D models analyzing pressure and

area time-series [78, 88, 95, 160, 162, 188], lumped parameter models of compliance and

resistance in large networks [35, 48, 65, 92, 170, 180], and 2D or 3D spatiotemporal models

of fluid-structure interaction [60, 103, 165, 166, 182]. Nevertheless, none of the previous

studies mentioned above were able to assess pressure predictions and the associated in-

teraction of wall mechanics with the fluid dynamics.

The 0-D pressure-area models allow prediction of wall mechanics, but cannot predict

the impact of interaction with the flow. Given that only flow measurements were avail-

able in previous fluid dynamics studies, they were not able to predict such interactions

either. The lumped parameter models cannot predict the effect of wave propagation given

that models contain no spatial representation. One study by Reymond et al. [134] has at-

tempted to predict pressure based on data. This study included a network with 103 vessel

segments for which flow measurements were available for all vessels, but pressure mea-

surements were only available in superficial vessels (the radial and carotid arteries). While

this study showed good agreement between computed and measured pressures at these
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locations, because their data lacked concurrent pressure-area measurements, they were

unable to predict how wall properties change along the central arteries within the network,

in particular the aorta. Additionally, the data available were obtained by merging multiple

studies to form one network. Patient-specific models are unobtainable from this dataset.

One of the advantages of our study is the availability of pressure and area measure-

ments in deep arteries including multiple locations along the aorta. These data allowed

for more accurate prediction of the extent to which wall properties change with location.

At each of the recording sites, we were able to estimate the parameter values for E and r0,

as well as the viscoelastic parameters A1 and b1.

Another important contribution from this work is showing how model parameters pre-

dicting vessel stiffness, unstressed vessel area, in- and outflow parameters could be pre-

dicted from simpler models and then used within the network model. Specifically, we used

data and model formulations obtained from our previous 0-D studies of pressure and area

dynamics in ex vivo vessel segments to derive relations describing how vessel stiffness and

unstressed radii changed along the network. These relations were used within the 1-D net-

work model to couple pressure and flow dynamics and understand how vessel properties

change along the network. In particular, we focused on spatial refinement of our models

and, at each stage, ensured consistency with the associated model of lower complexity.

Furthermore, since no flow data were available for this work, another objective was to

estimate a preliminary inflow profile and associated outflow boundary conditions. This

was done by applying a pressure profile at the inlet of the single vessel segment and then

using the predicted flow as an input to the network model. Our major contribution lies

with estimating outflow boundary conditions, in particular, WK parameters for viscoelas-

tic network models. This is a complex task that requires careful calibration and can be

computationally expensive due to the unidentifiable nature of the WK parameters. How-

ever, by relating the WK parameters to vessel size and degree of viscoelasticity, we were

able to provide a good initial starting point for viscoelastic networks. Developing models

in this manner proves advantageous due to the ease of executing optimization techniques

in simpler models (0-D or 1-D single vessel), but in doing so, additional insight into the

more complex models may not be evident.

For example, we noted that the estimated flow was negative during parts of diastole.

This prompted us to show how changes in outflow conditions and wall parameters im-

pact prediction of flow. As noted by Anliker [9], results showed that the negative flow was
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difficult to avoid while keeping parameters within a physiological range. One explanation

for this could be that similar to most previous 1-D models, this work uses a linear stress-

strain relation to relate pressure and area. However, as shown in Figure 7.8, in the ascend-

ing aorta deformation is clearly nonlinear. The wall stiffens with increased pressure in a

nonlinear manner. Further studies are needed to investigate whether flow predictions are

still negative during parts of the diastolic phase if the wall is modeled as nonlinearly elas-

tic. However, even though flow was negative at the inlet due to wave reflections, distal pre-

dictions were all positive (see Figure 7.5). Additionally, despite the presence of negative

flow, comparisons of computed versus predicted measurements of pressure and area were

successful across the diverse scales present in the vessel network. Overall, we believe that

network models developed in this manner have a greater potential for accurate representa-

tion of pressure, area, and flow dynamics in cardiovascular networks as compared to more

complex simulation studies with a large number of unknown parameters that cannot be

robustly estimated.

In summary, we have developed a network model and used data from excised vessels

to predict how wall properties change along large ovine arteries. In addition, we used the

single vessel network to generate a flow profile that was applied at the inlet of the network

model. While results are promising, this work has a number of limitations which will be

discussed in Section 8.1.

8.1 Limitations and future work

First, the inflow profile is not known but was estimated in the single vessel segment. One

disadvantage of estimating the flow was that it exhibited negative flow during a portion of

the cardiac cycle. Even though we showed that it is possible to predict positive flow, param-

eters needed for these predictions were not physiological. The latter is likely because the

scaled positive flow has reduced pulse width and therefore led to erroneous predictions of

pressure and area in the downstream network. However, when applying the flow predicted

using pressure as an input, we obtained satisfactory results as shown in Figure 7.5. In future

studies we suggest recording information about flow along with recorded pressure-area dy-

namics, even if these are done in excised vessels. For in vivo studies we propose to combine

measurements of pressure and area with MRI flow measurements. These do not have to

be done at the same locations as pressure-area measurements, but could be used as inde-
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pendent measures for model validation. We have successfully used an ensemble Kalman

filtering (EnKF) approach to determine the inflow waveform for a single vessel [12] but are

interested in expanding the use of the filter to include parameter estimation of arterial wall

properties or outflow boundary conditions.

The viscoelastic networks that were created and used to determine WK parameters

were all symmetric, thus minimizing the number of parameters that had to be calibrated.

In physiological networks, bifurcations are rarely symmetric, and thus asymmetric net-

works could provide a more accurate description of how WK parameters change with vis-

coelasticity. Asymmetric networks prove to be challenging since each terminal vessel re-

quires a different set of WK parameters, thus multiplying the number of unknown param-

eters. When coupled with nonlinear wall models, models which have not been considered

in this work, the network would have an overwhelming number of unknown parameters.

In a previous study by Valdez-Jasso et al. [162] they showed that, particularly in the

aorta, it was important to account for nonlinear stiffening, while for the smaller vessels the

linear model was appropriate. In future network studies, it would be interesting to explore

the effect of including the nonlinear wall model along the aorta, while the linear Kelvin

model may be adequate for smaller vessels. As a starting point, we opted to use symmetric

networks whose arterial walls were estimated with linear viscoelastic models but acknowl-

edge that further work involving nonlinear models and/or asymmetric networks would

greatly advance the systematic approach to determining WK parameters. Lastly, we ap-

plied the WK model at the outflow boundary, and improvements could be made by using

more advanced outflow models, i.e. the structured tree model previously developed by

Olufsen [111].

While the limitations discussed above could all be addressed, given additional mea-

surements, a more important question remains open. How does the model developed here

for sheep arteries translate to human arteries, and what data is necessary to fully validate a

corresponding model for human vessels? One suggestion would be to compare the model

presented here with the one developed by Reymond et al. [134], possibly combined with

ex vivo measurements of pressure and area from human vessels excised posthumously.
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Appendix A

Conservation of momentum

nondimensionalization

We will first define our characteristic quantities:

• Radius: R

• Radial Velocity: Vr

• Length: L

• Axial Velocity: Vx

• Time: T =
R

Vr
=

L

Vx

• Pressure: p0 =ρV 2
x

from which we obtain

• ur =Vr ũr

• ux =Vx ũx
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• r =R r̃

• x = L x̃ , and

• p = p0p̃ =ρV 2
x p̃ .

Notice that the relation
R

Vr
=

L

Vx
stems from maintaining only one timescale. Along with

these quantities, assume that L ≫R due to the natural structure of vessels (they are much

longer in the axial direction than in the radial direction). From this, ux ≫ ur , which ulti-

mately means Vx ≫Vr . Also define ν, the kinematic viscosity, as
µ

ρ
.

We will begin by nondimensionalizing (4.1.7). To show that pressure is only a function

of x , we put the pressure term on one side and aim to show the other side of the equation

is negligible:

∂ p

∂ r
=µ

�
∂ 2ur

∂ r 2
+

1

r

∂ ur

∂ r
+
∂ 2ur

∂ x 2
− ur

r 2

�
−ρ

�
∂ ur

∂ t
+ur

∂ ur

∂ r
+ux

∂ ur

∂ x

�
ρV 2

x

R

∂ p̃

∂ r̃
=µ

�
Vr

R 2

∂ 2ũr

∂ r̃ 2
+

Vr

R 2 r̃

∂ ũr

∂ r̃
+

Vr

L 2

∂ 2Ṽr

∂ x̃ 2
− Vr ũr

R 2 r̃ 2

�
−ρ

�
Vr

T

∂ ũr

∂ t̃
+

V 2
r

R
ũr

∂ ũr

∂ r̃
+

Vr Vx

L
ũx

∂ ũr

∂ x̃

�
∂ p̃

∂ r̃
=
ν

R

Vr

V 2
x

�
∂ 2ũr

∂ r̃ 2
+

1

r̃

∂ ũr

∂ r̃
− ũr

r̃ 2

�
+

Rν

L 2

Vr

V 2
x

∂ 2ũr

∂ x̃ 2
− V 2

r

V 2
x

�
∂ ũr

∂ t̃
+ ũr

∂ ũr

∂ r̃
+ ũx

∂ ũr

∂ x̃

�
.

Note that each term contains
Vr

Vx
. By our assumption,

Vr

Vx
→ 0. The nondimensionalized

equation for (4.1.7) therefore becomes

∂ p̃

∂ r̃
≈ 0.

As expected, pressure is not a function of r , implying that pressure is only a function of

time t and space x .
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Next, nondimensionalize (4.1.6) to determine the Reynold’s number:

ρ

�
Vx

T

∂ ũx

∂ t̃
+

Vr Vx ũr

R

∂ ũx

∂ r̃
+

V 2
x

L
ũx

∂ ũx

∂ x̃

�
=−ρV 2

x

L

∂ p̃

∂ x̃
+µ

�
Vx

R 2

∂ 2ũx

∂ r̃ 2
+

Vx

R 2 r̃

∂ ũx

∂ r̃
+

Vx

L 2

∂ 2ũx

∂ x̃ 2

�
�
∂ ũx

∂ t̃
+ ũr

∂ ũx

∂ r̃
+ ũx

∂ ũx

∂ x̃

�
=−∂ p̃

∂ x̃
+

Lν

R 2Vx

�
∂ 2ũx

∂ r̃ 2
+

1

r̃

∂ ũx

∂ r̃

�
+
ν

LVx

∂ 2ũx

∂ x̃ 2�
∂ ũx

∂ t̃
+ ũr

∂ ũx

∂ r̃
+ ũx

∂ ũx

∂ x̃

�
=−∂ p̃

∂ x̃
+
ν

RVx

�
L

R

∂ 2ũx

∂ r̃ 2
+

L

R r̃

∂ ũx

∂ r̃
+

R

L

∂ 2ũx

∂ x̃ 2

�
resulting in

Re =
RVx

ν
.

Again, by our assumption,
R

L
→ 0. Thus,

�
∂ ũx

∂ t̃
+ ũr

∂ ũx

∂ r̃
+ ũx

∂ ũx

∂ x̃

�
=−∂ p̃

∂ x̃
+
ν

RVx

�
L

R

∂ 2ũx

∂ r̃ 2
+

L

R r̃

∂ ũx

∂ r̃

�
which can be rewritten as�

∂ ũx

∂ t̃
+ ũr

∂ ũx

∂ r̃
+ ũx

∂ ũx

∂ x̃

�
=−∂ p̃

∂ x̃
+

1

Re

L

R

�
∂ 2ũx

∂ r̃ 2
+

1

r̃

∂ ũx

∂ r̃

�
.

The conservation of momentum can be rewritten in dimensionalized form as

∂ ux

∂ t
+ur

∂ ux

∂ r
+ux

∂ ux

∂ x
=− 1

ρ

∂ p

∂ x
+ν

�
1

r

∂

∂ r

�
r
∂ ux

∂ r

��
. (A.0.1)
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Appendix B

Wall model derivatives

We derive the necessary derivatives for the Kelvin viscoelastic model.

The equations for conservation of mass and conservation of momentum are

∂ A

∂ t
+
∂ q

∂ x
= 0

∂ q

∂ t
+

�
γ+2

γ+1

�
∂

∂ x

�
q 2

A

�
=−A

ρ

∂ p

∂ x
−2(γ+2)πν

q

A
,

respectively, where the conservation of momentum in its expanded form is

∂ q

∂ t
+

�
γ+2

γ+1

��
2q

A

∂ q

∂ x
−
�

q

A

�2 ∂ A

∂ x

�
=−A

ρ

∂ p

∂ x
−2(γ+2)πν

q

A
.

For any given wall model, we will relate cross-sectional area to stress and diastolic area

such that

A(x , t ) = A
�
ϵ
�
p (x , t ), r0(x ), t

�
, r0(x )

�
.
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Our conservation equations can then be written in matrix form as

E
∂U

∂ t
+B
∂U

∂ x
=G (B.0.1)

where

U=

 U1

U2

=
 p

q

 , (B.0.2)

E=

 ∂ A

∂ ϵ

∂ ϵ

∂ p
0

0 1

 , (B.0.3)

B=

 0 1

−
�
γ+2

γ+1

��
q

A

�2 ∂ A

∂ ϵ

∂ ϵ

∂ p
+

A

ρ

2q

A

�
γ+2

γ+1

�
 , and (B.0.4)

G=

 −∂ A

∂ ϵ

∂ ϵ

∂ t

−2
�
γ+2

�
πν

q

A
+
γ+2

γ+1

�
q

A

�2
�
∂ A

∂ r0

∂ r0

∂ x
+
∂ A

∂ ϵ

∂ ϵ

∂ x

�
 , (B.0.5)

corresponding to the “flipped” solver with p , q , and A as dependent variables representing

pressure, volumetric flow, and cross-sectional area, respectively. The parameters in the

model (γ, ρ, and ν) are assigned values based upon those found in outside literature.

The main derivatives discussed in this appendix are ∂ A
∂ ϵ
∂ ϵ
∂ p , ∂ A

∂ ϵ
∂ ϵ
∂ t , ∂ A

∂ r0

∂ r0
∂ x , and ∂ A

∂ ϵ
∂ ϵ
∂ x . The

Kelvin model uses an exponential creep function and a linear elastic response to define

the wall model. We can write this model as

ϵ(x , t ) = (1−A1)
r0(x )
E h
(p (x , t )−p0)+

∫ t

t0

r0(x )
E h
(p (x , t )−p0)

A1

b1
e −(t−γ)/b1 dγ (B.0.6)

ϵ = 1−
√√ A0(x )

A(x , t )
⇒ A(x , t ) =

A0(x )�
1− ϵ(x , t )

�2 (B.0.7)

where A1 is the amplitude associated with relaxation time b1, p0 taken to be a pressure of 0
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mmHg, and A0 = A0(x ), r0 = r0(x ), and E h , are as they were in the elastic model. Therefore,

for the Kelvin viscoelastic wall model, we have

A(x , t ) = A
�
ϵ(p (x , t ), r0(x ), t ), r0(x )

�
.

The necessary derivative terms must be found to formulate the weak form:

∂ A

∂ ϵ

∂ ϵ

∂ p
(B.0.8)

∂ A

∂ ϵ

∂ ϵ

∂ t
(B.0.9)

∂ A

∂ r0

d r0

d x
(B.0.10)

∂ A

∂ ϵ

∂ ϵ

∂ x
. (B.0.11)

From (B.0.6) and (B.0.7), we find
∂ A

∂ ϵ
=

2A0

(1− ϵ)3 (B.0.12)

∂ ϵ

∂ p
= (1−A1)

r0

E h
+

∫ t

t0

r0

E h

A1

b1
e −(t−γ)/b1 dγ

and thus (B.0.8) is equivalent to

∂ A

∂ ϵ

∂ ϵ

∂ p
=

2A0

(1− ϵ)3
(1−A1)

r0

E h
+

∫ t

t0

r0

E h

A1

b1
e −(t−γ)/b1 dγ

. (B.0.13)

Corresponding to (B.0.9), we have already found ∂ A
∂ ϵ and then we calculate

∂ ϵ

∂ t
=

r0

E h
(p −p0)

A1

b1
−
∫ t

t0

r0

E h
(p −p0)

A1

b1
2 e −(t−γ)/b1 dγ
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based on the Leibniz integral rule. Therefore (B.0.9) reduces to

∂ A

∂ ϵ

∂ ϵ

∂ t
=

2A0

(1− ϵ)3
 r0

E h
(p −p0)

A1

b1
−
∫ t

t0

r0

E h
(p −p0)

A1

b1
2 e −(t−γ)/b1 dγ

. (B.0.14)

Further note
∂ A

∂ A0
=

1

(1− ϵ)2 (B.0.15)

while
∂ A0

∂ r0
= 2πr0.

Also, from the implicit differentiation, determine

d r0

d x
=

r0

L
log

�
rb o t

rt o p

�
.

Then (B.0.10) and (B.0.11) are found to be

∂ A

∂ r0

d r0

d x
=

2πr0
2

L (1− ϵ)2 log

�
rb o t

rt o p

�
(B.0.16)

∂ A

∂ ϵ

∂ ϵ

∂ x
=− 2A0

(1− ϵ)3
r0

L

k1k2e k2r0�
k1e k2r0 +k3

�2 log

�
rb o t

rt o p

� 
(1−A1)(p −p0)+

∫ t

t0

(p −p0)
A1

b1
e −(t−γ)/b1 dγ

!
.
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Appendix C

Hyperbolicity of PDEs

Quasilinear first-order partial differential equations have the form

∂U

∂ t
+ Ã

∂U

∂ x
= B̃ (C.0.1)

whereU = [p , q ]⊤ and Ã and B̃ are functions of (x , t ) andU [111]. A system is then termed

hyperbolic if Ã is diagonalizable.

C.1 Elastic wall model

Following (C.0.1), the governing equations (4.1.21) can be written in quasilinear form where

Ã=E−1B and B̃ =E−1G=G. Matrices E, B, and G are as defined in Chapter 6. Hyper-

bolic systems are analyzed by studying their characteristics which can be found from the

curves (x (s ), t (s )) in the (x , t ) plane. Along these curves, the system of PDEs reduces to a

system of ordinary differential equations (ODEs). Consider the curve given by (x (s ), t (s ))

parameterized by s . The total derivative of U with respect to s is

dU

d s
=
∂U

∂ x

d x

d s
+
∂U

∂ t

d t

d s
.

134



Taking t = s results in d t /d s = 1 and a curve now defined by (x (t ), t ). Let c = d x/d t and

the total derivative can be written as

dU

d t
= c
∂U

∂ x
+
∂U

∂ t
.

Equations (4.1.21) can be written as
1 0 0 ∂ p

∂ A

0 1 A
ρ −

�
γ+2
γ+1

� �q
A

�2 ∂ A
∂ p

2q
A

�
γ+2
γ+1

�
1 0 c 0

0 1 0 c




pt

qt

px

qx

=


0

−2(γ+2)πνq
A +

�
γ+2
γ+1

� �q
A

�2 ∂ A
∂ x

d p/d t

d q/d t


and rewritten as  I E−1B

I c I

 Ut

Ux

=
 G

Ut

 .

The system can then be simplified as I E−1B

0 c I −E−1B

 Ut

Ux

=
 G

Ut −G


which only has a solution if and only if (c I −E−1B)Ux =Ut −G has a solution. Because

we are interested in solutions along the characteristics, we require that the equation is

singular, i.e. |c I −E−1B|= 0. The characteristic velocity c can be found by solving

|c I −E−1B|= 0⇒
����� c − ∂ p

∂ A

− A
ρ −

�
γ+2
γ+1

� �q
A

�2 ∂ A
∂ p c − 2q

A

�
γ+2
γ+1

� �����= 0.

This results in

c =
q

A

�
γ+2

γ+1

�
±
√√√�

q

A

�2
�
γ+2

γ+1

��
γ+2

γ+1
−1

�
+
∂ p

∂ A

A

ρ
.

We note that Ã (or E−1B) is diagonalizable because the eigenvalues are unique and real,

and thus conclude that the system of PDEs is hyperbolic with the elastic wall model. We
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define the system on a finite domain and impose boundary conditions in addition to our

initial conditions. For each vessel, an inlet and outlet boundary condition are specified.

C.2 Kelvin linear viscoelastic wall model

As a recap, the full system with the Kelvin wall model is

ϵ(t )+τ1

d ϵ

d t
=

r0

E h

�
p (t )+τ2

d p

d t

�
,

∂ A

∂ t
+
∂ q

∂ x
= 0,

∂ q

∂ t
+

�
γ+2

γ+1

�
∂

∂ x

�
q 2

A

�
=−A

ρ

∂ p

∂ x
−2(γ+2)πν

q

A
.

(C.2.1)

The system can be written in matrix form

L
∂U

∂ t
+M

∂U

∂ x
=N

where

L=


τ1

2A

√√A0

A
0 − r0

E h
τ2

1 0 0

0 1 0

 , M =


0 0 0

0 1 0

−γ+2

γ+1

�
q

A

�2

2

�
γ+2

γ+1

�
q

A

A

ρ

 , and

N =


r0

E h
p −1+

√√A0

A
0

−2(γ+2)πν
q

A

 .
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The system can be written in the form of (C.0.1) by multiplying through by L−1. For sim-

plicity, Ã=L−1M and G̃=L−1N where

Ã=


0 1 0

−γ+2

γ+1

�
q

A

�2

2

�
γ+2

γ+1

�
q

A

A

ρ

0
E h

r0

τ1

τ2

1

2A

√√A0

A
0

 and G̃=


0

−2(γ+2)πν
q

A

−E h

r0

1

τ2

 
r0

E h
p −1+

√√A0

A

!
 .

Ã is diagonalizable if the eigenvalues are real and unique. The eigenvalues λi for i = 1,2, 3

are

λ1 = 0, λ2,3 =

�
γ+2

γ+1

�
q

A
±
√√√√ 1

2ρ

√√A0

A

E h

r0

τ1

τ2
+
�

q

A

�2 γ+2�
γ+1

�2
where A0, A > 0, and thus the eigenvalues are all real and unique, ensuring the system of

PDEs is hyperbolic.
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Appendix D

The Nelder Mead Method

To minimize a cost function J (θ ) where θ is the parameter set, the problem is initialized

by building a simplex with np + 1 vertices in the np parameter space. The user inputs an

initial guess for the parameter vector θinit which creates the initial vertex. The remaining

np vertices are obtained by perturbing θinit. Cost function J is then evaluated at each of

the vertices of the simplex. An iterative process ensues in which the vertex with the highest-

valued cost function is replaced by another vertex to minimize the cost function. Iterations

continue until a user-defined tolerance is reached or the maximum number of function

evaluations (as specified by the user) has been exceeded. The latter signifies a failure to

converge. An outline of the algorithm is shown below:

1. User specifies initial guess for parameter vector θinit = x1 and x2, x3, . . . , xnp+1 are se-

lected by perturbing x1. J is evaluated at each point and ordered such that J (x1) ≤
J (x2) ≤ . . . ≤ J (xnp+1), where x1 is considered the best vertex (with the lowest cost

function value) and xnp+1 is the worst.

2. Calculate x0, the centroid of all points except xnp+1 via

x0 =
1

np

np∑
i=1

xi .
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3. The reflected point xr is calculated using the centroid point: xr = x0 + α(x0 − xnp
)

whereα> 0. If J (x1)≤ J (xr )< J (xnp
), the worst point xnp+1 is replaced by the reflected

point xr and the algorithm starts over at Step 1. If not, Step 3 is repeated. If J (xr ) <

J (x1), go to Step 3a. If J (xr )≥ J (xnp
), go to Step 3b.

(a) An expanded point xe is calculated: xe = x0+ρ(xr −x0). If the expanded point is

better than the reflected point, i.e. J (xe )< J (xr ), the worst point is replaced by

the expanded point and Step 1 is repeated. If J (xe ) > J (xr ), the reflected point

replaces the worst point and the algorithm continues from Step 1 with the newly

formed simplex.

(b) A contraction point xc is calculated. There are two scenarios that determine the

type of contraction to calculate: J (xr ) ≥ J (xnp
) and J (xr ) < J (xnp+1) or J (xr ) ≥

J (xnp
) and J (xr ) ≥ J (xnp+1). The former requires an outside contraction while

the latter requires an inside contraction. In either scenario, 0<γ< 1.

i. Outside contraction. The contraction point is calculated as xc = x0+γ(xr −
x0). If J (xc ) < J (xr ), the worst point is replaced with xc and the algorithm

starts over from Step 1. Otherwise, move to Step 4.

ii. Inside contraction. The contraction point is calculated as xc = x0+γ(xnp+1−
x0). If J (xc )< J (xnp+1), replace the worst point with xc and go to Step 1. Oth-

erwise, move to Step 4.

4. The shrinkage step produces np new vertices by replacing the points following

xi = x1+ω(xi − x1) for i ∈ {2,3, . . . , np +1}

where the standard ω = 1/2. After the new simplex has been defined, the process

begins over at Step 1.

5. The process is repeated until the termination criteria is met. The algorithm termi-

nates when either the absolute difference between the cost function evaluated at the

worst and best vertices is less than the user-specified error toleranceτ, i.e. |J (xnp+1)−
J (x1)|<τ or the maximum number of iterations allowed by the user M has been ex-

ceeded.
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Upon completion of the Nelder Mead Method, an optimal set of parameter values θ̃ is

output.
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