ABSTRACT

CHANDRA, SOUVIK. Modeling, Analysis and Control of Oscillations in Wind-integrated Power Systems. (Under the direction of Aranya Chakrabortty.)

In this dissertation work, we assess the impacts of high wind penetration on the operational aspects of conventional power system and propose methods for planning and control to ensure a secure operation. Analytical models of the wind-integrated power system are derived where wind turbine is connected to the power grid asynchronously via doubly fed induction generators (DFIG). Particularly we focus on the equilibrium and the electromechanical oscillation spectrum of the power system. Our study illustrates that the wind power locations affect the oscillation spectrum particularly the inter-area or slow oscillation of the power system. We design damping controllers on the wind generator and associated storage to minimize the undesired influence of wind on the oscillations enabling an efficient operation of the power system. Further analysis shows that the wind power alters the equilibrium characteristics in a power system and give rise to slow and poorly damped inter-area oscillatory modes under certain scenarios, by significantly affecting the bus voltages of the power system. We also propose a numerical homotopy based method which is capable of identifying multiple equilibrium and the power flow solution boundary of the wind-integrated power system.

First, in Chapter 2, we analytically show the impact of wind power injection on the spectral response of a large radial power system, represented as a continuum model. The inter-area oscillation spectrum of the power system is found to be significantly affected by the location of the wind injection in the power system. Accordingly in Chapter 3, we design a linear controller for the wind generator to shape inter-area oscillation spectrum in a desired pattern. Particularly it is shown that the performance of the wind farm controller in shaping the inter-area oscillation spectrum can be considerably improved by a coordinated control action with a battery energy system (BES).

Next in Chapter 4, a lumped component model of a wind-integrated power system is
derived consisting of synchronous generators, wind turbines interfaced with a DFIG, loads and transmission lines. Considering a power system with multiple coherent areas of operation, we analytically show how the slow or inter-area oscillatory modes get affected by increasing wind penetration. Simulation studies suggest that depending on the relative locations of the synchronous generators, the wind generator and the loads, there might be scenarios in which the inter-area oscillatory mode gets slower with higher wind injection ultimately leading to instability.

In Chapter 5, we apply a homotopy based numerical continuation algorithm to compute multiple real equilibrium and equilibrium boundaries in a wind-integrated power system to ensure its stable operation. In multiple wind injection scenario these boundaries become heavily dependent on the relative wind penetration levels. Traditional continuity based iterative methods are unsuitable to find multiple solutions and hence fail to identify these boundaries without a prior knowledge of the system and a good initial guess. However the proposed method is independent of initial guess and guarantees to find the solution boundary.
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Chapter 1

Introduction

1.1 Background

Research on wind power integration has witnessed a tremendous boost over the past few decades due to a rapid increase in worldwide installations of wind farms. As reported by the World Wind Energy Association, the globally installed capacity of wind power has grown annually at an average rate of 20% over the last four years (2011-2015) [1]. Thus wind has emerged as a leading source of renewable energy with nearly 428 GW of installed capacity as of June 2015 [1]. The United States has also seen a huge growth in the total installed capacity of wind power, which is currently equal about 67,870 MW [1, 79]. This expansion is being expedited by government mandates and renewable energy goals, such as US Department of Energy’s goal of 20% wind by 2030 [10, 75]. Wind power which is often identified worldwide as an inexpensive yet environmentally safe source of energy is only going to grow at a better pace in the next decade. Due to evolution of technology, the size of the individual wind turbines has also grown to above 5-MW capacity, while in the past wind turbines were only rated in tens of kilowatts [89]. As the wind integration technology matures and wind power penetration levels increase, interconnecting a large-scale wind power plant into the conventional power system will have a major impact on the stability and reliability of the power system which needs to be studied in details.
This has lead to an enormous amount of research on various topics related to power system planning and operations with high wind penetration, which includes reliability analysis [75], security [78], wind-centric electricity markets [69], and demand response [9]. A significant amount of work has also been carried out on component-level modeling and control of wind turbines with relevant power electronic interfaces [21,79,98]. A few works have focused on operational concerns of the power system as well, such as frequency regulation and load following [19,38] or mitigating the risks associated with variability and uncertainty in wind power production using operating reserves [51], storage [8] or demand-side management [90]. However, only a modest amount of research has been directed towards gaining a theoretical understanding of how wind power generation affects the dynamic behavior of power systems that are dispersed over large geographical areas. The majority of the work on this topic has focused on component-level analysis of the impacts of integrating doubly-fed induction generators (DFIG) in the grid [83,91] using simulation-based case studies [25,70,95] that doesn’t provide much theoretical insights. Also a general framework for analysis and control of system-level dynamic power system model in presence of substantial wind penetration is missing. Thus the primary focus of this dissertation work is to derive theoretical models for wind-integrated power system in order to investigate the impact of penetration levels on the dynamic power system model, particularly on equilibrium and small disturbance rotor-angle oscillation dynamics. As a background review, we discuss the various wind integration technologies, the concepts of small disturbance rotor angle dynamics, equilibria analysis and transient voltage stability of power system.

1.1.1 Types of Wind Integration Technologies

Wind power is currently integrated with the existing power systems by different types of technologies which are reviewed in this subsection [89]. Typically a wind power plant consists of a large number of wind turbines connected to a point of common electrical coupling in the grid also known as the wind bus. Individual technologies of the turbines determine the cost, intricacy, size and efficiency of the extracted power. Mechanical parts of a wind turbine
uses a blade and hub rotor assembly to obtain wind power and transfer it to a generator at a higher speed through a geared shaft. Since the wind speed varies, the generator speed also needs to vary for which the most popular form of wind integration is through asynchronously means via induction generators. Primarily the classification of the wind turbines is based on the speed of the generator, fixed speed (type-I) or variable speed type (type II-IV) and the related technologies [79,89]. The details of these technologies for the wind turbines are given as below

**Type I** These wind turbines are of fixed-speed type and are used primarily in small utility-scale applications. They have a fixed turbine rotor speed even even the wind speed varies. They are thus interfaced with squirrel-cage induction machines, with the stator directly connected to the grid and the rotor short-circuited. Even though the technology is fairly robust, cheap and simple, lack of efficiency and inability to compensate reactive power to the grid are some of its major disadvantages.

**Type II** These wind turbines are of variable-speed type which can operate at a given range of rotor speeds as the wind speed changes to ensure efficiency. These turbines often are provided with blade and pitch control which improves efficiency as compared to fixed speed types. Here the variable speed of the machine is maintained via the dynamic rotor resistance control where the resistance in the rotor circuit of the machine is allowed to change for a certain range of operating slip speeds.

**Type III** This type of wind turbines are most widely used for large wind installations where a Doubly-fed induction generator (DFIG) is used to interface the turbine with the grid. In a DFIG the stator is directly connected to the grid while a back-to-back AC/DC/AC converter drives the rotor circuit. One can easily control the rotor currents here for a decoupled active and reactive power output which ensures maximum power point tracking and reactive power compensation. Also since the converter is only controlling the power in the rotor circuit, it can be rated in slip power which is usually a small fraction of the generator’s total power output. However the rating of the converter can constrain the
reactive power capability of the generator. In our work we focus on this type of wind
generators and will derive the detailed dynamic model of this type of wind generators in 3.

Type IV These wind turbines use full converters where the wind turbine is connected only
via the back-to-back AC/DC/AC converter to the grid. These turbines may employ
synchronous generators, induction generators or permanent magnet machines which offer
full independent real and reactive power control.

Next we review the rotor angle dynamics of conventional power systems.

1.1.2 Small Disturbance Rotor Angle Stability Dynamics

Rotor angle stability is a type of power system stability which ensures that the synchronous
generators of an interconnected power system remain in synchronism when subjected to a
disturbance [44]. The equilibrium between electromagnetic torque and mechanical torque of the
synchronous machines restore this type of stability of the system. If the system is disturbed
from the equilibrium by a perturbation it results in acceleration or deceleration of the rotors
of the machines with respect to each other. A small-disturbance (or small-signal) rotor angle
stability is concerned with the insufficient damping of these electromagnetic oscillations of
the power system under small disturbances. Such oscillations can be local between generators
operating in geographically close generation area known as local or intra-area oscillations. Or
else these oscillations can be global between groups of machines in different generation areas
also known as inter-area oscillations. The inter-area oscillations in a power system follow from
the inherent clustering or grouping patterns in the distribution of generators, transmission
lines, and loads. Qualitatively speaking, generators in a given area are strongly connected to
each other via a dense network of short tie-lines with small reactances, and thereby form a
coherent oscillation group, while these groups themselves are connected to each other via a sparse
network of long tie-lines with large reactances. The work in [18] shows that such difference in
the magnitudes of intra-area versus inter-area reactances can lead to a two-time-scale behavior
in the dynamic response of the phase angles and frequencies. The fast time-scale arises from the relative motions of the local generators inside an area, which synchronize quickly due to their strong interconnections reaching a so called quasi-steady state. The states from the different areas, thereafter, synchronize with each other over a slower time-scale, giving rise to inter-area oscillations. A constructive analysis of this behavior is also common in the literature. For example, to obtain an analytical expression for the fast and slow oscillation dynamics, one may define the slow or aggregate variable for the $k^{th}$ area to be the so-called center of inertia angle for that area, namely

$$y_k \triangleq \frac{\sum_{i=1}^{n_k} M_i^k \delta_i^k}{\sum_{i=1}^{n_k} M_i^k}, \quad k = 1, 2, \ldots, r$$ (1.1)

where $\delta_i^k$ and $M_i^k$ are, respectively, the $i^{th}$ machine angle and inertia in the $k^{th}$ area, $n_k$ is the total number of machines in the $k^{th}$ area, and $r$ is the total number of areas. Similarly, the fast variable for the $k^{th}$ area can be defined as

$$z_{k,i} \triangleq \delta_i^k - \delta_1^k, \quad i = 1, 2, \ldots, n_k, \quad k = 1, 2, \ldots, r.$$ (1.2)

The time-scale separation between the fast and slow oscillations can then be expressed explicitly in the singular perturbed form

$$\begin{align*}
\frac{dy}{dt} &= A_{11} y + A_{12} z, \\
\epsilon \frac{dz}{dt} &= A_{21} y + A_{22} z
\end{align*}$$ (1.3)

where $\epsilon \ll 1$ is a small parameter, and the exact expressions for the four state matrices can be found in [18]. Assuming $\epsilon \approx 0$, the effective swing dynamics for the inter-area oscillations can then be written as:

$$\frac{dy}{dt} = (A_{11} - A_{12} A_{22}^{-1} A_{21}) y.$$ (1.4)

It must be noted that the matrix $(A_{11} - A_{12} A_{22}^{-1} A_{21})$ is not necessarily block-diagonal, and hence the inter-area oscillation modes are not necessarily decoupled. The impact of increased
levels of wind penetration on these oscillations have also been the subject of a number of recent studies [26,91,95] which shows some results based on simulation case studies. But in this work we look to theoretically capture the effect of wind penetration on the oscillatory modes from the analytical model of the wind-integrated power system. We also validate the findings from the theoretical model with relevant case studies using standard IEEE models.

1.1.3 Transient Voltage Stability

Voltage stability is related to the ability of the power system to maintain voltages at all of its buses to some steady value following a disturbance at a given initial condition [44]. Small-signal or transient voltage stability is related to maintenance of steady voltages under small disturbance [24,44]. Wind penetration has a significant impact on the equilibrium characteristics of a power system which is closely related to small-signal transient voltage stability. It has been well established in literature that wind generators interfaced with doubly-fed induction generators can be particularly beneficial during short term voltage instability owing to their reactive power capability as compared to older fixed speed induction generators [81, 97]. However how the amount of penetration and location of the wind injection affects the equilibrium characteristics is missing in literature. We tried to address this issue by showing how in a multiple wind-injection scenario the power system equilibrium is parameterized by the wind variables. Thereafter we use a parameter homotopy based computational method to identify all the equilibria of the power system. Next we use the same procedure to identify the relative penetration levels in a multiple-wind scenario where the power flow solution boundary occurs, the knowledge of which is crucial to maintain voltage security from a planning perspective. The traditional methods for solving these problems [35] depends upon initial guess and local approximations. However the proposed method is independent of initial guess and guarantees to find all solution boundaries in a given parameter space.

The various contributions of the work and the organization of the dissertation are shown as below.
1.2 Contributions

1. Coordinated controller design for wind farms and battery energy systems for inter-area oscillation damping in power systems via spectral matching.

2. Derivation of the wind-integrated power system model where wind turbines are interfaced to the grid via a DFIG.

3. Time-scale modeling of wind-integrated power systems and analysis of the effect of increasing wind penetration on the inter-area modes.

4. Equilibria analysis of wind-integrated power systems via numerical homotopy method and determination power flow boundary or transient voltage stability limit.

1.3 Organization

In Chapter 2, of this thesis, we derive an approximate continuum model of a large radial power system network with wind injection at a point location. We show analytically that the spectral response of this system is a function of the location of the wind injection. Particularly our simulation results based on a two-area power system model inspired by the Pacific AC Inter-tie demonstrate that the inter-area oscillation spectrum of the power system is highly dependent on the location of wind injection.

In Chapter 3, we design controls on the wind generator to shape inter-area oscillation spectrum of the wind-integrated power system in a desired pattern. The placement of a wind farm in a large power system is driven by many factors such as geographic, environmental, economic etc. If the wind farm is located at an unfavorable location leading to a lightly damped oscillatory mode, it is important that a controller on the wind farm can actually damp these modes. It is also shown in this work that the performance of the wind farm controller can be boosted by a coordinated control action with a battery energy system (BES) to shape the inter-area oscillation spectrum of the radial power system. The approach is independent of the
locations of the wind farm and the BES, and can be implemented in a decentralized fashion.

In Chapter 4, we derive a pertinent mathematical model for the wind-integrated power system consisting of synchronous generators, loads and a wind plant driven by a DFIG. We aggregate this system into multiple coherent areas, and apply a linear transformation to represent the model in terms of slow and fast states. Using this transformed system we show that the ratio of the time constant associated with the swing states to that of the wind plant can be used to characterize conditions under which the slow time-scale of the power system changes with increasing wind penetration. We further demonstrate that these modal responses depend on the relative locations of the synchronous generators, the loads and the wind generator through simulation examples in a two-area 8-bus power system and a five-area 68-bus power system.

Chapter 5 applies a homotopy based numerical continuation algorithm which is capable of exploring the power flow equilibrium and find voltage stability limit when affected by multiple wind injections. The equilibrium of conventional power systems is getting transformed due to the impact of large-scale integration of renewable energy resources like wind. Typically, in a multiple wind-injection scenario the stable equilibrium boundaries is parameterized by the penetration levels of wind. Thus identification of the relative penetration levels where the solution boundary occur is crucial to maintain voltage security from a planning perspective. The traditional load flow techniques which are based upon an initial guess followed by iterative methods are inadequate of locating all the boundaries based on different penetration levels. The proposed method however guarantees to find all solution boundaries within a given parameter space independent of any initial guess. We illustrate the proposed method through simulations on standard power system models.
Chapter 2

Spectral Response of a

Wind-injected Power System Model

This chapter studies the oscillation analysis problem of a large, geographically distributed power system with wind penetration. Our system of study is a radial power transfer path, which is modeled as a continuum system leading to a hyperbolic wave equation for the phase angle defined across the path. The primary reason for studying the continuum model is to evaluate the impact of the spatial location of a wind farm on the grid dynamics, a completely new perspective. Such models have been used extensively in the past to study inter-area oscillations in the Western Electricity Coordinating Council (WECC) [20], and more recently for monitoring nationwide frequency oscillations using FNET [49]. The continuum model is considered to be integrated with a wind farm whose power is modeled as the output of its dynamic model acting as point-source forcings to the wave equation at specified electrical distances along the transfer path, $\alpha \in [0, 1]$. A Fourier analysis of the forced wave equation demonstrates that its oscillation modes are highly dependent on the power injection locations of the wind farm. This observation implies that there are siting locations for these external wind resources that can produce an unfavorable spectral response for the power flow. We illustrate our results using simulations based on a PDE based model inspired by US west coast transfer paths such as the Pacific AC
2.1 Continuum Representation of a Radial Power System with a Point Wind Injection

Consider a string of \( n \) generators distributed along a normalized spatial dimension \( u \in [0,1] \). At each bus \( i \), we define the set \( \tilde{E}_i := \{ E_i, \delta_i \} \), where \( \delta_i \) is the rotor phase angle and \( E_i \) is the voltage magnitude in figure 2.1. The line reactance and distance between generators \( i \) and \( i+1 \) are respectively denoted \( x_i \) and \( \Delta L \). The dynamics of the \( i^{th} \) generator is given by the electro-mechanical swing equation as shown below,

\[
\left( \frac{2H_i}{\Omega_s} \right) \ddot{\delta}_i + \zeta \dot{\delta}_i = P_i \quad \forall \ i = 1, 2...n
\]  

(2.1)

where \( \Omega_s = 120\pi = 377 \text{ rad/s} \) is the electrical frequency (assuming a 60 Hz base), \( P_i \) is the net active power flowing out of the \( i^{th} \) machine (\( P_0 = 0 \)) and \( \zeta \) is the damping coefficient. The real power flow from node \( i \) to \( i+1 \) over a purely reactive line is given by,

\[
P_{i,i+1} = \frac{E_i E_{i+1} \sin(\delta_i - \delta_{i+1})}{x_i}.
\]  

(2.2)

We simplify (2.2) by considering a linear power flow approximation and constant voltages. Thus, we assume small angle differences (i.e. the sine function can be approximated by a linear difference) and constant voltage, which without loss of generality means we can set \( E_i = 1 \) (p.u.). The expression for net active power flowing out of the \( i^{th} \) machine then becomes

\[
P_i = P_{i-1,i} - P_{i,i+1} = \frac{1}{x_{i-1}}(\delta_{i-1} - \delta_i) - \frac{1}{x_i}(\delta_i - \delta_{i+1}).
\]  

(2.3)

Substituting (2.3) in (2.1), dividing by \( \Delta L \) and taking the limit as \( \Delta L \to 0 \) results in the
following damped hyperbolic wave equation in terms of the aggregate generator angle $\delta(u,t)$

$$\frac{\partial^2 \delta(u,t)}{\partial t^2} + \xi \partial \delta(u,t) \frac{\partial t}{\partial t} = \nu^2 \frac{\partial^2 \delta(u,t)}{\partial u^2}. \quad (2.4)$$

The wave speed is defined as

$$\nu = \sqrt{\frac{377}{2H_T \gamma_I}}. \quad (2.5)$$

In (2.4) and (2.5), $\xi$, $H_T$, and $\gamma_I$ respectively denote the damping, inertia, and reactance densities over the string of generators, which are derived in [20,27]. In the continuum these densities take the form

$$H_T = \frac{1}{L} \int_0^L dH(u) = \frac{H(L)}{L}, \quad \gamma_I = \frac{x(L)}{L}, \quad \eta = \frac{\zeta(L)}{L}. \quad (2.6)$$

For $n$ discrete generators one can approximate $H(L) = \sum_{i=1}^n H_i$, $x(L) = \sum_{i=1}^n x_i$, and $\zeta(L) = \sum_{i=1}^n \zeta_i$. The corresponding continuum expression for the power flow associated with (2.4) is

$$P(u,t) = -\frac{1}{\gamma_I} \frac{\partial \delta(u,t)}{\partial u}. \quad (2.7)$$

A wind farm can be added to this power system by considering it as point source forcing along the transfer path, as shown in Figure 2.1. We model wind farm as a point source located at a spatial location of $\alpha$ from one end of the path, injecting power $P_g(t)$ into the system. Therefore
Figure 2.1: A radial power system of generators subject to wind injection at a distance $\alpha$ along the transfer path.

Equation (2.4) can be written as

$$\frac{\partial^2 \delta}{\partial t^2} + \xi \frac{\partial \delta}{\partial t} - \nu^2 \frac{\partial^2 \delta}{\partial u^2} = P_g(t) \delta(u - \alpha)$$  \hspace{1cm} (2.8)$$

where $\delta(u - \alpha)$ is the dirac-delta function, used to represent a spatial point source at $u = \alpha$.

We assume that the power flow at the boundaries are constant over time implying that $\delta(u, t)$ is a standing wave with zero slope at the boundaries [20]. The change in the power at the two ends of this tie-line can be used to define the following boundary conditions for (2.8),

$$\left[ \frac{\partial \delta}{\partial u} \right]_{u=0} = \left[ \frac{\partial \delta}{\partial u} \right]_{u=1} = 0.$$  \hspace{1cm} (2.9)$$

The input to (2.8) is the output $P_g(t)$ of a dynamic model of a wind farm, which is described in the next section. We show the derivation of an analytical expression for the spectral response of the power system described by (2.8)-(2.9) in subsequent sections.
2.2 Wind Farm Model

In this section we derive an aggregate model for a wind farm based on a single *equivalent* wind turbine. Later we will generalize this assumption to include multiple wind turbines whose individual power outputs are added at a point of common coupling, and injected to the grid.

We consider the nonlinear wind turbine model consisting of a two-mass drive train, induction generator and aerodynamic torque as presented in [92]. The drive train is modeled as two connected shafts operating at high and low speeds with respective inertias $J_r$ and $J_g$, and friction coefficients $B_r$ and $B_g$. The transmission gear connecting the shafts has a gear ratio of $N_g$, and a torsion stiffness and damping of $K_{dt}$ and $B_{dt}$, respectively. The model is represented in state space in terms of its 4 states namely turbine rotor speed $\omega_r(t)$, the generator torsion angle $\theta(t)$, generator speed $\omega_g(t)$ and torque $T_g(t)$ as,

\begin{align}
J_r \ddot{\omega}_r(t) &= \frac{B_{dt}}{N_g} \omega_g(t) - K_{dt} \theta(t) - (B_{dt} + B_r) \omega_r(t) + T_a(t) \quad (2.10a) \\
J_g \ddot{\omega}_g(t) &= \frac{B_{dt}}{N_g} \omega_r(t) + \frac{K_{dt}}{N_g} \theta(t) - \left( \frac{B_{dt}}{N_g^2} + B_g \right) \omega_g(t) - T_g(t) \quad (2.10b) \\
\dot{\theta}(t) &= \omega_r(t) - \frac{1}{N_g} \omega_g(t) \quad (2.10c) \\
\dot{T}_g(t) &= -\frac{1}{\tau_g} T_g(t) + \frac{1}{\tau_g} T_{g,ref}(t). \quad (2.10d)
\end{align}

where, $T_a(t)$ is the aerodynamic torque, and $T_{g,ref}$ is a reference generator torque. The aerodynamic torque $T_a(t)$ is

\begin{equation}
T_a(t) = \rho A_s v_r^3(t) C_p(t) \frac{\omega_r(t)}{2} \quad (2.11)
\end{equation}

where $\rho$ is air density, $A_s$ is the total swept area of the turbine blade, $C_p(t)$ is the power coefficient, and $v(t)$ is the wind speed. The dynamics of (2.10d) are orders of magnitude faster than (2.10a)-(2.10c). We, therefore, assume $T_g(t)$ to be a constant that we denote $T_{g,ref}$. The output power generation of the open-loop turbine model is given by

\begin{equation}
P_g(t) = \eta_g \omega_g(t) T_g(t), \quad (2.12)
\end{equation}
where \( \eta_g \) is the generator efficiency. \( P_g(t) \) defines the forcing term in (2.8). We linearize the model (2.10)-(2.11) about an operating point \( (\omega_g, 0, \omega_r, 0, \theta_0, T_g) \) and obtain a frequency response for the linearized power flow. The frequency response of the linearized power output of the wind farm is used to compute the frequency response of the power system described in (2.8)-(2.9).

### 2.3 Computation of the Spectral Response of the Wind-injected Power System

We next derive an expression for the spectral response of (2.8) in terms of the the wind farm transfer function associated with \( P_g(t) \). We begin by expressing \( \delta(u,t) \) and \( W(u,t) \) in terms of Fourier series expansion as shown below [27],

\[
\delta(u,t) = \frac{1}{2} A_0 + \sum_{n=1}^{\infty} [A_n(t) \cos(k_n u) + B_n(t) \sin(k_n u)] \quad (2.13a)
\]

\[
W(u,t) = \frac{1}{2} F_0 + \sum_{n=1}^{\infty} [F_n(t) \cos(k_n u) + G_n(t) \sin(k_n u)] \quad (2.13b)
\]

where \( k_n \) is the wave number of each mode \( \lambda_n \). We assume that the power flow at the boundaries are constant over time implying that \( \delta(u,t) \) is a standing wave with zero slope at the boundaries and power flow given as

\[
p(0,t) = p(1,t) = 0. \quad (2.14)
\]

Using (2.14) it is easy to show that \( B_n(t) = G_n(t) = 0 \). Then substituting (2.13a) and (2.13b) into (2.8) yields

\[
\frac{d^2 A_n(t)}{dt^2} + \eta \frac{dA_n(t)}{dt} - \nu^2 k_n^2 A_n(t) = F_n(t) \quad (2.15)
\]

where the Fourier coefficient \( F_n(t) \) follows from

\[
F_n(t) = 2 \int_0^1 \cos(k_n u)W(u,t)du. \quad (2.16)
\]
where
\[ W(u, t) = P_g(t) \delta(u - \alpha). \] (2.17)

Substituting (2.17) in (2.16) and solving we get
\[ F_n(t) = 2P_g(t) \cos(k_n \alpha). \] (2.18)

Then the frequency response of \( A_n(t) \) from (2.15) depends on the location \( \alpha \) and is given by
\[ A_n(\alpha, j\omega) = \frac{2M_n(\omega) [\cos(\theta_n) + j \sin(\theta_n)]}{\sqrt{(k_n^2 \nu^2 - \omega^2)^2 + (\xi \omega)^2}} \] (2.19)

where
\[ M_n(\omega) = |F_n(j\omega, \alpha)|, \] (2.20)

and \( \theta_n \) is the phase of \( A_n \), which is
\[ \theta_n = \angle F_n(j\omega, \alpha) - \tan^{-1} \left( \frac{\xi \omega}{k_n^2 \nu^2 - \omega^2} \right). \] (2.21)

The net spectral response of the power flow, given by (2.8) at a certain location \( u \) is given by,
\[ S_P(\omega, \alpha) = \frac{1}{\gamma^2} \sum_{n=1}^{\infty} |A_n(\alpha, j\omega)|^2 \sin^2(k_n u) \] (2.22)

### 2.4 Simulation Results

In this section we study the spectral response of the power flow in the wind integrated power system derived in (2.22) which has two discrete parts, the frequency response of the wind farm power output \( P_g(t) \) shown in Section 2.2 and the frequency response of the grid power flow shown in Section 2.3. These are described as follows
2.4.1 Spectral Response of the Wind Farm

We first obtain a linearized model of the wind farm described by \((2.10)\)-(2.11) and (2.12) about an operating point \((\omega_{g,0}, \omega_{r,0}, \theta_0, T_g)\) and represent the system in terms of a transfer function. The transfer function of the wind farm is calculated based on the parameters of the wind farm, given in [92], shown as:

\[
J_r = 55 \times 10^6 \text{kgm}^2, \quad J_g = 390 \text{kgm}^2, \quad B_r = 27.8 \times 10^3 \text{Nm/(rads/s)}, \quad B_g = 3.034 \text{Nm/(rads/s)}, \quad B_{dt} = 945 \text{N}\text{m/(rads/s)}, \quad K_{dt} = 2.7 \times 10^9 \text{Nm/rad}, \quad N_g = 95, \quad \tau_g = 10 \text{ms}, \quad A_s = 10387 \text{m}^2, \quad \rho = 1.225 \text{kg/m}^3, \quad T_{g,ref} = 2500 \text{Nm}, \quad \eta_g = 0.92 \text{ and an input } T_a(t) = 1.6.
\]

With these parameters and assumption of \(T_g(t) = \bar{T}_{g,ref} = 2500 \text{Nm}\) for all time \(t\), the transfer function of the wind farm power output is given as,

\[
G_w(s) = \frac{6.786s + 1.939e004}{s^3 + 0.294s^2 + 816.2s + 0.7696}.
\]  \hspace{1cm} (2.23)

The Bode Magnitude response for the transfer function is shown as Figure 2.2a while Figure 2.2b shows the step response of the transfer function \(G_w(s)\) of the wind power output. The spectral response of the wind power output is used to compute the power flow spectrum of the entire power system as shown next.

2.4.2 Spectral response of the Power Flow in the Grid

We compute the spectral response of the power flow in the wind integrated power system derived in (2.22) using the following parameters \(\gamma^I = 3.13 \times 10^{-3} \text{rad/MW}, \xi = 0.4 \text{/sec}, \nu = 0.4 \text{rad/sec}\) and \(u = 0.25\) as in [20]. Figure 2.3 shows the spectrum of power flow of a wind-integrated power system with power injection from a single wind farm at location \(\alpha\) as shown in in Figure 2.1. The figure illustrates that as wind farm site is varied from \(\alpha = 0\) to 0.5 the spectrum shows notable changes in both its period and the frequencies corresponding to the associated peaks and troughs. Note, that system is symmetric so only results for \(\alpha \in [0, 0.5]\) are reported. The variation in frequency response with wind injection location clearly reveals that for certain locations of the wind power, the spectral response of the grid may show poorly damped modes.
or sharp peaks in the spectral response. In the next section we look to design the frequency spectrum of the power flow of the grid like a desired response with a wind farm at any arbitrary location using a wind power controller [28].

2.5 Conclusions

This chapter presents a method to compute the spectral response of power flow in a wind integrated power system. The study further demonstrates in theory and in simulation that the spatial location of a wind farm installed in a large distributed-parameter power system significantly affects its inter-area oscillations. The results indicate that siting a wind power plant in a good location can provide effective damping to a given set of modes. So if due to some limitations a wind farm is sited in an unfavorable location, additional damping may be required for modes with low damping. Next we will like to design closed-loop wind farm controllers which might be able to shape the inter-area spectrum of power flow for arbitrary wind farm locations.
Figure 2.3: Spectral response of power flow of a wind-integrated power system for different wind farm power injection locations $\alpha$. 
Chapter 3

Damping of Inter-area Oscillations in Power Systems: A Frequency Domain Approach

In Chapter 2 we have shown results based on a continuum model of a radial power system, which demonstrate that the inter-area oscillation spectrum of the wind-integrated power system is strongly influenced by the wind farm injection location $\alpha$ [27]. But the location of a wind installation in a geographically diverse power system may be limited by several issues like geographical, economic, political etc. In a situation where the wind farm location is not ideal, it may give rise to poorly damped inter-area oscillatory modes in the power system, detrimental for its normal operation. In this scenario, we aim to design closed loop controllers for the wind farm which can allow us to shape the inter-area oscillation spectrum of the power flow in a desired pattern. We assume that given a frequency range of interest, a particular wind power injection point $\alpha^*$ produces the so-called optimal (most desirable) frequency response without any controller. However if the situation is such that a wind farm could not be installed at this $\alpha^*$, a closed loop controller of the wind farm power output at location $\alpha$ shapes the oscillation spectrum to match the desired response (i.e., the response associated with $\alpha^*$) [28]. The primary
drawback of this approach is that this matching can only be guaranteed over narrow frequency bands necessitating frequent switching of controllers from one band to another.

We provide a means to circumvent this problem by designing co-dependent controllers for the wind farm power output and a controlled Battery Energy System (BES) by which we achieve a better match of the spectral response of the system to the so-called optimal response [11, 14]. Usually many wind installations have a storage associated with it on the same bus to improve their reliability. We look to exploit the available power electronic controllers of the BES for our control design. The design is posed as a parametric optimization problem that minimizes the error between the two spectral functions over a finite range of frequencies. We introduce a realistic two-loop control strategy for the wind speed and power control. This two-loop control system is based on a maximum power-point tracking wind turbine controller, and is, therefore, a more realistic design for real-time implementation [11]. Secondly we develop dis-aggregation methods for implementing controllers at each individual wind turbine instead of using a hypothetical equivalent turbine to represent the wind farm. We illustrate the typical closed-loop dynamic performance trade-offs when aggregate control systems get distributed among individual turbines [11]. Our results take into account the typical power output patterns of the different rows of a wind farm, and, thereby, capture the variations in wind speed due to wake effects.

3.1 Centralized Control Design for Spectral Matching

3.1.1 Wind Farm Model and Controller Design

In this section we use the aggregate model for the wind farm based on a single equivalent wind turbine shown in section 2.2. We next linearize the model (2.10)-(2.11) about an operating point \((\omega_{g,0}, \omega_{r,0}, \theta_0, T_{g,ref})\). The operating point is obtained from the power-speed characteristics of the wind turbine illustrated in Figure 3.1, where the maximum power curve indicates the amount of turbine power that can be harnessed for different wind speeds. The states of the
Figure 3.1: Steady-state speed versus power characteristics of a 1 MW wind turbine. The maximum power curve, shown in red, depicts the operating points for each wind speed.

linearized system are then the small-signal changes from the equilibrium that we denote as
\[ \xi = [\Delta \omega_g, \Delta \omega_r, \Delta \theta]^T. \] We next define the corresponding inputs as \[ \phi = [\Delta v_r, \Delta T_g]^T \] to obtain

\[
\dot{\xi} = A\xi + B\phi \tag{3.1}
\]

where,

\[
A = \begin{bmatrix}
\frac{(B_{dt} + B_r)}{J_g} & \frac{\rho A_s v_r^3 C_p}{2\omega_{r,0} J_g} & \frac{B_{dt}}{N_g J_r} & \frac{-K_{dt}}{J_r} \\
\frac{B_{dt}}{N_g J_g} & -\frac{1}{J_g} \left( \frac{B_{dt}}{N_g} + B_g \right) & \frac{K_{dt}}{N_g J_g} & 0 \\
1 & 0 & \frac{-1}{N_g} & 0 \\
\frac{3\rho A_s v_r^2 C_p}{2\omega_{r,0} J_g} & 0 & 0 & \frac{-1}{J_g}
\end{bmatrix}
\]

\[
B = \begin{bmatrix}
0 \\
0 \\
0 \\
0
\end{bmatrix}
\]

The linearized output equation (2.12) is

\[
\Delta P_g(t) = \eta_g \omega_{g0} \Delta T_g + \eta_g \Delta \omega_g T_{g,ref}. \tag{3.2}
\]
Defining the two outputs \( y = [\Delta P_g, \Delta \omega_g]^T \), the output equation is given by

\[
y = C \xi + D \phi
\]  

(3.3)

where

\[
C = \begin{bmatrix}
0 & k_5 & 0 \\
0 & 1 & 0 \\
\end{bmatrix}, \quad D = \begin{bmatrix}
0 & k_4 \\
0 & 0 \\
\end{bmatrix},
\]

\( k_4 := \eta_g \omega_{g,0} \) and \( k_5 := \eta_g T_{g,ref} \).

Following standard practice, we assume that the steady-state power output of the turbine is controlled to achieve its maximum power for a given wind speed \( v_r \) (as shown in Figure 3.1) using a maximum power-point tracking (MPPT) algorithm, e.g. as in [21]. The power output controller that we are going to design in this work will be implemented on top of this MPPT. The control scheme is shown in Figure 3.2, where the constants \( k_1, k_2 \) and \( k_3 \) are defined as follows. When the wind speed changes by a small amount \( \Delta v_r \) from the equilibrium speed, the slope \( k_3 \) of the power versus wind speed characteristics at the point of linearization generates a new reference \( \Delta P_{g,ref} \) for the power output of the turbine. The slope \( k_2 \) of the

Figure 3.2: Two-loop control scheme for wind turbine in which the inner loop controls generator speed set points shown in Figure 3.1 while the outer loop is the proposed power controller for shaping the inter-area oscillation spectrum of the grid.
power versus generator speed characteristics, in turn, generates a new reference $\Delta \omega_{g,\text{ref}}$ for the generator speed. The product of this speed reference and the slope $k_1$ of the speed versus torque characteristics is then imparted as the new generator torque, as indicated in Figure 3.1. We first design a unity-gain feedback to regulate $\Delta \omega_g$ to its reference. This loop is referred to as the inner loop, which typically has a bandwidth higher than 10 Hz. The outer loop consists of feeding back both the generator torque and the generator speed, after proper scaling, to control the transient response of the generator output power $\Delta P_g(t)$ using a linear feedback controller. In general, there is no restriction on the choice of the outer-loop controller as long as it guarantees closed-loop stability and transient performance. For simplicity, we select a second-order lead-type controller of the form

$$G_i(s) = \frac{q_{10}s + q_{11}}{p_{10}s^2 + p_{11}s + p_{12}}$$

and define the set of controller parameters $S_1 := \{q_{10}, q_{11}, p_{10}, p_{11}, p_{12}\}$. In the following subsections we show the BES model and the formulation of the control design problem in terms of optimizing $S_1$ to obtain a desired $P_g(t)$ in (2.17) corresponding to a desired frequency response for the power flow (2.7).
3.1.2 BES Model and Controller Design

Here we present the dynamic model of the BES, and derive an expression for its output power $P_{BES}(t)$, which is going to supplement $P_g(t)$. As shown in Figure 3.3a, the BES model has 4 parts: a three-phase transformer, a pulse-width modulation (PWM) based AC-DC converter, a battery model, and a controller [50]. The transformer is used to step down the grid voltage to the battery level. The battery model usually consists of a set of batteries connected in series or parallel. For our study, however, we will consider an ideal transformer with a single equivalent battery model. The circuit diagram of the BES is given in Figure 3.3b. The necessary circuit analysis and subsequent linearization of the system considered here are described as follows. Table 3.1 provides a list symbols used in the following discussion.

The average model of the three-phase PWM converter shown in Figure 3.3b, assuming a $dq0$ reference frame [16], can be expressed as

$$\frac{d}{dt} \begin{bmatrix} i_d \\ i_q \\ i_0 \end{bmatrix} = \begin{bmatrix} d_d \\ d_q \\ d_0 \end{bmatrix} u_{dc} + \begin{bmatrix} 0 & \omega & 0 \\ -\omega & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix} \begin{bmatrix} i_d \\ i_q \\ i_0 \end{bmatrix} - \begin{bmatrix} e_d \\ e_q \\ e_0 - \sqrt{3}u_n \end{bmatrix} \tag{3.5a}$$

$$C \frac{du_{dc}}{dt} = i_{dc} - \begin{bmatrix} d_d & d_q & d_0 \end{bmatrix} \begin{bmatrix} i_d \\ i_q \\ i_0 \end{bmatrix} \tag{3.5b}$$

In this nonlinear converter model the control inputs are the three duty cycles $d_d, d_q$ and $d_0$. However, for simplicity, here we limit our control design to only a single-input converter model. For this we consider the small-signal changes of the three duty cycles to be the same, i.e. $\Delta d_d = \Delta d_q = \Delta d_0 := \Delta d$, and use $\Delta d$ as the effective control input. Note that the equilibrium values of $d_d, d_q$ and $d_0$ may be different. The linearized converter model with $\Delta d$ as the control
input can be written as

\[
\begin{bmatrix}
\Delta i_d \\
\Delta i_q \\
\Delta i_0 \\
\Delta u_{dc}
\end{bmatrix} = M_1 \frac{d}{dt} = M_2 \begin{bmatrix}
\Delta i_d \\
\Delta i_q \\
\Delta i_0 \\
\Delta u_{dc}
\end{bmatrix} + M_3 \Delta d + \begin{bmatrix}
0 \\
0 \\
0 \\
1
\end{bmatrix} \Delta i_{dc}
\] (3.6)

where,

\[ M_1 := \text{diag}(L, L, L, C) \]

\[
M_2 := \begin{bmatrix}
0 & \omega & 0 & d_{ds} \\
-\omega & 0 & 0 & d_{qs} \\
0 & 0 & 0 & d_{os} \\
d_{ds} & d_{qs} & d_{os} & 0
\end{bmatrix}, \quad M_3 := \begin{bmatrix}
u_{dc*} \\
u_{dc*} \\
u_{dc*} \\
-(i_{ds} + i_{qs} + i_{os})
\end{bmatrix}.
\]

The subscript ‘*’ denotes the point of linearization. Furthermore, assuming that the converter circuit dynamics is significantly faster than the battery dynamics, or in other words L and C in (3.5a)-(3.5b) are negligibly small, we obtain the following algebraic relationship between the states [\Delta i_d, \Delta i_q, \Delta i_0, \Delta u_{dc}] and the control input \Delta d:

\[
\begin{bmatrix}
\Delta i_d \\
\Delta i_q \\
\Delta i_0 \\
\Delta u_{dc}
\end{bmatrix} = -M_2^{-1} M_3 \Delta d - M_2^{-1} \begin{bmatrix}
0 \\
0 \\
0 \\
1
\end{bmatrix} \Delta i_{dc}
\] (3.7)

Simplifying (3.7), we obtain

\[
\Delta u_{dc}(t) = \frac{u_{dc*}}{d_{0*}} \Delta d(t).
\] (3.8)

Analyzing the battery circuit, on the other hand, we get

\[
\Delta u_{dc}(s) = \Delta i_{dc}(s) (R_{BS} + R_{BT} + r_1 + r_2), \quad (3.9)
\]
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L$ and $C$</td>
<td>Filter inductance and dc-link capacitance</td>
</tr>
<tr>
<td>$e_d, e_q$</td>
<td>$dq0$ components of the transformer secondary voltage</td>
</tr>
<tr>
<td>$i_d, i_q$</td>
<td>$dq0$ components of the current at the transformer secondary</td>
</tr>
<tr>
<td>$d_d, d_q$</td>
<td>$dq0$ components of the duty cycle</td>
</tr>
<tr>
<td>$u_{dc}$</td>
<td>Terminal voltage and current of the equivalent battery</td>
</tr>
<tr>
<td>$\omega$</td>
<td>Synchronous frequency of the grid</td>
</tr>
<tr>
<td>$u_n$</td>
<td>Neutral point voltage</td>
</tr>
<tr>
<td>$R_{BT}$</td>
<td>Equivalent resistance of parallel/series connection of batteries</td>
</tr>
<tr>
<td>$R_{BS}$</td>
<td>Series resistance of the battery</td>
</tr>
<tr>
<td>$P_{BES}$</td>
<td>Active power of the BES</td>
</tr>
<tr>
<td>$V_{B1}$</td>
<td>Battery overvoltage</td>
</tr>
<tr>
<td>$R_{B1}$ and $C_{B1}$</td>
<td>Charging circuit resistance and capacitance (Figure 3.3b)</td>
</tr>
<tr>
<td>$R_{BP}$ and $C_{BP}$</td>
<td>Battery self-discharge resistance and capacity (Figure 3.3b)</td>
</tr>
</tbody>
</table>

Table 3.1: List of principle symbols in BES model

where $r_1 := \frac{R_{B1}}{1 + sR_{BP}C_{BP}}$ and $r_2 := \frac{R_{BP}}{1 + sR_{BP}C_{BP}}$, $R_{BT}$ is the equivalent resistance of a parallel/series connection of batteries, and $R_{BS}$ is the internal resistance of the battery. The parallel circuit of $R_{BP}$ and $C_{BP}$ is used to represent the self discharge of the battery while the charging or discharging circuit corresponds to a parallel combination of $R_{B1}$ and $C_{B1}$. The small-signal expression of the active power fed to the system is then given by

$$\Delta P_{BES} = u_{dc0}\Delta i_{dc} + i_{dc0}\Delta u_{dc}. \quad (3.10)$$

Substituting (3.8) and (3.9) in (3.10), we obtain a transfer function of the system as

$$\Delta P_{BES}(s) = \left(\frac{u_{dc0}}{F(s)} + i_{dc0}\right)\frac{u_{dc0}}{d_{00}}\Delta d(s) \quad (3.11)$$

where,

$$F(s) := \frac{R_{BP} + R_{B1} + sR_{BP}R_{B1}(C_{BP} + C_{B1})}{(1 + sR_{BP}C_{BP})(1 + sR_{B1}C_{B1})} + R_{BS} + R_{BT}.$$ 

This power $\Delta P_{BES}(s)$ defined in (3.10) is controlled using a second-order lead controller of the
form

\[ G_{cBES}(s) = \frac{q_{20}s + q_{21}}{p_{20}s^2 + p_{21}s + p_{22}} \]  \hspace{1cm} (3.12)

with parameters \( S_2 = \{ q_{20}, q_{21}, p_{20}, p_{21}, p_{22} \} \). A unit step response of the closed-loop BES model is denoted as \( P_{BES}(t) \) which is injected in the power system.

### 3.1.3 Spectral Analysis

A wind farm and a battery energy system (BES) described in subsections 3.1.2 and 3.1.2 respectively, are incorporated in the power system into (2.4). We consider the wind farm power injection \( P_g(t) \) and the BES as drawing power \( P_{BES}(t) \) as a point source forcing at location \( \alpha \) from one end of the transfer path. This leads to the forced wave equation

\[
\frac{\partial^2 \delta}{\partial t^2} + \xi \frac{\partial \delta}{\partial t} - \nu^2 \frac{\partial^2 \delta}{\partial u^2} = W(u, t),
\]  \hspace{1cm} (3.13)

where

\[
W(u, t) = (P_g(t) - P_{BES}(t))\hat{\delta}(u - \alpha)
\]  \hspace{1cm} (3.14)

is the net power injected into the system. We use the dirac-delta function \( \hat{\delta}(u - \alpha) \) to represent the spatial point source at \( u = \alpha \). In equation (3.14) we use the convention that \( P_{BES} \geq 0 \) represents charging (i.e. the BES is a power sink) and \( P_{BES} < 0 \) is discharging (i.e. the BES is a power source). We next derive the expressions for the spectral response of (3.13) in terms of the closed-loop transfer functions associated with \( \Delta P_g(t) \) and \( \Delta P_{BES}(t) \) by applying Fourier series as shown in section 2.3. We begin by expressing \( \delta(u, t) \) and \( W(u, t) \) in terms of Fourier series

\[
\delta(u, t) = \frac{1}{2} A_0 + \sum_{n=1}^{\infty} \left[ A_n(t) \cos(k_n u) + B_n(t) \sin(k_n u) \right]
\]  \hspace{1cm} (3.15a)

\[
W(u, t) = \frac{1}{2} F_0 + \sum_{n=1}^{\infty} \left[ F_n(t) \cos(k_n u) + G_n(t) \sin(k_n u) \right]
\]  \hspace{1cm} (3.15b)
where $k_n$ is the wave number of each mode $\lambda_n$. We assume that the power flow at the two boundaries are zero, i.e.,

$$p(0, t) = p(1, t) = 0 \quad (3.16)$$

implying that $\delta(u, t)$ is a standing wave with zero slope at the boundaries. Using (2.14) it is easy to show that $B_n(t) = G_n(t) = 0$. Then substituting (3.15a) and (3.15b) into (3.13) yields

$$\frac{d^2 A_n(t)}{dt^2} + \eta \frac{dA_n(t)}{dt} + \nu^2 k_n^2 A_n(t) = F_n(t) \quad (3.17)$$

where the Fourier coefficient $F_n(t)$ follows from (3.14) as

$$F_n(t) = 2(P_g(t) - P_{BES}(t)) \cos(k_n \alpha). \quad (3.18)$$

The frequency response of (3.18) can be written as

$$F_n(j\omega, S_1, S_2, \alpha) = 2[P_g(j\omega, S_1) - P_{BES}(j\omega, S_2)] \cos(k_n \alpha). \quad (3.19)$$

The corresponding power flow equation is given by

$$p(u, \alpha, t) = \frac{1}{\gamma} \sum_{n=1}^{\infty} k_n A_n(\alpha, t) \sin(k_n u). \quad (3.20)$$

Taking the Fourier transform of (3.20), we get

$$\mathcal{P}(u, \alpha, \omega) = \frac{1}{\gamma} \sum_{n=1}^{\infty} k_n A_n(\alpha, \omega) \sin(k_n u), \quad (3.21)$$

where

$$A_n(\alpha, \omega) = \frac{|F_n(j\omega, S_1, S_2, \alpha)|}{\sqrt{(k_n^2 \nu^2 - \omega^2)^2 + \eta^2 \omega^2}} \left(\cos \theta_n + j \sin \theta_n\right)$$
with \( \theta_n = \angle F_n(j\omega, S_1, S_2, \alpha) - \tan^{-1}\left(\frac{\xi_\omega}{\nu_n \omega_0^2 - \omega^2}\right). \) The net spectral response of the system (2.8) at a certain location \( u \) with the wind farm and BES at \( \alpha \) can finally be written as,

\[
S_{P,u}(u, \omega, S_1, S_2, \alpha) = |P(u, \alpha, \omega, S_1, S_2)|^2. 
\] (3.22)

From now onwards, we will drop \( u \) from the arguments of \( S_{P,\text{CL}}(\cdot) \) for brevity, knowing that the frequency response is always computed at a fixed spatial location.

The control problem formulated is to design the parameter sets \( S_1 \) and \( S_2 \) such that \( S_{P,u}(\omega, S_1, S_2, \alpha) \) at any fixed \( u \) matches a desired spectral response over a given frequency range. In general, this desired spectral response can be chosen arbitrarily depending on the control objective. The formulation of the design pursued in this chapter is as follows. We first consider the open-loop frequency response \( S_P(\omega, \alpha) \) of the wind-integrated power system without the controllers \( S_1 \) and \( S_2 \), i.e. \( (S_1 = 0, S_2 = 0 \text{ in (2.22))} \). Next, we identify the location \( \alpha_2 \) for which the frequency response over \( \omega \in [\omega_1, \omega_2] \) has the most favorable damping. Ideally, in that case, one would place a wind farm and BES at \( \alpha_2 \), but that may not be always possible due to various geographic, economic and political constraints. Then, one way to solve the problem would be to treat the spectrum at \( u = \alpha_2 \) as a reference, install the wind farm at a viable location \( u = \alpha_1 \), and design the controllers \( S_1 \) and \( S_2 \) such that the spectrum \( S_{P,u}(\omega, S_1, S_2, \alpha_1) \) closely matches the reference spectrum over \( \omega \in [\omega_1, \omega_2] \). The controller design can then be written as the following optimization problem:

\[
\min_{S_1, S_2} \int_{\omega_1}^{\omega_2} \left[ \log(S_{P,u}(\omega, \alpha_1, S_1, S_2)) - \log(S_P(\omega, \alpha_2)) \right]^2 d\omega. 
\] (3.23)

The controllers must also guarantee closed-loop stability of the wind turbine and the BES. Next we show simulation results which demonstrate the spectral matching of the of the power system oscillations with the controller.
### 3.1.4 Simulation Results

We consider a case where both the wind farm and the BES are located at \( \alpha = 0.5 \), while the system planner desires the controlled spectral response of the grid to match the response of the system corresponding to \( \alpha^* = 0.25 \). Following [50] we assume \( \beta_R = 85^\circ \), the transformer secondary voltage as 5 KV, \( R_{BT} = 0.0167 \Omega \), \( R_{BS} = 0.013 \Omega \), \( X_{C0} = 0.0274 \Omega \), \( R_{B1} = 0.001 \Omega \), \( C_{B1} = 1 \) F, \( R_{BP} = 10 \) k\( \Omega \), and \( C_{BP} = 52600 \) F. We then design controllers of the form (3.4) and (3.12) for the wind farm and BES systems using the procedure described in the subsection 3.1.3.

Figure 3.4 compares the net spectral response this controlled system to the desired response over four different frequency ranges. Figure 3.4a illustrates the results when the optimization algorithm (3.23) is run with \( \omega_1 = 0.2\pi \) rad/s, \( \omega_2 = 0.4\pi \) rad/s. The corresponding controller parameters are \( S_1 = [0.067 \ 1.894 \ 1.732 \ 3.276] \) and \( S_2 = [0.0143 \ 1.366 \ 1.176 \ 4.038] \). This particular controller does not work well beyond \( \omega_2 = 0.4\pi \) rad/s. Therefore, we design a new controller for that parameter range. Figures 3.4b-3.4d shows the results of three controller parameter optimizations for the respective frequency ranges \( f \in [0.3, 0.5] \) Hz, \( f \in [0.5, 0.7] \) Hz and \( f \in [0.7, 0.9] \) Hz. The controller parameters obtained for all of the frequency ranges shown in Figures 3.4 are given in Table 3.2. Although none of these controllers can match the desired response over the entire inter-area oscillation spectrum, the results show that the addition of the BES greatly improves the matching of the frequency response over the case with only a wind power controller. The fact that different controllers are required to affect the response over different frequency ranges suggests that a gain scheduling approach may yield better matching over larger frequency band. In the next section we describe the strategy for

<table>
<thead>
<tr>
<th>Frequency range</th>
<th>( S_1 )</th>
<th>( S_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1 to 0.3 Hz</td>
<td>[1.604 1.210 0.909 1.392 0.835]</td>
<td>[2.354 0.893 1.521 0.038 1.571]</td>
</tr>
<tr>
<td>0.3 to 0.5 Hz</td>
<td>[1.438 0.785 0.718 1.055 0.313]</td>
<td>[1.495 1.786 1.844 0.038 1.571]</td>
</tr>
<tr>
<td>0.5 to 0.7 Hz</td>
<td>[0.836 1.020 0.698 0.917 2.398]</td>
<td>[2.455 2.355 0.575 0.976 0.340]</td>
</tr>
<tr>
<td>0.7 to 0.9 Hz</td>
<td>[1.185 0.951 0.383 0.584 1.317]</td>
<td>[0.967 0.192 1.766 1.235 0.808]</td>
</tr>
</tbody>
</table>

Table 3.2: Optimal controller parameters sets
Figure 3.4: Spectral response comparison

solving this optimization problem, and generalize the equivalent turbine model to account for a decentralized system with controllers at each individual turbine.

3.2 Disaggregation of Control from Equivalent Turbine to Multiple Turbines

In section 3.1 we assumed that the wind farm consists of a single aggregate turbine with an induction generator. In reality, however, there are multiple wind turbines in a wind farm, and therefore, the control design needs to be implemented at each individual turbine, as shown in
Figure 3.5: Schematic for the disaggregated wind farm control, where each turbine is controlled individually, and the total power output of the farm is aggregated and injected to the grid at the point of common coupling.

Figure 3.5. This can be done in either of the following two ways.

3.2.1 Centralized Design

Let the total number of turbines in the farm be $N$. Let the controller for the $i^{th}$ turbine be

$$G_i(s) = \frac{q_{i0}s + q_{i1}}{p_{i0}s^2 + p_{i1}s + p_{i2}}$$

(3.24)

with its parameters denoted by the set $\mathcal{S}_{1i} = \{q_{i0}, q_{i1}, p_{i0}, p_{i1}, p_{i2}\}$, where $i = 1, \ldots, N$. The parameters of all $N$ turbines can then be designed in a batch fashion to solve a modified optimization problem

$$\min_{\mathcal{S}_{11}, \mathcal{S}_{2}} \omega_2 \int_{\omega_1} (\log(S_{\text{cl}}(\omega, \alpha, \mathcal{S}_{11}, \ldots, \mathcal{S}_{1N}, \mathcal{S}_{2})) - \log (S_P(\omega, \alpha^*)))^2 d\omega, \quad i = 1, \ldots, N.$$  

(3.25)

However, there are two shortcomings of this approach. First, the computation time to solve the optimization problem scales with $N$, and, therefore, the solution may take a very long time to converge. Another disadvantage of this approach is that it does not account for the fact that the power output from the first row of turbines is generally much higher than that of
the subsequent rows. For example, the second and subsequent rows typically produce about 60% of the power generated by the first row [87]. The centralized optimization (3.25) searches for the optimal controller parameters to minimize the integral error between the frequency spectra of the wind-integrated power system, and, therefore, will not necessarily guarantee this distribution of row-wise power outputs. Additional constraints may be placed on the search of \( S_1 \) and \( S_2 \) to satisfy this criteria, but that will increase the computational time. To overcome these shortcomings we next describe an alternative approach.

### 3.2.2 Decentralized Design

This design consists of two steps. First, solve the optimization problem (3.23) assuming a single aggregate wind turbine with an aggregate controller \( S_1 \). Then, compute the closed-loop frequency response \( P_g(\omega) \) of the total power injected by the wind farm to the grid over the desired frequency range \( \omega \in [\omega_1, \omega_2] \). Next, consider that the \( i^{th} \) row of the wind farm has \( N_i \) turbines, each of them being driven by the same wind speed \( v_{r,i} \). The speed from one row to another will, however, vary because of wake effects. Let \( p_i \) be the fraction of power expected to be generated by the \( i^{th} \) row. The controller design problem can then be stated for each individual turbine as

\[
\min_{S_j} \int_{\omega_1}^{\omega_2} \left[ \log(P_{g,j}(\omega, S_j)) - \log \left( \frac{p_i}{N_i} P_g(\omega) \right) \right]^2 d\omega.
\]  

(3.26)

where, \( j \) refers to a turbine index in the \( i^{th} \) row \((i = 1, .., N)\), and \( P_{g,j}(\omega_j, S_j) \) is the closed-loop frequency response of the magnitude of the output power produced by the \( j^{th} \) turbine. Since every turbine in the \( i^{th} \) row tracks the same reference \( \frac{p_i}{N_i} P_g(\omega) \), (3.26) can be solved for one turbine in each row. This decentralized approach not only saves computation time (since we now solve \( N \) parallel optimization problems with 5 decision variables rather than 1 optimization with \( 5N \) variables), but is also consistent with the power output pattern seen across the rows in a typical wind farm.
3.2.3 Simulation Results

Here we illustrate the control designs proposed in subsections 3.2.1 and 3.2.2 for a wind and BES integrated power system using parameters mentioned previously. The power and the energy ratings of the battery are 1 MW and 40 MWh.

Figure 2.3 shows the spectra the wind-integrated power systems with no BES for four different values of $\alpha$. This figure illustrates that as the wind power injection site is varied from $\alpha = 0$ to 1 the spectrum shows notable changes in both its period and the frequencies corresponding to the associated peaks and troughs. The variation in frequency response with wind injection location may make the damping at a particular wind injection site more desirable than others. For example, the spectrum for $\alpha = 0.5$ shows a peak at 0.4 Hz, while that for $\alpha = 0.25$ shows a trough that extends over 0.35 to 0.45 Hz. Since our goal is to damp the interarea modes, we select the spectrum associated with $\alpha = 0.25$ as the reference trajectory (which we denote as $\alpha^*$), and design a controller for a wind farm located at $\alpha = 0.5$.

Controllers $S_1$ and $S_2$ for the wind farm and BES system are designed using the procedure described in section 3.2.1 for the frequency range [0.4, 0.55] Hz. The controller parameters are
obtained as,

\[ S_1 = \{ 0.6075, 0.8794, 1.2754, 1.6246, 1.3712 \} \]  \hspace{1cm} (3.27)

\[ S_2 = \{ 0.1207, 1.9472, 1.6284, 1.3772, 0.0062 \} \]  \hspace{1cm} (3.28)

Figure 3.6 shows that the closed-loop frequency response tracks the reference closely in the frequency range of interest. To test the efficiency of our control scheme for other frequency ranges, we also designed the controllers for those ranges assuming an aggregate wind turbine model. The spectral matching for each of these frequency ranges are found to be similar to that shown in Figure 3.6.

Next, we pursue the decentralized control approach described in section 3.2.2, and design individual wind farm controllers using (3.26). We consider a wind farm with 4 rows, each containing 5 turbines, as shown in Figure 3.7. The power production percentages for each row are assumed to be \( p_1 = 36\% \), \( p_2 = 22\% \), and \( p_3 = p_4 = 21\% \). Turbines 3, 8, 13, and 18 are chosen as the representatives for their respective rows as they are centrally located, and, therefore, would have the least edge effects. The optimization problem (3.26) is solved for each of these four turbines, and the corresponding parameters for the controllers \( S_{11}, S_{12}, S_{13}, \) and \( S_{14} \) are listed in Table 3.3. Every other turbine in the \( i^{th} \) row is then controlled using \( S_{1i}, i = 1, 2, 3, 4 \). Figure 3.6 shows that the closed-loop frequency response of the grid power flow resulting from controlling the 20-turbine wind farm and the BES at \( \alpha = 0.5 \) matches the reference fairly well over \([0.45, 0.5]\) Hz, but has a greater mismatch over \([0.4,0.45]\) Hz. This can be explained by noting that the parameter optimization problem (3.26)) minimizes the integral of the error function over the frequency range \([0.4,0.55]\) rather than a point-to-point matching. For example, as can be seen in Figure 3.6, the undershoot in the range \( f \in (0.42, 0.45] \) Hz is partially compensated by the overshoot when \( f \in [0.45, 0.52] \) Hz and \( f < 0.42 \) Hz. A higher order controller or gain-scheduling may further improve the matching.

To validate our results in the time-domain, we construct \( \delta(u,t) = \sum_{n=1}^{16} A_n(t) \cos(k_n u) \) at
Figure 3.7: Arrangement of turbines in the wind farm.

<table>
<thead>
<tr>
<th>Row no.</th>
<th>Controller Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$S_{11} = [0.042 \ 0.3016 \ 2.93e4 \ 6566 \ 4.77e6]$</td>
</tr>
<tr>
<td>2</td>
<td>$S_{16} = [8e-5 \ 0 \ 87.90 \ 53.14 \ 1128.0366]$</td>
</tr>
<tr>
<td>3, 4</td>
<td>$S_{1,11} = [0.0234 \ 8.6e-3 \ 236.23 \ 3005.76 \ 1.05e5]$</td>
</tr>
</tbody>
</table>

Table 3.3: Optimal controller parameters sets

$u = 0.25$ using the solution of (2.15) in both open-loop (with no wind farm or BES controller) and in closed-loop (when both wind farm and BES controller are implemented). The respective plots are shown in blue in the top and bottom panels of Figure 3.8. The open-loop response, when passed through a spectral analyzer, shows a dominant slow frequency of 0.9 Hz with a poor damping factor of 0.009. The closed-loop response, on the other hand, shows a dominant slow frequency of 0.86 Hz with a significantly higher damping factor of 0.04, indicating the effectiveness of the control. The impulse responses of the slow mode are shown in red in the respective panels in Figure 3.8.
3.3 Conclusions

This Chapter demonstrates how closed-loop control of wind power generation and BES power consumption can be used for damping selected oscillation modes of a power system. We designed coordinated controllers for the wind farm and the BES, and showed how the controller parameters can be optimized to guarantee nearly perfect matching of the grid spectral response to a desired response. We also presented methods by which an aggregate control design can be distributed to individual turbines in a manner that captures important physical characteristics of the farm.

In the next chapter we evaluate the impact of wind penetration on more detailed models of the power system described by ordinary differential equations (ODE) and their time scale separation.

Figure 3.8: Open-loop versus closed-loop $\delta(t)$ at $u = 0.25$ with slow mode components
Chapter 4

Time Scale Modeling of Power Systems with Wind Injections

Over the past few decades the operating characteristics of the North American power grid have changed substantially due to increasing penetration of renewable energy resources such as wind. These changes have led to a significant amount of research investigating the challenges associated with large-scale integration of wind energy [8, 9, 51]. The impact of increased levels of wind penetration on grid stability and dynamics [77], and in particular on inter-area oscillations, have also been the subject of a number of recent studies [25, 83, 91, 95]. Methods have been proposed to control these effects by regulating the wind farm power output [11, 79], and by controlling doubly fed induction generators (DFIGs) to increase oscillation damping [70, 95]. However, a detailed, rigorous analytical framework for evaluating the impact of wind penetration on power system oscillations has yet to be developed. Specifically, there is very limited understanding of how wind injection may affect the time-scale separation or coherency properties of conventional grid models [17].

Coherency arises from the partitioning of a power network into discrete generation areas, where each area consists of a group of strongly connected generators that synchronize over a fast time-scale and, thereafter, act as a single entity. The aggregates themselves are weakly connected
to each other, and synchronize over a slower time-scale. Using singular perturbation (SP) theory, [17] derived an analytical model describing such fast and slow motions for synchronous generators which depend on the relative norms of the network admittance matrices containing external and internal interconnections among generators. The approach in [17,18] was complimented by several related papers such as [29,84,99] through various model reduction techniques. Aggregation and coherency are still two of the most fundamental tools that are used to reduce the computational complexity of solving thousands of nonlinear equations in power system stability programs [82], and find wide applications to both small-signal and transient stability assessment [94].

In this Chapter we study how the conventional coherency model of a power system changes due to the addition of wind power. We first derive a mathematical model for the dynamics of a power network consisting of synchronous generators, loads, transmission lines and wind generator. The wind generator is modeled as a group of identical wind turbines electrically connected to the power grid at a point of common coupling via controlled DFIGs. We then aggregate the system into multiple coherent areas, and apply a linear transformation to represent the model in terms of slow and fast states. Using this transformed system we analytically show that the slow oscillatory modes of the power system can be affected by the wind plant depending on the wind penetration level and other power system parameters. Preliminary results on this topic have been recently reported in our conference paper [13]. Here we extend those results to include an explicit model showing the impact of wind penetration on the slow oscillatory modes of the power system [13]. Additionally in this chapter we develop detailed case studies illustrating the conditions when increasing wind penetration alter the slow oscillatory modes of the power system. In particular we explore case studies with different locations of the wind plant in the two-area, four-machine Kundur power system and the five-area, sixteen-machine interconnected power system of the New England (NETS) and New York power systems (NYPS).

The remainder of this work is organized as follows. Section 4.1 derives a small-signal model of the wind-integrated power system. Section 4.2 describes the time-scale separation of the wind-integrated power system. Section 4.3 presents simulation results. Concluding remarks are
provided in section 4.4.

4.1 Wind Integration Modeling

We consider a power system with the set of buses $\mathcal{N} = \{1, \ldots, N\}$ and $n$ generators where $n \leq N$. These generators consist of a set $\mathcal{G} = \{1, \ldots, n-1\}$ of synchronous generators and one wind power plant. Without loss of generality we can reorder the buses so that the $i^{th}$ synchronous generator is always connected to the $i^{th}$ bus and the wind generator is connected to the $n^{th}$ bus. To understand the coherency properties for this system, we first derive its small-signal electro-mechanical dynamic model considering both swing dynamics of the synchronous machines and the dynamics of the wind power plant.

4.1.1 Synchronous Generator Model

We model the dynamics of each generator $i \in \mathcal{G}$ based on [43] as,

\begin{align}
\dot{\delta}_i &= \omega_i \quad \text{(4.1a)}
\end{align}

\begin{align}
m_i \dot{\omega}_i &= P_{mi} - \frac{E_i}{x_{di}'} (V_{iRe} \sin \delta_i - V_{iIm} \cos \delta_i) \quad \text{(4.1b)}
\end{align}

Here $\delta_i$, $\omega_i$, $m_i$, $E_i$, $x_{di}'$ and $P_{mi}$ are respectively the phase angle, machine speed, inertia, internal machine voltage, direct-axis salient reactance and the mechanical power input to generator $i \in \mathcal{G}$, and $V_i = V_{iRe} + jV_{iIm}$ is the voltage at bus $i \in \mathcal{G}$. Linearizing (4.1) about an operating point $(\delta_i^0, \omega_i^0, V_{iRe}^0, V_{iIm}^0, P_{mi}^0)$ for every $i \in \mathcal{G}$, the overall small-signal model can be written as

\begin{align}
\Delta \dot{\delta} &= I \Delta \omega \quad \text{(4.2a)}
\end{align}

\begin{align}
M \Delta \dot{\omega} &= k_{11} \Delta \delta + k_{12} \Delta V + \Delta P_m \quad \text{(4.2b)}
\end{align}

where $\Delta$ indicates a small change of a variable. $M$ is a diagonal matrix of the inertias $m_i$ $\forall i \in \mathcal{G}$, $I$ is the identity matrix, $\Delta \delta := [\Delta \delta_1, \ldots, \Delta \delta_n]^T$, $\Delta \omega := [\Delta \omega_1, \ldots, \Delta \omega_n]^T$, $\Delta P_m :=$
[\Delta P_{m1}, \ldots, \Delta P_{mn}]^T$, and $\Delta V := [\Delta V_{i_{Re}}, \ldots, \Delta V_{m_{Re}}, \Delta V_{i_{Im}}, \ldots, \Delta V_{m_{Im}}]^T$. The active and reactive power outputs of the $i^{th}$ generator are

\begin{align}
    P_{esi} &= \frac{E_i}{x_{di}} (V_{i_{Re}} \sin \delta_i - V_{i_{Im}} \cos \delta_i) \\
    Q_{esi} &= \frac{E_i^2}{x_{di}} - \frac{E_i}{x_{di}} (V_{i_{Re}} \cos \delta_i - V_{i_{Im}} \sin \delta_i).
\end{align}

The corresponding linearized power outputs can be written as

\begin{align}
    \Delta P_{es} &= -k_{11}\Delta \delta - k_{12}\Delta V, \\
    \Delta Q_{es} &= -k_{21}\Delta \delta - k_{22}\Delta V.
\end{align}

Here, $k_{11}, k_{12}, k_{21}$ and $k_{22}$ are Jacobian matrices that are functions of the generator parameters and the initial bus voltages.
4.1.2 Wind Power Plant Model

For convenience of analysis, we consider an aggregate wind turbine model to represent the wind power plant. This model is obtained by first deriving the dynamic model of an individual wind generator. As in standard literature we consider each turbine to be identical and therefore employ an aggregate transfer function based on one representative turbine. The power output of the wind power plant is then obtained by summing the power output of the individual turbines.

The individual wind generator model has a mechanical and an electrical subsystem as shown in Figure 4.1. The mechanical subsystem of the turbine consists of a two-shaft drive train connecting its rotor to a DFIG. The rotor and the generator, which have respective inertias \(J_r\) and \(J_g\), and friction coefficients \(B_r\) and \(B_g\), are connected through a transmission gear with a gear ratio \(N_g\), a torsion stiffness \(K_{dt}\), and damping factor \(B_{dt}\). The turbine model can be expressed in terms of the rotor speed \(\omega_r(t)\), the generator speed \(\omega_g(t)\) and the generator torsion angle \(\theta_T(t)\) as [92],

\[
J_r \ddot{\omega}_r(t) = \frac{B_{dt}}{N_g} \omega_g(t) - K_{dt} \theta_T(t) - (B_{dt} + B_r) \omega_r(t) + T_a(t)
\]

(4.5a)

\[
J_g \ddot{\omega}_g(t) = \frac{B_{dt}}{N_g} \omega_r(t) + \frac{K_{dt}}{N_g} \theta_T(t) - \left( \frac{B_{dt}}{N_g} + B_g \right) \omega_g(t) - T_g(t)
\]

(4.5b)

\[
\dot{\theta}_T(t) = \omega_r(t) - \frac{1}{N_g} \omega_g(t),
\]

(4.5c)

where \(T_a(t) = \frac{\rho A_s \Omega^2(t) C_p(t)}{2 \nu_r(t)}\) is the aerodynamic torque input based on a turbine with swept area \(A_s\), power coefficient \(C_p(t)\), air density \(\rho\) and a wind speed of \(\nu_r(t)\). The power coefficient \(C_p(t)\) and the rotor speed \(\omega_r(t)\) are obtained from a maximum power point tracking algorithm based on wind speed. \(T_g(t)\) is the torque generated by the electrical subsystem, whose description follows. The electrical subsystem is comprised of a DFIG, which is modeled through the dynamics of its stator and rotor variables, expressed in a rotating \(d - q\) reference frame as [96].
where $\omega_{ge} := \frac{p}{2} \omega_g$ is the electrical speed, $p$ is the number of electrical poles of the DFIG, and $\mathcal{D}$ is the differential operator. The subscripts $d$ and $q$ refer to the direct and quadrature axes of the reference frame rotating at constant speed $\omega_e$. Subscripts $s$ and $r$ respectively indicate quantities associated with the stator and rotor circuits. The symbols $v$, $i$, and $R$ respectively denote voltage, current, and resistance. $L_{ts}$, $L_{tr}$, $L_m$ are respectively the stator and rotor leakage inductances and the magnetizing inductance. The stator and rotor inductance are respectively shown as $L_s = L_{ts} + L_m$ and $L_r = L_{tr} + L_m$. The electromagnetic torque provided to the shaft by the DFIG, which serves as the input in (4.5b) is given by

$$T_g(t) = \frac{p}{2} L_m \left[ i_{qs}(t)i_{dr}(t) - i_{ds}(t)i_{qr}(t) \right].$$

(4.7)

Both $v_{qr}(t)$ and $v_{dr}(t)$ are controllable quantities and can be designed via state feedback for
ensuring stable operation of the DFIG. We next describe this design briefly.

The active power output of the wind generator \( P_{ew} \), is obtained from the maximum power point tracking and the reactive power in equilibrium denoted as \( Q_{ew} \) comes from the power flow solution. The active and reactive power output of a DFIG is a sum of the active and reactive powers of both the stator and the rotor. The ratio of the rotor power to the stator power is equal to the slip of the machine which is usually very small. So in this modeling we neglect the rotor power of the DFIG and consider the active and reactive power output at the wind bus to be equal to that of the stator as shown below,

\[
P_{ew}(t) = v_{qs}(t)i_{qs}(t) + v_{ds}(t)i_{ds}(t) \tag{4.8a}
\]

\[
Q_{ew}(t) = v_{ds}(t)i_{qs}(t) - v_{qs}(t)i_{ds}(t). \tag{4.8b}
\]

\( P_{ew}(t) \) and \( Q_{ew}(t) \) in a DFIG are usually controlled in a decoupled form by the rotor side converter, using \( v_{qr}(t) \) and \( v_{dr}(t) \) respectively [22] as shown in figure 4.2. Assuming \( w_e \) to be the synchronous frequency, \( d \) and \( q \) axis stator voltages can be shown as,

\[
v_{qs}(t) = |V_n(t)| \quad v_{ds} = 0. \tag{4.9}
\]

We consider the \( n^{th} \) bus to be the wind bus and model it as a PV bus with equilibrium voltage \( |V_0^n| \). This allows us to control the active and reactive power output of the stator by \( i_{qs} \) and \( i_{ds} \) respectively. Assuming the stator flux to develop instantaneously in equilibrium, the \( q \) and \( d \) axis stator flux relations can be used to derive the following decoupled relations between stator and rotor currents,

\[
i_{qr}^0 = -\frac{L_s}{L_m}i_{qs}^0 \quad i_{dr}^0 = -\frac{L_s}{L_m}i_{ds}^0 + \frac{|V_0^n|}{w_eL_m}. \tag{4.10}
\]

The details of the design is shown in [22]. Using these relations the following two references can be computed;

\[
i_{qr}^* = -\frac{L_a}{L_m} \left( \frac{P_{ew}^0}{|V_0^n|} \right) \quad i_{dr}^* = \frac{L_s}{L_m} \left( \frac{Q_{ew}^0}{|V_0^n|} \right) + \frac{|V_0^n|}{w_eL_m}. \tag{4.11}
\]
Finally the design of $v_{qr}(t)$ and $v_{dr}(t)$ follows from (4.11) as,

$$v_{qr}(t) = K_p (i^*_{qr} - i_{qr}(t)) + K_i \int (i^*_{qr} - i_{qr}(t)) dt + \mu_1(t) \quad (4.12a)$$

$$v_{dr}(t) = K_p (i^*_{dr} - i_{dr}(t)) + K_i \int (i^*_{dr} - i_{dr}(t)) dt + \mu_2(t), \quad (4.12b)$$

where $K_p$ and $K_i$ are the respective proportional and integral gains. Equations (4.5)-(4.12) represent the nonlinear state-variable model of any turbine $j$ where $j \in \{1, 2, \cdots, \gamma\}$, and $\gamma$ is the number of turbines. Note that with a slight abuse of notation we have dropped the notation $j$ in (4.5)-(4.12) since we assume every generator to have identical parameters.

Since the current control is executed over a much faster time-scale than the states in (4.6) we ignore the controller states and derive the linearized model for the $j^{th}$ wind generator about a constant operating point. $(\omega^0_r, \omega^0_g, \theta^0_T, i^0_{qs}, i^0_{ds}, i^0_{qr}, i^0_{dr})$, leading to,

$$\Delta \dot{Z}_j = A \Delta Z_j + B_1 |\Delta V_n|, \quad (4.13)$$

where $A$ and $B_1$ are the state and input matrices. The corresponding state variables are given by,

$$\Delta Z_j := \begin{bmatrix} \Delta \omega_r \Delta \omega_g \Delta \theta_T \Delta i_{qs} \Delta i_{ds} \Delta i_{qr} \Delta i_{dr} \end{bmatrix}^T.$$

$A$ and $B_1$ in (4.13) are independent of $j$ as we assume each turbine to have an identical model. Defining aggregate state as $\dot{Z} = \frac{1}{\gamma} \sum_{j=1}^{\gamma} \Delta Z_j$, the state-space model of the wind power plant can be written as,

$$\Delta \dot{Z} = A \Delta Z + B_1 |\Delta V_n|, \quad (4.14)$$

with the corresponding linearized power outputs as

$$\begin{bmatrix} \Delta P_{ew} \\ \Delta Q_{ew} \end{bmatrix} = \begin{bmatrix} C_1 \Delta Z \\ C_2 \Delta Z \end{bmatrix} + \begin{bmatrix} D_1 |\Delta V_n| \\ D_2 |\Delta V_n| \end{bmatrix}, \quad (4.15)$$

where $D_1 := \gamma i^0_{qs}$, $D_2 := -\gamma i^0_{ds}$, $C_1 := \gamma \begin{bmatrix} 0 & 0 & 0 & v^0_{qs} & 0 & 0 \end{bmatrix}$, and $C_2 := \gamma \begin{bmatrix} 0 & 0 & 0 & -v^0_{qs} & 0 & 0 \end{bmatrix}.$
Note that the total power output of the plant is the sum of the individual power outputs of the turbines, as a result of which $\gamma$ appears as a multiplying constant in the output matrices in the RHS of (4.15). We next connect the swing dynamics in (4.2) with the wind power dynamics in (4.5) through the common power flow equations in (4.4) and (4.15).

### 4.1.3 Wind Integrated Power System Model

The active and reactive power flow balance at any bus $j \in \mathcal{N}$, at any time $t$ can be written as [18]

$$0 = P_{ej} - \text{Re} \left\{ \sum_{k=1, k \neq j}^{N} V_{jk} (V_j B_{jk})^* \right\} - V_j^2 G_j$$  \hspace{1cm} (4.16a)

$$0 = Q_{ej} - \text{Im} \left\{ \sum_{k=1, k \neq j}^{N} V_{jk} (V_j B_{jk})^* \right\} - V_j^2 B_j.$$  \hspace{1cm} (4.16b)

Here, $P_{ej}$ and $Q_{ej}$ respectively denote active and reactive power generation. For each bus $j \in \mathcal{G}$, these terms correspond to contributions from the synchronous generators, while they correspond to the wind power generation when $j$ is the wind bus. For every bus $j \in \mathcal{N}$, $G_j$ and $B_j$ are respectively the load conductance and load susceptance with line charging. We assume the lines to be lossless, and denote the susceptance of the line connecting buses $j$ and $k$ as $B_{jk}$. The quantity $V_{jk}$, by definition, is the difference in the voltage phasors between bus $j$ and $k$, i.e., $V_{jk} := (V_{jRe} - V_{jRe}) + j (V_{kRe} - V_{kIm})$. The linearized power flows corresponding to (4.16) are

$$\Delta P_{ej} = \sum_{k=1, k \neq j}^{N} \left( \frac{c_1 \Delta V_{jRe} + c_2 \Delta V_{kIm} + c_3 \Delta V_{kRe} + c_4 \Delta V_{jIm}}{(1/B_{jk})} \right)$$

$$+ 2 \left( V_{jRe}^0 \Delta V_{jRe} + V_{jIm}^0 \Delta V_{jIm} \right) G_j$$ \hspace{1cm} (4.17a)

$$\Delta Q_{ej} = \sum_{k=1, k \neq j}^{N} \left( \frac{c_5 \Delta V_{jRe} + c_6 \Delta V_{kIm} + c_7 \Delta V_{kRe} + c_8 \Delta V_{jIm}}{(1/B_{jk})} \right)$$

$$+ 2 \left( V_{jRe}^0 \Delta V_{jRe} + V_{jIm}^0 \Delta V_{jIm} \right) B_j.$$ \hspace{1cm} (4.17b)
where \( c_1 := -V_{k_{im}}^0, c_2 := -V_{j_{Re}}^0, c_3 := V_{j_{Im}}^0, c_4 := V_{k_{Re}}^0, c_5 := (2V_{j_{Re}}^0 - V_{k_{Re}}^0), c_6 := -V_{j_{Im}}^0, c_7 := -V_{j_{Re}}^0 \) and \( c_8 := (2V_{j_{Im}}^0 - V_{k_{Im}}^0) \).

At the synchronous generator buses \( j \in G \), the small-signal power flows obtained from (4.16) are \( \Delta P_{ej} = \Delta P_{esj} = k_2 \Delta V \) and \( \Delta Q_{ej} = \Delta Q_{esj} = k_4 \Delta V \), where \( k_2 \) is a \( n \times 2N \) matrix whose elements are given by

\[
k_2(j,j) = - \sum_{k=1, k \neq j}^{N} V_{k_{im}}^0 B_{jk} + 2V_{j_{Re}}^0 G_j,
\]
\[
k_2(j,k) = V_{j_{Im}}^0 B_{jk}, \quad k_2(j, N + k) = -V_{j_{Re}}^0 B_{jk},
\]
\[
k_2(j, N + j) = \sum_{k=1, k \neq j}^{N} V_{k_{Re}}^0 B_{jk} + V_{j_{Im}}^0 G_j.
\]

The matrix \( k_4 \) also has dimension \( n \times 2N \) with elements

\[
k_4(j,j) = \sum_{k=1, k \neq j}^{N} (2V_{j_{Re}}^0 - V_{k_{Re}}^0) B_{jk} + 2V_{j_{Re}}^0 B_j,
\]
\[
k_4(j,k) = -V_{j_{Re}}^0 B_{jk}, \quad k_4(j, N + k) = -V_{j_{Im}}^0 B_{jk},
\]
\[
k_4(j, N + j) = \sum_{k=1, k \neq j}^{N} (2V_{j_{Im}}^0 - V_{k_{Im}}^0) B_{jk} + V_{j_{Im}}^0 B_j.
\]

Combining these expressions with (4.4) yields

\[
0 = -k_{11} \Delta \delta - (k_2 + k_{12}) \Delta V \quad (4.18a)
\]
\[
0 = -k_{21} \Delta \delta - (k_4 + k_{22}) \Delta V. \quad (4.18b)
\]

The stator of the DFIG is directly connected to the wind generator bus \( n \). The linearized power flow of the wind bus in (4.15) can, hence, be rewritten as

\[
0 = C_1 \Delta Z + (D_{1n} + k_5) \Delta V \quad (4.19a)
\]
\[
0 = C_2 \Delta Z + (D_{2n} + k_6) \Delta V \quad (4.19b)
\]
where $D_{1n}\Delta V = D_1|\Delta V_n|$, $D_{2n}\Delta V = D_2|\Delta V_n|$, and $k_5$ and $k_6$ respectively share the structure of $k_2$ and $k_4$ described above. The power flow at buses with no generators are

$$k_7\Delta V = 0 \quad k_8\Delta V = 0$$  \hspace{1cm} (4.20)

where $k_7$ and $k_8$ respectively share the structure of $k_2$ and $k_4$. Combining (4.18)-(4.20) the power flow for the overall small-signal model is given by

$$0 = A_1\Delta \delta + A_2\Delta Z + A_4\Delta V$$  \hspace{1cm} (4.21)

where $A_1 = [k_{11} \ 0 \ 0 \ k_{21} \ 0 \ 0]^T$, $A_2 = [0 \ C_1 \ 0 \ 0 \ C_2 \ 0]^T$, $A_4 = [(k_2 + k_{12}) \ (D_{1n} + k_5) \ k_7 \ (k_4 + k_{22}) \ (D_{2n} + k_6) \ k_8]^T$.

Note that $A_4$ is a weighted admittance matrix of the network. Finally, we combine (4.2), (4.14) and (4.21) to obtain the following Kron-reduced model of the wind-integrated power system:

$$\begin{bmatrix} M\Delta \delta \\ \Delta \tilde{Z} \end{bmatrix} = A_M \begin{bmatrix} \Delta \delta \\ \Delta Z \end{bmatrix} + B_M \Delta P_m$$  \hspace{1cm} (4.22)

where $A_M = \begin{bmatrix} A_{M11} & A_{M12} \\ A_{M21} & A_{M22} \end{bmatrix}$, $B_M = \begin{bmatrix} I & 0 \end{bmatrix}$, $A_{M11} := (k_{11} - k_{12}A_4^{-1}A_1)$, $A_{M12} := -k_{12}A_4^{-1}A_2$, $A_{M21} := -B_1A_4^{-1}A_1$ and $A_{M22} := (A - B_1A_4^{-1}A_2)$.

### 4.2 Time-scale Modeling

In this section we investigate the time-scale separation properties of the wind-integrated power system model (4.22). We first aggregate the network into a set $\mathcal{R} := \{1, \ldots, r\}$ of coherent areas, where $r - 1$ of these areas contain only synchronous generators. The remaining area has a mix of synchronous generators and a wind plant. We denote the parameters associated with
Area $\alpha$ using a superscript $\alpha$. $\Delta \delta^\alpha_i$ denotes the small-signal phase angle of the $i^{th}$ synchronous generator in Area $\alpha$. For ease of exposition, we reorder the states so that for each Area $\alpha \in \mathcal{R}$, the $\Delta \delta^\alpha_i$'s appear consecutively in the state vector $\Delta \delta$. Quantities related to the connections between generators inside an area are indicated with the superscript $I$, while those capturing the connections between different areas are denoted using the superscript $E$.

### 4.2.1 Power System Time-constants

As in [17] we assume that the power system model in (4.22) satisfies the following two properties.

1. **Property 1**: For any Area $\alpha \in \mathcal{R}$, the ratio of the maximum susceptance corresponding to its external connections $B^E_{ij,(\text{max})}$ of its generators is lower than the ratio of the minimum susceptance of its internal connections $B^I_{ij,(\text{min})}$. This property is characterized by defining the small parameter $\varepsilon_1 = \frac{B^E_{ij,(\text{max})}}{B^I_{ij,(\text{min})}} > 0$, which will lead to the slower synchronization between generators in different areas.

2. **Property 2**: A given area $\alpha \in \mathcal{R}$ has many more internal connections than external connections. This property can be quantified by a small positive parameter $\varepsilon_2 := \bar{\kappa}^E \bar{\kappa}^I > 0$, where $\bar{\kappa}^E := \max_{\alpha} \{\kappa^E,\alpha\}$, $\bar{\kappa}^I := \min_{\alpha} \{\kappa^I,\alpha\}$. Here, the ratios of the number of external and internal connections in Area $\alpha$ to the number of buses in that area are respectively denoted as $\kappa^E,\alpha$ and $\kappa^I,\alpha$, respectively.

If the bus voltages of the power system network are given, the time-scales of the system can be specified by first partitioning $A_4$ in (4.21) as

$$A_4 = A_4^I + \varepsilon A_4^E,$$  \hspace{1cm} (4.23)

where $A_4^I$ and $A_4^E$ respectively contain the elements of $A_4$ associated with the internal and external connections, and $\varepsilon$ is a dimensionless constant defined as

$$\varepsilon := \varepsilon_1 \varepsilon_2.$$  \hspace{1cm} (4.24)
The matrix $A_{M11}$ in (4.22) can also be separated as,

$$A_{M11} = A_{M11}^I + \varepsilon A_{M11}^E,$$

(4.25)

where $A_{M11}^I = k_{11} - k_{12}(A_4^I)^{-1}A_1$ and

$$A_{M11}^E = -k_{12}\left(-(A_4^I)^{-1}A_4^E + \varepsilon\left((A_4^I)^{-1}A_4^E\right)^2 + \cdots\right)(A_4^I)^{-1}A_1.$$

The matrix $A_4^I$ can be further decomposed as $A_4^I = A_4^{I,sg} + A_4^{I,wg}$, where $A_4^{I,sg}$ models the contribution of the internal connection of the synchronous generators in $A_4^I$ while $A_4^{I,wg} := [0 \ D_1n \ 0 \ 0 \ D_2n \ 0]^T$ models the contribution of the wind plant [11]. The norms $\|A_4^{I,sg}\|$ and $\|A_4^{I,wg}\|$ are, however, generally not of the same order for typical wind penetration limit. To mitigate this effect we introduce the dimensionless scaling factor

$$\varepsilon_w := \frac{|i_{\text{smax}}|}{|B_{ij,(\text{min})}\bar{\kappa}|},$$

(4.26)

where $i_{\text{smax}}$ is the maximum stator current of the wind plant. As the number of wind turbines $\gamma$ is increased, the collective current $|i_{\text{smax}}|$ at the point of common coupling of the wind plant increases and so does $\varepsilon_w$. We then write

$$A_4^I = A_4^{I,sg} + \varepsilon_w A_4^{I,wg},$$

(4.27)

where, $A_4^{I,wg} := \left[0 \ D'_1 \ 0 \ 0 \ D'_2 \ 0\right]^T$ with $D'_1 := D_{1n}/\varepsilon_w$ and $D'_2 := D_{2n}/\varepsilon_w$. The form of $\varepsilon_w$ along with the definitions of $D_{1n}$ and $D_{2n}$ in (4.19a) and (4.19b) respectively ensure that the $\|A_4^{I,sg}\|$ and $\|A_4^{I,wg}\|$ are the same order of magnitude. We will next show that $\varepsilon$ and $\varepsilon_w$ together model the slow and fast time-scales of (4.22) if properties 1 and 2 hold.

**Remark 1** The construction above can be easily generalized to $\ell$ wind power plants in $\ell$ different areas. In that case, one would first construct $\ell$ constants $\varepsilon_w^1, \varepsilon_w^2, \ldots, \varepsilon_w^\ell$ for the individual wind plants following (4.26), and then define the constant $\varepsilon_w$ as the maximum of these $\ell$ constants.
4.2.2 Time-scale Separation

Following [17] we define the slow variables for the areas $\alpha \in \{1, 2, \cdots, r-1\}$ as

$$
\delta_{s,\text{sg}}^\alpha := \sum_{i=1}^{n_\alpha} m_i^\alpha \Delta \delta_i^\alpha / \sum_{i=1}^{n_\alpha} m_i^\alpha \tag{4.28}
$$

where $n_\alpha$ is the number of synchronous machines in Area $\alpha$, and $m_i^\alpha$ is the inertia of the $i^{th}$ generator in that area. The subscript $s_{\text{sg}}$ on the LHS of (4.28) denotes the slow variable for any area that contains only synchronous generators. Similarly, the slow variable for Area $r$ is defined only in terms of the angles of the synchronous generators in that area, i.e.,

$$
\delta_{s,\text{wg}}^r := \sum_{i=1}^{n_r-1} m_i^r \Delta \delta_i^r / \sum_{i=1}^{n_r-1} m_i^r \tag{4.29}
$$

where $n_r$ is the total number of synchronous and wind generators in Area $r$. The subscript $s_{\text{wg}}$ on the LHS of (4.29) denotes the slow variable for the area with wind power generation. The expressions in (4.28) and (4.29) can be combined as

$$
\begin{bmatrix}
\delta_{s,\text{sg}} \\
\delta_{s,\text{wg}}
\end{bmatrix} = M_a^{-1} U^T M \Delta \delta \tag{4.30}
$$

where $M_a := U^T M U$ is a diagonal matrix of aggregate inertias, and $U := \text{blockdiag}(u^1, u^2, \ldots, u^r)$, where each $u^\alpha := 1 \in \mathbb{R}^{(n_\alpha) \times 1}$.

Similarly, the fast dynamics of the synchronous generators in Area $\alpha$ [17] are defined as

$$
\delta_{f,i-1}^\alpha := \Delta \delta_i^\alpha - \Delta \delta_1^\alpha, \quad i = 2, 3, \cdots, n_\alpha - n_{\text{wg}}, \tag{4.31}
$$

where $n_{\text{wg}} = 0$ for $\alpha \in \{1, 2, \ldots, r-1\}$, $n_{\text{wg}} = 1$ for $\alpha = r$, and $\Delta \delta_1^\alpha$ is the angle of a reference generator. Without loss of generality, we assign the first generator in each area to be the
reference generator. The fast variables can be combined into

\[ \delta_f = G \Delta \delta = \text{blockdiag} \left(G^1, G^2, \ldots G^r\right) \Delta \delta \]  

(4.32)

where

\[ G^\alpha := \begin{bmatrix}
-1 & 1 & 0 & 0 \\
-1 & 0 & 1 & 0 \\
& & & \ddots \\
-1 & 0 & 0 & 1
\end{bmatrix}_{n_\alpha - 1 \times n_\alpha} \]  

(4.33)

Applying the similarity transformation in (4.30) and (4.32), the time-scale separated form of (4.22) is given by

\[
\begin{bmatrix}
M_{a,sg} \ddot{\delta}_{s,sg} \\
M_{a,wg} \ddot{\delta}_{s,wg} \\
M_a \ddot{\delta}_f \\
\Delta \dot{Z}
\end{bmatrix}
= \tilde{A}
\begin{bmatrix}
\delta_{s,sg} \\
\delta_{s,wg} \\
\delta_f \\
\Delta Z
\end{bmatrix}
+ \tilde{B}_M \Delta P_m, 
\]  

(4.34)

where \( M_{a,sg} \in \mathbb{R}^{(r-1) \times (r-1)} \) is a diagonal matrix of the first \( r - 1 \) diagonal elements of \( M_a \), \( M_{a,wg} \in \mathbb{R} \) is the \( r^{th} \) diagonal element of \( M_a \), and

\[
\tilde{A} := 
\begin{bmatrix}
\varepsilon K_{aa,sg} & \varepsilon K_{aa,wg} & \varepsilon K_{ad,sg} & \varepsilon K_{ab,sg} \\
\varepsilon_w K_{aa,sg} & \varepsilon_w K_{aa,wg} & \varepsilon_w K_{ad,sg} & \varepsilon_w K_{ab,sg} \\
\varepsilon K_{da,sg} & \varepsilon K_{da,wg} & K_d & K_{db} \\
K_{ba,sg} & K_{ba,wg} & K_{bd} & K_{bb}
\end{bmatrix}
\].

Algorithm 1 describes the procedure for constructing the matrices \( \tilde{A} \) and \( \tilde{B}_M \).
Algorithm 1 Construct $\tilde{A}$ and $\tilde{B}_M$

Construct $G^+ := G^T (GG^T)^{-1}$, where $G$ is defined in (4.32)
Construct $M_d := (GM^{-1}G^+)^{-1}$, where $M$ is defined in (4.2)
Construct $K_{db} := M_dGM^{-1}A_{M12}$, $K_{bd} := A_{M21}G^+$ and $K_{bb} := A_{M22}$ using $A_{M12}$, $A_{M21}$ and $A_{M22}$, defined in (4.22)
Construct $K_d = M_dGM^{-1}A_{M11}G^+ + \varepsilon M_dGM^{-1}A_{M11}^E G^+$ using $A_{M11}^I$, $A_{M11}^E$ as defined in (4.25), and $\varepsilon$ defined in (4.24)

Construct the submatrices of $\tilde{A}$ as

\[
\begin{bmatrix}
K_{aa,s} & K_{aa,w} \\
(\varepsilon_w/\varepsilon) K_{aa,w} & (\varepsilon_w/\varepsilon) K_{aa,w}
\end{bmatrix}
= U^T A_{M11}^E U,
\]

\[
\begin{bmatrix}
K_{ad,s} (\varepsilon_w/\varepsilon) K_{ad,w} \\
\varepsilon K_{ab,w} & \varepsilon_w K_{ab,w}
\end{bmatrix}^T = U^T A_{M11}^E M^{-1}G^T M_d,
\]

\[
\begin{bmatrix}
K_{da,s} (\varepsilon_w/\varepsilon) K_{da,w} \\
K_{ba,s} K_{ba,w}
\end{bmatrix} = M_d GM^{-1} A_{M11}^E U,
\]

\[
\begin{bmatrix}
\delta_{s,w} \\
\delta_{s,s} \\
\delta_f \\
\Delta Z
\end{bmatrix} = \tilde{A}_1 \begin{bmatrix}
\tilde{\delta}_{s,w} \\
\tilde{\delta}_{s,s} \\
\tilde{\delta}_f \\
\Delta \tilde{Z}
\end{bmatrix}
\]

using $\varepsilon_w$ as defined in (4.26).

Construct $\tilde{B}_M$ from $B_M$ using the similarity transforms (4.30) and (4.32).

### 4.2.3 The Effect of Wind Injection on Time-scales

In order to understand how the wind power plant affects the time-scales, we further transform (4.34) based on the slowest time-scale. Typically for $15 - 20\%$ wind power penetration, $\varepsilon_w$ in (4.26) is smaller than $\varepsilon$ in (4.24) because at this level of wind penetration external admittance $B_{ij}^{E,min}$ is larger in magnitude than that of the current $i_{smax}$ injected into the system by the wind plant. This fact leads us to transform (4.34) into the slowest time-scale with the substitution $t_s = \sqrt{\varepsilon_w} t$ and obtain,

\[
\begin{bmatrix}
M_{a,w} \tilde{\delta}_{s,w} \\
\varepsilon_w M_{a,s} \tilde{\delta}_{s,s} \\
\varepsilon_w M_{d} \tilde{\delta}_f \\
\sqrt{\varepsilon_w} \Delta \tilde{Z}
\end{bmatrix} = \tilde{A}_1 \begin{bmatrix}
\tilde{\delta}_{s,w} \\
\tilde{\delta}_{s,s} \\
\tilde{\delta}_f \\
\Delta \tilde{Z}
\end{bmatrix}
\]
where \( \hat{A}_1 := \begin{bmatrix}
K_{aa,wg} & K_{aa,wsg} & K_{ad,wg} & K_{ab,wg} \\
K_{aa,swg} & K_{aa,swg} & K_{ad,swg} & K_{ab,swg} \\
\varepsilon K_{da,wg} & \varepsilon K_{da,swg} & K_d & K_{db} \\
K_{ba,wg} & K_{ba,swg} & K_{bd} & K_{bb}
\end{bmatrix} \).

Here we have reordered \( \delta_{s,wg} \) and \( \delta_{s,sg} \) in the state matrix to arrange the states in ascending order of their time-scales. Since the relative norms of the inertia matrices \( M_{a,wg} \), \( M_{a,sg} \) and \( M_d \) are already consistent with the assumption of coherency the time-scale separation of (4.35) is completely characterized by the two constants \( \varepsilon \) and \( \varepsilon_w \), which have typical values of .032 and .003 respectively for a system with 10% wind penetration. Since the time constants for \( \delta_f \) and \( Z \) are smaller than those of \( \delta_{s,wg} \) and \( \delta_{s,sg} \), their effects decay quickly. We therefore assume that the dynamics of \( \delta_f \) and \( Z \) to be in quasi-steady state, i.e., \( \ddot{\delta}_f = \Delta \dot{Z} = 0 \), and reduce the model to

\[
\begin{bmatrix}
M_{a,wg} \ddot{\delta}_{s,wg} \\
\frac{\varepsilon_w}{\varepsilon} M_{a,sg} \ddot{\delta}_{s,sg}
\end{bmatrix} = \begin{bmatrix}
\tilde{k}_{11} & \tilde{k}_{12} \\
\tilde{k}_{21} & \tilde{k}_{22}
\end{bmatrix} \begin{bmatrix}
\delta_{s,wg} \\
\delta_{s,sg}
\end{bmatrix}
\]

(4.36)

where,

\[
\tilde{k}_{11} = K_{aa,wg} - \varepsilon K_{ad,wg}(K_d)^{-1} K_{da,wg} - K_{ab,wg}(K_{bb})^{-1} K_{ba,wg},
\]

\[
\tilde{k}_{12} = K_{aa,wsg} - \varepsilon K_{ad,wg}(K_d)^{-1} K_{da,swg} - K_{ab,swg}(K_{bb})^{-1} K_{ba,swg},
\]

\[
\tilde{k}_{21} = K_{aa,swg} - \varepsilon K_{ad,swg}(K_d)^{-1} K_{da,swg} - K_{ab,swg}(K_{bb})^{-1} K_{ba,swg},
\]

\[
\tilde{k}_{22} = K_{aa,sg} - \varepsilon K_{ad,sg}(K_d)^{-1} K_{da,sg} - K_{ab,sg}(K_{bb})^{-1} K_{ba,sg}.
\]

Equation (4.34) shows the complete analytical form of the time-scale separation for the dynamics of a wind-integrated power system with wind injection in a single generation area. Equation (4.36) shows how the amount of wind power injection \( \gamma \), affects the slow time-scale dynamics. Increasing \( \gamma \) by a factor of two or three from its base value will increase \( \varepsilon_w \), but the
ratio $\varepsilon_w/\varepsilon$ will still be significantly less than 1. A factor of 10 increase in $\gamma$ does lead to a ratio close to one, which corresponds to a situation which is relevant for the current study because it corresponds to more than 90% wind penetration.

The most important implication of (34) is the dependence of the relative norms of the matrices $\tilde{k}_{11}$, $\tilde{k}_{12}$, $\tilde{k}_{21}$ and $\tilde{k}_{22}$ on the equilibrium values of the bus voltages. Changes in the locations of the synchronous machines, the wind generator and the loads affect the voltages of the buses and in turn changes the associated matrix norms which is reflected in the slow eigenvalues of the system in (4.36). In the next section we illustrate this behavior through two specific case studies.

### 4.3 Results

In this section we investigate the time-scale separation properties of the wind integrated power system via two power system models; an 8-bus, 4-machine, 2-area power system [43] and a 68-bus, 16-machine, 5-area power system [88], each integrated with one wind power plant. For each case we explore the effects of placing the wind power plant in different generation areas as the wind penetration level is varied. We vary the wind penetration level by adjusting the parameter $\gamma$, which is the number of wind turbines in the wind farm. We use $\gamma$ to define a penetration level as the total wind power divided by the total load in the power system. For...
each scenario we first solve a power flow program to compute the equilibrium values of the system state, and then compute the corresponding linearized model (4.22). We illustrate the slow time scales in terms of three system properties; (1) the infinity norms of the matrices $A_{I,sq}^4$, $A_{I,wg}^4$ and $A_E^4$, which illustrate the ratio between $\varepsilon$ and $\varepsilon_w$, (2) the slow eigenvalues of the power system model in (4.22), and (3) the impulse response of the aggregate angle difference between two generation areas as $\gamma$ is varied, which shows the effect of $\gamma$ on the slow oscillations. For all our simulations we consider the small-signal perturbation to be an impulse change in the mechanical input to synchronous generator 1, $\Delta P_{m1}$ in (4.1b).

4.3.1 2-area 8-bus Power System

We simulate the 8-bus, 4-machine, 2-area power system shown for two different cases, one with wind injection at bus 5 in area 1 and another with wind injection at bus 7 in area 2 as shown in figures 4.3a and 4.4a respectively. The major load of the system is located at bus 8 in area 2. The parameters of the power system model are given in Appendix A.1 and the wind parameters are given in Appendix A.2. In order to investigate the time-scale separation of the wind-integrated power system in (4.36) over different values of $\gamma$ we balance the overall generation and power flow in such a way that aggregate inertias of the respective generation areas are comparable. We also choose a synchronous generator close to the wind bus as the
Table 4.1: Matrix norms and slow eigenvalues for the 8-bus 4-machine 2-area power system.

<table>
<thead>
<tr>
<th>$\gamma$</th>
<th>$|A_{4,sg}^I|$</th>
<th>$|A_{4,wg0}^I|$</th>
<th>$|A_{4}^E|$</th>
<th>Slow eigenvalue</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>3341</td>
<td>0.00</td>
<td>108.73</td>
<td>$-0.10 \pm j1.90$</td>
</tr>
<tr>
<td>250</td>
<td>3362</td>
<td>4.79</td>
<td>108.93</td>
<td>$-0.10 \pm j2.00$</td>
</tr>
<tr>
<td>500</td>
<td>3381</td>
<td>9.49</td>
<td>107.85</td>
<td>$-0.10 \pm j2.10$</td>
</tr>
<tr>
<td>750</td>
<td>3411</td>
<td>14.08</td>
<td>109.05</td>
<td>$-0.10 \pm j2.13$</td>
</tr>
</tbody>
</table>

(a) Wind injection in bus 5

<table>
<thead>
<tr>
<th>$\gamma$</th>
<th>$|A_{4,sg}^I|$</th>
<th>$|A_{4,wg0}^I|$</th>
<th>$|A_{4}^E|$</th>
<th>Slow eigenvalue</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>3882</td>
<td>0.00</td>
<td>115.87</td>
<td>$-0.10 \pm j2.47$</td>
</tr>
<tr>
<td>250</td>
<td>3892</td>
<td>4.87</td>
<td>116.24</td>
<td>$-0.10 \pm j2.47$</td>
</tr>
<tr>
<td>500</td>
<td>3901</td>
<td>9.77</td>
<td>116.57</td>
<td>$-0.10 \pm j2.46$</td>
</tr>
<tr>
<td>750</td>
<td>3910</td>
<td>14.72</td>
<td>116.64</td>
<td>$-0.09 \pm j2.45$</td>
</tr>
</tbody>
</table>

(b) Wind injection in bus 7

slack generator in order to maintain the bus voltages as close as possible for different values of $\gamma$. For the two wind locations, $\gamma$ is assumed to take values of 0 (the base case), 250, 500 and 750 which respectively correspond to wind penetrations of 0%, 5%, 10% and 15% for the total connected load in the system.

**Wind injection at bus 5**

In this scenario the wind power plant is connected to bus 5 in area 1 while the major load is connected to bus 8 in area 2, as shown in figure 4.3a. Bus 1 is treated as the slack bus. Table 4.1a shows that $\|A_{4}^E\|$ is considerably higher than $\|A_{4}^{I,wg0}\|$, so $\varepsilon_{wg}/\varepsilon << 1$. As $\gamma$ increases the power flow across the inter-area tie-line joining buses 6 and 7 also grows thereby increasing $\|A_{4}^E\|$. The higher value of the norm is reflected through a slightly higher frequency of the slow oscillatory modes, as seen in the imaginary parts of the slow eigenvalues in Table 4.1a. The impulse response of the aggregate angle difference ($\delta_{s,1} - \delta_{s,2}$) between area 1 and area 2, shown in figure 4.3b also confirms the faster oscillatory mode with increasing $\gamma$. Table 4.2 shows the fast eigenvalues of the system model for different $\gamma$. The entries indicate that the fast modes are practically unaffected by wind penetration.


Wind injection at bus 7

<table>
<thead>
<tr>
<th>$\gamma$</th>
<th>Wind at bus 5</th>
<th>Wind at bus 7</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>$-0.21 \pm j8.99$</td>
<td>$-0.22 \pm j9.01$</td>
</tr>
<tr>
<td></td>
<td>$-0.21 \pm j8.04$</td>
<td>$-0.21 \pm j7.58$</td>
</tr>
<tr>
<td>250</td>
<td>$-0.21 \pm j8.97$</td>
<td>$-0.21 \pm j9.01$</td>
</tr>
<tr>
<td></td>
<td>$-0.21 \pm j8.05$</td>
<td>$-0.22 \pm j7.61$</td>
</tr>
<tr>
<td>500</td>
<td>$-0.21 \pm j8.96$</td>
<td>$-0.22 \pm j9.02$</td>
</tr>
<tr>
<td></td>
<td>$-0.21 \pm j8.06$</td>
<td>$-0.21 \pm j7.63$</td>
</tr>
<tr>
<td>750</td>
<td>$-0.22 \pm j8.94$</td>
<td>$-0.22 \pm j9.02$</td>
</tr>
<tr>
<td></td>
<td>$-0.21 \pm j8.06$</td>
<td>$-0.21 \pm j7.68$</td>
</tr>
</tbody>
</table>

Table 4.2: Fast eigenvalues for the 8-bus 4-machine 2-area power system in different scenarios.

In this scenario both the wind power plant and the major load is in area 2, as shown in figure 4.4a. Bus 4 is considered to be the slack bus here. In this case $\|A^E_4\|$ also has a higher magnitude than $\|A^{I, wg}_4\|$ as shown in Table 4.1b. However, in contrast to the previous case with increasing wind penetration the power flow along the inter-area tie line between bus 6 and bus 7 remains relatively unchanged, which is reflected in the relatively constant value of $\|A^E_4\|$. Correspondingly the slow oscillatory modes of the power system remain almost identical as shown in Table 4.1b. The impulse response of the aggregate angle difference ($\delta_{s,1} - \delta_{s,2}$) between area 1 and area 2, also remains relatively unchanged with increasing $\gamma$ as shown in figure 4.4b. In this case also the change in the fast eigenvalues with increasing $\gamma$ is minuscule, as shown in table 4.2.

### 4.3.2 5-area 68-bus Power System

In this subsection we simulate the 68-bus, 16-machine, 5-area power system shown in figure 4.5a. Again we investigate two representational scenarios. In scenario 1, the wind power plant is
Table 4.3: Matrix norms and slow eigenvalues for the 68-bus 16-machine 5-area power system.

<table>
<thead>
<tr>
<th>$\gamma$</th>
<th>$|A_{4,s}^{I}|$</th>
<th>$|A_{4,wi}^{I}|$</th>
<th>$|A_{4}|$</th>
<th>Slow eigenvalues</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>2373</td>
<td>0</td>
<td>161.56</td>
<td>$-0.09 \pm j3.46, -0.06 \pm j2.92$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$-0.10 \pm j2.38, -0.08 \pm j1.55$</td>
</tr>
<tr>
<td>250</td>
<td>2380</td>
<td>5.60</td>
<td>163.30</td>
<td>$-0.09 \pm j3.46, -0.06 \pm j2.92$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$-0.10 \pm j2.38, -0.08 \pm j1.55$</td>
</tr>
<tr>
<td>500</td>
<td>2379</td>
<td>12.12</td>
<td>167.08</td>
<td>$-0.09 \pm j3.46, -0.06 \pm j2.94$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$-0.10 \pm j2.38, -0.08 \pm j1.54$</td>
</tr>
<tr>
<td>750</td>
<td>2341</td>
<td>19.06</td>
<td>169.08</td>
<td>$-0.09 \pm j3.46, -0.06 \pm j2.90$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$-0.10 \pm j2.38, -0.08 \pm j1.51$</td>
</tr>
</tbody>
</table>

(a) Wind injection in bus 66

<table>
<thead>
<tr>
<th>$\gamma$</th>
<th>$|A_{4,s}^{I}|$</th>
<th>$|A_{4,wi}^{I}|$</th>
<th>$|A_{4}|$</th>
<th>Slow eigenvalues</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>2379</td>
<td>0</td>
<td>165.63</td>
<td>$-0.07 \pm j3.17, -0.06 \pm j2.58$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$-0.07 \pm j2.02, -0.07 \pm j1.39$</td>
</tr>
<tr>
<td>250</td>
<td>2355</td>
<td>5.88</td>
<td>166.64</td>
<td>$-0.07 \pm j3.17, -0.06 \pm j2.46$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$-0.07 \pm j2.02, -0.07 \pm j1.25$</td>
</tr>
<tr>
<td>500</td>
<td>2298</td>
<td>12.29</td>
<td>165.51</td>
<td>$-0.07 \pm j3.17, -0.06 \pm j2.27$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$-0.07 \pm j2.00, -0.07 \pm j0.92$</td>
</tr>
<tr>
<td>750</td>
<td>2186</td>
<td>18.68</td>
<td>160.99</td>
<td>$-0.06 \pm j2.08, -0.07 \pm j1.94$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$-0.07 \pm j0.92, {0.89, -1.01}$</td>
</tr>
</tbody>
</table>

(b) Wind injection in bus 38

located in area 1, where the total connected load is more than the total generation, while in scenario 2 it is located in area 2, where the load is less than generation. Due to the respective proximity of generator 8 and generator 13 to buses 66 and 38, we choose these as the slack generators for the two cases. Table 4.3b shows that the eigenvalues are insensitive to wind penetration in the first case while for the second case the modes get slower with increasing wind penetration ultimately leading to instability. We elaborate the correlation of these observations to the location of the wind bus for each of the scenarios in subsections 4.3.2 and 4.3.2 respectively.

The parameters of the power system model are given in [88] while the wind parameters are given in Appendix A.2. For each of the cases, $\gamma$ is assumed to take values of 0 (the base case), 250, 500 and 750 which respectively correspond to wind penetrations of 0%, 2.5%, 5% and 7.5%
of the total connected load of the system.

**Wind injection at bus 66**

In this scenario the wind power plant is connected to bus 66 in area 1, as shown in figure 4.5a. For this particular case, $\|A_4^E\|$ increases by a small amount with increasing $\gamma$, and hence the slow eigenvalues remain essentially unaffected, as shown in Table 4.3b. The relationship between $\|A_4^E\|$ and $\gamma$ is complicated by the number of interconnections in this multi-area system. Therefore, it is difficult to determine whether $\|A_4^E\|$ will in general increase or decrease with $\gamma$ for any generic large power system model such this one. The time response of the aggregate angle difference ($\delta_{s,1} - \delta_{s,2}$), due to an impulse change in the mechanical input of generator 1 is shown in figure 4.5b. As expected based on the eigenvalues, the impulse response is unaffected by changes in $\gamma$.

**Wind injection at bus 38**

In this scenario the wind power plant is connected to bus 38 in area 2, as shown in figure 4.5a. Here the amount of generation exceeds the connected load of the area. Increasing $\gamma$ leads to a decrease in $\|A_4^E\|$, as reflected in the slowing down of the slow modes shown in Table IIib. The time response of the aggregate angle difference ($\delta_{s,1} - \delta_{s,2}$), due to an impulse change in the mechanical input of generator 1 is shown in figure 4.5c. The responses get slower with increasing $\gamma$. For $\gamma > 500$, the system becomes unstable, as shown by the positive real eigenvalue in Table 4.3b.

The results suggest that distinct separation of time-scales in a wind power system not only depends on the level of wind injection $\gamma$, as quantified by $\varepsilon_w$, but also on the equilibrium angles of the power system, which in turn depend on the system topology and location of the wind plant. The amount of wind penetration and the relative location of the wind plant with respect to conventional generators and loads can change $\|A_4^E\|$ significantly. If $\|A_4^E\|$ is reduced due to increasing $\gamma$, the inter-area or slow mode becomes slower. Correspondingly, the aggregate
inter-area angle differences also show a slow response for an impulse input. If \( \| A_4^F \| \) is below a critically small value it can cause the system to become unstable.

### 4.4 Conclusions

This chapter extended the concept of time-scale separation of coherent power systems to systems with wind penetration. We showed the dependence of the slow time-scales associated with the power system dynamics on the level of wind penetration in a single generation area. The resulting model illustrates that time-scale separation not only depends on the level of wind injection but also on the system topology and location of wind plant. The results further show that increasing wind penetration in certain operating conditions may result in instability. Explicit knowledge of the amount of critical wind penetration that can lead to instability is important for system planning. Our future work will, therefore, focus on finding this critical limit for a general power system model. We will also use the proposed model for designing distributed wide-area oscillation damping controllers.
Figure 4.5: 68-bus, 16-machine, 5-area power system: Scenarios with wind injection at bus 66 and at bus 38
Chapter 5

Equilibria Analysis in Wind-integrated Power Systems

In this Chapter we explore the impact of wind penetration on the equilibrium of a wind integrated power system. In modern power system several dynamic elements like renewables, storage or new loads like plug-in electric vehicles are accompanied by their individual controllers for following local control objectives such as following a power output reference, controlling bus voltage, maximizing efficiency, etc. Accordingly, the properties of the power system equilibrium or the power flow solutions become increasingly dependent on the mutual interaction of various parameters of these elements. The traditional load flow studies based on iterative methods are inadequate to compute the equilibrium over a parameter space particularly when multiple equilibria may exist for certain operating conditions. Knowledge of all the feasible equilibria and their stability properties can be a valuable information to the system operator for planning power dispatch and take control decisions. Particularly we show in the later half of this chapter as to how the proposed method can be helpful in detecting power flow solution boundary which is a measure of the transient voltage stability limit. However, there is still a dearth of insight on how the parameters of the different elements may mutually interact to alter the equilibrium property. So in this Chapter we investigate the the effect of increasing wind penetration on
power system equilibrium first and try to find all real equilibrium for different penetration
levels. Thereafter we also figure out power flow solution boundary or voltage security limit in a
multiple wind injection scenario. We use a recent parameter homotopy based method, Numerical
Polynomial Homotopy Computation (NPHC) [12] which guarantees to find all complex and
hence real equilibria over a given parameter space.

5.1 Dynamic Model of Power System

We consider a power system with $N$ buses and $n$ generators. These generators are either
synchronous generators belonging to a set $G = \{1, \ldots, n_s\}$ or a wind power plant (WPP) in
set $W = \{1, \ldots, n_w\}$, where $n_s + n_w = n$. Each WPP consists of a number of wind turbines
and a battery energy system all connected to a point of common coupling, a particular bus in
the power system. Without loss of generality we can reorder the buses and classify them into
3 sets namely the set of synchronous generator bus $N_s = \{1, \ldots, n_s\}$, the wind injection bus
$N_w = \{n_s + 1, \ldots, n\}$ and the other load buses $N_l = \{n + 1, \ldots, N\}$. To obtain the equilibrium
for this system, our first task is to derive its dynamic model considering the nonlinear swing
dynamics, wind power dynamics, battery model, load dynamics and power flow as shown in
figure 5.1. This is presented in the following subsections.

5.1.1 Synchronous Generator Model

We model each generator $i \in G$ using the swing equations,

$$\dot{\delta}_i = \omega_i \quad m_i \dot{\omega}_i = P_{mi} - P_{si}$$

(5.1)

Here $\delta_i$, $\omega_i$, $m_i$, $P_{mi}$ and $P_{si}$ are respectively the phase angle, rotor speed, inertia, the mechanical
power input and the active power output of synchronous generator $i \in G$. The active and
Figure 5.1: Dynamic model of a Wind integrated power system
reactive power output of the synchronous generator $i \in \mathcal{G}$ can be respectively shown as,

\[
P_{si} = \frac{E_i}{x_{di}} (V_{siRe} \sin \delta_i - V_{sifm} \cos \delta_i) \quad (5.2a)
\]

\[
Q_{si} = \frac{E_i^2}{x_{di}} - \frac{E_i}{x_{di}} (V_{siRe} \cos \delta_i - V_{sifm} \sin \delta_i), \quad (5.2b)
\]

where, $E_i$ is the internal voltage and $x'_{di}$ is the direct-axis salient reactance of the machine $i \in \mathcal{G}$. $V_{si} = V_{siRe} + jV_{sifm}$ is the voltage at bus $i \in \mathcal{N}_s$. Also $V_{siRe} = |V_{si}| \cos \theta_{si}$ and $V_{sifm} = |V_{si}| \sin \theta_{si}$, where $\theta_{si}$ is the phase angle of the voltage at bus $i \in \mathcal{N}_s$. The states of the synchronous generator $i$ are coupled with the states of other components of the power system via power flow. The bus voltage $V_{si}$ being the coupling variable as shown in the next subsections.

5.1.2 WPP Model

The WPP is modeled as a group of type III wind generators injecting power to the grid via doubly fed induction generators (DFIG) at a point of common coupling, the wind bus $j \in \mathcal{N}_w$. 

![Wind power plant model](image-a)

![The 7-bus, 5 machine power system model](image-b)

Figure 5.2: Schematic representation of the WPP and the power system
A BES is also connected to the same bus \( j \), with a controller which tracks an active power reference for the WPP, as the wind speed varies from its rated value. The reactive power output of the WPP is controlled so as to ensure that the wind bus voltage magnitude tracks a reference, as shown in figure 5.2a. The power output of the resulting ‘wind injection’ depends on a constant \( \gamma_j \) which represent the number of wind turbines connected to the wind bus. We consider all wind turbines connected to bus \( j \) to be identical, and therefore discuss the turbine and DFIG models for a general turbine ‘\( r \)’. However for convenience, we skip the subscript \( r \) in the following derivations. The model of the wind generator and the BES at bus \( j \) are derived next. The wind generator model consists of a mechanical rotor and a DFIG described as follows.

**Mechanical Rotor**

The mechanical rotor of the wind turbine is connected to the DFIG via a drive train which is modeled as two connected shafts operating at high and low speeds. The aerodynamic torque \( T_a(t) \) of the turbine due to wind speed \( v_r(t) \) is given as,

\[
T_a(t) = \frac{\rho A_s(v_r(t))^3 C_p(\lambda(t), \beta)}{2\omega_r(t)} \tag{5.3}
\]

where, \( A_s \) is the swept area of the turbine blades, \( C_p \) is the power coefficient, \( \lambda(t) \) is the blade tip speed ratio, \( \beta \) is the pitch angle, \( \omega_r(t) \) is the speed of the turbine rotor, \( \rho \) is the air density. The power coefficient \( C_p \) is defined as,

\[
C_p(\lambda(t), \beta) = 0.22 \left( \frac{116}{\lambda_i(t)} - 0.4\beta - 5 \right) e^{-\frac{12.5}{\lambda_i(t)}} \tag{5.4}
\]

where, \( \lambda_i(t) = 1/\left[1/(\lambda(t) + 0.08\beta) - 0.035/ (\beta^3 + 1)\right] \), \( \lambda(t) = \omega_r(t)R/v_r(t) \), \( R \) being the length of the wind turbine blade. We assume that the turbine is operating above the rated wind speed and the pitch angle \( \beta = 0 \) at all times. Aerodynamic torque of the rotor is transferred via a shaft as the electromagnetic torque \( T_g(t) \) driving the DFIG. Considering the frictional losses on the shaft to be negligible and a gear ratio \( N_g \), the electromagnetic torque and the mechanical
Next we show the dynamic model of the DFIG.

**DFIG Model**

The DFIG is modeled through the dynamics of its stator and rotor variables, expressed in a rotating $d-q$ reference frame as [96],

\begin{align*}
v_{qs}(t) &= (R_s + \mathcal{D} L_s) i_{qs}(t) + \omega_c L_s i_{ds}(t) + \mathcal{D} L_m i_{qr}(t) + \omega_c L_m i_{dr}(t) \\
v_{ds}(t) &= -\omega_c L_s i_{qs}(t) + (R_s + \mathcal{D} L_s) i_{ds}(t) - \omega_c L_m i_{qr}(t) + \mathcal{D} L_m i_{dr}(t) \\
v_{qr}(t) &= \mathcal{D} L_m i_{qs}(t) + (\omega_e - \omega_{ge}) L_m i_{ds}(t) + (R_r + \mathcal{D} L_r) i_{qr}(t) + (\omega_e - \omega_{ge}) L_r i_{dr}(t) \\
v_{dr}(t) &= -(\omega_e - \omega_{ge}) L_m i_{qs}(t) + \mathcal{D} L_m i_{ds}(t) - (\omega_e - \omega_{ge}) L_r i_{qr}(t) + (R_r + \mathcal{D} L_r) i_{dr}(t),
\end{align*}

where $\omega_{ge} := \frac{p}{2} \omega_g$ is the electrical speed, $p$ is the number of electrical poles of the DFIG, and $\mathcal{D}$ is the time-differential operator. The subscripts $d$ and $q$ refer to the direct and quadrature axes of the reference frame rotating at constant speed $\omega_e$. Subscripts $s$ and $r$ respectively indicate quantities associated with the stator and rotor circuits. The symbols $v$, $i$, and $R$ respectively denote voltage, current, and resistance. $L_{ls}$, $L_{lr}$, $L_m$ are respectively the stator and rotor leakage inductances, and the magnetizing inductance. The electromagnetic torque $T_g$ is related to the DFIG currents as shown below,

\begin{equation}
T_g(t) = -\frac{3p}{4} L_m [i_{qs}(t) i_{dr}(t) - i_{ds}(t) i_{qr}(t)].
\end{equation}

The active and reactive power of a DFIG at bus $j$ are,

\begin{equation}
P_{t,j} = v_{qs} i_{qs} + v_{ds} i_{ds} + v_{dr} i_{dr} + v_{qr} i_{qr}
\end{equation}
\[ Q_{t,j} = v_{ds}i_{qs} - v_{qs}i_{ds} + v_{dr}i_{qr} - v_{qr}i_{dr}. \] (5.8b)

However, (5.7) is dependent on (5.6a)-(5.6d) and (5.8a). So while calculating the equilibria, one of the equations of (5.6a)-(5.6d) is ignored to avoid an overdetermined system. The stator of the DFIG is directly connected to the wind injection bus. The \( q \) and \( d \) directions in our analysis are so chosen that \( v_{qs} \) and \( v_{ds} \) align with \( V_{wi_{re}} \) and \( V_{wi_{im}} \), the real and imaginary parts of the voltage \( V_{wi} \) of bus \( i \in \mathcal{N}_w \), respectively. \( V_{wi} \), therefore, serves as the coupling variable for the DFIG states to the rest of the system. We next derive the battery model connected to the point of common coupling in the wind power system.

**Battery Energy System Model**

Next we derive the dynamic model for the active and reactive power output \( P_{BES,j} \) and \( Q_{BES,j} \) of the battery connected to bus \( j \). The actual battery model consists of a set of batteries connected in series or parallel, a pulse-width modulation (PWM) based AC-DC converter and a controller [50]. For our study, we will consider a single equivalent battery model with a converter. We assume a rotating \( d-q \) reference frame representation of the 3-phase supply to the converter. The average model of the three phase PWM converter in \( d-q \) reference frame can be expressed as

\[
\begin{align*}
L \frac{di_d}{dt} &= d_q u_{dc} + \omega_e i_q - v_d \quad (5.9a) \\
L \frac{di_q}{dt} &= d_q u_{dc} - \omega_e i_d - v_q \quad (5.9b) \\
C \frac{du_{dc}}{dt} &= i_{dc} - d_d i_d - d_q i_q \quad (5.9c)
\end{align*}
\]

where the variables, \( v \), \( i \) and \( d \) refer to the terminal voltage, current and duty cycle of the converter. The subscripts \( d \) and \( q \) refer to the direct and quadrature axes of the reference frame rotating at constant speed \( \omega_e \). \( L \) and \( C \) are filter inductance and dc-link capacitance. \( u_{dc} \) and \( i_{dc} \) are the battery terminal voltage and current. The active and reactive power output of the
BES are given as,

\[ P_{BES} = v_q i_q + v_d i_d, \quad Q_{BES} = v_d i_q - v_q i_d \]  \hspace{1cm} (5.10)

where \( q \) and \( d \) directions are so chosen that \( v_q \) and \( v_d \) align with \( V_{wiRe} \) and \( V_{wiIm} \) respectively.

The internal battery model does have its own dynamics of charging or discharging and self discharge. But in this work we are only concerned with active and reactive power output of the converter of the BES (5.10). Thus, the net power output of the WPP is shown as,

\[ P_{wj} = \gamma_j P_{t,j} + P_{BES,j} \quad Q_{wj} = \gamma_j Q_{t,j} + Q_{BES,j}. \]  \hspace{1cm} (5.11)

### 5.1.3 Dynamic Load Model

The dynamic model for the active and reactive power consumed by the loads connected to bus \( j \) are respectively shown as below,

\[ T_p \dot{P}_{Lj} + P_{Lj} = P_{ss} \left( |V_j(t)| \right)^{\alpha_t} - P_{ss} \left( |V_j(t)| \right)^{\alpha_s} \]  \hspace{1cm} (5.12a)

\[ T_q \dot{Q}_{Lj} + Q_{Lj} = Q_{ss} \left( |V_j(t)| \right)^{\alpha_t} - Q_{ss} \left( |V_j(t)| \right)^{\alpha_s}. \]  \hspace{1cm} (5.12b)

Here, \( T_p \) and \( T_q \) are the time constants, \( P_{ss} \) and \( Q_{ss} \) are the rated power consumptions and \( \alpha_t \) and \( \alpha_s \) are the transient and the steady-state load-voltage dependence of the loads respectively.

### 5.1.4 Power Flow Model

The dynamics of individual components in the power system are connected by the active and reactive power flow equations \([39]\) between the different buses which are shown as,

\[ P_j = \text{Re} \left\{ \sum_{k=1, k \neq j}^{N} V_{jk} \left( \frac{V_j}{Z_{jk}} \right)^* \right\} + P_{Lj} \]  \hspace{1cm} (5.13a)

\[ Q_j = \text{Im} \left\{ \sum_{k=1, k \neq j}^{N} V_{jk} \left( \frac{V_j}{Z_{jk}} \right)^* \right\} + Q_{Lj}. \]  \hspace{1cm} (5.13b)
Here \( P_j \) and \( Q_j \) respectively denote the active and reactive power flow from the generators connected to bus \( j \), \( P_{Lj} \) and \( Q_{Lj} \) are respectively the active and reactive power consumed by the load together with line charging of bus \( j \). \( Z_{jk} \) is the impedance of the lines connecting buses \( j \) and \( k \), and \( V_{jk} = (V_{jRe} - V_{jIm}) + j(V_{kRe} - V_{kIm}) \). For any bus \( j \in \mathcal{N}_s \), \( P_j \) and \( Q_j \) are respectively equal to \( P_{sj} \) and \( Q_{sj} \) shown in (5.2). For any bus \( j \in \mathcal{N}_w \), \( P_j \) and \( Q_j \) are respectively equal to \( P_{wj} \) and \( Q_{wj} \) shown in (5.11). If \( j \in \mathcal{N}_l \), \( P_j \) and \( Q_j \) are both equal to 0. The overall model of the wind integrated power system is, thus, comprised of the differential-algebraic equations (5.1)-(5.13). Next, we analyze the equilibria for this model.

### 5.2 Equilibrium Analysis

Here, we derive the equilibrium or the steady-state values of all the dynamic variables in the power system shown in (5.1)-(5.13). The superscript \( e \) for any variable from now onwards will be used to indicate its equilibrium value(s). Steady-state power flow equations are derived for each bus in the power system. One of the synchronous generator bus \( i \in \mathcal{N}_s \) is assumed to be the slack bus, for which \( |V^e_{si}| \) and \( \theta^e_{si} \) are respectively equal to 1 and 0. The steady-state active and reactive power flow, \( P^e_{si} \) and \( Q^e_{si} \) can be obtained by solving,

\[
P^e_{si} = \text{Re} \left\{ \sum_{k=1, k \neq i}^{N} (1 - V^e_k) \left( \frac{1}{Z_{ik}} \right)^* \right\} + P^e_{Li} \tag{5.14a}
\]

\[
Q^e_{si} = \text{Im} \left\{ \sum_{k=1, k \neq i}^{N} (1 - V^e_k) \left( \frac{1}{Z_{ik}} \right)^* \right\} + Q^e_{Li}. \tag{5.14b}
\]

For all other buses the power flow is specified by,

\[
P^e_j = \text{Re} \left\{ \sum_{k=1, k \neq j}^{N} V^e_{jk} \left( \frac{V^e_j}{Z_{jk}} \right)^* \right\} + P^e_{Lj} \tag{5.15a}
\]

\[
Q^e_j = \text{Im} \left\{ \sum_{k=1, k \neq j}^{N} V^e_{jk} \left( \frac{V^e_j}{Z_{jk}} \right)^* \right\} + Q^e_{Lj}. \tag{5.15b}
\]
If \( j \in \mathcal{N}_s \) such that \( j \neq i \), \( P^e_j \), \( Q^e_j \), \( V^e_j \) in (5.15) are replaced by \( P^e_{sj} \), \( Q^e_{sj} \), \( V^e_{sj} \). The synchronous generator buses are PV buses and hence \( \theta^e_{sj} \) and \( Q^e_{sj} \) are obtained by solving the equilibrium equations. If \( j \in \mathcal{N}_w \), \( P^e_j \), \( Q^e_j \) and \( V^e_j \) in (5.15) are replaced by \( P^e_{wj} \), \( Q^e_{wj} \) and \( V^e_{wj} \). The wind generator buses are solved as PV buses where \( \theta^e_{wj} \) and \( Q^e_{wj} \) are obtained by solving the equilibrium. If \( j \in \mathcal{N}_l \), \( P^e_j \), \( Q^e_j \) and \( V^e_j \) in (5.15) are replaced by 0, 0 and \( V^e_{lj} \). The load buses are solved as PQ buses where \( \theta^e_{lj} \) and \( \| V^e_{lj} \| \) are obtained by solving the equilibrium equations.

However, the stator voltages of the DFIG \( v^e_{qs} \) and \( v^e_{ds} \) are respectively equal to \( V^e_{wj,Re} \) and \( V^e_{wj,Im} \). So the steady-state equations of the wind generators also need to be solved simultaneously with the power system. The equations related to a single wind turbine are given as,

\[
T^e_{ge} = -\frac{3p}{4} L_m \left[ v^e_{qs} i^e_{dr} - i^e_{ds} i^e_{qr} \right] \quad (5.16a)
\]

\[
v^e_{qs} = R_s i^e_{qs} + \omega_e L_s i^e_{ds} + \omega_e L_m i^e_{dr} \quad (5.16b)
\]

\[
v^e_{ds} = -\omega_e L_s i^e_{qs} + R_s i^e_{ds} - \omega_e L_m i^e_{qr} \quad (5.16c)
\]

\[
v^e_{qr} = (\omega_e - \omega_{ge}) L_m i^e_{ds} + R_s i^e_{qr} + (\omega_e - \omega_{ge}) L_r i^e_{dr} \quad (5.16d)
\]

\[
P^e_{tj} = (v^e_{qs} i^e_{qs} + v^e_{ds} i^e_{ds} + v^e_{dr} i^e_{dr} + v^e_{qr} i^e_{qr}) \quad (5.16e)
\]

\[
Q^e_{tj} = (v^e_{ds} i^e_{qs} - v^e_{qs} i^e_{ds} + v^e_{dr} i^e_{qr} - v^e_{qr} i^e_{dr}) \quad (5.16f)
\]

where the generator torque is equal to the aerodynamic torque, \( T^e_g = T^e_a = \frac{\rho A_s (v^e_\omega)^3 C^e_p}{2 \omega^e_{r}} \).

The equilibrium equations of the BES connected to the wind bus \( j \) are shown as,

\[
P^e_{BES,j} = v^e_{q} i^e_{q} + v^e_{d} i^e_{d} \quad Q^e_{BES,j} = (v^e_{d} i^e_{q} - v^e_{q} i^e_{d}) \quad (5.17)
\]

which are coupled to the power system by bus voltages. Equilibrium equations of the WPP at bus \( j \) are shown as,

\[
P^e_{wj} = \gamma_j P^e_{t,j} + P^e_{BES,j} \quad Q^e_{wj} = \gamma_j Q^e_{t,j} + Q^e_{BES,j} \quad (5.18)
\]
The steady-state load models for any bus $j \in \mathcal{N}$,

\begin{align}
P_{L_j}^e &= P_{ss} (|V_j^e|)^{\alpha_{sj}} \\
Q_{L_j}^e &= Q_{ss} (|V_j^e|)^{\alpha_{sj}}.
\end{align} \tag{5.19}

The complete equilibria of the wind-integrated power system can be obtained by solving the set of nonlinear algebraic equations shown in (5.14)-(5.19). In this work we assume the wind penetration level $\gamma_j$ to be constant and equal to 1. Thus these algebraic equations depend upon the wind speed $v_e^r$, the set point $|V_{wj}^e|$ for controlling the voltage level of the wind bus and the load type specified by $\alpha_{sj}$. In other words, the equilibrium points of the system are parameterized by $v_e^r$, $|V_{wj}^e|$ and $\alpha_{sj}$ which we numerically solve in the next section using a homotopy based method.

### 5.3 Parameter Homotopy Continuation Algorithm

In this section we solve for all real equilibrium of the power system model as shown in (5.14)-(5.19) over a parameter space using NPHC. Polynomial homotopy continuation method has been recently used to solve quite a few problems in particle physics [15, 30, 32--34, 36, 53--56, 58, 59, 62, 63, 65, 67], and statistical physics [41, 57, 60, 61, 66, 76]. More recently, this method has been applied to the areas of power systems, power networks and complex systems [12, 64, 68]. As a preconditioning, we represent the algebraic equations of the power system model shown in (5.14)-(5.19) as multivariate polynomials by expanding the voltage phasor $V_j$ at any bus $j \in \mathcal{N}$ into its real and imaginary parts, such that $V_j = V_{jRe} + I * V_{jIm}$. The resulting system consists of $2N + n - 1$ quadratic equations which will improve the computational effort as shown in the later half of the section. A general set of nonlinear polynomial equations in variable $x$ and parameter $\lambda$ is shown as,

\begin{align}
P(x, \lambda) = (p_1(x, \lambda), \ldots, p_m(x, \lambda))^T = 0, \quad \forall x \in \mathbb{C}^m, \tag{5.20}
\end{align}
where, $x \in \mathbb{R}^{(2N+n-1)}$ and $\lambda \in \mathbb{R}^p$. As a first step, an upper bound of the number of complex isolated solution of (5.20) is determined, based on which a homotopy $H(x,t)$ can be formed as shown below,

$$H(x,t) = \gamma_h (1 - t)Q(x) + tP(x). \tag{5.21}$$

Here $Q(x)$ and $P(x)$ are system of polynomials, $\gamma_h$ is a generic complex number and $t$ is a continuous variable varying from 0 to 1. $Q(x)$, also known as the start system is so chosen that it is easily solvable and the number of solutions of $Q(x) = 0$, is equal to the estimated upper bound. Therefore the solution set of $H(x,t) = 0$ for $0 \leq t \leq 1$ consists of a finite number of smooth paths parameterized by $t \in [0,1)$. For a generic $\gamma_h \in \mathbb{C}$, it is proven that each of the paths will be well-behaved, i.e., either they will converge to $H(x,1) = 0$, or will diverge to infinity. Hence, with generic value of $\gamma_h$, the NPHC method guarantees to find all isolated complex solutions [73] of $P(x) = 0$. The crux of the algorithm is to track each solution of $H(x,t) = 0$ for $t \in [0,1)$ using an efficient predictor-corrector method [6] to obtain all complex solutions for $P(x) = 0$.

Now a system of $m$ polynomials can have a maximum of $\prod_{i=1}^{m} \phi_i$ number of isolated complex solutions, where $\phi_i$ is the degree of the $i^{th}$ polynomial, as specified by the classical Bézout theorem. This poses an upper bound on the number of solutions to be tracked for NPHC method known as classical Bézout bound (CBB). In the case of wind integrated power flow with $(2N+n-1)$ algebraic equations, each of order 2, the number of paths to be tracked is $2^{(2N+n-1)}$. This translates to the fact that in case of a power system the number of paths to be tracked grows exponentially with the number of buses. Choice of quadratic power flow equations actually pays off here by allowing a tighter upper bound on the number of complex isolated solutions or the CBB. However this crude upper bound does not capture the specific complex algebraic structure of the systems at hand. Moreover in our work, we need to solve the algebraic equations following from (5.14)-(5.19) over a certain parameter space constituted by the wind parameters. Solving such parametric systems for every parameter-point from scratch using the NPHC method can be computationally very exhaustive. We therefore use a more sophisticated
approach based on the following result, parameter-coefficient homotopy \cite{74}(an earlier version of which was called Cheater’s homotopy \cite{47}); For a parametric system of polynomial equations, the maximum number of isolated complex solutions over all parameter-points is same as that for a generic complex parameter-point. Hence, instead of solving the equations from scratch for each parameter-point, one first solves $P(x, \lambda) = 0$, at a *generic* complex parameter-point $\lambda^* \in \mathbb{C}^m$, using the NPHC method with the help of some crude upper bound on the number of complex solutions such as the CBB. Though such a complex parameter-point is physically not meaningful, solving the system at such a point reduces the computation for all other physically relevant parameter-points. Next, we choose $P(x, \lambda^*) = 0$ as the start system for all other parameter-points $\lambda \in \mathbb{C}^m - \{\lambda^*\}$. Each solution of this start system needs to be tracked with the following homotopy:

$$H(x, \lambda, t) = (1 - t)P(x, \lambda^*) + tP(x, \lambda) = 0. \quad (5.22)$$

from $t = 0$ to $t = 1$. This procedure again guarantees *all* isolated complex solutions at each of the chosen parameter-points, independent of the upper bound chosen to solve the system at the generic point in the first step. In most systems arising from applications, the number of paths to be tracked in the first step (e.g., the CBB) dramatically reduces to a very small integer in the second step. Hence, the procedure is computationally very efficient once the system is solved at a generic complex parameter points as the number of paths to be tracked for any other parameter-point. Moreover, the procedure of solving the system at each parameter-point is independent of solving it at any other parameter-point and hence completely parallelizable. For our computations, we use a novel computational package called *Paramotopy* \cite{5} which efficiently implements the above mentioned procedure with appropriate parallelization. Once *all* real solutions are predicted at each parameter point one can accurately estimate the power flow solution boundaries where the number of real solutions change, given the parameter space is densely represented. Next, we apply this method to solve the equilibrium of (5.14)-(5.19) over a
\begin{table}
\centering
\begin{tabular}{|c|c|c|}
\hline
$|V_{u6}^e|$ & $v_r^e = 0.9$ & $v_r^e = 1.1$ \\
\hline
= 0.96 & 1 stable equilibrium & 1 unstable equilibrium \\
\hline
= 0.98 & 3 stable equilibria & 1 stable equilibrium \\
\hline
= 1.00 & 2 stable equilibria, 1 unstable equilibrium & 1 stable equilibria \\
\hline
\end{tabular}
\caption{Types of feasible equilibrium for various wind speeds ($v_r^e$) and wind bus voltage levels $|V_{u6}^e|$ given parameter space constituted by $v_r^e$, $|V_{w6}^e|$ and $\alpha_{sj}$.}
\end{table}

5.4 Results

We use the 7-bus, 5-machine power system as shown in figure 5.2b, for the simulation. A WPP is considered to be connected to the power system at bus 6. The parameters of the simulation are given in [12]. From the given parameter values the rated active power output of the WPP is $P_{w6}^e = 0.71$ p.u. when the wind speed is $v_r^e = 1$ p.u., obtained by the maximum power point tracking algorithm [21]. We next vary the wind speed $v_r^e$ from 0.9 to 1.1 p.u. in steps of 0.1 p.u. and let the active power controller of the WPP give the BES a command so as to ensure that the WPP still delivers 0.71 p.u. to the power system. The reactive power controller provides a command to the wind generators and the BES in the ratio of their active power outputs, to maintain $|V_{w6}^e|$ at a constant level. We consider the setpoint value of $|V_{u6}^e|$ as the second parameter of our interest and assume three values for it, 0.96, 0.98 and 1.0 p.u. The load connected at bus 5 is a dynamic load, whose steady-state voltage dependence $\alpha_{s5}$ is treated as the third parameter of our interest taking values of 0 and 2. We formulate our equilibrium analysis problem of solving (5.14)-(5.19) about these parameters and solve it efficiently over the entire parameter space using the homotopy based algorithm of section 5.3, implemented in Mathematica and Bertini [6]. Key facts on the application of the algorithm are as follows ,

1. $\lambda^*$ in equation (5.22) is a generic complex vector with three elements which are chosen from uniform distributions such as $\{a + ib : -1 \leq a, b \leq 1\}$ and are normalized to ensure they are inside unit circle.
2. The system of equations $P(x, \lambda^*) = 0$ is formed from (5.14)-(5.19), by replacing the parameters with the individual components of $\lambda^*$.

3. We start from the solutions of $P(x, \lambda^*) = 0$, and employ a predictor-corrector method to track all solutions paths of (5.22) from $t = 0$ to $t = 1$. These paths culminate into solutions of $P(x, \lambda) = 0$ which includes the solutions of (5.14)-(5.19) over the desired parameter space.

4. Each of the solution paths can be tracked independent of all others, thus enabling parallelization and faster convergence to all the desired solutions.

It is observed that since the voltages at different buses in the power system are tightly controlled, $\alpha_{s5}$ does not have a significant effect on the nature or value of the equilibria. But for different combinations of $|V_{w6}^e|$ and $v_r^e$ the number of feasible equilibria and their type varies as depicted in table 5.1. For $|V_{w6}^e| = 0.96$ p.u. and $v_r^e = 1.1$ p.u., the feasible equilibrium is found to be unstable, justifying the use of our approach for computing all equilibria. For the selected combinations we compute the Jacobian matrices of (5.1)-(5.13) numerically and list the dominant eigenvalues of the state matrix in table 5.2. Even among the stable equilibria the damping of the eigenvalues decreases with increasing wind speed thereby indicating the adverse impacts of excessive wind penetration on the small-signal dynamic performance of the power system. This method can be used for planning studies in power system as well as for designing wind and battery controllers to avoid undesired equilibria.

![Table 5.2: Dominant pair of Eigen values for different stable equilibria](image-url)
5.4.1 Discussion: On the Network Topology and Upper Bound on the Number of Equilibria

For a system which has only a few complex solutions compared to the classical Bézout bound, the computational effort to track the homotopy paths that would eventually diverge is wasted. Hence, to solve large systems, one needs to exploit the specific structure or the sparsity of systems at hand and coming up with a tighter upper bound. Particularly in case of a power system, the network topology of the buses is usually known. One would wonder if the network topology on the maximum number of connections of a bus in the system to its neighboring buses can be exploited to obtain tighter upper bounds. A lot of effort has been invested to compute tighter upper bounds than the CBB for the power flow systems. A recent review on the existing results is provided in [72]. Briefly, an upper bound, \((2^N - 2)\) for general system of power flow equations with \(N\) buses was computed in [3], though it did not still exploit the network topologies. In [31], the number of complex solutions for networks with cliques with exactly one common node was shown to be equal to the product of number of complex solutions for the individual cliques as independent networks. In [72], this result is extended to other related network topologies, though several of the patterns for the particular topologies considered in that work are yet to be understood. Moreover, analogous results for many other types of network topologies are yet to be obtained.

In the current work, studying the number of equilibria of the power flow equations was not our goal, still we point out an interesting observation arising from our study that could help advance the knowledge on the problem of number of equilibria. For the networks we considered in this work, the CBB of the systems is dramatically small compared to the number of complex solutions at a generic complex parameter-point, which is now the new and very tight upper bound on the number of complex isolated solutions. e.g., for the 3 bus case, the CBB was \(2^8\) whereas the number of complex solutions at a generic point was just 6, which is the same as the above mentioned binomial bound. However, for the 10 bus case, the CBB was \(2^{25}\), the number of complex solutions is \(2^9\), which is quite small compared to the binomial bound.
The parameter homotopy method does not directly yield how exactly the structure or the sparsity of the system at hand is exploited to reduce the upper bound. Our observation yields that the tighter most upper bound for the system of power flow equations may be the number of complex solutions at a generic complex parameter-point if the system is considered as a parametric system. The number of complex solutions of a parametric system at a generic point is equal to the so-called Bernstein-Khovanskii-Kushnirenko (BKK) bound \([7,42,45]\). Based on this observation, we make a conjecture that a tight upper bound on the number of complex and real solutions for the power flow equations is the BKK bound or a closely related number to the BKK bound. Discussion of these aspects of the number of complex solutions and upper bound on the number of real solutions is beyond the scope of this work.

5.5 Background for Power Flow Solution Boundary

With substantial growth in renewable energy sources like wind \([75]\), solar \([23]\) etc., one of the most critical challenges of power system operation will be to maintain power system security. Among different security measures, transient voltage stability is a critical one which needs to be preserved almost consistently at all the times. Typically the transient voltage stability limit is characterized by a power flow solution space boundary or a loadability boundary at which the Jacobian matrix of the power flow function is singular \([43]\). Choice of operating points of the power system away from the loadability boundary makes the system robust and reduces the subsequent risk of disruption of service or blackout. Thus identification of this power flow solution boundary for different penetration levels of the renewable energy resources is a highly relevant problem with respect to modern power system planning. Several works have been proposed in literature which addresses the problem of finding the power flow solution boundary \([37,85]\) by applying continuity method. In \([35]\) Hiskens et al. proposes a technique based on predictor-corrector method to identify the power flow solution boundary on a given multi-dimensional parameter space of the power system. The technique consists of two steps. Initially the solution space boundaries are represented as a solution of the set of equations as
shown below,

\begin{align}
  &f(x, \lambda) = 0 \quad (5.23a) \\
  &g(x, \lambda, v) = f_x(x, \lambda)v = 0 \quad (5.23b) \\
  &h(v) = v^Tv = 1 \quad (5.23c)
\end{align}

where \( x \in \mathbb{R}^n \) is a vector of unknown power flow states and \( \lambda \in \mathbb{R}^p \) is a set of parameters which can vary according to specific conditions. The power flow function \( f : \mathbb{R}^{n \times p} \rightarrow \mathbb{R}^p \) is parameterized by \( \lambda \) and has a Jacobian matrix \( f_x \) with respect to \( x \). \( v \in \mathbb{R}^n \) is a right eigenvector corresponding to a singular eigenvalue of \( f_x \). In the first step one of the parameters say \( \lambda_1 \) is varied while all others are kept at constant. Correspondingly, (5.23) becomes a set of \( 2n + 1 \) equations with \( 2n + 1 \) unknowns which can be solved via computational methods like Newton-Raphson with an initial guess. The first step will provide an initial point on the solution space boundary. Once an initial point is identified a gradient based predictor-corrector tracking is implemented using the Jacobian as shown below,

\[
J = \begin{bmatrix}
  \frac{\partial f}{\partial x} & \frac{\partial f}{\partial \lambda} & 0 \\
  \frac{\partial g}{\partial x} & \frac{\partial g}{\partial \lambda} & \frac{\partial g}{\partial v} \\
  0 & 0 & \frac{\partial h}{\partial v}
\end{bmatrix}
\quad (5.24)
\]

However the drawback of this approach [35] is that it does not guarantee to find all the solution space boundaries over a given parameter space. All solution space boundaries can only be identified if at least one initial point is chosen uniquely for each of the boundaries which are disjoint from each other. Such gradient based methods are also heavily dependent on the structure of the solution space and may yield only one boundary as shown in an example in section 5.6.1. Second part of the tracking method depends on local approximations of the solution space boundary which holds only if the boundary is smooth. However there are some literature [40, 80] which suggests that the solution boundary is non-smooth due to inequality
Figure 5.3: 3-bus power system with two parameters

(a) Power system model

(b) Number of real solutions of the power flow problem

In order to resolve this issue and to guarantee all the solution boundaries, in this work we adopt a different method as compared to the continuity based tracking. At the power flow solution boundary the number of real solutions of the power flow problem changes, also denoted as bifurcation points. Thus given a parameter space if all the isolated real solutions are computed at different parameter points, one can find the boundaries where the number of real solution changes. We employ a homotopy based continuation method to find all complex and hence real solutions of the power system in the given parameter space. There have been a few works in literature which employ homotopy continuation methods \cite{2,43,48,52,71,86} to solve power flow equations. However, these homotopy constructions either do not guarantee to obtain all the equilibria of the given system or scale badly with increasing number of buses. Only recently all solutions of power flow equations have been obtained for IEEE standard systems up to 14 bus \cite{64} using the numerical polynomial homotopy continuation (NPHC) method \cite{46,93}. In \cite{12}, all equilibria of a wind integrated power system, parameterized by wind variables, are obtained via NPHC method which we apply in this work to identify the power flow solution boundaries.
The method requires the solution of power flow equations at a generic complex parameter point so as to obtain all the complex solutions, the number of which is upper bounded by the Classical Bézout Bound. Usually the Bézout Bound grows exponentially with the number of variables and so is the complexity of solving the start problem [12]. But once the start solution is solved, the solutions for the same power flow equations can be tracked via a predictor corrector method to real parameter values. In the second stage our method is really efficient as we have to track much lesser number of parameter points as compared to the Bézout Bound shown in section 5.3. However still our method guarantees to obtain all complex solutions and hence real solutions at every point on the parameter space. Hence one can detect the power flow solution space boundaries by noting the change in number of real solutions over the parameter space without any initial guess or apriori information about the solution space. Though the start solution is complex, but it is needed to be solved only once. Once the solution for the start problem is finalized the computational complexity is much reduced even for higher resolution of points over the parameter space. In a higher dimensional parameter space as observed in the multiple wind penetration scenario this method is particularly effective to identify all the solution space boundaries.

5.6 Examples

5.6.1 3-bus System

First we explore the solution space boundary for a 3 bus power system as shown in figure 5.3a, which is a modification of an example in [35] with added loads. The active power input in bus 1 and 2 are the varying parameters and are defined as $\gamma_1$ and $\gamma_2$ respectively. Bus 3 is assumed to be the swing bus whose voltage equals $1\angle 0$. The unknown state variables of the power flow problem which constitute the vector $x$ in (5.23) are the active and reactive power input in bus 3, the reactive powers and angles of bus 1 and 2. However as shown in section 5.3 we represent the angles in rectangular form to limit the order of the algebraic equations to 2. Thus we have the sine
and cosine of the angle of bus 1 and bus 2 as the unknown variables. The problem now evolves into computation of the unknown vector \( x = \begin{bmatrix} P_3 & Q_3 & Q_1 & Q_2 & \sin \delta_1 & \cos \delta_1 & \sin \delta_2 & \cos \delta_2 \end{bmatrix} \) over a set of parameter values \( \gamma_1 \) and \( \gamma_2 \) by solving the nonlinear power flow equations. As mentioned earlier in section 5.3, we solve the system of equations \( f(x, \lambda^*) = 0 \) at a generic complex parameter point \( \lambda^* \) of \( \gamma_1 \) and \( \gamma_2 \). The generic complex vector has two elements which are chosen from uniform distributions such as \( \{a + ib : -1 \leq a, b \leq 1\} \) and are normalized to ensure they are inside unit circle. For the start problem \( f(x, \lambda^*) = 0 \), we followed the CBB and searched for \( 2^8 = 256 \) paths to obtain all the isolated complex solutions that are theoretically possible. However the start problem in this case yielded only 6 solutions. Correspondingly in the next half of the algorithm, following Cheater’s homotopy we only had to track 6 paths for each parameter point starting from the start solution which reduces computational task significantly. Once all the complex solutions have been obtained the real solutions are identified by doing numerical check. As seen in figure 5.3b the number of real solutions vary from 0 to 6 for the power flow problem. The boundaries can be identified by the change in the number of real solutions where the jacobian of power flow equilibrium becomes singular. In the work by Hiskens

![Figure 5.4: Power flow solution boundary tracking with various initial points](image)
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et al. [35], the power flow solution boundary is tracked by a gradient based predictor-corrector algorithm starting from an initial point $x_0$. First, (5.23) is represented as,

$$
\phi(z) = \begin{bmatrix} f(z) \\ g(z) \\ h(z) \end{bmatrix}
$$

(5.25)

where $z = \begin{bmatrix} x & v & \lambda \end{bmatrix}^\prime$. Starting from an initial $z_0$ which satisfies the condition $\phi(z_0) = 0$, the algorithm solves for $z_i$ by computationally solving the following problem at each step $i$,

$$
\phi(z_i) = 0
$$

(5.26a)

$$
(z_i - z_{i-1})^\prime \nu = \epsilon
$$

(5.26b)

where $\nu$ and $\epsilon$ are constants. A fixed value for $\epsilon$ is chosen which determines the accuracy of the numerical approximation while $\nu$ is a vector tangential to the solution boundary at $z_{i-1}$. Since this method tracks the solution boundary iteratively choice of the initial point is important. In

![Figure 5.5: 10-bus power system with 2 WPP](image)

Figure 5.5: 10-bus power system with 2 WPP
the first step we keep $\gamma_2$ fixed and find an initial point on the solution boundary. Essentially we solve (5.23) in a Newton-Raphson method with different initial points for $\gamma_1$. When $\gamma_2 = 2$, we find initial points with $\gamma_1 = 2.4534$ and $5.5476$. When $\gamma_2 = 3$, the initial points have $\gamma_1 = 2.0789$ and $4.0389$. As seen in figure 5.3b, all of these points are located on the outer elliptical solution boundary. Correspondingly in the second step when we solve (5.26) in an iterative form starting from these points they only track the outer boundary as shown in figure 5.4. Thus with this method it is difficult to identify all the power flow solution boundaries unless one has a sound knowledge of the solution space for a given set of parameters. For a high dimensional parameter space these boundaries are even more complex and correspondingly its difficult to guarantee all solution boundaries which our alternate numerical homotopy based method can identify. Next we show the power flow solution boundary computation of a 10 bus solution with 2 wind injections.

5.6.2 10-bus system

We use a 10-bus, 4-synchronous machine power system as shown in figure 5.5, for the simulation where we investigate for the power flow solution boundary for varying wind power penetrations. Two wind power plants are connected at bus 9 and bus 10 whose penetration levels are represented as $\gamma_{w9}$ and $\gamma_{w10}$ respectively. The parameters of the simulation are given in Appendix A.3. We vary the active power output of each of the WPP between 0.1 and 0.7 p.u. on a 100 MVA base and correspondingly formulate our equilibrium analysis problem of solving (5.14)-(5.19) for different points on the parameter space of $\gamma_{w9}$ and $\gamma_{w10}$. We solve the problem at a generic complex parameter point using the homotopy based algorithm of section 5.3, implemented in Mathematica and Bertini [6]. The problem has 25 unknown equations which requires $2^{25}$ paths to be tracked by continuation in the start problem to ensure all the isolated roots. It turns out that the start solution has got only $2^9$ isolated roots which saves the computational effort of finding the roots for the actual parameter values in subsequent steps. figure 5.6 shows the power system solution boundary where the number of real solution changes. It can be observed that
the geometry of the solution boundary for the 10-bus case with varying wind penetration levels is strikingly different as compared to the 3-bus case. Also the number of isolated boundaries are more than that of the 3-bus case. All these observations suggest that identifying all these boundaries by an initial guess and local approximation is totally intractable. Correspondingly in a multiple wind injection scenario this analysis tool gives the operator a choice to choose an operating point which is robust and far away from the loadability boundary of the power system.

Figure 5.6: Number of real solutions of the power flow in the 10-bus power system

5.7 Conclusions

In this work we have shown that the parameters of the different dynamic elements of a complex power system may lead to multiple feasible equilibria depending on their values. In contrast to traditional load flow solution, we used a novel homotopy based continuation method to evaluate all the equilibria in an efficient manner. The simulation results show for certain combination of
parameter values of different elements, undesired or even unstable eigenvalues may occur. The knowledge of all feasible solutions of power flow are thus indispensable for dispatch and control in future power system operations and controller design. Further we have applied the algorithm for detecting \textit{all} the power flow solution boundaries, also known as loadability boundaries of the power system. Identification of the boundaries enable the power system operator to choose the power system operating points which are robust and within transient voltage stability limit.
Chapter 6

Conclusions and Future Works

The capacity of wind energy installations is growing rapidly worldwide as an important source of renewable energy. As a consequence, in near future the wind generators which are interconnected with the grid asynchronously via DFIG will largely replace the conventional synchronous generators which currently constitute the bulk of the power supply. This shift in the mode of generation from synchronous to asynchronous form will have a major impact on various operational aspects of the power system. Thus in this dissertation, we have tried to develop novel analytical methods to assess these impacts of high wind penetration particularly on the equilibria and the inter-area oscillations of the power system. We have validated our analytical results with simulation on different standard IEEE models like the 2-area, 8-bus, 4-machine Kundur system, the 7-bus, 5-machine Brazilian system, the 5-area 68-bus 16-machine power system etc. We designed controllers on the wind farm and the associated energy storage to damp the inter-area oscillations ill-affected by the wind penetration. We also devised a novel parameter homotopy based method to find all equilibria of a wind integrated power system and applied that in identifying small-signal voltage stability limit of the power system.

In Chapter 2 of this work, we derived the spectral response of power flow in a wind integrated radial power system with a continuum model approximation. The spectral response as illustrated in theory and in simulation, shows that the spatial location of a wind farm has a major impact
on the inter-area oscillations. Correspondingly some wind farm sitting locations can have a worse impact on the damping and frequency of the inter-area oscillatory spectrum. To provide additional damping in Chapter 3, we proposed a coordinated control scheme to modulate the wind farm power output and power flow of the BES. We also looked at a distributed implementation of the controller in different turbines of the wind plant.

However due to limitations of the approximated continuum models we looked at more conventional models of the power system in Chapter 4. Here we investigated the time-scale separation of coherent power systems in presence of typically high wind penetration. We showed by theory and by adequate case studies as to how the slow time-scales associated with the power system dynamics depend on the level of wind penetration in a single generation area. The results indicate that time-scale separation not only depends on the level of wind injection but also heavily depends on the system topology and location of wind plant with respect to major loads and other synchronous generators. These results confirm our notion that the location of the wind farm is an important factor in the impact of the wind as derived in Chapter 2. We show via a case study that wind might cause inter-area oscillations to be slower, making the system unstable by primarily affecting the voltage on the buses.

In Chapter 5 we use a numerical homotopy based continuation method to identify all equilibria of a wind-integrated power system. Traditional continuation based methods depend on initial guess and local approximations of the power flow solutions. Particularly when multiple solutions exist for the power flow equations, these iterative methods can only ensure to find one solution. Instead our numerical homotopy algorithm is independent of initial guess or local approximation and efficiently solves for all real roots of the power flow equations. We have also showed a practical application of our approach in identifying power flow solution boundaries where jacobian of power flow solution is singular. All previously developed methods depend on initial guess and can never guarantee to find all solution boundaries, which are essential to maintain transient voltage stability. By our method, we can simply look at the change in the number of real power flow solutions over a parameter space and guarantee to identify the
power flow solution boundaries. The knowledge of power flow solution boundary is crucial for power system operators to choose robust operating point of the power system well within the stability limit.

The work proposed in this manuscript leads to a number of future research plans for developing appropriate analytical tools for in-depth analysis of wind integrated model and to build control methods for ensuring power system stability and performance.

1. In Chapter 3 of this dissertation, we have designed co-dependent controllers on wind and battery energy system to damp inter-area oscillations in power systems. There are some recent works [4] which attempted to control Battery energy system simultaneously with exciter of a generator to maintain terminal voltage regulation and transient stabilization. This type of control design will be essential to connect large wind generator to the grid and can be done as an extension of the work done in Chapter 3.

2. A more comprehensive analysis should be conducted to identify the impact of high wind penetration on the eigenvectors of the linearized power system. In Chapter 4 of this dissertation we looked at the effect of wind penetration on the eigenvalues for different penetration levels. However the eigenvectors of the linearized system determine the residues of the inter and intra-area modes and thus critically influence the time response of the system. With different wind penetration levels, the way these eigenvectors change will be worth investigating. Another interesting topic will be to look at the impact of the factors like topology and the proximity of wind to major loads on the eigenvectors.

3. In Chapter 5 we applied the NPHC method to obtain power system solution boundaries for the wind-integrated power system which is actually the transient voltage stability limit. However we can additionally use the feature of finding all real solutions to identify power flow solution boundaries which maintains simultaneously both transient voltage stability and rotor angle stability. Also one can look to exploit the sparsity of interconnections in power systems to define more tighter bound of maximum number of complex solutions.
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Appendix A

Simulation Parameters

A.1 Model Parameters for Two-area Kundur System

Synchronous machines are modeled by classical 2nd order models with the following parameters on a 100-MVA base:

- Generator 1: $m_1 = 3.28$ p.u., $x_{d1}' = 0.06$ p.u., $P_{e1} = 3.78$ p.u.
- Generator 2: $m_2 = 5.32$ p.u., $x_{d2}' = 0.03$ p.u., $P_{e2} = 1.88$ p.u.
- Generator 3: $m_3 = 5.70$ p.u., $x_{d3}' = 0.02$ p.u., $P_{e3} = 1.05$ p.u.
- Generator 4: $m_4 = 4.75$ p.u., $x_{d4}' = 0.08$ p.u., $P_{e4} = 4.21$ p.u.

Line parameters on 100-MVA base: $Z_{15} = j4e-3$, $Z_{25} = j4e-3$, $Z_{38} = j4e-3$, $Z_{48} = j4e-3$, $Z_{56} = j6e-3$, $Z_{67} = j0.13$, $Z_{78} = j6e-3$.

Load parameters: Two loads, 500 MW and 40 MVAR each.

A.2 Wind Plant Parameters

100 wind generators, each consisting of a DFIG, 1.0 MW, 575 V, 60 Hz, are used. Every DFIG has the following parameters: $J_r = 3.08 \times 10^6$ kgm$^2$, $J_g = 75$ kgm$^2$, $B_r = 3.37 \times 10^3$ Nm/(rads/s), $B_g = 3.034$ Nm/(rads/s), $B_{dt} = 108$ kNm/(rads/s), $K_{dt} = 6.75 \times 10^8$ Nm/rad, $N_g = 66$, $A_s = 2463$ m$^2$, $\rho = 1.225$ kg/m$^3$, $v_{r0} = 9$ m/s, $w_{r0} = 226$ rad/s, $R_s = 0.0111$ p.u., $99$
$R_r = 0.0108$ p.u., $L_{ls} = 0.1487$ p.u., $L_{lr} = 0.1366$ p.u., $L_m = 4.6978$ p.u. and $p = 4$.

**A.3 Model Parameters for 10-bus 2-wind Generator Power System**

Synchronous machines power ratings in p.u. 100-MVA base: Generator 1: 35.91, Generator 2: 17.85, Generator 3: 10, Generator 4: 40.

Line parameters in p.u. on 100-MVA base: $Z_{15} = j4e - 3$, $Z_{25} = j4e - 3$, $Z_{38} = j4e - 3$, $Z_{48} = j4e - 3$, $Z_{56} = j6e - 3$, $Z_{67} = j0.13$, $Z_{78} = j6e - 3$.

Load parameters in p.u. on 100-MVA base: load at bus 6, $42 + j13$, load at bus 8, $98 + j34$. 