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Chapter 1

Introduction

Suppose we have an objective function $f$ of the parameters $x_1, \cdots, x_n$ coming from $S \in \mathbb{R}^n$ such that

$$f : S \mapsto \mathbb{R}$$

for $S = \prod_{j=1}^{n} I_j$ where $I_j = [a_j, b_j]$ are closed and bounded intervals on $\mathbb{R}$ for $i = 1, \cdots, n$. We want to minimize $f$ on the given domain $S$. For convex objective function, since domain $S$ is convex, convex optimization algorithms can be used for global optimization. Many efficient algorithms have been proposed in this setup. ‘Gradient descent (GD)’ method (see [15]) is quite efficient in solving convex optimization problems. In case the closed form derivative of the objective function is not available, numerical approximation of the derivative can be calculated and used for optimization using GD method. However, for some complex functions, finding the derivative numerically might be time consuming which might affect the efficiency of this algorithm.

‘Trust Region Reflective (TRF)’ algorithm (see [5], [4], [6]), ‘Interior-point (IP)’ algorithm (see [18], [12], [3], [20]) and ‘Sequential Quadratic Programming (SQP)’ algorithm (see [17], [20], [2]) are also widely used for convex optimization problems. But the main problem with these 4 aforementioned algorithms is they look for local solution and hence they are more likely get struck at any local minima in case the objective function has multiple minimas. So a good starting point is necessary if we want to optimize a non-convex function using any of these methods. One possible solution to avoid this problem is to start the iterations from several starting points. Although, for low dimensional non-convex optimization problems, the strategy of starting from multiple initial points might be affordable, but with increasing dimension of the parameter space, this strategy proves to be computationally very expensive since with increasing dimension, the requirement of number of starting points increases exponentially.
In many types of existing optimization algorithms, the main motivation is to minimize the number of function evaluations required to find a reasonable local minimum (e.g., [10]) which is not desirable if finding the global minimum is our main objective. In last few decades, many non-convex global optimization strategies have been proposed. The ‘Genetic algorithm (GA)’ (see [7], [1], [9]) and ‘Simulated annealing (SA)’ (see [14], [11]) are quite popular among them and are widely used. Although GA performs well for lower dimensional problems, GA does not scale well with complexity because in higher dimensional optimization problems there is often an exponential increase in search space size (see [8], page 21). Besides, one major problem with these two afore-mentioned methods is they might be much expensive in case we use these methods for optimizing simple convex functions without the knowledge of it’s convexity.

In small dimensional parameter space, within an iteration, making an update in ‘not so important’ direction should not affect as much. But it is intuitive that for higher dimensional problems, it is important to move in the best possible direction during updating the parameter within an iteration. In most of the existing methods, either it finds out the best possible direction of the movement by evaluating the derivative (e.g., GD method) or it randomly selects any coordinate of the parameter and makes a jump of adaptive step size (e.g., [13]). Though derivative-based methods work pretty fast and well for some smooth objective functions, but, as mentioned earlier, in case a closed form of the derivative does not exist, numerical approximation of derivative might affect the computational efficiency. Secondly, the derivative based methods (e.g., GD, IP, SQP) mostly look for local solution. The strategy of choosing a parameter randomly and moving with step size (may be adaptive) depending on it’s effect on the objective function (e.g., [13]) works well for low-dimensional problems, but in a high-dimensional setup, choosing the co-ordinates of the parameter randomly before movement decreases the chance of the moving in the best possible direction during iterations. This motivates us to find a novel way for selecting the best possible direction of movement during each step avoiding derivative and choosing the coordinate of the parameter for movement in a greedy manner instead of choosing it randomly.

In order to avoid derivatives, in an iteration, we make jumps along the co-ordinates of the parameter one at a time with varying step sizes within the parameter space and search for the best direction of movement. During an iteration, once we fix the step size, say $s$, for each parameter, there are two available options for movement, either in positive or negative direction by that pre-determined step size $s$. So there are $2n$ possibilities of of movement since we are moving only one parameter at a time by that pre-determined step-size $s$. Before deciding the final movement, we evaluate our objective function at these $2n$ locations and choose the best
direction to move. Thus we can ensure the best possible direction of movement at each step by greedy coordinate descent. Another advantageous side of our algorithm is that we can evaluate the objective function parallelly in $2n$ directions in parallel. The requirement of parallel computing only increases in the order of the number of parameters, unlike the way Monte Carlo uses parallel computing. Because as mentioned in [13], in Monte Carlo, with increasing dimension, sampling rates should be increased exponentially but it can be only increased linearly using parallel computing. We call this algorithm ‘Greedy Coordinate Descent of Varying Step-size on Bounded Intervals’ (GCDVSBI).
Chapter 2

Algorithm and theoretical properties

In this chapter we propose a new algorithm for global optimization of any non-convex function whose parameter space is given by a hyper-rectangle. We also show the theoretical justification of the fact that the proposed algorithm returns a global minimum while minimizing a convex function.

2.1 Algorithm

Suppose we have an objective function $Y = f(x)$ where $x = (x_1, \cdots, x_n)$ is the parameter of dimension $n$. Our objective is to

$$
\text{minimize} : f(x) \\
\text{subject to} : x \in S \subset \mathbb{R}^n
$$

(2.1)

where $S = \prod_{j=1}^n I_j$, $I_j = [a_j, b_j]$ are closed and bounded intervals on $\mathbb{R}$ for $i = 1, \cdots, n$. Now consider the bijection

$$
g : S \mapsto [0,1]^n
$$

(2.2)

where $g(z) = (g_1(z), \ldots, g_n(z)) \in [0,1]^n$ is such that $g_i(z) = \frac{z_i - a_i}{b_i - a_i}$. So, without loss of generality, we can assume the domain of $x$ to be $S = [0,1]^n$.

Our algorithm consists of several runs. Each run is an iterative procedure and a run stops based on some convergence criteria (see the algorithm). At the end of each run a solution is returned. Suppose we start our first run from any point $x^{(1)} = (x_1^{(1)}, \cdots, x_n^{(1)})$ within the domain $S$. After the first run, following runs will start from the solution obtained by the run just before it. For example, 4th run will start from the solution obtained by 3rd run. So it is
required to set the starting point only for the first run. Each run tries to improve the solution in a ‘greedy’ manner by making coordinate-wise jumps through a sequence of decreasing step sizes gradually decreasing to zero, around the solution obtained by the previous run (see below for details). Thus, with each run, the solution either gets improved or remains unchanged. If two consecutive runs give the same solution, our algorithm stops.

In our algorithm, each run is similar except the values of the tuning parameters which can be reset after each run. In a typical run, we have three tuning parameters which are initial global step size $s_{\text{initial}}$, step decay rate $\rho$ (It is either equal to $\rho_1$ and $\rho_2$, see below for details), step size threshold $\phi$ respectively. For the first run, we set $\rho = \rho_1$ and for following runs, we set $\rho = \rho_2$. Other tuning parameters are kept same of all the runs. In every iteration we have a parameter called global step size (denoted by $s^{(j)}$ for $j$-th iteration) and $2n$ local parameters called local step sizes (denoted by $\{s^+_i\}_{i=1}^n$ and $\{s^-_i\}_{i=1}^n$). In a run, we start the first iteration setting the global step size $s^{(1)} = s_{\text{initial}}$. Within every iteration, it’s value is kept unchanged throughout all the operations. But at the end of the iteration, based on some criteria (see step (6) of STAGE 1) either it is kept same or decreased by a factor of $\rho$. The next iteration is started with that new value of global step size. So the value of $s^{(j+1)}$ can be either $s^{(j)}$ or $\frac{s^{(j)}}{\rho}$. In an iteration, the local parameters $\{s^+_i\}_{i=1}^n$ and $\{s^-_i\}_{i=1}^n$ keep updating themselves and finally they become the step sizes of the movement of the positions $i = 1, \cdots, n$ of the parameter $\mathbf{x}$ in positive and negative directions respectively. At the beginning of any iteration, we set the values of all these local step sizes to be equal to the global step size of that particular iteration, i.e., at the beginning of $j$th iteration, we set, $s^+_i = s^-_i = s^{(j)}$ for $i = 1, \cdots, n$. Suppose we are moving in positive direction of $i$-th coordinate of $\mathbf{x}$. Assume the current value of $\mathbf{x}$ at the $j$-th iteration is $\mathbf{x}^{(j)} = (x^{(j)}_1, \ldots, x^{(j)}_n)$. If moving $x^{(j)}_i$ by $s^+_i$ (whose initial value is equal to the global step size of that particular iteration) in the positive direction generates a point outside the domain, then $s^+_i$ is divided by the factor $\rho$ (i.e., setting $s^+_i = \frac{s^+_i}{\rho}$) and checked whether $(x^{(j)}_i + s^+_i)$ (with updated $s^+_i$) is still within the domain or not. In this way, $s^+_i$ is decreased by a division factor of $\rho$ until $(x^{(j)}_i + s^+_i)$ is in the domain of $x_i$ (or in this case, less than 1 since $x_i \in [0, 1]$, $s^+_i > 0$ and it is ensured that $x^{(j)}_i \in [0, 1]$). Once the value of $s^+_i$ becomes less than threshold parameter $\phi$ we stop updating that particular $s^+_i$ and start working with the local step size of the next move (e.g., $s^-_i$, $s^+_{i+1}$ etc.). So in short, in an iteration, there will be always only one global step size and $2n$ local step sizes which are initialized within the iteration being equal to global step size and at the end of the iteration, each of them end up being less than or equal to the global step size of that iteration. Hence in a run, the global step size might decrease or remain same after each iteration. On the other hand, the local step sizes have memory-less properties since their values do not depend of their old values in the previous iteration. A run ends when global step size becomes smaller than $\phi$. 

5
step decay rate $\rho$ determines the rate of change of global step-sizes at the end of each iteration as well as the rate of change of local step sizes inside an iteration. The value of $\rho$ must be greater than 1. Taking smaller values of $\rho$ will make the decay of step sizes slower, which would allow finer search within the domain at the cost of more computation time. Once we get a solution from first run setting $\rho = \rho_1$, to increase the likelihood of finding the global solution, we again start following runs with smaller decay rate $\rho_2$. Although a reasonable range for $\rho_1$ and $\rho_2$ are $[1.05, 3]$ and $[1.01, \rho_1]$ respectively, but from our experience it is noted that $\rho_1 = 2, \rho_2 = 1.05$ works well for most of the cases. The step size threshold $\phi$ controls the precision. This is the minimum possible value global step size can take. Once the global step size goes below $\phi$, the run stops. Setting the value of $\phi$ to be smaller results in better precision in the cost of higher computation time. The default value of step size threshold $\phi$ is taken to be $10^{-5}$. In case more precision is required, or if there is knowledge of possibility of multiple local minimas within a very small neighborhood, $\phi$ can be taken to be smaller. 

$max_{\text{iter}}$ denotes the maximum number of iterations under each run and $max_{\text{runs}}$ denotes the maximum number of allowed runs. $tol_{\text{fun}}$ determines the cut-off amount of improvement of the objective function required in a single iteration to keep the global step size unchanged. As default we take $max_{\text{iter}} = 50000, max_{\text{runs}} = 1000$ and $tol_{\text{fun}} = 10^{-15}$. Before going through STAGE 1 for the very first time, we set $R = 1, \rho = \rho_1$ and initial guess of the solution $x^{(1)} = (x^{(1)}_1, \ldots, x^{(1)}_n)$.

STAGE : 1

1. Set $j = 1$. Set $s^{(j)} = s_{\text{initial}}$ Go to step (2).

2. If $j > max_{\text{iter}}$, set $\hat{x} = x^{(j-1)}$, go to step (8). Else, set $s^+_i = s^-_i = s^{(j)}$ and $f^+_i = f^-_i = Y^{(j)} = f(x^{(j)})$ for all $i = 1, \ldots, n$. Set $i = 1$ and go to step (3).

3. If $i > m$, set $i = 1$ and go to step (4). Else, go to step (3.1).

(a) If $s^+_i \leq \phi$, set $i = i + 1$ and go to step (3). Else (if $s^+_i > \phi$), evaluate vector $q^+_i = (q^+_i, \ldots, q^+_n)$ such that

$$q^+_i = x^{(l)}_i + s^+_i$$
$$= x^{(l)}_i \quad \text{otherwise}$$

Go to step (3.2).

(b) Check whether $q^+_ii \leq 1$ or not. If $q^+_ii \leq 1$, go to step (3.3). Else, set $s^+_i = \frac{s^+_i}{\rho}$ and go to step (3.1)

(c) Evaluate $f^+_i = f(q^+_i)$. Set $i = i + 1$ and go to step (3).
4. If \( i > n \), go to step (5). Else, go to step (4.1).

   (a) If \( s_i^- \leq \phi \), set \( i = i + 1 \) and go to step (4). Else (if \( s_i^- > \phi \)), evaluate vector \( q_i^- = (q_{i1}, \ldots, q_{im}) \) such that

   \[
   q_{il}^- = x_{i(l)} - s_i^- \quad \text{for} \quad l = i \\
   = x_{i(l)} \quad \text{otherwise}
   \]

   Go to step (4.2)

   (b) Check whether \( q_{ii}^- \geq 0 \) or not. If \( q_{ii}^- \geq 0 \), go to step (4.3). Else, set \( s_i^- = s_{i-1}^\rho \) and go to step (4.1)

   (c) Evaluate \( f_i^- = f(q_i^-) \). Set \( i = i + 1 \) and go to step (4).

5. Set \( k_1 = \arg \min_{1 \leq k \leq m} f_{k1}^+ \) and \( k_2 = \arg \min_{1 \leq k \leq m} f_{k2}^- \). If \( \min(f_{k1}^+, f_{k2}^-) < Y^{(j)} \), go to step (5.1). Else, set \( x^{(j+1)} = x^{(j)} \) and \( Y^{(j+1)} = Y^{(j)} \), set \( j = j + 1 \). Go to step (6).

   (a) If \( f_{k1}^+ < f_{k2}^- \), set \( x^{(j+1)} = q_{k1}^+ \); else (if \( f_{k1}^+ \geq f_{k2}^- \)), set \( x^{(j+1)} = q_{k2}^- \). Set \( j = j + 1 \). Go to step (6).

6. If \( \sum_{i=1}^{n}(x^{(j)}(i) - x^{(j-1)}(i))^2 < \text{tol}_{\text{fun}} \), set \( s^{(j)} = s^{(j-1)}/\rho \). Go to step (7). Else, set \( s^{(j)} = s^{(j-1)} \). Go to step (2).

7. If \( s^{(j)} \leq \phi \), set \( \hat{x} = x^{(j)} \). Go to step (8).

8. STOP execution. Set \( z^{(R)} = \hat{x} \). Set \( R = R + 1 \). Go to STAGE 2.

STAGE : 2

1. If \( R > \text{max\_runs} \) or \( z^{(R)} = z^{(R-1)} \), STOP and EXIT. Else go to step (2)

2. Set \( \rho = \rho_2 \) keeping other tuning parameters \((\phi \text{ and } s_{\text{initial}})\) intact. Repeat algorithm described in STAGE 1 setting \( x^{(1)} = z^{(R-1)} \). If Else repeat step (1).

Setting step size threshold to a sufficiently small value, it can be shown that if the function is convex and all the partial derivatives exist at the solution after first run, the objective function value at the solution is the global minimum (see Section 2.3). However for non-convex functions, there is no way to ensure whether that is a global minimum or not. To increase the likelihood of reaching the global minimum, the STAGE 1 of the algorithm is repeated starting from the solution obtained from the last run until the solution returned by two consecutive runs are same. In the first run, we set \( \rho = \rho_1 \) and for the following runs, we set \( \rho = \rho_2 \). After first run, setting smaller value of \( \rho \) results in slower decay of step size in the iterations of the following
runs. Thus, we look for better solution in the domain changing each co-ordinate one at a time for a sequence of finite step sizes slowly decaying to zero.

2.2 Order of algorithm

Suppose a objective function \( f \) of \( n \) variables \( \mathbf{x} = (x_1, \ldots, x_n) \) is to be minimized. At the beginning of each iteration, we initialize zero arrays \( s^+, s^-, f^+, f^- \) where each of them is of each of size \( n \) (see step (2) of \textbf{STAGE 1} section 2.1). During each iteration, we evaluate the function at \( 2n \) points obtained by increasing or decreasing one parameter at a time by corresponding steps-sizes. Since there is a constraint that each parameter \( x_i \) should belong to \([0,1]\) for \( i = 1, \ldots, n \), we might need to update the step size for each position of the vector individually. Consider the update step of the \( i \)-th position of the vector \( \mathbf{x}^{(j)} \) where \( j \) denotes the iteration number. The movement of that coordinate can be either in positive or negative direction. For the time being, consider the maximum number of basic operations required for positive movement only. Suppose \textit{step size threshold} is \( \phi \), \textit{parameter threshold} is \( \lambda \) and the \textit{step decay rate} is \( \rho \). The maximum step size is the initial step size \( s_{initial} \). In step (3.1) and (3.2) of \textbf{STAGE 1} in Section 2.1, for some \( i \in \{1, \ldots, n\} \), suppose \( s_i^+ \) is updated atmost \( k \) times. So, we have \( \frac{s_{initial}}{2} \leq \phi \) and \( \frac{s_{initial}}{\rho^k} > \phi \). Hence \( k = 1 + \left\lceil \frac{\log(s_{initial}^+)}{\log(\rho)} \right\rceil \) where \( \lceil z \rceil \) returns the largest integer less than or equal to \( z \). After each update of \( s_i^+ \), the value of step-size is compared with \( \phi \). In case, it is less than or equal to \( \phi \), no update is done at \( i \)-th position and the vector \( \mathbf{q}_i^+ \) is kept same as \( \mathbf{x}^{(j)} \). If it is greater than \( \phi \), we add the updated step-size with \( x_i^{(j)} \) and check whether that is greater than \( 1 \) or not. If it is greater than \( 1 \), we again update \( s_i^+ \), otherwise, we evaluate the function at the updated \( \mathbf{x}^{(j)} \), i.e., \( \mathbf{q}_i^+ \). So, during the positive update of any given position \( i \) of the vector \( \mathbf{x}^{(j)} \) in \( j \)-th iteration, maximum number of possible values \( s_i^+ \) can take is \( k \) and for each value of \( k \), we need atmost 4 operations in the worst case scenario (in terms of the number of operations required) which are (a) adding \( s_i^+ \) with \( x_i^{(j)} \), (b) checking whether \( x_i^{(j)} > 1 \) (c) setting \( s_i^+ = \frac{s_i^+}{\rho} \) (assuming \( x_i^{(j)} > 1 \)) and (d) checking \( s_i^+ > \phi \) or not. Hence, during an iteration, the positive update of a position requires atmost \( 4k \) basic operations. Similarly it can be shown that for negative update of a position also, it would require atmost \( 4k \) operations in an iteration. Since, the update is done at \( n \) sites and each site has positive as well as negative updates, the number of operations required for update (in step (3) and (4) of \textbf{STAGE 1} in Section 2.1) in an iteration is not more than \( 2n \ast (4k) = 8kn \).

After evaluating the function values at \( 2n \) sites given by \{ \( f_i^+ \) \}_{i=1}^{n} \) and \{ \( f_i^- \) \}_{i=1}^{n}, we find the maximum of these \( 2n \) values and then we compare the maximum of \{ \( f_i^+ \) \}_{i=1}^{n} \) and \{ \( f_i^- \) \}_{i=1}^{n} with current value of the function \( Y^{(j)} = f(\mathbf{x}^{(j)}) \) (see step (5) of \textbf{STAGE 1} in Section 2.1). So overall, it takes \( 2n \) operations to find the maximum of \( 2n + 1 \) quantities. To find the square of
euclidean distance between $x^{(j)}$ and $x^{(j+1)}$ (see step (6) of **STAGE 1** in Section 2.1), it takes not more than $(3n-1)$ operations, i.e., $n$ operations to compute the coordinate wise distances, $n$ operations to square each of them and $(n-1)$ operations to find the sum of $n$ squared coordinate wise distances. Hereby, for each iteration, the maximum number of operations required is not more than $8kn + 2n + 3n = (8k + 5)n$.

The number of times the objective function is evaluated at each iteration is $2n$ ($n$ times at each step (3.3) and (4.3) of **STAGE 1** in Section 2.1). Thus our algorithm has time complexity of $O(n)$ both in terms of the number of required basic operations and number of function evaluations in each iteration step.

### 2.3 Theoritical properties

In this section we show that under some regularity conditions, our algorithm gives the global minimum of the objective function when it is convex. Consider the following theorem

**Theorem 1.** Suppose $f : [0,1]^n \rightarrow \mathbb{R}$ is a convex function. Suppose, all partial derivatives of $f$ exist at a point $u = (u_1,\ldots,u_n) \in [0,1]^n$. Consider a sequence $\delta_k = \frac{s}{\rho^k}$ for $k \in \mathbb{N}$ and $s > 0, \rho > 1$. Define $u_k^{(i+)} = (u_1,\ldots,u_{i-1},u_i + \delta_k,u_{i+1},\ldots,u_n)$ and $u_k^{(i-)} = (u_1,\ldots,u_{i-1},u_i - \delta_k,u_{i+1},\ldots,u_n)$ for $i = 1,\ldots,n$. If for all $k \in \mathbb{N}$, $f(u) \leq f(u_k^{(i+)}))$ and $f(u) \leq f(u_k^{(i-)})$ for all $i = 1,\ldots,n$, the global minimum of $f$ occurs at $u$.

**Proof of Theorem 1.** Take an open neighborhood $U \subset [0,1]^n$ w.r.t. $l_\infty$-norm containing $u$ at the center. So, there exists $r > 0$ such that $U = \prod_{i=1}^n U_i$ where $U_i = (u_i - r, u_i + r)$ for $i = 1,\ldots,n$. For some $i \in \{1,\ldots,n\}$, define $g_i : U_i \rightarrow \mathbb{R}$ such that $g_i(z) = f(u_1,\ldots,u_{i-1},z,u_{i+1},\ldots,u_n)$. Since $f$ is convex on $U$, it can be easily shown that $g_i$ is also convex on $U_i$. We claim that $g_i(u_i) \leq g_i(z)$ for all $z \in U_i$.

Suppose there exist a point $u^*_i \in U_i$ such that $g_i(u^*_i) < g_i(u_i)$. Take $d = |u^*_i - u_i|$. Clearly $0 < d < r$. Without loss of generality, assume $u^*_i > u_i$. Hence $u^*_i = u_i + d$. Since $\delta_k$ is a strictly decreasing sequence going to 0, there exists a $N$ such that for all $k \geq N$, $\delta_k < d$. Now we have $u_i < u_i + \delta_N < u_i + d$. Now there exists a $\lambda \in (0,1)$ such that $u_i + \delta_N = \lambda u_i + (1-\lambda)(u_i + d)$.
From convexity of \( g_i \), we have
\[
\begin{align*}
    f(u_i + \delta_N) &= f(\lambda u_i + (1 - \lambda)(u_i + d)) \\
    &\leq \lambda f(u_i) + (1 - \lambda)f(u_i + d) \\
    &= \lambda f(u_i) + (1 - \lambda)f(u_i^*) \\
    &= \lambda f(u_i) + (1 - \lambda)(f(u_i) + (1 - \lambda)(f(u_i^*) - f(u_i))) \\
    &= f(u_i) - (1 - \lambda)(f(u_i) - f(u_i^*)) \\
    &< f(u_i) \quad \text{(since } f(u_i^*) < f(u_i)).
\end{align*}
\]

But, we know \( f(u_i) \leq f(u_i + \delta_N) \). Hence it is a contradiction.

Since partial derivatives of \( f \) exist at \( x = u_i \), \( g_i \) is differentiable at \( z = u_i \). Since \( u_i \) is a local minima of \( g_i \) in \( U_i \), we have \( g_i'(u_i) = 0 \). So we have \( \frac{\partial}{\partial x_j} f(x)|_{x=u} = 0 \). By similar argument it can be shown that \( \frac{\partial}{\partial x_j} f(x)|_{x=u} = 0 \) for all \( j = 1, \ldots, n \). Since \( f \) is convex and \( \nabla f(u) = 0 \), \( u \) is a local minima in \( U \). Now, since \( U \subset [0, 1]^n \), \( u \) is also a local minima of \([0, 1]^n\). But \( f \) is convex on \([0, 1]^n\). Since any local minimum of a convex function is necessarily global minimum, the global minimum of \( f \) occurs at \( u \).

\[ \square \]

**Corollary 1.** Suppose \( f : [0, 1]^n \mapsto \mathbb{R} \) is convex and differentiable function. Consider a sequence \( \delta_k = \frac{s}{\rho k} \) for \( k \in \mathbb{N} \) and \( s > 0, \rho > 1 \). Define \( u_k^{(i,+)} = (u_1, \ldots, u_{i-1}, u_i + \delta_k, u_{i+1}, \ldots, u_n) \) and \( u_k^{(i,-)} = (u_1, \ldots, u_{i-1}, u_i - \delta_k, u_{i+1}, \ldots, u_n) \) for \( i = 1, \ldots, n \). If for all \( k \in \mathbb{N} \), \( f(u) \leq f(u_k^{(i,+)}) \) and \( f(u) \leq f(u_k^{(i,-)}) \) for all \( i = 1, \ldots, n \), the global minimum of \( f \) occurs at \( u \).

\[ \text{Proof of Corollary 1.} \] Since \( f \) is differentiable, all partial derivatives exist for all \( v \in [0, 1]^n \), hence at \( u \). Hence, using previous theorem we can say the global minimum of \( f \) occurs at \( u \).

\[ \square \]

Suppose the objective function is convex and all the partial derivatives exist at the obtained solution \( u \in [0, 1]^n \) which is an interior point. Our algorithm terminates when two consecutive \( \text{runs} \) yield the same solution. It implies in the last \( \text{run} \), the objective function values at all the sites obtained by making jumps of sizes \( \delta_k = \frac{s_{\text{max}}}{\rho k} \) (until \( \delta_k \) gets smaller than \textit{step size threshold} around \( u \), i.e. \( f(u_k^{(i,+)}) \) and \( f(u_k^{(i,-)}) \), are greater than or equal to \( f(u) \) for \( i = 1, \ldots, n \). So, taking \textit{step size threshold} sufficiently small, our algorithm will reach the global minimum under the assumed regularity conditions of the objective function. From Corollary 1 we can conclude that if the objective function is convex and differentiable, taking \textit{step size threshold} sufficiently small, our algorithm reaches the global minimum. It is to be noted that if the function is convex and differentiable and it takes minimum value at some interior point, evaluation of only the
first run is sufficient to obtain the solution.
Chapter 3

Simulation study and conclusion

For any global optimization algorithm, it is not always possible to reach the global solution while optimizing any non-convex function. So, the best way to compare the performances of several optimization algorithms is to perform a comparative study based on minimizing some well known benchmark functions.

3.1 Comparative study on Benchmark Functions

In this section, we compare the performance of our algorithm of global maximization on bounded intervals to five standard optimization methods: the ‘Interior-point (IP)’ algorithm, ‘Sequential Quadratic Programming (SQP)’ algorithm, ‘Trust-region-reflective (TRF)’ algorithm, ‘Simulated annealing (SA)’ ([14]), and ‘genetic algorithm (GA)’ ([1]). All these algorithms are available in Matlab R2014a (The Mathworks) via the Optimization Toolbox functions \texttt{fmincon} (for IP and SQP), \texttt{lsqnonlin}, \texttt{simulannealbnd}, and \texttt{ga} respectively. Out of these 4 available functions for optimization on bounded intervals, \texttt{fmincon} and \texttt{lsqnonlin} searches for local minimum and these are less time consuming in general. On the other hand \texttt{simulannealbnd}, and \texttt{ga} tries to find global minimum, being more time consuming. In our comparative study, we set the maximum number of allowed iterations and evaluations of objective function to be infinity for \texttt{fmincon}, \texttt{lsqnonlin} and \texttt{simulannealbnd} functions. For \texttt{ga}, we used the default values. Our proposed algorithm (GCDVSBI) is implemented in Matlab 2014a and the values of the tuning parameters have been taken to be default (as mentioned in Section 2.1). We did not consider the Nelder-Mead nonlinear simplex algorithm ([16]) and Levenberg-Marquardt gradient descent ([15]) in this comparative study as the implementations of these two methods in Matlab 2014a (via \texttt{fminsearch} and \texttt{fmincon} functions respectively) do not work for bounded parameter space. In the following sections, for each test function, the convergence is considered to be successful for a method if the absolute difference between the function value at solution returned by that
Table 3.1: Comparison of required time (in seconds) for solving Rosenbrock problem on bounded interval starting from $(x_1, x_2) = (-1.2, 1)$ using different methods.

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Success</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>GCDVSBI</td>
<td>Yes</td>
<td>0.175</td>
</tr>
<tr>
<td>SQP</td>
<td>Yes</td>
<td>0.131</td>
</tr>
<tr>
<td>IP</td>
<td>Yes</td>
<td>0.390</td>
</tr>
<tr>
<td>GA</td>
<td>No</td>
<td>0.515</td>
</tr>
<tr>
<td>SA</td>
<td>No</td>
<td>0.332</td>
</tr>
<tr>
<td>TRF</td>
<td>No</td>
<td>1.857</td>
</tr>
</tbody>
</table>

method with the true optimum function value is less than $10^{-2}$.

3.1.1 Example 1: Rosenbrock function on bounded interval

For Rosenbrock parabolic valley (2-D) problem, our objective function is

$$f(x_1, x_2) = 100(x_2 - x_1)^2 + (1 - x_1)^2.$$  

It attains the global minimum at $(x_1, x_2) = (1, 1)$. We considered $x_1, x_2 \in [-3, 3]$. The starting point is taken to be $(x_1, x_2) = (-1.2, 1)$. In Table 3.1 it is noted that only GCDVSBI, SQP and IP algorithms reach the global minimum.

3.1.2 Example 2: Ackley’s function

Ackley’s function is given by

$$f(x, y) = -20 \exp \left(-0.2\sqrt{0.5(x^2 + y^2)}\right) - \exp \left(0.5(\cos(2\pi x) + \cos(2\pi y))\right) + e + 20$$

where $-5 \leq x, y \leq 5$. The global minimum occurs at $(x, y) = (0, 0)$ For the comparative study of the proposed method with the other existing methods, each algorithm is started from 100 randomly generated initial points in the domain. In table (3.2), the average computation times and success rates have been provided for all methods. It is to be noted that only GCDVSBI, GA and SA algorithms reach the global minimum every time, but using GCDVSBI there is approximately 16 and 37 fold improvement in computation time compared to GA and SA algorithms respectively.
Table 3.2: Comparison of average computation time (in seconds) and success rate of reaching the global minimum for Ackley’s function, Levi’s function and Schaffer Function (N2 & N4) starting from 100 randomly generated starting points within the corresponding domains using different methods, for each functions.

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Ackley’s function</th>
<th>Levi’s function</th>
<th>Schaffer function (N2)</th>
<th>Schaffer function (N4)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Success rate (%)</td>
<td>Avg. time</td>
<td>Success rate (%)</td>
<td>Avg. time</td>
</tr>
<tr>
<td>GCDVSBI</td>
<td>100</td>
<td>0.013</td>
<td>100</td>
<td>0.021</td>
</tr>
<tr>
<td>SQP</td>
<td>18</td>
<td>0.016</td>
<td>3</td>
<td>0.020</td>
</tr>
<tr>
<td>IP</td>
<td>21</td>
<td>0.038</td>
<td>8</td>
<td>0.052</td>
</tr>
<tr>
<td>GA</td>
<td>100</td>
<td>0.207</td>
<td>66</td>
<td>0.327</td>
</tr>
<tr>
<td>SA</td>
<td>100</td>
<td>0.477</td>
<td>83</td>
<td>0.428</td>
</tr>
<tr>
<td>TRF</td>
<td>22</td>
<td>0.074</td>
<td>1</td>
<td>NA</td>
</tr>
</tbody>
</table>

3.1.3 Example 3: Levi’s function

Levi’s function is given by

\[ f(x, y) = \sin^2(3\pi x) + (x - 1)^2 \left(1 + \sin^2(3\pi y)\right) + (y - 1)^2 \left(1 + \sin^2(2\pi y)\right) \]

where \(-10 \leq x, y \leq 10\). The global minimum is at \((x, y) = (1, 1)\). Starting from 100 randomly generated points in the domain of \((x, y)\), a comparative study similar to the above example is performed for this function also and the results of the comparative study have been provided in table (3.2). Again, it is to be noted that GCDVSBI outperforms other methods quite significantly, having the highest success rate with the lowest required computation time.

3.1.4 Example 4: Schaffer function (N2 and N4)

Schaffer function (N2) is given by

\[ f(x, y) = 0.5 + \frac{\sin^2(x^2 - y^2) - 0.5}{(1 + 0.001(x^2 + y^2))^2} \]

and Schaffer function (N4) is given by

\[ f(x, y) = 0.5 + \frac{\cos^2(\sin (|x^2 - y^2|)) - 0.5}{(1 + 0.001(x^2 + y^2))^2} \]

where \(-100 \leq x, y \leq 100\). The global minimum for these two functions are at \((x, y) = (0, 1.25313)\) and \((x, y) = (0, 0)\) respectively. For these two functions also, a comparative study between various methods similar to the above example is performed and the results of the com-
Table 3.3: Comparison of required time and successful convergence for solving bounded Powells quartic function for various dimensions $N = 4, 8, 20, 40$ and $100$, using various methods.

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>$N=4$</th>
<th>$N=8$</th>
<th>$N=20$</th>
<th>$N=40$</th>
<th>$N=100$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Success</td>
<td>Time</td>
<td>Success</td>
<td>Time</td>
<td>Success</td>
</tr>
<tr>
<td>GCDVSBI</td>
<td>Yes</td>
<td>0.136</td>
<td>Yes</td>
<td>0.332</td>
<td>Yes</td>
</tr>
<tr>
<td>SQP</td>
<td>Yes</td>
<td>0.189</td>
<td>Yes</td>
<td>0.139</td>
<td>Yes</td>
</tr>
<tr>
<td>IP</td>
<td>Yes</td>
<td>0.387</td>
<td>Yes</td>
<td>0.478</td>
<td>Yes</td>
</tr>
<tr>
<td>GA</td>
<td>Yes</td>
<td>0.960</td>
<td>Yes</td>
<td>5.810</td>
<td>Yes</td>
</tr>
<tr>
<td>SA</td>
<td>Yes</td>
<td>0.896</td>
<td>No</td>
<td>2.735</td>
<td>No</td>
</tr>
<tr>
<td>TRF</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
</tbody>
</table>

Comparative study have been provided in table (3.2). Again for Schaffer function (N2) and (N4), GCDVSBI performs significantly better over all other algorithms. For optimizing Schaffer function (N2), using TRF algorithm results in unusually high (> 20 minutes) computation time for some cases. So the performance of TRF algorithm is not reported in case of Schaffer function (N2).

3.1.5 Example 5: Bounded Powell’s quartic function

Suppose our parameter is $X = [x_1^T, x_2^T, x_3^T, x_4^T]^T$ is a vector of length $N = 4n$ and $x_i = (x_{i1},\ldots,x_{in})^T$ is a vector of length $n$ for $i = 1, 2, 3, 4$. Then $N$-dimensional ($N$ is a multiple of 4) Powells quartic function is given by

$$f(X) = \sum_{i=1}^{n} \left[ (x_{i1} + 10x_{i2})^2 + 5(x_{3i} - x_{4i})^2 + (x_{2i} - 2x_{3i})^4 + 10(x_{1i} - x_{4i})^4 \right]$$

The minimum value occurs at $X = (0,\ldots,0)^T$. We considered each element of $X$ lies in $[-10, 10]$. The starting point is taken to be $x_1 = (3,\ldots,3)^T$, $x_2 = (-1,\ldots,-1)^T$, $x_3 = (0,\ldots,0)^T$ and $x_4 = (1,\ldots,1)^T$. For $N = 4, 8, 20, 40$ and $100$, this function is optimized by different algorithms setting the above-mentioned starting points (of corresponding dimensions). In table (3.3), the success rate of convergence and average computation time of different methods have been noted down. lsqnonlin returned some error in this case. Due to convexity of this function (see [19]), SQP and IP have extra advantage over other methods. It is noted that that, with increasing dimension, SQP and IP solve the problem most efficiently as expected. Among the global optimization methods, in higher dimensions, only our method reaches the true solution in reasonable amount of time outperforming other two global optimizers GA and SA.
3.2 Conclusion

This paper presents an efficient derivative-free algorithm for global optimization of functions of parameters coming from possibly distinct bounded intervals. The algorithm being derivative free, can be used efficiently for the functions whose derivatives are computationally expensive to calculate. Unlike other existing global optimization algorithms like GA and SA, the number of required function evaluations for this proposed algorithm increases only in the order of the number of parameters. Thus it works faster for high-dimensional global optimization problems. Another unique feature of GCDVSBI is the way it evaluates the objective function values at different sites, parallel computing can be incorporated easily and the requirement of parallelization only increases in the order of the number of variables unlike Monte Carlo methods where the requirement of parallelization increases exponentially with increasing dimension of parameter space (as mentioned in [13]).

For several benchmark global optimization problems, it is noted that GCDVSBI works 5-20 times faster on average than global optimization algorithms GA and SA and reaches the global solution more often. In Example 3.1.5 of Section 3.1, it is noted that for high-dimensional convex optimization problem, GCDVSBI reaches the global minimum in reasonable amount of time outperforming GA and SA. In Section 2.3 it has been shown that GCDVSBI reaches the global minimum in case the objective function is convex and differentiable and the global minimum occurs at any arbitrary interior point of the domain. Unlike other global optimization algorithms (e.g., GA and SA), GCDVSBI also efficiently optimize convex functions.
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