ABSTRACT

YUAN, GUANGCHAO. Investigating Sentiment, Homophily, and Location for Understanding User Interactions in Social Media. (Under the direction of Professor Munindar Singh.)

With the rapid development of Web 2.0 technologies, smart phones, and global position system (GPS), location sharing services have become prevalent on social media. Instead of passively absorbing information, users have become active participants in social media via various user interactions.

We divide user interactions into two categories: interactions with other users and interactions with information objects. The information objects can be locations, blogs, photos, and so on. Understanding user interactions from the massive amount of available data in social media can help bridge the gap between users’ online and offline activities and thereby improve the quality of recommender systems and search engines.

There are two common characteristics of user interactions. First, user interactions usually involve data sources across multiple layers: content, social, geography, and time. Second, even though a huge amount of data is generated every day, it is sparse. Therefore, how to exploit data from various layers and overcome the data sparsity is important in understanding user interactions. We propose solutions mainly from two perspectives: exploiting (1) content, (2) homophily—similarity between nodes breeds connections between them.

With the ultimate goal of better understanding user interactions, this dissertation makes three main contributions. The first contribution is a framework of exploiting sentiment homophily for link prediction, with theoretical modeling and empirical evaluation. This framework helps answer the question of whether applying the homophily principle to the content would improve link prediction.

The second contribution is an approach of estimating the location of where a message originated. Due to the importance of geo-tagged messages (e.g., advertising), whether we can exploit homophily and the large amount of available content to overcome the sparsity of locations is important. Evaluation results on a Twitter dataset demonstrate that (1) the prediction error could be greatly reduced by applying homophily to both the social and the geographical layers, (2) our proposed approach of relating one user’s content to another user’s locations is effective in reducing prediction error.

The third contribution lies in how to exploit content and geographical homophily
to improve the performance of point-of-interest (POI) recommendation. Motivated by the sparsity of the user-POI check-in matrix, we propose a context-aware framework to improve recommendation quality. The context of a POI includes (1) aspect-based sentiment extracted from reviews and, (2) environmental context created by its surrounding POIs (*neighborhood effect*). Our work could provide insights about how to measure a user’s preference for a POI by modeling aspect-based sentiment, and how to model the neighborhood effect in general.
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Chapter 1

Introduction

**Thesis Statement:** Exploiting content and homophily improves the accuracy of link prediction, reduces the prediction error of location estimation and improves the performance of location recommendation.

1.1 Motivation

With the rapid development of Web 2.0 technologies, smart phones, and global position system (GPS), location sharing services have become prevalent on social media. On the one hand, content-sharing platforms, such as Twitter and Weibo, enable users to specify their locations in profiles (e.g., Los Angeles, California), or associate a message with a geo-tag. We define a geo-tag as any representation of location, e.g., city, neighborhood, or latitude-longitude (lat-lon) coordinate. On the other hand, several location-based social networks (LBSNs) have emerged and become popular, including Yelp, Foursquare, and Facebook Place. In LBSNs, users can build connections with friends, upload photos, share locations, and leave comments about the locations. Instead of passively absorbing information, users have become active participants in social media via various user interactions.

We divide user interactions into two categories: with other users and with information objects. A user interacts with other users by sending a friend request, participating in a particular community. The information objects that a user could interact with can be a location, a blog, a photo, and so on. A user could interact with these objects by visiting
a location and sharing the location online or by commenting on, liking, or reposting a post created by others.

The unprecedented access to user-produced content, social connections, and geospatial trails of users provides researchers with extraordinary opportunities for investigating user interactions. Regarding users as social sensors, investigating user interactions can understand the interplay between users’ online and offline activities [Cranshaw et al., 2010], recommend personalized products [Ye et al., 2012], target and spread regional advertisements [Tuten, 2008], detect earthquakes [Sakaki et al., 2010], predict political elections [Diakopoulos and Shamma, 2010], and so on.

There are two common characteristics of user interactions. First, user interactions usually involve data sources across multiple layers: content layer (what does a user do or say?), social layer (who are the friends of a user?), geographical layer (where does a user go?), and temporal layer (when does a user perform an interaction?) [Yuan et al., 2013a]; a typical user interaction requires data sources from at least two out of the four layers. For example, people meet in a social event (geographical layer) tend to become online friends in Facebook (social layer); a user may go to a restaurant (geographical layer) after seeing the review about the restaurant in Foursquare (content layer), which is posted by one of her online friends (social layer).

Second, even though a huge amount of data is generated everyday, it is sparse. For example, a social network has millions of nodes, but the links between nodes are quite sparse; in Twitter, only around 26% users have specified their locations as granular as a city name [Cheng et al., 2010], and only 2% of tweets are geo-tagged [Leetaru et al., 2013].

Therefore, how to exploit data from various layers and overcome the data sparsity is important in understanding user interactions.

1.2 Problem

At the macro level, our solutions come from two perspectives. First, exploiting information from the content layer. Compared to the other three layers, the content layer suffers least from the data sparsity problem; around 500 million tweets are generated per day
The content usually reflects a user’s interests and sentiments. By applying text mining techniques, this vast amount of content can provide a rich source of context for understanding user interactions. In addition, building users’ profiles from content can help address data sparsity (that is, sparsity in other sources).

Second, exploiting homophily—similarity between nodes breeds connections between them [McPherson et al., 2001]. Here a node could be a person, a location, or other entity. For user-user interactions, existing works derive similarities among users from various perspectives, including network topology [Liben-Nowell and Kleinberg, 2003], users’ interests [Singla and Richardson, 2008], and geography [Scellato et al., 2011]. For user-location interactions, a common intuition is that locations within a shorter geographical distance tend to be more related than those far away [Tobler, 1970]. Thus, the geographical distance is important in users’ location-visiting behavior. We claim that data sparsity can be alleviated by exploiting homophily.

Figure 1.1 outlines the main scope of the dissertation.

Overall, the dissertation investigates two kinds of user interactions—who to become online friends with (user-user interaction) and where to visit in the offline world (user-location interaction). The objective is to provide an understanding on the performance and effect of exploiting content and homophily on user interactions, through theoretical modeling and experimental evaluations.

In general, we ask two research questions:

1. How can we exploit content and homophily to improve our understanding of user interactions?
2. What’s the performance gain from applying content and homophily over modeling user interactions?

1.2.1 Organization

Before the appearance of the location sharing services, the simplest user interactions in social media (e.g., Facebook or Twitter) included the following, (1) a user posts messages, which indicate her emotional status (sentiment) or her daily activities (aspect), (2) a user becomes friends with another user so that they could see each other’s messages more conveniently.
An important research question that emerges from the above user interactions is link prediction—infering potential relationships from a snapshot of a social network. Most existing approaches rely on deriving similarities between two users’ social circles; a common intuition is that two users sharing more common friends have a higher probability of becoming friends. However, due to the difficulty of obtaining social network and the sparsity of social network, we are interested in exploiting users’ messages to address the problem. A user’s messages usually reveal interests and sentiment of a user, providing us with rich and unique opportunities of understanding a user. For example, during the period of political election, we can infer who a user supports for what reasons from her messages [Tumasjan et al., 2010]. Motivated by the observation that structurally or semantically similar users may express different sentiments toward a common character-
istic, we claim that there exists a sentiment homophily in networks—similarity in users’ sentiments breeds connection. Sentiment can be an important trait for link prediction because of its effectiveness in diverse domains, such as political election prediction [Diakopoulos and Shamma, 2010], location recommendation [Yang et al., 2013], and event detection [Thelwall et al., 2011]. Therefore, our first work is to apply homophily in the content layer to improve the performance of link prediction. There are two main challenges. First, how can we quantify sentiment homophily? Second, if sentiment homophily exists, how can we leverage such homophily to build a model with the objective of improving link prediction? In Chapter 2, we discuss how to motivate the problem and address the challenges in detail. We present both the theoretical modeling and empirical evaluation of our approach on a Twitter dataset.

Next, the user interactions become complicated when the location sharing services are enabled. When a user posts a message, the message could be associated with a location. The location could be a geo-tag or a point-of-interest (POI), and the POI usually has a category (e.g., food or nightlife), indicating its functionality. The applications and the corresponding research questions are different depending on whether the location is a geo-tag or a POI.

If the location is a geo-tag, the geo-tag indicates where the message originated. Geotagged messages provide meaningful real-time information for modeling geographical phenomena, such as monitoring regional health [Aramaki et al., 2011], detecting local emergency [Starbird et al., 2010], observing linguistic differences across geographical areas [Hong et al., 2012], and so on. Nevertheless, due to the sparsity of available geo-tagged messages, location estimation—assigning a geo-tag to a message—has become an important research topic, which is the focus of our second work. The task of predicting the geo-tags of the large number of untagged messages, given the limited available geo-tagged messages, is challenging in two ways. First, for an untagged message of a user, how to choose a set of geo-tags that serve as the candidates? Second, how to relate a user’s message to another’s geo-tags? Previous approaches fall into two main categories. First, content-based techniques assume that messages encode location via place names or other location words and rely on word distributions over geo-tags. They treat historical geo-tags of all users as candidates and yield large prediction errors. Second, individualized
techniques assume that a user only visits a limited number of locations, and treat a user’s prior geo-tags as candidates. The approach fails for users with insufficient historical geo-tagged tweets. Most users have sparse geo-tagged histories and some have no geo-tagged messages at all. We claim that “similar” users may have similar location visiting behavior, and a user’s messages can be predicted from similar users’ geo-tags. We investigate various definitions of similarity between users by applying homophily to both the social and the geographical layers, and study the effect of such definitions on the accuracy of location estimation. In addition, inspired by the existing works that a user’s interests are related to the location functionality (category of a POI), we differentiate a user’s personal interests from her community interests, and relate her community interests to other users’ geo-tags. We present our approach and evaluation in Chapter 3.

If the location is a POI, the message is usually a user’s comment about the POI. User interactions in LBSNs include checking-in at POIs, leaving their comments about POIs, and sharing them with their friends. With the popularity of LBSNs, the POI recommendation—recommending unvisited POIs to a user—has attracted attention from several researchers. POI recommender systems with improved quality not only help users explore interesting places, but also help service providers in targeting users. Most existing approaches apply matrix factorization technique [Koren et al., 2009] to user-POI check-in matrix [Ye et al., 2011; Cheng et al., 2012; Liu and Xiong, 2013; Gao et al., 2015]. However, the matrix is highly sparse since a user typically visits a few POIs, leading to poor recommendation quality. To improve the recommendation quality, we propose a framework that jointly models two contextual factors: content and geographical homophily. We observe that a user usually expresses her sentiment toward different aspects when she writes a review for a POI. For example, “Atmosphere is ok, but the pad thai here is delicious...”. In the context of recommendation problem, where a user has no historical interaction with an unvisited POI, exploiting content information not only addresses the data sparsity problem to some extent, but also captures many significant qualities of a user or a POI. In addition, unlike traditional recommender systems, geographical distance brings about both challenges and opportunities. A user tends to visit POIs that are close to her home, and her preference to a POI may be affected by its nearby POIs. What are the properties of the two contextual factors and how to exploit both of them
to build the recommendation system are the main research questions. We present this work in Chapter 4.

We summarize the major results of the dissertation in Chapter 5.

1.3 Contributions

This dissertation makes the following contributions.

1.3.1 Link Prediction

Motivated by investigating sentiment homophily for link prediction, we are interested in two research questions:

- How may we exploit sentiment for link prediction?
- Can sentiment homophily help in link prediction?

We evaluate our approach on a dataset gathered from Twitter that consists of tweets sent in one month during U.S. 2012 political campaign along with the “follows” relationship between users. Our first contribution is defining a set of sentiment-based features that help predict the likelihood of two users becoming “friends” (i.e., mutually mentioning or following each other) based on their sentiments toward topics of mutual interest. Our evaluation in a supervised learning framework demonstrates that sentiment-based features significantly improve the performance of link prediction in terms of the $F_1$ measure in both mutual-follow and mention graphs. We find that the Adamic-Adar and Euclidean distance measures are the best predictors. Our second contribution is proposing a factor graph model that incorporates a sentiment-based variant of cognitive balance theory. The evaluation shows that, when tie strength is not too weak, our proposed model is more effective in link prediction than logistic regression and random forest.

1.3.2 Location Estimation

The first problem we investigate for user-location interaction is location estimation of tweets. We consider the following research questions:
• How to select other users that might be geographical or social related to a user?
• How to exploit the correlation between users' content and locations to estimate the location of a user's tweet? That is, how one's interests are related to another user's locations?

We propose an approach, Percimo, by (1) employing communities without exploding the set of candidate locations, (2) investigating the effect of different definitions of user similarity in location estimation, inspired from sociology, specifically, the common-bond and common-identity theory [Prentice et al., 1994], and (3) relating a user's interests to another's locations via a Latent Dirichlet Allocation (LDA) [Blei et al., 2003] based model that balances a user's personal and community interests.

We evaluate Percimo via a dataset consisting of geo-tagged tweets collected over two months from two U.S. states. We find that Percimo yields a smaller prediction error than two state-of-the-art approaches: (1) by reducing the size of candidate sets through communities, Percimo greatly reduces the prediction error compared to a purely content-based technique, (2) by differentiating a user’s community interests from personal interests, Percimo reduces prediction error over baseline models relying purely on personal history, and predicts geo-tags even for users without historical geo-tags.

1.3.3 Point-of-Interest Recommendation

Next, we investigate the personalized point-of-interest (POI) recommendation problem. We consider the following research questions:

• How can we model the context in terms of content for POI recommendation?
• How can we model the context in terms of geographical homophily for POI recommendation?
• How can we exploit both of the contextual factors to improve the quality of POI recommendation?

First, we develop an LDA-based model to learn a user’s category-based aspect distribution. The aspect distribution of a POI is scaled by the aspect-based sentiment of users who have visited it. We profile both users and POIs via aspect distributions, and model
a user’s content-based preference toward a POI by calculating the similarity between the two distributions.

Second, we apply homophily principle to POIs. As near POIs are more related than distant POIs, we claim that a user’s visiting behavior to a POI is not only decided by her preference to the POI, but also be affected by her preference for nearby POIs, which is defined as neighborhood effect. We discretize POIs into cells on a spatial grid with a certain threshold, and propose different sets of features to model different properties of the neighborhood effect.

Lastly, we develop a POI recommendation framework based on matrix factorization techniques by fusing the content-based preference modeling and the neighborhood effect.

We evaluate our approach on the Yelp Challenge Dataset. Our evaluation shows that (1) the aspect-based sentiment modeling could significantly improve the accuracy of POI visiting prediction, (2) the neighborhood effect arises when a user decides her POI-visiting behavior; the RMSE scores significantly decrease by exploiting neighborhood effect with the threshold $500 \text{ m}$ of defining a neighborhood; features based on neighborhood properties (e.g., average visit) are significantly more effective in modeling the neighborhood effect than features that are based on a user’s preference toward nearby POIs individually.
Chapter 2

Link Prediction

In this chapter, we study the effects of exploiting information from content layer (sentiment) and homophily principle in indicating a user-user interaction.

2.1 Introduction

Link prediction refers to inferring potential relationships from a snapshot of a social network. A common intuition behind link prediction approaches is the presence of homophily in networks—similarity breeds connections [McPherson et al., 2001]. Existing works derive similarities among users from network topology [Liben-Nowell and Kleinberg, 2003] (structural similarity), and users’ interests [Singla and Richardson, 2008] and geography [Scellato et al., 2011] (semantic similarity).

However, structurally or semantically similar users may express different sentiments toward a common characteristic. Thelwall [Thelwall, 2010] found some evidence of both positive and negative sentiment homophily among MySpace friends. We posit that there exists a sentiment homophily in networks—similarity in users’ sentiments breeds connection. Sentiment can be an important trait for link prediction because of its application in different domains such as political election prediction [Diakopoulos and Shamma, 2010], location recommendation [Yang et al., 2013], and event detection [Thelwall et al., 2011].

Romero et al. [Romero et al., 2013] found that topics of interest to users can predict social relationships. For example, two users interested in the topic “Obama for President”
are likely to be friends. However, the two users may exhibit the same (both support or oppose Obama) or contradictory sentiments (one supports and the other opposes Obama) toward the topic. Motivated by sentiment homophily, we imagine that the two users are more likely to become friends in the former case than in the latter. Based on the above intuition, we ask two questions:

- How may we exploit sentiments for link prediction?
- Can sentiment homophily help in link prediction?

Two challenges arise when answering the first question. First, how can we design sentiment-based features between two users in order to quantify sentiment homophily? Unlike features such as number of common friends, age, number of common places, designing sentiment features is much more complex because interpreting the sentiment of a tweet depends upon its domain and topic.

Second, employing traditional machine learning techniques (e.g., logistic regression) for link prediction assumes independence among pairs of nodes in a network, i.e., whether A–B is connected is independent of other connected pairs. However, such a case seldom exists in the real world. Heider [Heider, 1958] proposed cognitive balance theory in social psychology suggesting that if strong ties A–B and A–C exist, the likelihood of B–C becoming a tie (whether weak or strong) increases because of the “psychological strain”: C will want to maintain his or her own feelings to agree with A and A’s friend, B. Granovetter claimed that the B–C tie is always present in this case. The strength of a tie can be “a combination of the amount of time, the emotional intensity, the intimacy, and the reciprocal services” [Granovetter, 1973]. Therefore, we hypothesize that it is nontrivial to capture dependence between pairs of nodes (e.g., A–B and A–C ties predicting the B–C tie) via a machine learning technique. If sentiment homophily exists, can we leverage such homophily to quantify the strength of a tie? Will the sentiment-based cognitive balance theory help in link prediction? How to build such a model and how to define the strength of a tie through sentiments are our second challenge.

We employ a dataset of political tweets (and associated users) to address the second question. We extract users’ sentiments toward different topics from their tweets, where sentiments are modeled as numeric scores and categorical values. Further, we design several sentiment-based features, and evaluate the effect of sentiment homophily
in a supervised setting on two social networks: the mutual-follow graph and the graph formed by users referring to each other using “@” mentions (Section 2.4). We find that sentiment-based features improve the performance of link prediction in terms of the F$_1$ score on both networks. We also investigate each sentiment-based feature and find that sentiment features based on the Adamic-Adar and Euclidean distance measures are the best predictors (Section 2.6.1).

We further propose a factor graph model based on Dong et al. [Dong et al., 2012], incorporating Heider’s cognitive balance theory, where the strength of ties is defined based on sentiment-based features (Section 2.5). Our model outperforms the other two well-known classifiers (logistic regression and random forest) in the mutual-follow graph and in mention graphs where the strength of ties is not too weak (number of mentions exceeds three) (Section 2.6.2).

Although our analyses focus on Twitter, we conjecture that our approach can extend to a broad setting involving online information sharing, e.g., for restaurant or movie recommendations.

**Contributions**

**Sentiment-based features.** We define features that quantify the likelihood of two users becoming friends based on their sentiments toward topics of mutual interest. We evaluate the potential benefits of each feature.

**Graphical model.** We propose a model that incorporates the sentiment-based cognitive balance theory for link prediction. Our evaluation suggests that our model yields improved the performance (F$_1$ score) of link prediction when compared to traditional machine learning models.

**2.2 Data and Observations**

To obtain a dataset involving strong sentiments, we crawled Twitter during U.S. 2012 political campaign (from March 23 to April 23 in 2012) using the keywords “Obama” and “Romney.” We preprocessed the dataset by first removing tweets that contain more than 10 hashtags. Because Twitter limits 140 characters in one tweet, a tweet containing
too many hashtags is likely to be spam [Kwak et al., 2010]. In addition, we treat users with less than five tweets as “inactive” and exclude them. The resulting dataset contains 3,970,974 tweets from 123,073 distinct user accounts.

**Topics.** A Twitter hashtag [Tsur and Rappoport, 2012] is a string beginning with “#”, which is viewed as a topic marker in the tweet. Typically, users adopt the same hashtag to discuss a particular topic. Thus, we use hashtags to represent different topics.

**Graphs.** We investigate two kinds of undirected graphs: the mention graph and the mutual-follow graph. The mention graph is based on “@” mentions: whether a retweet, a reply, or direct reference to a user. If two users mention each other more often than a certain threshold, we create an edge in their mention graph (we experiment with multiple thresholds). In the mutual-follow graph, we create an edge between two users if they follow each other.

### 2.2.1 Sentiment Extraction

We use an established sentiment lexicon, SentiWordNet [Baccianella et al., 2010], to obtain the sentiment scores of all tweets. SentiWordNet contains three real-valued scores for each word in its lexicon indicating *positivity, negativity, and objectivity*; the sum of the three scores is one. In addition, we extract emoticons from tweets and estimate the three sentiment scores of each emoticon. Agarwal et al. [Agarwal et al., 2011] provide a list of emoticons and categorize them into five categories: _extremely positive_, _positive_, _neutral_, _negative_, and _extremely negative_. We assign the sentiment scores to each category as triples of positivity, objectivity, and negativity scores, respectively, ⟨1, 0, 0⟩, ⟨3/4, 0, 0⟩, ⟨0, 1, 0⟩, ⟨0, 0, 3/4⟩, and ⟨0, 0, 1⟩.

We adapt the major methods described by Bakliwal [Bakliwal et al., 2013] to compute the sentiment score of a tweet. First, we choose only the adjectives in the lexicon and extract their stems [Porter, 1980] to build a pairwise stem-score mapping dictionary. We consider only adjectives because adjectives are strong indicators of sentiment [Hatzi: vassiloglou and Wiebe, 2000] and can improve sentiment prediction accuracy [Bakliwal et al., 2013]. Second, we use the Twitter part-of-speech tagger to extract the adjectives and emoticons in a tweet. Third, we handle the negation pattern through the Stanford parser [de Marneffe et al., 2006], which contains a dependency schema (neg) to indi-
cate negation. We reverse the sentiment polarity for each word marked in a neg schema. Finally, we obtain the positivity and negativity scores of a tweet by averaging the two scores for each adjective and emoticon; The objectivity score of the tweet is one minus the two polar scores.

2.2.2 Observations on the Data

As a sanity check on our intuition about sentiment homophily in the graphs we consider, we first determine the probability of two users sharing a same sentiment toward a topic of mutual interest, conditioned on whether they are connected.

We construct a mention graph choosing the threshold of mentions as three. That is, two users are connected if they mention each other at least three times. From the mutual-follow graph, we randomly choose a subgraph with 175 users and their friends. A pair of users is connected if there is an edge between them. For each graph, we construct pairs of unconnected users, whose number is identical to the number of connected pairs in the same graph. We choose the six most frequent topics (hashtags) in our dataset, and we want to compare the probability of two connected users sharing a sentiment with that of two unconnected users.

As Figure 2.1 shows, the probability of sharing a sentiment is 6% higher, on average, for connected users than unconnected users in the mention graph. In the mutual-follow graph (Figure 2.2), the mean difference in probability between connected and unconnected users is 4%, but the difference varies across topics. The probability difference is pronounced for “#romney” and “#santorum” (8%), whereas the difference is −1% for “#teaparty”. These observations support our intuition that sentiments and connections are correlated.

2.3 Problem Definition

Let $G(V, E)$ be a social network, where $V$ is the set of users and $E$ is the social relationship between the users. For a given node $v_s$ and a candidate set $C = \{v_1, v_2, \ldots, v_{|C|}\}$, our goal is to predict whether there is a link between $v_s$ and $v_i$ ($v_i \in C$). Specifically, the task is to find a predictive function for $v_s$ such that: $Y = f(G, v_s, C)$, where $Y = \{y_{si} | v_i \in C\}$
is a vector of inferred results; i.e., \( y_{si} = p(1|G, v_s, C) \) represents the probability that \( v_s \) will create a link with \( v_i \).

To do so, we take two steps. First we generate a candidate set for a source node \( v_s \) as described next. Second, we learn a predictive function by defining prediction features (Section 2.4) and applying a factor graph model incorporating cognitive balance theory (Section 2.5).

### 2.3.1 Candidate Generation

For each source node \( v_s \), we choose its two-hop neighborhood as its candidate set: friends and friends of friends. We choose the two-hop neighborhood as the candidate set because (1) the number of candidates increases exponentially with the number of hops [Lichtenwalter et al., 2010]; (2) the number formed friendships decays exponentially with the number of hops [Leskovec et al., 2008].

We model our problem as a classification problem, where friends are positive instances.
Figure 2.2 Probability of two users in the mutual-follow graph sharing a sentiment toward the six most frequent topics.

and friends of friends are negative instances. We assign half of the source nodes into a training set and half into a test set. We measure $F_1$ scores to validate our recommendations with respect to the existing friends of $v_s$ in the test set.

We can derive the potential friends of $v_s$ from its friends of friends and then make recommendations based on ranked probabilities of links between $v_s$ and its friends of friends. However, measuring the validity of such recommendations requires that we train a model from candidates at one time instance and test for candidates at a future time instance. Since our dataset does not have information about when the links were formed, such an evaluation is out of our scope.

2.4 Prediction Features

With the development of online information sharing, the coevolution of social and affiliation networks is gaining attention, e.g., [Zheleva et al., 2009]. We consider a user as
affiliating with a topic if the user evinces interest in it, and we call the affiliation topical affiliation. On Twitter, topical affiliation happens when a user includes a hashtag in his or her tweet.

Combining sentiment analysis of users’ messages and topical affiliation, we call such an affiliation the topic-sentiment affiliation. That is, a user affiliates with a set of topics, and associates a sentiment with each topic. We now describe how a user’s topic-sentiment affiliation can help link prediction by describing our prediction features.

We consider three kinds of features: sentiment, structural, and topical. Sentiment features are extracted from topic-sentiment affiliation; structural features are based on the graph-based similarity between two users; topical features are based on the topical affiliation of two users, measuring the similarity in their usage of topics. The sentiment features are our contribution whereas the other two categories serve as baseline predictors.

2.4.1 Topic-Sentiment Affiliation Construction

We compute each tweet’s positivity, negativity, and objectivity scores using the methods of Section 2.2.1. If a user mentions a hashtag in one of his or her tweets, we affiliate him with the topic-sentiment pair; if a user mentions the same hashtag in several tweets, we take the mean of the three scores of these tweets. We further adopt the sentiment-volume-objectivity (SVO) function [Gurini et al., 2013] to measure the aggregate effect of a user’s level of interest and his or her sentiment scores toward a topic. The SVO score is a real value between 0 and 1 that incorporates three elements: polar sentiment (positivity or negativity), number of times a user mentions a topic, and objectivity. Therefore, the sentiment in the affiliation system consists of four numeric scores: positivity, negativity, objectivity, and the SVO score. In this way, we obtain a topic-sentiment affiliation for each user from his or her tweets.

2.4.2 Sentiment Features

We use the difference between the positivity and negativity scores to decide a user’s categorical sentiment toward a hashtag. The opinion is positive (negative) if the difference is greater (less) than zero; otherwise, the opinion is objective. In addition, the size of a
hashtag is the number of users who have adopted it. We adopt the following notation:

- Let $v_1, v_2, \ldots, v_N$ be $N$ users.
- Let $h_1, h_2, \ldots, h_M$ be $M$ hashtags.
- Let $P_i, N_i, O_i$ be user $v_i$’s adopted hashtags set with positive, negative, objective sentiments, respectively.
- Let $\overline{P_j}, \overline{N_j}, \overline{O_j}$ be the set of users who expressed positive, negative, objective sentiments in a hashtag $h_j$, respectively.
- Let $H_i = P_i \cup N_i \cup O_i$
- Let $U(h_j) = \overline{P_j} \cup \overline{N_j} \cup \overline{O_j}$
- Let $s_i(h_j)$ be user $v_i$’s SVO score toward hashtag $h_j$.

Given two users $v_s$ and $v_t$, we divide sentiment features into the following seven categories:

1. **The number of hashtags for which they have the same sentiments.**
   - **Sentiment-agreement**: $|P_s \cap P_t| + |N_s \cap N_t| + |O_s \cap O_t|$

2. **Sentiment alignment coefficient**: among the common hashtags, the number that involve the same or opposite polar sentiments.
   - **Sentiment-aligned**: $(|P_s \cap P_t| + |N_s \cap N_t|)/|H_s \cap H_t|$
   - **Sentiment-misaligned**: $(|P_s \cap N_t| + |N_s \cap P_t|)/|H_s \cap H_t|$

3. **Size of the rarest common hashtags**: among the hashtags for which the users share polar sentiments, the one that is the least adopted by all of them.
   - **Sentiment-rarest**: $\min_{h_j \in P_s \cap P_t} |\overline{P_j}|$, $\min_{h_j \in N_s \cap N_t} |\overline{N_j}|$

4. **Adamic-Adar**: sum of the Adamic-Adar distances for each hashtag set affiliated with the three opinions.
   - **Sentiment-AA**: $\sum_{h_j \in P_s \cap P_t} 1/\log |\overline{P_j}| + \sum_{h_j \in N_s \cap N_t} 1/\log |\overline{N_j}| + \sum_{h_j \in O_s \cap O_t} 1/\log |\overline{O_j}|$

5. **Sum of inverse size.**
6. **Mean size of common hashtags for which they share the same sentiment.**

- **SENTIMENT-INVERSE:** 
  \[
  \sum_{h_j \in P_s \cap P_t} \frac{1}{|P_j|} + \sum_{h_j \in N_s \cap N_t} \frac{1}{|N_j|} + \sum_{h_j \in O_s \cap O_t} \frac{1}{|O_j|}
  \]

7. **Topic-SVO distance.**

- **Euclidean:** 
  \[
  \sqrt{\sum_{h_j \in H_s \cap H_t} (s_s(h_j) - s_t(h_j))^2}
  \]

- **Cosine:** 
  \[
  d_s d_t / ||d_s|| ||d_t||
  \]

2.4.3 **Structural Features**

These features are based on graph structure without considering semantic information. We choose four predictors introduced by Liben-Nowell et al. [Liben-Nowell and Kleinberg, 2003].

1. Number of common neighbors (CN) between two users.
2. Jaccard’s coefficient (JC): CN divided by the total number of neighbors.
3. Adamic-Adar (STRUCTURAL-AA) [Adamic and Adar, 2001]: weighting the importance of a common neighbor by the degree of the neighbor.
4. Preferential attachment (PA): the product of two users’ degrees.

2.4.4 **Topical Features**

These features, introduced by Romero et al. [Romero et al., 2013], are baseline predictors in my study.

1. The number of common hashtags (COMMON): \(|H_s \cap H_t|\)
2. Size of the smallest common hashtag (SMALLEST): 
   \[
   \min_{h_j \in H_s \cap H_t} |U(h_j)|
   \]
3. Adamic-Adar distance (Topical-AA):
\[ \sum_{h_j \in H_s \cap H_t} 1 / \log |U(h_j)| \]
4. Sum of inverse sizes (Inverse):
\[ \sum_{h_j \in H_s \cap H_t} 1 / |U(h_j)| \]
5. Mean size of common hashtags (Mean):
\[ \frac{1}{|H_s \cap H_t|} \sum_{h_j \in H_s \cap H_t} |U(h_j)| \]

2.5 Proposed Model: TSAM

To investigate how to better exploit sentiments for link prediction, we propose a topic-sentiment affiliation based graphical model (TSAM). The motivation underlying TSAM arises from cognitive balance theory: if A–B and A–C are strong ties, then these two links are not independent because B–C is likely to be present. We seek (1) a way of building such relationships where the strength of a tie incorporates sentiment and (2) to study whether this sentiment-based cognitive balance theory could improve link prediction.

A TSAM model is an undirected graph \( \mathcal{G}(\mathcal{V}, \mathcal{E}) \), where \( \mathcal{V} \) represents the set of variables and \( \mathcal{E} \) is the set of edges in the graphical model. Below, variables and edges refer to entities in TSAM, and nodes and links refer to entities in the social network.

We now describe how we build a TSAM model \( \mathcal{G}(\mathcal{V}, \mathcal{E}) \) by representing links and their relationships in a social network \( G(V, E) \). Given the social network \( G(V, E) \), a source node \( v_s \) and its candidate set \( C = \{v_1, v_2, \ldots, v_{|C|}\} \), link prediction seeks to infer the probability \( y_{si} \) that \( v_s \) will create a link with \( v_i \). Thus, we treat \( y_{si} \) as a variable (hidden) and the relationships between such variables as edges \( \mathcal{E} \) in the TSAM model.

There is an edge between any two hidden variables if they contain the same source node \( v_s \). Thus, for each source node, there is a clique in the TSAM model. For each hidden variable, an observed variable is connected with it, representing a vector of features associated with the hidden variable.

For example, suppose \( v_s \) has five candidates: \( \{v_1, v_2\} \), its one-hop friends, and \( \{v_3, v_4, v_5\} \), its friends of friends. The resulting TSAM model of Figure 2.3 has five hidden variables \( \{y_{s1}, \ldots, y_{s5}\} \) and five observed variables \( \{x_{s1}, \ldots, x_{s5}\} \).

Even though the figure only shows the factor graph for one source node, our model captures a scenario with multiple source nodes. Correspondingly, a TSAM model with
multiple source nodes is composed of multiple disconnected components, where all the hidden variables in one component form a clique.

Let \( T \) represent the set of indices for any link between a source node and one of its candidates. Then \( Y = \{ y_t | t \in T \} \) and \( X = \{ x_t | t \in T \} \) denote the set of hidden and observed variables in the TSAM model, respectively.

The graph can be modeled as a conditional random field [Lafferty et al., 2001] that defines a distribution over the graph:

\[
P(Y|X) = \frac{1}{Z} \prod_{t \in T} \varphi(y_t, x_t) \prod_{(y_{t'}, y_{t''}) \in \mathcal{E}} \psi(y_{t'}, y_{t''})
\]

where \( Z \) is a constant that ensures \( \sum_Y P(Y|X) = 1 \).

The model incorporates two factor functions, which we instantiate by the Hammersley-Clifford theorem [Hammersley and Clifford, 1971]. We follow the presentation of Dong et al. [Dong et al., 2012]: the attribute factor models the influence of different features on the hidden variable (link).

\[
\varphi(y_t, x_t) = e^{\sum_{m=1}^{M} \alpha_m f_m(y_t, x_{tm})}
\]  

(2.1)
where \( \alpha_m \) is a weight constant and \( d \) is the number of features associated with \( y_t \). We include all the features in Section 2.4 to build the attribute factor. Second, the edge factor encodes the relationships between connected hidden variables.

\[
\psi(y_t, y_{t'}) = e^{\left( \sum_{n=1}^{k} \beta_n g_n(y_t, y_{t'}) \right)}
\]

where \( \beta_n \) is a weight constant and \( k \) is the number of features associated with the edge \((y_t, y_{t'})\) in the TSAM model.

We define \( g_n(y_t, y_{t'}) \) as a binary function. For any two hidden variables \( y_t \) and \( y_{t'} \), a triad is potentially involved because \( y_t \) and \( y_{t'} \) contain the same source node. The triad would be cognitively balanced if both \( y_t \) and \( y_{t'} \) are strong ties. We can use any sentiment feature that satisfies the axioms of Gupte and Eliassi-Rad [Gupte and Eliassi-Rad, 2012] to define tie strength. Let’s take the feature sentiment-AA as an example. Following Hopcroft et al.’s [Hopcroft et al., 2011] definition of the importance of an user, we select the top 1% edges in the social network \( G(V, E) \) in terms of sentiment-AA features as strong ties. Therefore, \( g_n(y_t, y_{t'}) \) is one when both \( y_t \) and \( y_{t'} \) are strong ties; otherwise, it is zero.

Accordingly, the log-likelihood objective function is

\[
O(\theta, Y|X) = \log P(Y|X) = \sum_{i \in T} \sum_{m=1}^{d} \alpha_m f_m(y_i, x_{im}) + \sum_{(i,j) \in E} \sum_{n=1}^{k} \beta_n g_n(y_i, y_j) - \log Z
\]

Here \( \theta = (\alpha, \beta) \) is the model (parameter configuration) that I seek to learn to maximize the log-likelihood objective function: \( \theta^* = \arg \max_\theta O(\theta, Y|X) \).

We adapt the methods in [Tang et al., 2011] to learn the model except that we conduct experiments in a supervised setting; we use gradient descent to optimize the objective function, where the gradient is approximated by loopy belief propagation [Murphy et al., 1999]. With the estimated model \( \theta^* \), the goal of link prediction is to determine the probabilities of hidden variables that maximize the joint probability \( P(Y|X, \theta^*) \):

\[
Y^* = \arg \max_Y P(Y|X, \theta^*)
\]
2.6 Experimental Evaluation

We seek to answer two questions:

- Do sentiment features help in link prediction?
- Does our proposed graphical model incorporating the sentiment-based cognitive balance theory benefit link prediction?

2.6.1 Sentiment Features Evaluation

Evaluation Strategy. We conduct our experiments using the mention and mutual-follow graphs. For the mention graphs, the number of "@" references between users can be viewed as the strength of a tie. We therefore define several mention graphs by setting different strengths of ties. Table 2.1 shows the statistics of mention graphs with different thresholds and of the mutual-follow graph.

Table 2.1 Graph statistics.

<table>
<thead>
<tr>
<th>Graph</th>
<th>Nodes</th>
<th>Edges</th>
<th>Mean degree</th>
</tr>
</thead>
<tbody>
<tr>
<td>@ ≥ 1</td>
<td>23,915</td>
<td>53,009</td>
<td>4.43</td>
</tr>
<tr>
<td>@ ≥ 2</td>
<td>8,936</td>
<td>12,978</td>
<td>2.90</td>
</tr>
<tr>
<td>@ ≥ 3</td>
<td>4,770</td>
<td>5,933</td>
<td>2.49</td>
</tr>
<tr>
<td>@ ≥ 5</td>
<td>2,106</td>
<td>2,134</td>
<td>2.03</td>
</tr>
<tr>
<td>@ ≥ 7</td>
<td>1,201</td>
<td>1,100</td>
<td>1.83</td>
</tr>
<tr>
<td>@ ≥ 9</td>
<td>762</td>
<td>639</td>
<td>1.68</td>
</tr>
<tr>
<td>Follow</td>
<td>11,239,979</td>
<td>48,572,793</td>
<td>8.64</td>
</tr>
</tbody>
</table>

For each mention graph, we choose all users whose degree is less than 50 as $v_s$. For the mutual-follow graph, we select users who adopt at least 50 hashtags; additionally, we only select “active” users, with the degree falling within range [50, 100]. Then we generate the two-hop candidate set for each source node. A pair is constructed between each source node and any one of its candidates. Doing so leads to the class imbalance
being extremely high, a common problem in link prediction [Lichtenwalter et al., 2010]. Because we first want to investigate the effect of sentiment features in link prediction, we undersample the negative instances to obtain a balanced dataset. Table 2.2 shows the number of instances of all the learning datasets after preprocessing.

**Table 2.2 Learning dataset statistics.**

<table>
<thead>
<tr>
<th>Graph</th>
<th>Overall</th>
<th>Positive</th>
<th>Negative</th>
</tr>
</thead>
<tbody>
<tr>
<td>@ ≥ 1</td>
<td>183,359</td>
<td>78,301</td>
<td>105,058</td>
</tr>
<tr>
<td>@ ≥ 2</td>
<td>46,357</td>
<td>22,087</td>
<td>24,270</td>
</tr>
<tr>
<td>@ ≥ 3</td>
<td>21,816</td>
<td>10,763</td>
<td>11,053</td>
</tr>
<tr>
<td>@ ≥ 5</td>
<td>7,429</td>
<td>3,981</td>
<td>3,448</td>
</tr>
<tr>
<td>@ ≥ 7</td>
<td>3,653</td>
<td>2,094</td>
<td>1,559</td>
</tr>
<tr>
<td>@ ≥ 9</td>
<td>2,064</td>
<td>1,232</td>
<td>832</td>
</tr>
<tr>
<td>Follow</td>
<td>11,153</td>
<td>5,193</td>
<td>5,960</td>
</tr>
</tbody>
</table>

We normalize all the features to [0,1]. We apply logistic regression and random forest models from the WEKA framework, and we conduct a 10-fold cross-validation with default parameters. The $F_1$ score and the Area under the Receiver-Operating-Characteristic Curve (AUC) are two widely used metrics in evaluating performance of classifiers [Daskalaki et al., 2006]. In our setting, we are more interested in the true positive than the true negative metric for two reasons. First, positive instances (links between source nodes and their existing friends) are ground truth, and ensuring high recall of positive instances is nontrivial. Second, false positive with zero, indicating no new friends to recommend, is not necessarily desirable. Because AUC incorporates both positive and negative instances equally whereas $F_1$ ignores the true negative metric, we adopt $F_1$ as our performance metric.

**Results.** Table 2.3 shows $F_1$ scores on different combinations of features for logistic regression and random forest classifiers. T, SE, ST represent topical, sentiment, structural features, respectively. In general, sentiment features yield better performance in terms of $F_1$ scores, no matter whether they are combined with structural features to build
the model. To investigate whether sentiment features indeed help improve the F1 score, we conduct a paired t-test: each value in sample one is the F1 score with sentiment or sentiment plus structural features; each value in sample two is the F1 score with topical or topical plus structural features. The p-value is 0.0012, indicating the difference is statistically significant. In addition, structural features perform much better than both sentiment and topical features, but adding sentiment features can generally improve performance. Thus, sentiment features can indeed help in link prediction, but as adjuncts to the structural features.

Table 2.3 F1 scores on the positive instances for different classifiers on different combination of features.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Feature Sets</th>
<th>@ ≥ 1</th>
<th>@ ≥ 2</th>
<th>@ ≥ 3</th>
<th>@ ≥ 5</th>
<th>@ ≥ 7</th>
<th>@ ≥ 9</th>
<th>Follow</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logistic Regression</td>
<td>T</td>
<td>0.295</td>
<td>0.489</td>
<td>0.530</td>
<td>0.650</td>
<td>0.720</td>
<td>0.735</td>
<td>0.479</td>
</tr>
<tr>
<td></td>
<td>SE</td>
<td>0.312</td>
<td>0.500</td>
<td>0.550</td>
<td>0.650</td>
<td>0.712</td>
<td>0.739</td>
<td>0.499</td>
</tr>
<tr>
<td></td>
<td>ST</td>
<td>0.736</td>
<td>0.740</td>
<td>0.759</td>
<td>0.792</td>
<td>0.812</td>
<td>0.846</td>
<td>0.666</td>
</tr>
<tr>
<td></td>
<td>T+ST</td>
<td>0.689</td>
<td>0.777</td>
<td>0.792</td>
<td>0.818</td>
<td>0.846</td>
<td>0.880</td>
<td>0.678</td>
</tr>
<tr>
<td></td>
<td>SE+ST</td>
<td>0.717</td>
<td>0.789</td>
<td>0.800</td>
<td>0.834</td>
<td>0.861</td>
<td>0.877</td>
<td>0.679</td>
</tr>
<tr>
<td></td>
<td>All</td>
<td>0.705</td>
<td>0.778</td>
<td>0.795</td>
<td>0.838</td>
<td>0.858</td>
<td>0.880</td>
<td>0.682</td>
</tr>
<tr>
<td>Random Forest</td>
<td>T</td>
<td>0.628</td>
<td>0.765</td>
<td>0.804</td>
<td>0.839</td>
<td>0.853</td>
<td>0.880</td>
<td>0.516</td>
</tr>
<tr>
<td></td>
<td>SE</td>
<td>0.723</td>
<td>0.818</td>
<td>0.845</td>
<td>0.859</td>
<td>0.876</td>
<td>0.883</td>
<td>0.517</td>
</tr>
<tr>
<td></td>
<td>ST</td>
<td>0.875</td>
<td>0.908</td>
<td>0.913</td>
<td>0.939</td>
<td>0.946</td>
<td>0.957</td>
<td>0.667</td>
</tr>
<tr>
<td></td>
<td>T+ST</td>
<td>0.914</td>
<td>0.946</td>
<td>0.956</td>
<td>0.971</td>
<td>0.972</td>
<td>0.972</td>
<td>0.680</td>
</tr>
<tr>
<td></td>
<td>SE+ST</td>
<td>0.916</td>
<td>0.949</td>
<td>0.959</td>
<td>0.972</td>
<td>0.975</td>
<td>0.979</td>
<td>0.685</td>
</tr>
<tr>
<td></td>
<td>All</td>
<td>0.916</td>
<td>0.949</td>
<td>0.958</td>
<td>0.972</td>
<td>0.970</td>
<td>0.979</td>
<td>0.684</td>
</tr>
</tbody>
</table>

**Individual Feature Evaluation.** We show the performance of each sentiment feature for random forest since it outperforms logistic regression in Table 2.3. Table 2.4 regression in Table 2.3. Table 2.4 shows the F1 score for individual sentiment feature. We highlight the top three ranked features in each graph. We find that in the mention graphs, the features EUCLIDEAN, SENTIMENT-MEAN, and SENTIMENT-AA perform best. We find that in the mutual-follow graph, the feature SENTIMENT-AGREEMENT performs best, but
Euclidean and sentiment-AA are good indicators. And, sentiment-rarest is not as informative as smallest (topical features). In addition, sentiment-aligned outperforms sentiment-misaligned in general in all graphs, indicating the existence of sentiment homophily. Therefore, our evaluation suggests that sentiment homophily exists and can benefit link prediction.

Table 2.4 F\textsubscript{1} scores on individual sentiment feature with Random Forest classifier.

<table>
<thead>
<tr>
<th>Feature</th>
<th>@ ≥ 1</th>
<th>@ ≥ 2</th>
<th>@ ≥ 3</th>
<th>@ ≥ 5</th>
<th>@ ≥ 7</th>
<th>@ ≥ 9</th>
<th>Follow</th>
</tr>
</thead>
<tbody>
<tr>
<td>SENTIMENT-AGREEMENT</td>
<td>0.166</td>
<td>0.430</td>
<td>0.498</td>
<td>0.636</td>
<td>0.696</td>
<td>0.711</td>
<td>0.488</td>
</tr>
<tr>
<td>SENTIMENT-ALIGNED</td>
<td>0.192</td>
<td>0.291</td>
<td>0.555</td>
<td>0.650</td>
<td>0.700</td>
<td>0.735</td>
<td>0.452</td>
</tr>
<tr>
<td>SENTIMENT-MISALIGNED</td>
<td>0.122</td>
<td>0.509</td>
<td>0.526</td>
<td>0.640</td>
<td>0.689</td>
<td>0.710</td>
<td>0.390</td>
</tr>
<tr>
<td>SENTIMENT-RAREST</td>
<td>0.122</td>
<td>0.307</td>
<td>0.360</td>
<td>0.691</td>
<td>0.721</td>
<td>0.742</td>
<td>0.295</td>
</tr>
<tr>
<td>SENTIMENT-AA</td>
<td>0.430</td>
<td>0.589</td>
<td>0.706</td>
<td>0.753</td>
<td>0.789</td>
<td>0.822</td>
<td>0.466</td>
</tr>
<tr>
<td>SENTIMENT-INVERSE</td>
<td>0.349</td>
<td>0.501</td>
<td>0.648</td>
<td>0.741</td>
<td>0.785</td>
<td>0.812</td>
<td>0.452</td>
</tr>
<tr>
<td>SENTIMENT-MEAN</td>
<td>0.455</td>
<td>0.593</td>
<td>0.706</td>
<td>0.757</td>
<td>0.791</td>
<td>0.825</td>
<td>0.454</td>
</tr>
<tr>
<td>Euclidean</td>
<td>0.589</td>
<td>0.721</td>
<td>0.751</td>
<td>0.788</td>
<td>0.825</td>
<td>0.832</td>
<td>0.467</td>
</tr>
<tr>
<td>Cosine</td>
<td>0.247</td>
<td>0.480</td>
<td>0.525</td>
<td>0.625</td>
<td>0.692</td>
<td>0.748</td>
<td>0.456</td>
</tr>
</tbody>
</table>

2.6.2 TSAM Model Evaluation

Following the preprocessing strategy proposed by Backstrom and Leskovec, we choose “active” source nodes in all graphs. That is, active nodes are those whose degree is within the range [lower, upper]. After constructing pairs consisting of each source node and each of its candidates, we remove those whose number of common friends is less than a threshold, because users with only a few common friends are unlikely to form friendships. Table 2.5 shows the criteria we used. The criteria differ for graphs with differing statistics. As the ties become stronger, the mention graph becomes smaller. Thus an overfitting problem may arise if the dataset is too small. We therefore limit our evaluation to graphs with more than 100 source nodes left after preprocessing.

Because the feature sentiment-AA ranks in the top three features for each graph in
Table 2.5 Preprocessing parameters for evaluating TSAM.

<table>
<thead>
<tr>
<th>Graph</th>
<th>Lower</th>
<th>Upper</th>
<th>Threshold</th>
</tr>
</thead>
<tbody>
<tr>
<td>@ ≥ 1</td>
<td>10</td>
<td>50</td>
<td>4</td>
</tr>
<tr>
<td>@ ≥ 2</td>
<td>10</td>
<td>50</td>
<td>4</td>
</tr>
<tr>
<td>@ ≥ 3</td>
<td>5</td>
<td>50</td>
<td>4</td>
</tr>
<tr>
<td>@ ≥ 5</td>
<td>3</td>
<td>50</td>
<td>2</td>
</tr>
<tr>
<td>@ ≥ 7</td>
<td>3</td>
<td>50</td>
<td>2</td>
</tr>
<tr>
<td>@ ≥ 9</td>
<td>3</td>
<td>50</td>
<td>2</td>
</tr>
<tr>
<td>Follow</td>
<td>50</td>
<td>100</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 2.6 Evaluation results for the TSAM.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Logistic Regression</th>
<th>Random Forest</th>
<th>TSAM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P</td>
<td>R</td>
<td>F₁</td>
</tr>
<tr>
<td>@ ≥ 1</td>
<td>0.350</td>
<td>0.443</td>
<td><strong>0.391</strong></td>
</tr>
<tr>
<td>@ ≥ 2</td>
<td>0.456</td>
<td>0.780</td>
<td><strong>0.576</strong></td>
</tr>
<tr>
<td>@ ≥ 3</td>
<td>0.727</td>
<td>0.596</td>
<td>0.655</td>
</tr>
<tr>
<td>@ ≥ 5</td>
<td>0.752</td>
<td>0.701</td>
<td>0.726</td>
</tr>
<tr>
<td>Follow</td>
<td>0.794</td>
<td>0.636</td>
<td>0.705</td>
</tr>
</tbody>
</table>

Table 2.4, we choose it to define the strength of a tie in the edge-factor function. For each graph, we assign half of the source nodes into a training and half into a test set. In the training phase, we set the learning rate $\lambda = 0.001$ and the number of iterations as 500. We split each graph five times and report the mean precision, recall, and F₁ scores of the TSAM model as well as for logistic regression and random forest, and identify the best performing model in terms of F₁. In Table 2.6, P and R represent precision and recall, respectively. TSAM outperforms the other two models in terms of F₁. In the mention graphs, TSAM performs best when the ties are strong (@ ≥ 3 and @ ≥ 5), but not for weak ties (@ ≥ 1 and @ ≥ 2). This suggests that when the ties are weak, sentiment-based cognitive balance theory does not help because the links between users are somewhat random; hence, a balanced cognitive structure does not necessarily mean any relationship between two pairs.
Overall, our results indicate that performance of link prediction could be improved when we incorporate sentiment-based cognitive balance theory, especially on graphs where the strength of relationship is not too weak (mutual-follow graph or mention graphs where the number of mentions exceeds three).

### 2.7 Related Work

**Link Prediction.** Existing work on link prediction can be classified into two categories. For the unsupervised methods, Liben-Nowell and Kleinberg evaluated different “proximity” features extracted from network topology. The intuition is to compute the similarities on pair of nodes, and a pair with a higher similarity has a higher probability of becoming a link. They found that the Adamic-Adar metric performs best in predicting links.

Most recent works are based on supervised methods. Lichtenwalter et al. [Lichtenwalter et al., 2010] provided a detailed analysis of challenges, such as class imbalance, of using supervised methods in link prediction. Depending on the techniques, supervised methods can be further divided into three categories: feature-based classification, probabilistic graph model, and matrix factorization.

The main focus of the feature-based classification methods is to define and extract a set of appropriate features between a pair of nodes. Leskovec et al. [Leskovec et al., 2010] proposed a collection of features based on degrees of nodes and the two-step paths to predict positive or negative links on social network. A positive link indicates friendship or approval, whereas a negative link suggests disagreement or distrust. With the same objective, Chiang et al. [Chiang et al., 2011] showed that features derived from longer cycles could achieve state-of-the-art performance. Lu et al. [Lu et al., 2010] proposed a variety of path-based features derived from multiple sources and a feature selection strategy based on structural sparsity. Scellato et al. [Scellato et al., 2011] exploited place features in predicting links on location-based social networks.

Some researchers solved the link prediction problem based on probabilistic graph model. Clauset et al. [Clauset et al., 2008] proposed a probabilistic model to infer hierarchical structure from social network, and demonstrated that the hierarchical structure can be used to predict links with high accuracy, compared with state-of-the-art techniques.
Leroy et al. [Leroy et al., 2010] proposed a two-phase method based on the bootstrap probabilistic graph to address the cold start link prediction problem. Yang et al. [Yang et al., 2011] developed a joint friendship-interest propagation model that leverages the correlation between friendship and interest to address both tasks in one unified framework. Backstrom and Leskovec [Backstrom and Leskovec, 2011] developed a supervised random walk algorithm for friend recommendation on Facebook. Dong et al. [Dong et al., 2012] proposed a probabilistic graphical model to predict links.

Lastly, Menon and Elkan [Menon and Elkan, 2011] extended matrix factorization techniques to solve the link prediction problem.

Whereas we adopt a supervised approach, we additionally consider sentiment features and investigate how they improve link prediction.

**Collaborative Tagging Systems.** These are based on a tripartite structure: users, tags, and resources, enabling users to share their tags for particular resources. Combined with social structure, collaborative tagging systems provide new modalities of link prediction. Marlow et al. [Marlow et al., 2006] found that users tend to have a larger similarity of tag vocabularies with their friends compared with random users. Markines et al. [Markines et al., 2009] built a foundation for the folksonomy-based similarity measures, such as matching, overlap, Jaccard, and cosine similarity. Romero et al. [Romero et al., 2013] studied the relationship between topical affiliations and social network on Twitter. They found that the adoption of hashtags can predict users’ social relationships. We design sentiment features based on Romero et al.’s findings. Further, we propose a graphical model based on sentiment features.

**Sentiment Analysis.** Sentiment analysis is an ongoing research field of text mining. With the popularity of social media, sentiment analysis brings us deeper understanding of social network analysis. Twitter enables researchers to access huge amounts of data to discover collective sentiments [Bollen et al., 2011; Thelwall et al., 2011], predict political elections [Diakopoulos and Shamma, 2010; Tumasjan et al., 2010], and so on. In other applications, Tan et al. [Tan et al., 2011] used the social relationship to improve user-level sentiment prediction. Some researchers extracted sentiments from users’ reviews on POIs to improve location recommendation services [Yang et al., 2013; Gao et al., 2015; Zhang et al., 2015]. We conduct our work with a different purpose: using sentiment homophily
to predict links.

2.8 Conclusions

We study how to exploit sentiments for link prediction, and evaluate the extent to which sentiment homophily can help improve link prediction. By extracting users' sentiments from their tweets on different topics, we describe a set of sentiment features to quantify the likelihood of two users becoming friends. The evaluation results suggest that sentiment features significantly improve the performance of link prediction in terms of $F_1$ in both mutual-follow and mention graphs. We find that Adamic-Adar and Euclidean distance based measures perform best. We propose a factor graph model considering the sentiment-based cognitive balance theory. The results show that our model outperforms the other two well-known classifiers (logistic regression and random forest) in the mutual-follow graph and mention graphs where the strength of ties is not too weak ($@ \geq 3$). In future work, we plan to evaluate our work in a friend recommendation framework by exploiting temporal information regarding how links form.
Chapter 3

Location Estimation

In this chapter, we investigate an important application of user-location interactions—estimating the locations where messages originated by exploiting homophily principle to both social layer and geographical layer.

3.1 Introduction

With the increasing prevalent of location sharing services on social media, online content associated with a location from which it originated becomes a powerful tool in characterizing the interplay between a user’s online and offline activities [Cranshaw et al., 2010]. We define a geo-tag as a representation of location, e.g., city, neighborhood, or latitude-longitude (lat-lon) coordinate. The geo-tagged messages provide meaningful real-time information for modeling geographical phenomena, such as monitoring regional health [Aramaki et al., 2011], detecting local emergency [Starbird et al., 2010], observing linguistic differences across geographical areas [Hong et al., 2012], and so on.

We focus on tweets in this work because of their prominence in social media and popularity over mobile devices. Although a GPS-enabled phone can geo-tag outgoing tweets, only about 2% of tweets [Leetaru et al., 2013] are. Therefore, the problem of location estimation, assigning a geo-tag (indicating its origin) to a tweet, is important.

Previous approaches fall into two main categories. First, content-based techniques, e.g., [Mahmud et al., 2012], assume that tweets encode location via place names or other
location words and rely on word distributions over geo-tags. They treat historical geo-tags of all users as candidates and yield large prediction errors—Section 3.4.2 revisits these. Second, individualized techniques, such as Chen et al. [Chen et al., 2013], treat a user’s prior geo-tags as candidates. They map a tweet’s content to its sender’s interests and associate interests with locations: a user who tweets from one museum may tweet similar content from another museum. Chen et al.’s approach fails for users with insufficient historical geo-tagged tweets. Most users have sparse geo-tagged histories and some have no geo-tagged messages at all.

Our proposed technique, Percimo or Personalized Community Model, employs geo-social communities to overcome location data sparsity. Percimo contrasts with prior work in two ways. First, Percimo considers not only content and individual interests, but also how an individual attaches to a community, i.e., how one’s interests relate to another’s locations. Second, Percimo adopts insights from social psychology regarding attachment to a community as a basis for detecting and understanding geo-social communities.

Prentice et al.’s [Prentice et al., 1994] theory posits that a user may attach to a community in a combination of two ways: through common bonds—attachment to specific members of the community or through common identity—how much a user aligns her identity to the community, independently of its members. Sassenberg [Sassenberg, 2002] validates Prentice et al.’s theory empirically for online behavior by associating participation in “on-topic” and “off-topic” chats, respectively, with common identity and bonding. A topic serves as a seed for communal identity independent of who else is interested in that topic. When there is no fixed topic, the participants relate more to the other participants: the communal identity is weak but the bonds are strong. Grabowicz et al. [Grabowicz et al., 2013] find that communities based on interpersonal connections emphasize bonding over identity, which corroborates Sassenberg’s idea.

Accordingly, we lift Sassenberg’s distinction to the geo-social setting. Participation in a physical space (being near each other) indicates common identity, e.g., people living in Manhattan have a common identity. In contrast, social linkages with others indicate common bond. Percimo investigates the effect of both kinds of attachment and the synthesized the two in the location estimation, which will in turn shed light on understanding the theory. In addition, it modulates the communal aspects with personal aspects: hence
its name. Specifically, Percimo balances these aspects by assigning the most likely geo-tag to a tweet by combining historical (user’s prior geo-tags, suited to a tweet about personal interests) and social (geo-tags of others in the user’s community, suited to a tweet about community interests) effects.

**Contributions and Main Findings.** Percimo’s novelty lies in how it (1) addresses data sparsity without exploding the set of candidate locations by employing communities, (2) investigates the effect of different geo-social attachment in location estimation by inspiration from sociology, specifically, the common-bond and common-identity theory, and (3) relates a user’s interests to another’s locations by integrating a user’s personal and community interests. We evaluate Percimo via a dataset consisting of geo-tagged tweets collected over two months from two US states. We find that the synthesized attachment (bond and identity) yields least prediction error. By reducing the size of candidate sets through communities, Percimo greatly reduces the prediction error compared to a purely content-based state-of-the-art technique. By differentiating a user’s community interests from personal interests, Percimo reduces prediction error over baseline models relying purely on personal history, and predicts geo-tags even for users without historical geo-tags.

**3.2 Data, Problem, Framework**

We evaluate our approach based on data from Twitter and Foursquare. This data includes all tweets with geo-tags in bounding boxes approximating two US states: Maryland (MD) and North Carolina (NC) from August 5 to October 8, 2013. Considering two states helps ensure geographical dispersal of users. We removed users with fewer than five tweets and tweets whose geo-tag was not lat-lon coordinates (some geo-tags are a city or neighborhood). This yielded 1,066,327 tweets from 23,897 distinct users (accounts). Using the Twitter API, we created a mutual-follow graph of users: an edge connects two users who follow each other. To mitigate sensing errors, we discretized locations into 30 m × 30 m cells on a spatial grid, generating 106,927 nonempty cells. We removed cells that were visited fewer than five times, yielding a total of 23,858 cells, each with an assigned grid ID. We posit that point of interest (POI) information provides a conceptual meaning
of a geo-tag. From Foursquare [Foursquare, 2015], we collected POIs (and each POI’s top-level venue category) within a 500 m radius of each tweet’s geo-tag [Chen et al., 2013]. We removed tweets with no POIs.

Let’s map the general terminology to our final dataset. It contains 23,858 unique locations (grid IDs), 54,062 representative POIs, and 695,636 messages (tweets) from 12,500 users (6,824 in MD, 4,984 in NC, and 692 elsewhere). A geo-tag is a lat-lon pair; a common bond is mutually following on Twitter; and the social graph is the mutual-follow graph.

### 3.2.1 Problem and the Percimo Framework

Let \( U = \{u\}_{u=1}^{N} \) be a set of \( N \) users and \( L = \{l\}_{l=1}^{M} \) a set of \( M \) locations. Given a time \( T \), each user has a tweet log \( X_{u}^{T} = \{x_{u}^{t}\}_{t=1}^{T} \), where \( x_{u}^{t} \) represents user \( u \)’s tweet at time \( t \). A tweet \( x_{u}^{t} \) may optionally be tagged with location \( l_{u}^{t} \) representing where the tweet originated. Let \( L_{u}^{T} = \{l_{u}^{t}\} \) be a set of all such locations for user \( u \) until \( T \). And, \( G(U, E) \) be a social graph, where \( E \) is the set of bonds (friendships).

Now, our research task is: Given the tweet and location log of all users until time \( T \), social graph \( G \), and a user \( u \)’s tweet \( x_{u}^{T+1} \), determine its associated location \( l_{u}^{T+1} \).

\[
l_{u}^{T+1} = \arg \max_{l \in L} P(l \mid X^{T}, L^{T}, G, x_{u}^{T+1}) \quad (3.1)
\]

Figure 3.1 shows Percimo’s major steps: the first two involve offline and the third step involves online processing.

**Geo-social community detection** involves detecting communities of users, based on both kinds of attachment (bond and identity), with similar location-visiting behavior. Communities help overcome location data sparsity by introducing geo-tags of related, as opposed to all, users.

**Personal-community interest detection** learns the interests relationship between users within a geo-social community from the content of their tweets.

**Location estimation** involves constructing a mapping \( L_{c}^{T} = f(X_{u}^{T}) \) from user \( u \)’s interests to location candidates, which include historical locations of \( u \) and of other users in \( u \)’s geo-social community. A user’s interests relate naturally to her historical locations [Chen et al., 2013; Schulz et al., 2013]. Percimo additionally relates one user’s interests to other users’ locations.
3.3 Percimo: Proposed Approach

We now describe the three major steps of Percimo.

3.3.1 Geo-Social Community Detection

We explore three kinds of geo-social graphs to investigate the three corresponding geo-social attachment.

- Social ($G_S$): an edge between users indicates bonding.
- Local ($G_L$): an edge between users indicates identity (geographical distance is below a certain threshold).
- Local-social ($G_{LS}$): intersects social and local graphs.

We first assign to each user a representative (likeliest) location $m_u$. We divide users into two sets: users with a history (at least one prior geo-tagged tweet) and users without
a history (all other users). For each user with a history, the \( m_u \) is the centroid of her historical geo-coordinates \( L_u^T \). For each user without a history, we infer her \( m_u \) via spatial label propagation [Jurgens, 2013]. Next, we compute the distance between each pair of users to decide whether the two users live locally (based on a threshold). Section 3.5 varies the threshold to investigate Percimo’s prediction error.

Prentice et al. [Prentice et al., 1994] describe people forming communities spontaneously. Since acquiring ground truth on user-formed communities is not feasible, we apply a community-detection technique. We adopt Clauset-Newman-Moore [Clauset et al., 2004], but Percimo is not restricted to this algorithm.

### 3.3.2 Personal-Community Interest Detection

For each geo-social graph, we learn the interests of each user in the same community. We assume a tweet’s content captures (some of) a user’s interests. The main idea is to mimic a user’s process of decision making, for example, deciding the location she wants to visit, and the set of words she wants to include in a tweet depending on her current location.

We make three assumptions about user behavior. First, a user’s location visiting behavior is driven by her interests. For example, a user interested in socializing would go to bars whereas a user interested in classical music would visit a concert hall. Second, users in the same community might have similar interests (community interests). Third, a user’s interest is based either on her personal interest or her community’s interest. A user’s interests may easily differ from her community’s, especially when a community is not formed of common interests. For example, a student’s interest in shopping malls may be higher than her residential hall community’s, which isn’t based on interest in shopping.

Our interest detection model is based on Latent Dirichlet Allocation (LDA) [Blei et al., 2003]. The input is the set of tweets of all members of a community: our model runs once for each community. We assume each tweet has only one hidden interest label—generated by either a user’s personal or her community’s interests, similar to a single label for each message [Chen et al., 2013; Diao et al., 2012].

Figure 3.2 shows a graphical representation of our interest detection model and Table 3.1 shows important notations. The generative process is as follows. A user \( u \) first
decides whether to go to a location from her community interests or personal interests. If she chooses the former, she selects an interest from $\varphi_c$; otherwise, she selects an interest according to $\eta_u$. With the chosen interest, words in the tweet are generated from her interest-word distribution $\phi_u$. We adopt a Bernoulli distribution to indicate whether a user will choose her community interests rather than her personal interests.

The following steps describe the generative process:

1. For a community $c$, draw $\varphi_c \sim Dirichlet(\lambda)$.
2. For each user $u$ in community $c$,
   a. Draw $\eta_u \sim Dirichlet(\lambda)$;
   b. For each interest, draw $\phi_u \sim Dirichlet(\beta)$;
   c. Draw $\pi_u \sim Beta(\alpha)$.

Figure 3.2 Percimo’s interest-detection model.
Table 3.1 Notation used in this paper

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$, $\beta$, $\lambda$</td>
<td>Priors of Dirichlet distributions</td>
</tr>
<tr>
<td>$U$, $L$, $X$, $R$, $I$, $W$</td>
<td>Set of users, locations, tweets, indicators, interests, words, respectively</td>
</tr>
<tr>
<td>$u$, $l$, $x$, $r$, $i$, $w$, $c$</td>
<td>Instance of a user, location, tweet, indicator, interest, word, community, respectively</td>
</tr>
<tr>
<td>$\varphi$</td>
<td>Community-interest distribution</td>
</tr>
<tr>
<td>$\eta$</td>
<td>Personal-interest distribution</td>
</tr>
<tr>
<td>$\pi$</td>
<td>Bernoulli distribution over indicators</td>
</tr>
<tr>
<td>$\phi$</td>
<td>Multinomial distribution over words</td>
</tr>
<tr>
<td>$n_{-x}$</td>
<td>The counter calculated by excluding tweet $x$</td>
</tr>
<tr>
<td>$n_{r,u}$</td>
<td>Number of times $r$ is observed in $u$’s tweets</td>
</tr>
<tr>
<td>$n_{i,u}$ ($n_{i,c}$)</td>
<td>Number of tweets by $u$ (any user in $c$) that are assigned to $i$</td>
</tr>
<tr>
<td>$n_{w,i,u}$</td>
<td>Number of times that $w$ is generated by $i$ for $u$</td>
</tr>
<tr>
<td>$Y_{w,x}$</td>
<td>Count of word $w$ in tweet $x$</td>
</tr>
<tr>
<td>$Y_x$</td>
<td>Total number of words in tweet $x$</td>
</tr>
</tbody>
</table>

3. For each tweet of a user $u$,
   
a. Sample an indicator $r \sim Bernoulli(\pi_u)$;
   
b. Sample an interest $i$: if $r = 1$, $i \sim Multinomial(\varphi_c)$, else $i \sim Multinomial(\eta_u)$.

4. For each word, sample $w \sim Multinomial(\phi_u)$.

The posterior probability of the latent variables in the model, given the observed data, can be factorized as follows:

$$p(w, r, i | \alpha, \beta, \lambda) = p(r | \alpha) p(i | r, \lambda) p(w | i, \beta)$$  \hspace{1cm} (3.2)

We adopt collapsed Gibbs sampling [Liu, 1994] to approximate the latent variables. For a tweet $x$, we know it is from user $u$. The Gibbs sampler jointly samples $r_x$ and $i_x$ based on the values of all other hidden variables. $i_x$ represents $u$’s interest for the tweet $x$; $i^{-x}$ denotes all $i$ except $i_x$; $W_x$ denotes the set of words in tweet $x$ (other variables
have similar symbols). For each user \( u \), the Gibbs update equation is:

\[
P(r_x, i_x | r^{-x}, i^{-x}, w) \propto \sum_{r \in R} \frac{n^{-x}_{r,u} + \alpha_r}{\sum_{r \in R} (n^{-x}_{r,u} + \alpha_r)} \cdot \prod_{w \in W_x} \prod_{y=0}^{Y_w-1} \left( n^{-x}_{w,i,u} + \beta_w + y \right)
\]

where \( k = u \) when \( r_x = 0 \), and \( k = c \) when \( r_x = 1 \).

### 3.3.3 Location Estimation

Given a geo-social community, we now estimate the location of a new tweet by building the mapping function from users’ interests to their historical locations \( L^T_c \). Because both historical and social effects are important in modeling a user’s check-in behavior in location-based social graphs [Gao et al., 2012a], Percimo seeks to integrate both effects. When a user’s tweet is about her personal interests, we posit that her location is unrelated to locations of others in her community: the candidates are her historical locations (historical effect). When the user tweets about her community interests, we posit that her location may be the same as another user’s: historical locations of all other users are candidates (social effect). For example, colleagues sharing interest pizza might go to a pizzeria for lunch on weekdays.

The probability of selecting a candidate \( l \in L^T_c \) is:

\[
P(l|X^T, L^T, G, x_u^{T+1}) = P(l, i_x | \eta_u, \varphi_c, \pi_u)
\]

\[
= \mu \times P(l, i_x | \eta_u) + (1 - \mu) \times P(l, i_x | \varphi_c),
\]

where \( \mu \in [0, 1] \) is a parameter that controls the weight between historical and social effects. We set \( \mu = P(r_x = 0|u) \), where \( P(r_x = 0|u) \) is learned from \( \pi_u \).

\( P(l, i_x | \eta_u) \) is the probability of selecting location \( l \) from user \( u \)’s historical locations. Following Chen et al. [Chen et al., 2013], we posit that a user would visit locations of a category \( A \) driven by the same interest, even if the locations are distinct. For example, for a user \( u \), if we detected that two of her tweets are labeled with the interest eating, it is likely that the two tweets are sent from locations belonging to the food category.

\[
P(l, i_x | \eta_u) = P(i_x | u) P(A | i_x, u) P(l | A, u),
\]

For a user without a history, her representative location \( m_u \) (computed from label prop-
agation) is the only candidate for the historical effect, and \( P(m_u, i_x|\eta_u) \) is always 1.

\( P(l, i_x|\varphi_c) \) is the probability of selecting location \( l \) from user \( u \)'s community's historical locations. We posit that users with the same interests and in the same community tend to visit locations with the same category, though their probabilities of visiting a location may differ.

\[
P(l, i_x|\varphi_c) = P(i_x|c)P(l|i_x, c)
\]

\[
= P(i_x|c) \frac{\sum_{v \in c} s(u, v) \times P(A|i_x, v) \times P(l|A, v)}{\sum_{v \in c} s(u, v)},
\]

where \( s(u, v) \) is the similarity between users \( u \) and \( v \). We consider only a user having history as user \( v \).

We compute \( s(u, v) \) as follows. If \( u \) has a history, we set \( s(u, v) \) to be her check-in similarity, defined as the cosine of their check-in vectors, whose \( i \)-th component is the number of times the user visited location \( i \) [Gao et al., 2012a]. If \( u \) does not have a history, we compute \( s(u, v) \) based on the distance between the representative geo-tags of the two users. Specifically, we set \( s(u, v) \) to \( s_{\text{dist}}(u, v) = a \times \text{distance}(m_u, m_v)^b \) [Ye et al., 2011], where \( a = 0.0414 \) and \( b = -0.508 \) are parameters set by Ye et al. [Ye et al., 2010].

### 3.4 Evaluation

Our objectives are to compare Percimo’s prediction error (1) to that of the baseline models, (2) for three kinds of geo-social attachment, and (3) for different parameter settings.

#### 3.4.1 Evaluation Strategy

We investigate the prediction error of Percimo on each geo-social graph. We also vary the threshold defining local users from 5 km to 40 km. Table 3.2 summarizes the statistics of the geo-social graphs we study. The subscript indicates the threshold; e.g., \( G_{LS,5} \) represents the local-social graph with the threshold 5 km. In each graph, we ignore isolated users. Since the number of users varies across graphs, to compare Percimo’s prediction error across graphs, we employ the 5,623 users appearing in \( G_{LS,5} \) because these users
also appear in the other graphs. We also construct local-social graph with the threshold 5 km on the state-level sub-datasets.

Table 3.2 Statistics of the geo-social graphs

<table>
<thead>
<tr>
<th>Graph</th>
<th>Users</th>
<th>Edges</th>
<th>Mean degree</th>
<th>Clustering coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>$G_S$</td>
<td>8,483</td>
<td>23,163</td>
<td>5.46</td>
<td>0.14</td>
</tr>
<tr>
<td>$G_{L,5}$</td>
<td>8,485</td>
<td>1,202,908</td>
<td>283.54</td>
<td>0.81</td>
</tr>
<tr>
<td>$G_{LS,5}$</td>
<td>5,623</td>
<td>9,350</td>
<td>3.33</td>
<td>0.19</td>
</tr>
<tr>
<td>$G_{LS,10}$</td>
<td>6,508</td>
<td>13,827</td>
<td>4.25</td>
<td>0.18</td>
</tr>
<tr>
<td>$G_{LS,20}$</td>
<td>7,106</td>
<td>16,523</td>
<td>4.65</td>
<td>0.18</td>
</tr>
<tr>
<td>$G_{LS,40}$</td>
<td>7,541</td>
<td>18,487</td>
<td>4.90</td>
<td>0.17</td>
</tr>
<tr>
<td>$G_{LS,5}$ (MD)</td>
<td>2,930</td>
<td>5,441</td>
<td>3.71</td>
<td>0.17</td>
</tr>
<tr>
<td>$G_{LS,5}$ (NC)</td>
<td>2,242</td>
<td>3,375</td>
<td>3.01</td>
<td>0.27</td>
</tr>
</tbody>
</table>

Parameters of Percimo. We set the total number of interests $|I|$ to 20, $\lambda$ to $\frac{10}{|I|}$, and $\beta$ to 0.01. We set these parameters based on guidance from previous studies [Chen et al., 2013; Hoang and Lim, 2014] and our preliminary experiments. A simple way to set $\alpha$ is to choose symmetric priors (i.e., $\alpha_1 = \alpha_0 = 0.5$) for each user, meaning that the user’s historical locations and the locations of her community have equal influence in inferring a new location for the user. However, this may not be the case. Cho et al. [Cho et al., 2011] found that, on Brightkite (a location-based social network), there is a 53% chance that a user will check in at a location where she previously checked in, whereas only a 10% chance that she will check in at a location where a friend previously checked in. We set a user’s $\alpha_1$ as the user’s betweenness centrality [Newman, 2010] in the subgraph of a geo-social graph induced by the user’s community (and $\alpha_0 = 1 - \alpha_1$). Thus, the higher the betweenness centrality the greater the community’s influence. We compute Percimo’s interest-detection model for each geo-social graph via 500 iterations of Gibbs sampling. We take 25 samples with a gap of five iterations in the last 125 iterations to compute the values of all hidden variables.

We infer the representative geo-tag of a user without history via Jurgens et al.’s
**Evaluation Metric.** We temporally order each user’s geo-tagged tweets, and take the first six weeks of data (05 August 2013 to 21 September 2013) as the training set, and test on the last two weeks of data (22 September 2013 to 08 October 2013). For each user, we predict the location of every tweet in the test set. We compare Percimo and the baseline models via average error distance (AED) [Chen et al., 2013]. For a tweet, error distance (ErrDist) is the geographical distance between the tweet’s actual location and its predicted location, and the error distance of a user (ErrDist(u)) is the averaged error distance over all of her test tweets. Then,

$$AED = \frac{1}{|U|} \sum_{u \in U} ErrDist(u)$$  

(3.7)

3.4.2 Baseline Models

**PIM (Personal Interest Model)** [Chen et al., 2013] is most similar to Percimo among the existing works. PIM maps a user’s interests detected from tweets to her historical locations and predicts the user’s next location from her historical locations, not considering the social effect. We implement PIM and choose the parameters as Chen et al. do.

**CM (Content-Based Model)** Cheng et al. [Cheng et al., 2010] predict a user’s location purely based on her tweets’ content. We adapt this approach to consider all tweets from a given location $l$: $P(l|S_{\text{words}}(X_l)) = \sum_{w \in S_{\text{words}}(X_l)} P(l|w)P(w)$, where $S_{\text{words}}(X_l)$ is the set of words in all tweets from location $l$. We compute $P(l|w)$ via maximum likelihood estimation and $P(w)$ as $\frac{\text{count}(w)}{|W|}$, where $\text{count}(w)$ is the number of occurrences of $w$. We implement two enhancements Cheng et al. suggested: (1) discarding nonlocal words, and (2) performing lattice-based neighborhood smoothing.

**CommPIM** combines PIM and communities in geo-social graphs. We apply Chen et al.’s [Chen et al., 2013] model to detect each user’s interests distribution and hidden interest label. Similar to Percimo, the location candidates are $L^T_c$. Whereas Percimo learns $\eta_u$ from the interest detection model, CommPIM learns it from PIM: $P(l|X^T, L^T, G, x^{T+1}_u) = \mu \cdot P(l, i_x|\eta_u) + (1 - \mu) \cdot \frac{\sum_{v \in c} s(u,v)P(l, i_x|\eta_v)}{\sum_{v \in c} s(u,v)}$, where $P(l, i_x|\eta_u)$ is computed according to Equation 3.5.

**URLM (User Representative Location Model)** always uses the representative location
of a user as the prediction.

**CRLM** (Community Representative Location Model) always uses the representative location of a user’s community $m_c$ as the prediction. We compute $m_c$ by averaging the latitude and longitude of the community’s users’ representative locations (geo-coordinates).

### 3.5 Results

#### 3.5.1 Percimo and Baseline Models

Table 3.3 shows AEDs for all models for users with and without a history, except PIM, which works only for users with a history. The type of a model indicates its main aspects: I and B for common identity and common bond, respectively and H for historical effect only (neither bond nor identity). In our dataset, 16.68% users have no history (no geotagged tweets in the training set). We set 5 km as the threshold defining local users (other thresholds below). On the local-social graph ($G_{LS,5}$), Percimo yields the least prediction error among the models compared.

<table>
<thead>
<tr>
<th>Model</th>
<th>Type</th>
<th>Users with a history</th>
<th>Users with no history</th>
<th>All users</th>
</tr>
</thead>
<tbody>
<tr>
<td>Percimo ($G_{L,5}$)</td>
<td>I</td>
<td>8.74</td>
<td>45.94</td>
<td>14.94</td>
</tr>
<tr>
<td>Percimo ($G_{S}$)</td>
<td>B</td>
<td>8.47</td>
<td>52.90</td>
<td>15.88</td>
</tr>
<tr>
<td><strong>Percimo ($G_{LS,5}$)</strong></td>
<td>I+B</td>
<td><strong>6.77</strong></td>
<td><strong>45.02</strong></td>
<td><strong>13.15</strong></td>
</tr>
<tr>
<td>PIM</td>
<td>H</td>
<td>8.28</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>URLM</td>
<td>H</td>
<td>8.32</td>
<td>52.35</td>
<td>15.41</td>
</tr>
<tr>
<td>CRLM ($G_{L,5}$)</td>
<td>I</td>
<td>12.36</td>
<td>46.94</td>
<td>18.13</td>
</tr>
<tr>
<td>CRLM ($G_{S}$)</td>
<td>B</td>
<td>63.39</td>
<td>79.94</td>
<td>66.15</td>
</tr>
<tr>
<td>CRLM ($G_{LS,5}$)</td>
<td>I+B</td>
<td>8.90</td>
<td>46.37</td>
<td>15.15</td>
</tr>
<tr>
<td>CommPIM</td>
<td>I+B</td>
<td>7.21</td>
<td>46.06</td>
<td>13.69</td>
</tr>
<tr>
<td>CM</td>
<td>I</td>
<td>269.87</td>
<td>268.48</td>
<td>269.64</td>
</tr>
</tbody>
</table>
First, Percimo yields better results than PIM, suggesting that a community-based approach yields lower prediction error than individual-based approaches. Second, although Percimo and CommPIM both set $\mu$ as 1 minus a user’s betweenness centrality, Percimo learns $\eta_u$ via the interest-detection model. Thus, the lower prediction error of Percimo can be attributed to its interest-detection model, which effectively models the interests relationship between users, and effectively maps users’ interests to their historical locations.

Among the models compared, CM’s AED is worst, supporting our claim that a large candidate pool increases the probability of a tweet’s predicted geo-tag to be far from the actual. Also, CM’s AEDs do not differ much for the two kinds of users as CM does not consider the historical effect.

Although URLM and CRLM baselines seem na"ive, their AEDs are not bad (except CRLM ($G_S$)), suggesting that geographical influence is a crucial factor in location estimation. Percimo and CRLM both yield their best results on $G_{LS}$ among the three geo-social graphs. However, the common-bond attachment performs much better in Percimo. These suggest (1) the synthesized attachment performs best and (2) common-bond attachment can play an important role if we properly relate one’s interests to another’s locations.

### 3.5.2 Threshold of Defining Local Users

We vary the threshold defining local users between 5 km and 40 km to study its effect on Percimo. We restrict our analyses to the local-social graph, which has the lowest AED for both kinds of users. Figure 3.3 shows that the lower the threshold the lower the AED, in general. The AED of $G_{LS,20}$ is higher than that of $G_{LS,40}$ for users with a history and the reverse for users without a history. A similar pattern arises for Percimo on $G_{LS}$ and $G_S$ (Table 3.3). That is, at higher thresholds, the identity effect (locality) fades, and the bonding effect (sociality) dominates.

### 3.5.3 Social and Historical Effects

Percimo balances social and historical effects by learning $\mu$ (Equation 3.4). Setting $\mu = 1$ and $\mu = 0$ forces Percimo to consider historical and social effect only, respectively.
Figure 3.3 Percimo’s AEDs for four local-social graphs.

Figure 3.4 compares Percimo’s AEDs for the three settings of $\mu$. The AED for $\mu = 1$ is less than that for $\mu = 0$: the historical effect is more important than the social effect for location estimation. However, Percimo’s AED is least for learned $\mu$, suggesting that both historical and social effect contribute to reducing the AED.

Figure 3.4 Percimo’s AEDs for $\mu = 0$ (social effect), $\mu = 1$ (historical effect), and learned $\mu$ (historical & social effects).
### 3.5.4 Symmetric Prior vs. Betweenness Centrality

Figure 3.5 compares Percimo’s AED when $\alpha_1$ is set as users’ betweenness centrality or 0.5. The AED is higher for $\alpha_1 = 0.5$ on both graphs, whether a user has a history or not. Thus, we conjecture that setting $\alpha_1$ as users’ betweenness centrality is a better choice in Percimo than setting it to 0.5 (symmetric priors). Importantly, we are not suggesting that $\alpha_1$ necessarily be bound to betweenness centrality; other metrics that estimate user’s attachment to her community could also be good choices. We differ this analysis to future work.

![Figure 3.5 Percimo’s AEDs for different $\alpha_1$ settings.](image)

### 3.5.5 Evaluating Percimo on State-Level Datasets

In order to test if Percimo is robust with respect to geographical scale, and investigate the relationship between performance of each model and the size of a dataset, we evaluate Percimo and other baseline models on the sub-dataset of each state. Table 3.4 presents the comparison. First, for both Maryland and North Carolina, Percimo on the local social graph $G_{LS.5}$ performs best. Second, although the Percimo’s AED is slightly lower on the
sub-dataset of Maryland, compared with that for the entire dataset, the AED of Percimo increases on the sub-dataset of North Carolina. This suggests Percimo applied in local social graph does not rely much on the size of a dataset, because the geo-social communities are detected by integrating social and geographical influence; i.e., the location candidates are always within a certain distance threshold. The same reason applies to the other models except CM.

For CM, the AED reduces greatly when we consider Maryland and North Carolina separately, suggesting that the performance of CM largely relies upon the size of a dataset. In addition, the AED on the sub-dataset of Maryland is much smaller than that on North Carolina, which might be caused by the relative sizes of the two states, Maryland being much smaller than North Carolina.

The above analyses indicate that (1) choosing an appropriate candidate pool is important in tweet localization, and (2) geographical influence can be effective in reducing prediction error and thus help make the model rely less on the size of a dataset.

<table>
<thead>
<tr>
<th>State</th>
<th>Model</th>
<th>Users with a history</th>
<th>Users without a history</th>
<th>All users</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maryland</td>
<td>Percimo ($G_{LS,5}$)</td>
<td><strong>6.59</strong></td>
<td><strong>23.21</strong></td>
<td><strong>9.36</strong></td>
</tr>
<tr>
<td></td>
<td>PIM</td>
<td>7.94</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>URLM</td>
<td>6.90</td>
<td>31.94</td>
<td>11.07</td>
</tr>
<tr>
<td></td>
<td>CRLM ($G_{LS,5}$)</td>
<td>7.71</td>
<td>23.73</td>
<td>10.38</td>
</tr>
<tr>
<td></td>
<td>CommPIM</td>
<td>7.43</td>
<td>24.07</td>
<td>10.20</td>
</tr>
<tr>
<td></td>
<td>CM</td>
<td>44.38</td>
<td>45.61</td>
<td>44.58</td>
</tr>
<tr>
<td>North Carolina</td>
<td>Percimo ($G_{LS,5}$)</td>
<td><strong>7.04</strong></td>
<td><strong>36.71</strong></td>
<td><strong>11.98</strong></td>
</tr>
<tr>
<td></td>
<td>PIM</td>
<td>7.67</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>URLM</td>
<td>7.23</td>
<td>48.37</td>
<td>14.09</td>
</tr>
<tr>
<td></td>
<td>CRLM ($G_{LS,5}$)</td>
<td>8.14</td>
<td>37.37</td>
<td>13.01</td>
</tr>
<tr>
<td></td>
<td>CommPIM</td>
<td>7.28</td>
<td>39.35</td>
<td>12.62</td>
</tr>
<tr>
<td></td>
<td>CM</td>
<td>111.58</td>
<td>120.21</td>
<td>113.02</td>
</tr>
</tbody>
</table>
3.6 Related Work

Previous work on location estimation of a user can be classified into two categories: localizing messages and localizing users. Our work falls into the first category, which estimates the location of a message based on the assumption that messages encode location-related information—either specific location names or certain words that are associated with the location where the message is sent out. Cheng et al. [Cheng et al., 2010] build a classifier for automatically identifying words in tweets with a strong geo-scope to estimate a user’s city-level location. Mahmud et al. [Mahmud et al., 2012] develop an ensemble of statistical and heuristic classifiers to infer the home locations of Twitter users through their tweets and tweeting behaviors (volume of tweets per time unit). Chandra et al. [Chandra et al., 2011] extend the above approaches by employing the reply-tweet relationships between users in Twitter. Percimo differs from these works in that it estimates location at a fine-grained level; i.e., we estimate the location of every tweet.

For estimating locations at the fine-grained level, Kinsella et al. [Kinsella et al., 2011] estimate the location of every tweet by sampling the word distribution for that location. Instead of assuming the independence between words, some researchers [Priedhorsky et al., 2014; Flatow et al., 2015] model the location distributions of phrases (n-grams) and assign a location to a tweet by identifying n-grams associated with hyper-local regions. Schulz et al. [Schulz et al., 2013] propose a multi-indicator approach with dedicated location entries and user profiles. Some researchers focus on recognizing textual references to geographical locations [Lieberman et al., 2010; Li and Sun, 2014]. Instead of solving the problem by identifying spatial aspects of words in unstructured texts, Percimo addresses the problem by exploiting the correlation between users’ textual content and their locations. Chen et al. [Chen et al., 2013] estimate location of a tweet by assuming that a user’s interests are related to her locations. Their techniques apply to each user individually. Percimo is novel in that it exploits not only the correlation between a user’s content and her locations, but also the correlation between a user’s content and others’ locations.

Approaches in the second category seek to predict the location of a user, not the location of a geo-tagged message. This work typically does not exploit the messages. The
location of a user could be expressed at either an abstract level (each user only has one location) or at a fine-grained level (the location of each user changes over time). Works in this category can be further classified into two sub-categories.

First, motivated by the positive relationship between social ties and locations, several of these works claim that the locations of a user’s friends are helpful in predicting the user’s location. Backstrom et al. [Backstrom et al., 2010] observe that friendship between Facebook users drops monotonically as a function of distance; they use such a function to estimate the home address of Facebook users from provided addresses of their friends. Jurgens [Jurgens, 2013] develop a method of inferring users’ location by spatially propagating location through social network, given a small number labeled locations. Each of these works estimates a user’s location at an abstract level. Sadilek et al. [Sadilek et al., 2012] propose a probabilistic model to infer a user’s find-grained location from her friends’ location. They assume that each user changes her location every 20 minutes, because most users tweet with lower frequency. Gao et al. [Gao et al., 2012a] explore the contribution of social correlation in user’s check-in behavior by integrating the social and historical effects. They show that both social and historical ties can help in location prediction.

The second sub-category of estimating location of a user is to mine frequent mobility patterns from the GPS trajectories. Monreale et al. [Monreale et al., 2009] build a decision tree from users’ historical movement patterns, and predict the next location through finding the best matching path in the tree. González et al. [González et al., 2008] study the individual trajectory from the mobile phone data of 100,000 users. They find that human trajectories show a high degree of temporal and spatial regularity, and humans follow simple reproducible patterns. To account for the statistical characteristics of individual human trajectories, Song et al. [Song et al., 2010] build a statistically model for individual human mobility by introducing two principles: how an individual moves to a new location and how she returns to one of the previously visited locations. Cheng et al. [Cheng et al., 2011] conduct a quantitative assessment of mobility patterns from users’ spatial, temporal, social, and textual aspects, and find that content analysis of posts associated with footprints can support better understanding of users’ mobility movement.

In contrast, Percimo focuses on the content analysis of messages and the relationship
between a message and its associated location. Due to the large number of user-generated messages, content analysis can provide a rich source of context for estimating locations and understanding how users engage with location-based services.

Besides location estimation, Percimo is related to some techniques in POI recommendation. Many researchers exploit collaborative filtering algorithms, leveraging the similarity between users’ mobility patterns and preferences for POIs, to overcome the data sparsity problem. Ye et al. [Ye et al., 2011] propose a collaborative recommendation algorithm that fuses user preference to a POI with social influence and geographical influence. Specifically, they put a emphasis on geographical influence due to the spatial clustering phenomenon exhibited in user check-in activities. Zheng et al. [Zheng et al., 2010] propose a collaborative location and activity filtering framework to find users with similar preferences and similar activity-patterns. Other researchers explore both geographical and social influence based on the recommendation framework, and they usually put a special emphasis on the special property of geographical influence. Zhang et al. [Zhang and Chow, 2013] developed a kernel density estimation approach to personalize the geographical influence on users’ check-in behaviors as individual distributions rather than a universal distribution for all users. Cheng et al. [Cheng et al., 2012] modeled the geographical influence as a multicenter Gaussian model, and fused the geographical and social influence into a matrix factorization framework.

Lastly, Percimo is related to works that focusing on the community discovery and content analysis of messages. By assuming that users in a community are likely to talk about similar topics, some researchers build LDA-based models to detect such communities [Zhang et al., 2007; Henderson et al., 2010; Yin et al., 2012]. Sachan et al. [Sachan et al., 2011] propose a method of detecting communities by integrating both content of messages and link information of social graphs. Similar to Percimo, Hoang et al. [Hoang and Lim, 2014] propose a model by jointly modeling users’ personal interests and community interests, but a user could participate in multiple communities. Percimo has a different underlying motivation: detecting interests of users from communities for tweet localization.
3.7 Conclusions

We estimate locations of user-generated messages such as tweets, made challenging by the sparsity of geo-tagged messages. Percimo (1) employs community structure and explores different geo-social attachment for location estimation, (2) exploits the correlation between users’ textual content and locations. By reducing the candidate pool, Percimo outperforms a state-of-the-art approach that relies solely on content information. Percimo balances a user’s personal and community interests to outperform a state-of-the-art technique that considers only personal interests.

Percimo’s parameters affect prediction error. We find that the synthesized attachment (bond and identity) yields least AED in location estimation, and a lower threshold of defining local users could reduce the prediction error. Percimo’s effectiveness is limited when a user has neither geo-tagged tweets nor social relationships though it is better than traditional approaches in this respect.

We defer modeling users’ participation in overlapping and multiple communities to future work.
Chapter 4

Point-of-Interest Recommendation

In this chapter, we investigate another application of user-location interactions—POI recommendation.

4.1 Introduction

With the increasing popularity of location-based social networks (LBSNs), personalized point-of-interest (POI) recommendation has attracted attentions from both industry and academia. POI recommender systems with improved quality not only help users explore interesting places, but also benefit companies for increasing revenues.

However, the user-POI check-in matrix is highly sparse because users usually check in a few POIs. The recommendation quality is poor for approaches that rely only on the check-in matrix [Zhang and Chow, 2015]. Therefore, context have been exploited to improve recommendation quality [Ye et al., 2011; Cheng et al., 2012; Gao et al., 2013; Zhang et al., 2015].

Context is a multifaceted concept and its definition varies on applications. In the recommender systems, context means the location of users, the emotional status of users, purchasing purpose, and so on [Adomavicius and Tuzhilin, 2008]. In this paper, we focus on two contextual factors: content and neighborhood.

Content is serving as an important contextual factor in many applications [Liu and Xiong, 2013; Yuan et al., 2014]. We exploit content information, i.e., a user’s review for a
POI and the category of a POI, to model a user’s personalized preference for a POI. In the popular LBSNs, e.g., Yelp and Foursquare, users can write a review to share her opinion about the POI, which provides important and unique opportunity for us to model a user’s preference toward a POI. A review typically covers several aspects of a user’s comments on a POI. For example, from Alice’s review about a restaurant: “Atmosphere is ok, but the pad thai here is delicious...”, we can infer that she is neutral about the atmosphere, and is positive about the taste. In addition, users usually care about different aspects for POIs with different categories. For example, Alice comments service and price in her another review about a car wash store: “Great service, cheap price. My car looks great!”.

Existing works either ignore aspects or sentiment [Liu and Xiong, 2013; Hu and Ester, 2013; Yang et al., 2013; Gao et al., 2015]. To the best of our knowledge, only Zhang et al. [Zhang et al., 2015] jointly model aspects and sentiment on POI recommendation. However, their aspect-sentiment modeling approach is not personalized: they built a supervised framework on all users’ reviews to capture the relationship between sentiment of each aspect within a review and the overall preference, ignoring the fact that different users care about different aspects of a POI. In addition, if a user doesn’t have social links, her preference for an unvisited POI can’t be predicted by their approach.

Neighborhood is the surrounding POIs of a POI. We claim that neighborhood is an important contextual factor in POI recommendation because of neighborhood effect. We define neighborhood effect as that a user’s visiting behavior to a POI is not only decided by her preference to the POI, but also be affected by her preference to its nearby POIs. According to Tobler’s First Law of Geography [Tobler, 1970]: “Everything is related to everything else, but near things are more related than distant things”, we believe that modeling neighborhood effect is nontrivial for POI recommendation. Importantly, neighborhood effect is different from the geographical effect investigated by previous study [Ye et al., 2011; Cheng et al., 2012; Zhang and Chow, 2013]. Geographical effect is mainly about the cost of travel (e.g., time cost or monetary cost) from a user’s current location to the POI, whereas neighborhood effect is more related to the environmental context created by the surrounding POIs. For example, a user may be more likely to visit a restaurant that is surrounded by her interested POIs than an isolated restaurant, even though the two restaurants are at the same distance from the user’s current location. In
this case, the geographical effect is the same, and the user’s behavior is affected by the neighborhood effect. Liu et al. [Liu et al., 2014] found that neighborhood effect is more important than geographical effect in POI recommendation. However, a lot of properties of neighborhood effect have not been investigated. For example, is it dominated by a single POI or all of the nearby POIs? Is it dominated by the least or most preferred POI?

Overall, we are interested in three research questions:

- How can we model a user’s personalized preference for a POI via her aspect-based sentiment?
- How can we model neighborhood effect on POI recommendation?
- How can we exploit both content-based preferences and the neighborhood effect to improve the quality of POI recommendation?

To answer the first question, we propose an unsupervised method to learn a user’s category-based aspect distribution. The aspect distribution of a POI is scaled by the aspect-based sentiment of users who have visited it. We profile both users and POIs via the aspect distributions, and model a user’s content-based preference toward a POI by calculating the similarity between the two distributions. For the second question, we discretize POIs into cells on a spatial grid with a certain threshold, and propose different sets of features that capture different properties of a neighborhood. Finally, we fuse geographical influence with the content-based preference modeling and neighborhood effect to develop a POI recommendation framework. Our evaluation through a Yelp dataset demonstrates that (1) exploiting aspect-based sentiments could effectively improve the performance of preference modeling, (2) neighborhood effect does exist when a user decides her POI visiting behavior; 500 m is a better choice than 200 m to define a neighborhood to exploit neighborhood effect; the neighborhood properties features (e.g., average visit) are more effective in modeling neighborhood effect than features that are based on a user’s preference toward nearby POIs individually.
4.2 Data and Problem Definition

We evaluate our approach on Yelp Challenge Dataset [Yelp, 2015a]. Even though the dataset covers several cities, majority of them contain less than 1,000 POIs. To overcome the data sparsity problem, we only consider POIs in Phoenix, which is the city that contains most POIs. We remove both users and POIs with fewer than five reviews, this yields 129,020 reviews written by 8,557 unique users for 5,818 unique POIs. Each POI is associated with a latitude-longitude coordinate (geo-tag) and a top-level category [Yelp, 2015b]. The resulting dataset covers POIs from 22 different categories.

4.2.1 Problem Definition

Let’s first formalize definition of terms in this paper:

**Definition 1 (Aspect)** An aspect is an attribute of a POI.

For example, the aspects of a restaurant could be “price”, “service”, “atmosphere”, and so on.

**Definition 2 (Sentiment)** In our paper, a sentiment contains three real-valued scores, indicating its positivity, negativity, and objectivity, and the sum of the three scores is one. A sentiment is associated with an aspect. We say a user’s sentiment is positive if her positivity score is larger than negativity score, and vice versa.

Let \( U = \{u_j\}_{j=1}^M \) be a set of \( M \) users and \( L = \{l_i\}_{i=1}^N \) a set of \( N \) POIs. We use locations and POIs interchangeably. Each POI is associated with a geo-tag and a category. We also have the user-POI check-in information, representing the number of times that a user has visited a POI. Additionally, each user has written a review for the POIs that she has visited. Our paper address the following three problems:

**Problem 1 (Preference Modeling via Aspect-Based Sentiment)** Given the observed reviews from all users and the category of each POI, the goal is to (1) extract a user’s sentiment toward different aspects for different POIs, (2) profile each user and each POI in terms of a aspect distribution, (3) obtain an aspect-matching score to estimate how well a POI meets a user’s expectation.
Problem 2 (Neighborhood Effect Modeling) Given the aspect-matching scores between users and POIs, users’ observed check-in information, the goal is to model neighborhood effect when a user decides her POI visiting behavior, by investigating different properties of the neighborhood effect.

Problem 3 (POI Recommendation) With the joint efforts of preference modeling and the neighborhood effect, the goal is to predict the preference score from a user to an unvisited POI, and return the top-k POIs with the highest scores.

4.3 Preference Modeling via Aspect-Based Sentiment

In this Section, we describe a content filtering based approach to understand users’ preferences for POIs. We profile a user via a category-based aspect distribution in order to capture her interested aspects. We assume that a user usually cares about different aspects when she visits POIs belonging to different categories. For example, a user typically cares about taste and service than other aspects when she decides to visit a POI belonging to food category. Similarly, we profile a POI via an aspect distribution in order to capture its nature from users’ comments, e.g., taste is good but price is high. These profiles allow us to model how well a POI would match a user’s expectation. In the context of recommendation problem, where a user has no historical interaction with an unvisited POI, exploiting content information can address the data sparsity problem to some extent. In addition, the profiles built from content information not only capture many significant qualities of a user or a POI, but also offer an interpretable way to understand users’ relevance to POIs.

Our preference modeling module is composed of three steps: extracting sentiment, profiling users and POIs in terms of aspect distributions, and obtaining user-POI aspect matching scores.

4.3.1 Sentiment Extraction

We split each review into sentences, and each sentence is considered as an aspect.

First, we use Stanford named entity recognizer [Finkel et al., 2005] to replace named entities with the corresponding symbols (e.g., replace “$21.49” with #MONEY# and
“New York” with #location#). In addition, we replace a URL with #LINK#. Second, we extract nouns and adjectives from each sentence using Stanford Part-Of-Speech Tagger [Toutanova et al., 2003]. Next, we use Porter’s [Porter, 1980] stemmer algorithm on each noun and adjective. Lastly, we handle negation in a way that if negation is found before nouns or adjectives, we add “non_” before the word. After processing, the words in each sentence are divided into two parts: aspect words (nouns) and sentiment words (adjectives). Following Zhang et al.’s approach [Zhang et al., 2015], we only consider nouns representing aspects. Adjectives are strong indicators of sentiment [Hatzivassiloglou and Wiebe, 2000], and considering adjectives alone can improve sentiment prediction accuracy [Bakliwal et al., 2013].

Next, we use the sentiment words of each sentence to obtain each user’s sentiment through an established sentiment lexicon: SentiWordNet [Baccianella et al., 2010]. In SentiWordNet, each word is associated with three real-valued scores, indicating its positivity, negativity, and objectivity, and the sum of the three scores is one. We choose the adjectives in the lexicon and stem them to build a pairwise stem-score mapping dictionary. For each aspect, we compute its sentiment in the following way: first, we obtain the sentiment of each sentiment word from the dictionary; if the sentiment word starts with “non_”, we exchange its positivity and negativity scores. We then average positivity, negativity, and objectivity scores for each sentiment word to obtain the sentiment of an aspect.

4.3.2 Users Profiling

To profile a user, we group all the reviews that she has written and detect her category-based aspect distribution. The modeling process has two assumptions. First, for POIs belonging to different categories, a user is interested in different aspects. For example, a user may care more about taste and price for a restaurant whereas care more about service and location for a hotel. Second, the more a user cares about an aspect, the more comments she makes about the aspect, no matter whether her sentiment toward the aspect is positive or not. For example, if a user likes the taste in a restaurant whereas dislikes the taste in another, we can infer that she is interested in taste for POIs belonging to the food category, even though her sentiments are opposite.
We develop our aspect detection model based on Latent Dirichlet Allocation (LDA) [Blei et al., 2003]. The input is the aspect words from all the reviews. Each sentence of a review has one hidden aspect label. Figure 4.1 is the graphical representation of our aspect detection model, and Table 4.1 summarizes important notations. The generative process is straightforward: if a user \( u \) visits a POI belonging to the category \( c \), her aspects in the review are generated from her category-based aspect distribution \( \varphi_{u,c} \). Specifically, for each sentence, she first chooses an aspect \( z \). With the chosen aspect, words in this sentence are generated from the aspect-word distribution \( \phi_z \).

\[ \begin{align*}
1. & \text{ For each aspect } z, \text{ draw } \phi_z \sim \text{Dirichlet}(\beta). \\
2. & \text{ For each user } u, \\
   & \quad \text{(a) For each category } c, \text{ draw } \varphi_{u,c} \sim \text{Dirichlet}(\alpha). \\
3. & \text{ For each review with a category } c \text{ from a user } u, \\
   & \quad \text{(a) For each sentence, sample an aspect } z \sim \text{Multinomial}(\varphi_{u,c}), \\
   & \quad \quad \text{i. Sample each word } w \sim \text{Multinomial}(\phi_z).
\end{align*} \]
Table 4.1 Notation used in the aspect detection model

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha, \beta$</td>
<td>Priors of Dirichlet distributions</td>
</tr>
<tr>
<td>$U, L, R, S$</td>
<td>Set of users, POIs, reviews, sentences, aspects, words, categories, respectively</td>
</tr>
<tr>
<td>$u, l, r, s$</td>
<td>Instance of a user, POI, review, sentence, aspect, word, category, respectively</td>
</tr>
<tr>
<td>$Z, W, C$</td>
<td>Set of users, POIs, reviews, sentences, aspects, words, categories, respectively</td>
</tr>
<tr>
<td>$\varphi$</td>
<td>Personal aspect distribution</td>
</tr>
<tr>
<td>$\phi$</td>
<td>Multinomial distribution over words</td>
</tr>
<tr>
<td>$n^{-s}$</td>
<td>The counter calculated by excluding $s$</td>
</tr>
<tr>
<td>$n_{z,c,u}$</td>
<td>Number of times $z$ is observed in $u$’s reviews about POIs belonging to $c$</td>
</tr>
<tr>
<td>$n_{w,z}$</td>
<td>Number of times that $w$ is generated by $z$</td>
</tr>
<tr>
<td>$Y_{w,s}$</td>
<td>Count of word $w$ in sentence $s$</td>
</tr>
<tr>
<td>$Y_s$</td>
<td>Total number of words in sentence $s$</td>
</tr>
</tbody>
</table>

We factorize the joint probability of $z$ and $w$ as follows:

$$P(w, z|\alpha, \beta, c) = P(z|\alpha, c)P(w|z, \beta) \quad (4.1)$$

We use collapsed Gibbs sampling [Liu, 1994] to sample hidden variables and estimate the model parameters from these samples. For a sentence $s$ in a review, we know it is from user $u$ and it is about category $c$. The Gibbs sampler samples the aspect assignment $z_s$ based on the aspect assignments of all other sentences, where $z_s$ represents the aspect of sentence $s$. Let $z$ denote the set of all hidden variables $z$ and $z^{-s}$ denote all $z$ except $z_s$. In addition, $W_s$ denotes the set of words in sentence $s$. We use similar symbols for other variables. The Gibbs sampling equation is:

$$P(z_s|z^{-s}, w) \propto \frac{n_{z,c,u}^{s} + \alpha_z}{\sum_{z \in Z} (n_{z,c,u}^{s} + \alpha_z)} \cdot \frac{\prod_{w \in W_s} \prod_{y=0}^{Y_{w,s}} (n_{w,z}^{-s} + \beta_w + y)}{\prod_{y=0}^{Y_s} (\sum_{w \in W} (n_{w,z}^{-s} + \beta_w) + y)}, \quad (4.2)$$

The learned category-based distribution $\varphi_{u,c}$ is the profile of each user. If a user hasn’t visited any POI for a certain category, her aspect distribution of the category is the prior.
distribution with the chosen $\alpha$.

4.3.3 POIs Profiling

To profile a POI, we group all users’ reviews about the POI to obtain its aspect distribution. However, the modeling process is a little bit different from that of users. Specifically, except the aspect distribution of each review, we also need users’ sentiment toward these aspects. For example, if most users comment positively about a restaurant’s taste, whereas comment negatively about its service, the restaurant won’t match a user’s expectation well if the user cares more about service than taste when she visits a POI belonging to the food category. Therefore, we should use a user’s sentiment to scale the importance of each aspect for profiling POIs.

Given a sentence $s$ written by user $u$ for POI $l$, its scaling factor is computed according to the following Equation:

$$\eta_{s,l,u} = 1 + p_{s,l,u} - n_{s,l,u}$$

(4.3)

where $p_{s,l,u}$ and $n_{s,l,u}$ are obtained in Section 4.3.1, representing the sentence’s positivty and negativity score respectively.

With the estimated parameters in Section 4.3.2, we derive each POI’s aggregate aspect distribution $\pi_l$ with sentiment scaling factors. For a POI $l$, the probability of aspect $z$ is computed as follows:

$$\frac{(\sum_{u \in U} i_{z,s,l,u} \ast \eta_{s,l,u}) + \alpha_z}{\sum_z (\sum_{u \in U} i_{z,s,l,u} \ast \eta_{s,l,u}) + \alpha_z}$$

(4.4)

where $i_{z,s,l,u}$ is an indicator: it equals to 1 if sentence $s$ written by user $u$ for POI $l$ is assigned to aspect $z$, otherwise $i_{z,s,l,u} = 0$.

4.3.4 Aspect Matching Score

For each POI with category $c$, it is profiled via an aspect distribution, and each user has an aspect distribution for a given category. With these two distributions, we can obtain an matching score that models how well a POI matches a user’s expectation. For example, if a user cares about both service and taste for POIs belonging to food category; a restaurant has been positively commented for both aspects, whereas another
restaurant’s reputation of service is bad, the first restaurant should match better given the user’s expectation, and its aspect matching score is higher accordingly.

We use the symmetric Jensen-Shannon divergence to compute the distance between user $u$’s category-based aspect distribution $\varphi_{u,c}$ and POI $l$’s aspect distribution $\pi_l$:

$$D_{JS}(u,l) = \frac{1}{2} D(\varphi_{u,c} || M_{u,l}) + \frac{1}{2} D(\pi_l || M_{u,l})$$ (4.5)

where $M_{u,l} = \frac{1}{2}(\varphi_{u,c} + \pi_l)$, and $D(\cdot || \cdot)$ is the Kullback-Leibler divergence [Kullback and Leibler, 1951]. Therefore, the aspect matching score between a user $u$ and a POI $l$ is:

$$a_{u,l} = 1 - D_{JS}(u,l)$$ (4.6)

### 4.4 Neighborhood Effect Modeling

To motivate the neighborhood effect, we calculate the geographical distance between every two POIs by the Haversine formula [Sinnott, 1984]. In our dataset, 80%, 91%, 97% POIs have at least one POI next to it within 100 m, 200 m, 500 m, respectively. Therefore, most POIs are not geographically independent. In addition, according to Tobler’s First Law of Geography [Tobler, 1970]: “Everything is related to everything else, but near things are more related than distant things”, we claim that a user’s preference toward a POI is not independent of her preference toward its nearby POIs.

Our next goal is to model neighborhood effect when a user decides her next visiting POI. Specifically, except aggregating a user’s preference over each nearby POI [Zhang et al., 2015], we are interested in that whether there are other ways of modeling neighborhood effect, and what’s the performance of each way on POI recommendation.

The following are the notations in this Section:

- Let $n_{u,l}, n_{u,c}$ be the number of times that user $u$ visits POI $l$, POIs belonging to category $c$, respectively.
- Let $a_{u,l}$ be the aspect matching score between user $u$ and POI $l$.
- Let $r_{u,l}$ be the sum of rating that user $u$ gives to POI $l$ (a user may rate a POI several times).
- Let $U_l, U_c$ be the set of users who have visited POI $l$, POIs belonging to category $c$, respectively.
Let $L_n$ be the set of POIs, except POI $l$, that locate in the same neighborhood with $l$.

Let $L_{n,c}$ be the set of POIs belonging to category $c$, except POI $l$, that locate in the same neighborhood with $l$.

Let $U_n$ be the set of users who have visited at least one POI (not including POI $l$) in the neighborhood where $l$ locates.

### 4.4.1 User-POI Preference

Before modeling the neighborhood effect, we define features modeling a user’s preference toward a single POI.

Because the key of POI recommendation is to estimate a preference score between a user and her unvisited POI, a lot of features would be unknown, e.g., rating, number of visits. However, we can still obtain a user’s preference for a category of a POI and how well a POI will match her expectation in terms of the aspect matching score, even though there is no direction interaction between the user and the POI.

To model a user’s preference for a category, two intuitions should be considered. First, the category captures a user’s interests when she decides to visit a POI. For example, a user will go to bars if she is interested in socializing; or she will go to gyms if she is interested in doing exercises. Second, if a user visits a category that is rarely visited by others, the user would more be interested in this category. For example, in the Yelp dataset, POIs belonging to the food category are visited more often than others, which does not imply that everyone is most interested in eating. If a user visits concert halls more frequently than other users, it is likely that she is very interested in classical music.

The term frequency-inverse document frequency (TF-IDF) [Salton and Buckley, 1988] is a metric that captures both of the intuitions. In our context, category is the term and a user’s check-in history is a document. Therefore, we define a user’s preference for a category $c$ as:

$$b_{u,c} = \frac{n_{u,c}}{\sum_{c \in \mathcal{C}} n_{u,c}} \times \log \frac{|U|}{|U_c|} \quad (4.7)$$

Zhang et al. [Zhang and Chow, 2015] measures a user’s preference toward a POI in terms of the POI’s popularity weighted by the user’s category preference. Enlightened by their definition, we first define a POI’s popularity by the following metrics:
• Number of visits: \( n_l = \sum_{u \in U_l} n_{u,l} \)
• Average rating: \( r_l = (\sum_{u \in U_l} r_{u,l}) / n_l \)
• Number of users who have visited the POI: \( |U_l| \)

Overall, given a user \( u \) and a POI \( l \) with category \( c \), her preference toward the single POI can be modeled as:

**User-POI Features**: we introduce a parameter \( \tau \) to overcome the “cold start” problem [Herlocker et al., 2004], where a user does not have sufficient history for a certain category.

• Aspect matching score (ASPECT-MATCHING): \( a_{u,l} \)
• TF-IDF preference toward category (CATEGORY-PREFERENCE): \( b_{u,c} \)
• Categorical popularity by number of visits (VISIT-POPULARITY): \( (b_{u,c} + \tau) \times \frac{n_l}{\sum_{l \in C} n_l} \)
• Categorical popularity by rating (RATING-POPULARITY): \( (b_{u,c} + \tau) \times \frac{r_l}{\sum_{l \in C} r_l} \)
• Categorical popularity by number of users (USER-POPULARITY): \( (b_{u,c} + \tau) \times \frac{|U_l|}{\sum_{l \in C} |U_l|} \)

The user-POI features are not limited to the above five features.

### 4.4.2 User-Neighborhood Preference

To define a neighborhood, we discretize POIs into cells on a spatial grid according to a certain threshold, and POIs within a cell belong to a neighborhood. We choose three different thresholds: 100 m × 100 m, 200 m × 200 m, 500 m × 500 m. If a person’s walking speed is 5 km/h [Wikipedia, 2016], 500 m is a 6-minute walk distance.

We define the size of a neighborhood as the number of POIs in the neighborhood. Figure 4.2 outlines number of neighborhoods in terms of different neighborhood sizes with the three thresholds. We can observe that all of the three distributions fit a power-law distribution: majority of the neighborhoods have less than 20 POIs, and only a few neighborhoods consist of more than 20 POIs.
For a user $u$ and a POI $l$, we define $u$’s preference for the neighborhood where $l$ locates by ignoring $u$’s preference for $l$; we want to investigate how the $l$’s nearby POIs affects $u$’s preference for $l$, hence we call it neighborhood effect. Intuitively, the neighborhood effect comprises two factors: the user’s preference toward the each nearby POI individually (personalized features) and the neighborhood property (property features). Accordingly, we propose two set of features:

**Personalized Features:** to investigate different properties of the neighborhood effect, we divide personalized features into four subsets. The first two subsets aggregate a user’s personalized preference over each nearby POI, whereas the latter two subsets model the neighborhood effect via a single nearby POI (most or least preferred nearby

\[\text{Number of neighborhoods in terms of different neighborhood sizes, within threshold of 100 m, 200 m and 500 m.}\]
POI from a user).

To simplify the notation, let $f_{u,j}$ represents one of the user-POI features. Thus each one of the following subsets is replaced with five features in evaluation. In addition, $d_{l,j}$ is the geographical distance between POI $l$ and POI $j$.

- **Average preference over each nearby POI**
  
  (AVERAGE-SCORE): $(\sum_{j \in L_n} f_{u,j})/|L_n|$, 

- **Average preference over each nearby POI, but the weight is inversely proportional to the distance**
  
  (DISTANCE-SCORE): $(\sum_{j \in L_n} f_{u,j} \times \frac{1}{d_{l,j}})/(\sum_{j \in L_n} \frac{1}{d_{l,j}})$,

- **Maximum preference among nearby POIs**
  
  (MAX-SCORE): $\max_{j \in L_n} f_{u,j}$

- **Minimum preference among nearby POIs**
  
  (MIN-SCORE): $\min_{j \in L_n} f_{u,j}$

**Property Features**: features belonging to this sets capture the environmental context created by nearby POIs. For example, is the neighborhood a food plaza or a shopping mall? Is it popular?

- CATEGORY-ENTROPY: $-\sum_{c \in C} \frac{|L_{n,c}|}{|L_n|} \times \log \frac{|L_{n,c}|}{|L_n|}$

- NUMBER-OF-POI: $|L_n|$

- AVERAGE-VISIT: $(\sum_{j \in L_n} n_j)/|L_n|$

- AVERAGE-RATING: $(\sum_{j \in L_n} r_j)/|L_n|$

- NUMBER-OF-USER: $|U_n|$

### 4.5 Evaluation of Modeling Content-based Preference and Neighborhood Effect

Before we propose our recommendation model, we evaluate the two contextual factors. Specifically, we seek to answer two questions:

- Does our content-based preference modeling approach benefit POI recommendation?
What’s the performance of different ways of modeling the neighborhood effect on POI recommendation?

**Evaluation Strategy.** Because the geographical effect is very important in the POI recommendation, we remove the geographical effect in this Section to avoid its interference in evaluating the content-based preference modeling and the neighborhood effect. First, we assign a representative (likeliest) location to each user. We compute the representative location by averaging the latitude-longitude coordinates of her visited POIs. However, it can also be obtained from other sources such as user profiles in real application. Second, for each user, we compute the distance between her representative location and each of her visited POIs, and average the distances to estimate her activity distance. Figure 4.3 outlines the cumulative number of users whose activity distances are less than a certain distance. We found that 90% (7,461) users’ activity distances are less than 10 km. In addition, the driving time of 10 km is around eight minutes if the driving speed is 72 km/h. Therefore, we assume that within 10 km, the geographical distance is not a concern for users’ POI visiting behavior.

Next, for each user, we apply five-fold cross validation. That is, we randomly split each user’s visited POIs into five subsets. In each round, 20% of a user’s visited POIs serve as the test set, and her rest visited POIs is treated as the training data. We report the results of every round as well as the average results. In addition, for each user, we also sample a set of unvisited POIs whose number is the same with her visited POIs, and 80% of them serve as the training data. The unvisited POIs of a user are within 10 km from her representative location. In this way, we transform the recommendation problem to a regression problem. A pair is constructed between a user and a POI, and the label of the pair is the number of times that the user has visited the POI. If a user hasn’t visited a POI, the label is zero. The features of each pair are computed based on the knowledge from the training data. We apply linear regression and M5 decision trees (M5 Tree) [Quinlan, 1992] from the WEKA framework with the default parameters. All the features are normalized to [0, 1] before evaluation.

**Parameters Setting.** We set the total number of aspects $|Z|$ to 30, $\alpha$ to $\frac{50}{|Z|}$, and $\beta$ to 0.01. We set these parameters based on guidance from previous studies [Diao et al., 2012] and our preliminary experiments. We run our model via 500 iterations of Gibbs
Figure 4.3 Cumulative number of users whose activity distances are less than a certain distance.

sampling. We take 40 samples with a gap of five iterations in the last 200 iterations to compute the values of all hidden variables.

**Evaluation Metric.** We adopt the Root Mean Squared Error (RMSE) as a evaluation metric. In our scenario, RMSE is defined as:

\[
RMSE = \sqrt{\frac{1}{K} \sum_{u,l} (\hat{n}_{u,l} - n_{u,l})^2}
\]  

(4.8)

where \(\hat{n}_{u,l}\) is the predicted number of visits from a user to a POI, and \(K\) is the number of samples in the test set. A smaller RMSE indicates a more precise prediction.

For simplicity, we write the **Personalized Features** and **Property Features** as neighborhood features, and the user-POI Features as POI features.
4.5.1 Results of Content-based Preference Modeling

Table 4.2 shows representative aspects with top ranked words discovered by our aspect detection model. We manually assign a name to these aspects.

<table>
<thead>
<tr>
<th>Aspect</th>
<th>Ranked words</th>
</tr>
</thead>
<tbody>
<tr>
<td>Service</td>
<td>servic custom staff owner time peopl employe manag place employe</td>
</tr>
<tr>
<td>Entrée</td>
<td>salad chicken appet side steak dish sandwich shrimp potato plate</td>
</tr>
<tr>
<td>Price</td>
<td>#money# price meal deal menu special tip bill portion food</td>
</tr>
<tr>
<td>Drink</td>
<td>beer wine drink glass bottl cocktail bar food margarita price</td>
</tr>
<tr>
<td>Dessert</td>
<td>cream chocol dessert ic cake flavor cooki butter cupcak bread</td>
</tr>
<tr>
<td>Pizza</td>
<td>pizza chees sauc crust bread salad pasta top flavor slice</td>
</tr>
<tr>
<td>Parking</td>
<td>park lot #location# locat place street airport valet car spot</td>
</tr>
<tr>
<td>Atmosphere</td>
<td>patio tabl room seat bar area place atmosphe wall decor</td>
</tr>
<tr>
<td>Salon</td>
<td>hair time nail salon #person# massag pedicur cut appoint color</td>
</tr>
</tbody>
</table>

Next, we evaluate the effect of feature ASPECT-MATCHING; we want to evaluate whether it can improve the performance of preference modeling from a user to a POI (POI features). Figure 4.4 compare the RMSE scores with ASPECT-MATCHING (all POI features) and without ASPECT-MATCHING. With both models, RMSE scores decrease after adding ASPECT-MATCHING for each fold, even though the reduction is less with M5 Tree model. To investigate whether ASPECT-MATCHING indeed help reduce the RMSE score, we conduct a paired t-test, and each pair is the results with the same fold computed by the same model (linear regression or M5 Tree): each value in sample one is the RMSE score with ASPECT-MATCHING; each value in sample two is the RMSE score without ASPECT-MATCHING. The p-value is 0.0042, indicating the difference is statistically significant. Therefore, we can conclude that our preference modeling approach of exploiting aspect-based sentiment could effectively improve the performance of POI recommendation.
Figure 4.4 RMSE scores with and without ASPECT-MATCHING for user-POI preference modeling.

4.5.2 Results of Neighborhood Effect Modeling

Table 4.3 compares the RMSE scores with and without neighborhood features. Because POI features play a major role in POI recommendation, all the evaluations are done with the POI features. By adding neighborhood features, with the 100 m threshold, the average RMSE increases with the linear regression model but decreases with M5 Tree model; if the threshold increases to 200 m or 500 m, the average RMSE reduces with both models. Even though the average RMSE is much less in the 200 m-neighborhood than that in the 500 m-neighborhood with M5 Tree, RMSE reduces in each of the five rounds in the 500 m-neighborhood with both models, compared with POI features only. To investigate whether RMSE scores could be reduced significantly by adding neighborhood features, we conduct three paired t-test. Each test studies the effect of a certain neighborhood threshold: each value in sample one is the RMSE score with POI features only; each value in sample two is the RMSE score with neighborhood features with the threshold.
The p-value is 0.9609, 0.2881, 0.0004, corresponds with the threshold 100 m, 200 m, 500 m, respectively. Therefore, we claim that the neighborhood effect exists when a user decides her POI visiting behavior. However, the threshold of defining a neighborhood matters; in general, the threshold should not be too small (e.g., 100 m). We claim that 500 m is a reasonable choice for defining neighborhood threshold because (1) RMSE scores significantly decrease, (2) a threshold that is larger than 500 m exceeds the walking distance of a person, and the neighborhood effect would fade or even disappear.

Table 4.3 RMSE scores with and without neighborhood features.

<table>
<thead>
<tr>
<th>Model</th>
<th>Cross Validation</th>
<th>POI N (100 m)</th>
<th>N (200 m)</th>
<th>N (500 m)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Logistic Regression</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>cv1</td>
<td>0.5107</td>
<td>0.5092</td>
<td>0.5095</td>
<td>0.5003</td>
</tr>
<tr>
<td>cv2</td>
<td>0.5197</td>
<td>0.5368</td>
<td>0.5199</td>
<td>0.5076</td>
</tr>
<tr>
<td>cv3</td>
<td>0.5078</td>
<td>0.5063</td>
<td>0.5000</td>
<td>0.5070</td>
</tr>
<tr>
<td>cv4</td>
<td>0.5151</td>
<td>0.5278</td>
<td>0.5049</td>
<td>0.5031</td>
</tr>
<tr>
<td>cv5</td>
<td>0.5119</td>
<td>0.5360</td>
<td>0.5124</td>
<td>0.5095</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td>0.5130</td>
<td>0.5232</td>
<td>0.5093</td>
<td>0.5055</td>
</tr>
<tr>
<td><strong>M5 Tree</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>cv1</td>
<td>0.5896</td>
<td>0.5738</td>
<td>0.5843</td>
<td>0.5793</td>
</tr>
<tr>
<td>cv2</td>
<td>0.6106</td>
<td>0.4192</td>
<td>0.6053</td>
<td>0.5955</td>
</tr>
<tr>
<td>cv3</td>
<td>0.5854</td>
<td>0.4204</td>
<td>0.4201</td>
<td>0.5803</td>
</tr>
<tr>
<td>cv4</td>
<td>0.5644</td>
<td>0.7127</td>
<td>0.5694</td>
<td>0.5562</td>
</tr>
<tr>
<td>cv5</td>
<td>0.5660</td>
<td>0.7235</td>
<td>0.5704</td>
<td>0.5613</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td>0.5832</td>
<td>0.5699</td>
<td>0.5499</td>
<td>0.5745</td>
</tr>
</tbody>
</table>

**Neighborhood Features.** To investigate how to properly model neighborhood effect, we further evaluate each set of neighborhood features. Because the RMSE is smaller with linear regression model in Table 4.3, we only report results with linear regression model in the 500 m neighborhood. Table 4.4 presents the RMSE on each set of neighborhood features for each round of cross-validation. Again, all the evaluations are done with the POI features. We can observe that (1) the property features significantly reduce RMSE more than personalized features. The p-value of a paired t-test for RMSE scores between property and personalized features is 0.0476. (2) there is not much difference
among different subset of personalized features in terms of RMSE scores. We conduct a 
one-way ANOVA test over the subsets of personalized features: RMSE scores with one
subset of personalized features belong to a group. Thus, there are four groups for the
ANOVA test, and each group comprises five RMSE scores. The p-value is 0.987.

<table>
<thead>
<tr>
<th>Cross Validation</th>
<th>Property</th>
<th>Personalized</th>
<th>Average</th>
<th>Distance</th>
<th>Max</th>
<th>Min</th>
</tr>
</thead>
<tbody>
<tr>
<td>cv1</td>
<td>0.5094</td>
<td>0.5118</td>
<td>0.5110</td>
<td>0.5113</td>
<td>0.5111</td>
<td>0.5106</td>
</tr>
<tr>
<td>cv2</td>
<td>0.5083</td>
<td>0.5191</td>
<td>0.5196</td>
<td>0.5196</td>
<td>0.5139</td>
<td>0.5196</td>
</tr>
<tr>
<td>cv3</td>
<td>0.5065</td>
<td>0.5080</td>
<td>0.5082</td>
<td>0.5079</td>
<td>0.5082</td>
<td>0.5078</td>
</tr>
<tr>
<td>cv4</td>
<td>0.5042</td>
<td>0.5148</td>
<td>0.5147</td>
<td>0.5147</td>
<td>0.5158</td>
<td>0.5151</td>
</tr>
<tr>
<td>cv5</td>
<td>0.5106</td>
<td>0.5113</td>
<td>0.5113</td>
<td>0.5113</td>
<td>0.5120</td>
<td>0.5119</td>
</tr>
<tr>
<td>Average</td>
<td>0.5078</td>
<td>0.5130</td>
<td>0.5130</td>
<td>0.5130</td>
<td>0.5122</td>
<td>0.5130</td>
</tr>
</tbody>
</table>

4.6 POI Recommendation Model

4.6.1 Recommendation by Matrix Factorization

Matrix factorization is the most popular and widely used technique for recommendation
[Koren et al., 2009]. The basic idea of matrix factorization is to factorize both users and
POIs into a shared space with dimension $k \ll \min(M, N)$, and $U_i \in \mathbb{R}^{1 \times k}$ and $L_j \in \mathbb{R}^{1 \times k}$
represent latent factors of a user and a POI, respectively. Let $U$ and $L$ denote the set of
latent factors of all users and all POIs, respectively; $U_i$ is the $i^{th}$ row in $U$ and $L_j$ is the
$j^{th}$ row in $L$. The preference of a user for a POI can be predicted as

$$\hat{R}_{i,j} = U_iL_j^T \quad (4.9)$$

Overall, the basic POI recommendation model learns $U$ and $L$ by solving the following
optimization problem:

$$\min_{U,L} \frac{1}{2} \sum_{i,j} I_{i,j} (R_{i,j} - \hat{R}_{i,j})^2 + \frac{\lambda_1}{2} \|U\|_F^2 + \frac{\lambda_2}{2} \|L\|_F^2 \quad (4.10)$$
where \( I_{i,j} = 1 \) if user \( i \) has checked in at POI \( j \), otherwise \( I_{i,j} = 0. \) \( \| \cdot \|_F^2 \) is the Frobenius norm of a matrix; \( \lambda_1 \) and \( \lambda_2 \) are regularization parameters. Once \( U \) and \( L \) have been learned, the preferences between a user and any of her unvisited POIs can be obtained by Equation 4.9

### 4.6.2 Incorporating Content-based Preference and Neighborhood Effect

According to our previous investigation, both content-based preference and neighborhood effect could benefit POI recommendation. In this Section, we exploit both of them for POI recommendation.

**Content-based Preference.** Once we obtain the aspect-matching between a user and a POI, we can modify the predicted preference as

\[
\hat{R}_{i,j} = \gamma a_{i,j} + (1 - \gamma)U_i L_j^T
\]

where \( \gamma \in [0, 1] \) is a parameter that controls the influence of the content-based preference.

**Neighborhood Effect.** After incorporating neighborhood features, the predicted preference becomes

\[
\hat{R}_{i,j} = \delta NF_{i,j} + (1 - \delta)U_i L_j^T
\]

where \( \delta \in [0, 1] \) is a parameter that controls the influence of the neighborhood effect, and \( NF_{i,j} \) represents neighborhood features. In this model, we can investigate the effect of exploiting personalized features and property features, independently and jointly.

**Content-based Preference and Neighborhood Effect.** Accordingly, the predicted preference after incorporating both of them is

\[
\hat{R}_{i,j} = \gamma a_{i,j} + \delta NF_{i,j} + (1 - \gamma - \delta)U_i L_j^T
\]

### 4.6.3 Fusing Geographical Influence

The predicted preference obtained from matrix factorization ignores the geographical influence, which is important in POI recommendation. Hence, we fuse a user’s predicted preference for a POI with the geographical preference \( G_{i,j} \):

\[
P_{i,j} = \hat{R}_{i,j} \cdot G_{i,j}
\]
The geographical influence models the probability of a user $i$ visits a POI $j$. We calculate $G_{i,j}$ by the following Equation, which is proposed by Ye et al. [Ye et al., 2011].

$$G_{i,j} = a \cdot (d_{i,j})^b$$ \hspace{1cm} (4.15)

where $d_{i,j}$ is the geographical distance between the representative location of user $i$ and POI $j$; $a$ and $b$ are parameters.

For each user and all of her unvisited POIs, we compute the probability $P_{i,j}$, and select the top-k with the highest probabilities for recommendation.

### 4.7 Evaluation of POI Recommendation

**Evaluation Strategy.** Similar to the strategy in Section 4.5, we apply five-fold cross validation for each user. To address the one-class collaborative filtering problem, we sample 10% of unobserved POIs from the training matrix, and treat them as negative samples [Pan and Scholz, 2009].

**Evaluation Metric.** We define a discovered POI of a user as a recommended POI that is actual visited by the user in the test set. Therefore, we evaluate the quality of POI recommendation by the following two metrics:

- Precision@N = No. of discovered POIs / No. of recommended POIs
- Recall@N = No. of discovered POIs / No. of actual visited POIs

**Results.** We defer the work of comparing our proposed POI recommendation models with state-of-the-art techniques to future work. We are going to compare our models with the following state-of-the-art techniques:

- Aspect and sentiment based approach [Zhang et al., 2015]
- Neighborhood effect based approach [Liu et al., 2014]
- Geographical effect based approach [Ye et al., 2011]

### 4.8 Related Work

**Recommender System Strategies.** Recommender system strategies can be broadly divided into two categories: content filtering and collaborative filtering.
Content filtering approaches build profiles for each user and item to each important nature. For example, a nature of a book could be its author, category, publisher, and so on, and a nature of a user could be her age, education, and any information provided on a certain questionnaire. The profiles allow the system to find an item that best match a user’s profile. However, content filtering approaches require a lot of external information, which is difficult to obtain. Therefore, it is less popular than the collaborative filtering approaches.

The common idea of collaborative filtering is to rely on historical behavior to analyze relationships between users and interdependencies between items to infer new user-item associations. Although it is domain free and does not require external information, collaborative filtering approaches suffer the “cold start” problem, where a new user or a new item couldn’t be addressed due to the lack of historical data. In this aspect, content filtering approaches are better.

Collaborative filtering include neighborhood methods and latent factor models. Neighborhood methods can be further divided into user-based and item-based approaches. Memory-based approaches are centered on computing the relationships between users, or between items. User-based approaches assume that similar users are interested in the same items, and item-based approaches assume that a user tend to be interested in similar items.

Latent factor models aim at characterizing both users and items on a set of factors (e.g., 20 to 100) inferred from observed user-item interaction. The interaction could be a move rating, the visiting frequency from a user to a item, and so on. Such factors can be regarded as an alternative to the aforementioned profiles built from the content filtering approaches. However, they are less interpretable. A factor of a user measures how much that she is interested in the corresponding factor of the item. Some of the most famous latent factor models are based on matrix factorization [Koren et al., 2009]. A basic matrix factorization model factorizes both users and items into a joint latent factor space of a certain dimensionality, and the user-item interaction can be obtained by the inner products in that space. Salakhutdinov and Mnih [Salakhutdinov and Mnih, 2008] present a Probabilistic Matrix Factorization (PMF) model, which is the foundation of a lot of recommendation algorithms.
POI Recommendation The POI recommendation approaches can be categorized into five categories: pure check-in data based, geographical influence enhanced, social influence enhanced, temporal influence enhanced, and content information enhanced.

For the pure check-in data based approaches, they treat POIs the same with the traditional items, e.g., movies and books. However, most LBSNs lack the rating data, thus the check-in frequency is regarded as an implicit preference from a user for a POI. Approaches in this category adopt traditional recommendation techniques to the user-POI check-in frequency matrix, without any additional information. Berjani et al. [Berjani and Strufe, 2011] apply regularized matrix factorization to the user-POI check-in frequency matrix. Nevertheless, due to the various information from different data sources, only a few works purely focus on the check-in matrix because it is reported that additional information could improve the performance of POI recommendation.

Geographical influence plays a significant role in the POI recommendation. It assumes that the geographical proximities of POIs is an important factor for users to decide where to visit: users tend to visit POIs that are near to their homes or offices, and they may visit nearby POIs of a POI that they just visited. Ye et al. [Ye et al., 2011] assume that the distance of visited POIs follows a power law distribution, and they propose a collaborative recommendation algorithm by fusing the geographical influence. Instead of making the power law assumption, Cheng et al. [Cheng et al., 2012] model the geographical influence as a multicenter Gaussian model. That is, users tend to check in around several centers, and check-in POIs around each center follow a Gaussian distribution. Zhang et al. [Zhang and Chow, 2013] argue that the geographical influence on each user should be personalized, and they develop a kernel density estimation approach to personalize the geographical influence on users’ check-in behaviors as individual distributions rather than a universal distribution for all users. Their experimental results show that their model outperforms the approaches that are based on power law distribution ([Ye et al., 2011]) or multicenter Gaussian distribution ([Cheng et al., 2012]). In addition, several other researchers build probabilistic graphical models to integrate the geographical influence [Liu et al., 2013a; Kurashima et al., 2013].

The use a Gaussian distribution to represent POIs visited by a user over a sample region. The geographical effect modeled by above works is mainly about the time cost or
monetary cost of travel from a location to another. Differently, we focus on the influence of environmental context (e.g., category, popularity, comments from other users) created by nearby POIs on a POI.

Inspired by the effect of social influence on the traditional recommender systems [Golbeck, 2006; Ma et al., 2008; Jamali and Ester, 2009; Ye et al., 2012], a lot of researchers exploit the social influence to the recommendation algorithms of LBSNs. The basic assumption is that friends would share more common interests of POIs than non-friends. Ye et al. [Ye et al., 2010] propose a friend-based collaborative filtering approach; it only considers the friends of a user instead of all users when applying the user-based collaborative filtering algorithm. Their results show that the approach yields minor improvement over state-of-the-art approaches. Most approaches fuse social influence with geographical influence [Ye et al., 2011; Cheng et al., 2012; Zhang and Chow, 2013]. Gao et al. [Gao et al., 2012b] propose a geo-social correlation model to capture the check-in behavior on LBSNs. They find that social correlations can be leveraged to solve the “cold start” problem. Overall, results of these works show that the improvement of performance on LBSNs after applying social influence is limited, compared with geographical influence.

The assumption underlying temporal influence is that users tend to visit different POIs at different time in a day. For example, a user is more likely to go to restaurants at noon and go to libraries in the evening. Yuan et al. [Yuan et al., 2013b] enhance the user-based collaborative filtering by incorporating the temporal influence: the similarity between users is captured via timed-based check-in vectors. Gao et al. [Gao et al., 2013] propose a matrix factorization based recommendation framework based on two assumptions: (1) a user has personalized check-in preferences at different hours in a day, (2) for a user, the check-in preferences are more similar in consecutive hours than in non-consecutive hours. Both of the approaches find that the temporal influence could improve the performance of POI recommendation.

Due to the rich content information (e.g., reviews, categories of POIs) available on the LBSNs, a lot of researchers enhance their recommendation approaches via doing the content analysis. Liu et al. [Liu and Xiong, 2013] learn topic distributions of users and POIs from textual information to infer the extent to which a user is interested in a POI. They then build a unified framework that considers both interests matching
and POI popularity. However, they ignore the sentiments from a user to a POI and don’t differentiate the categories of POIs when learning users’ topic distributions. Hu et al. [Hu and Ester, 2013] assume that textual information reflects a user’s interests, and propose a probabilistic graphical model to capture the relationship among users’ locations, interests, and the function of locations.

Motivated by the importance of sentiment analysis in other applications, researchers start to analyze users’ sentiments from their textual information, and develop the recommendation algorithms by incorporating sentiments. Yang et al. [Yang et al., 2013] extend matrix factorization model by exploiting sentiments extracted from users’ reviews. Different from our approach, they ignore different aspects covered by a review, and only use a single overall sentiment score to build the model. Similarly, Gao et al. [Gao et al., 2015] extract a single overall sentiment score from each review to scale the importance of a check-in activity. In addition, they construct word-frequency matrix from reviews and descriptions of POIs to represent a user’s interests and POI properties. Combined with the three content information sources, they develop a matrix factorization based recommendation framework. Zhang et al. [Zhang et al., 2015] detect sentiments from a user to a POI via a supervised learning framework, and devise a recommendation method that fuses the sentiments with geographical and social influence. Even though they consider several aspects covered by a review to detect sentiments, the final preference modeling from a user to a POI only integrates a single overall sentiment score, which is different from our approach. All of above approaches find that sentiment analysis could provide minor performance improvement for POI recommendation.

There are other works that put an emphasis on the categories of POIs. The intuition is that the category of a POI captures the function of a POI, and a user’s visiting behavior at a POI reflects her interests in the corresponding category. Liu et al. [Liu et al., 2013b] learn users’ preference transition pattern over categories of POIs, and exploit such pattern to build a matrix factorization based recommendation algorithm. Bao et al. [Bao et al., 2012] models each user’s preferences with a weighted category hierarchy, and infers local experts with respect to different categories. Their recommendation algorithm then selects local experts in a user specified geospatial range to best match a user’s preferences. Zhang et al. [Zhang and Chow, 2015] weight a POI’s popularity by a user’s categorical bias to
model the user’s preference for the POI. Noulas et al. [Noulas et al., 2012] explicitly define features that capture a user’s categorical preferences to predict next check-in place for users.

4.9 Conclusions

To improve the recommendation quality, we investigate two contextual factors: content information and neighborhood effect, and propose a recommendation framework that jointly models both of them. We extract users' aspect-based sentiments toward different POIs to model a user’s preference for a POI. We define a set of features to model different properties of the neighborhood effect. We propose a framework that fuses both of them with matrix factorization techniques. Evaluation shows that our method of modeling a user’s preference for a POI through the aspect-based sentiment could reduce RMSE of POI recommendation significantly. After investigating different threshold of defining neighborhood, we find that 500 m is a better choice than 200 m. In addition, properties features are significantly more effective in modeling neighborhood effect than personalized features. We defer the evaluation of our recommendation models to future work.
Chapter 5

Conclusions

This dissertation investigates three user-interaction problems in social media by exploiting content information and homophily principle. The objective is to overcome data sparsity and enhance our understanding of user interactions.

In Chapter 2, we study the effects of exploiting information from the content layer (sentiment) along with homophily in indicating a user-user interaction. Link prediction refers to inferring potential relationships from a snapshot of a social network. Even though much research has been conducted on this problem, most prior works are based on homophily of data from the social layer [Liben-Nowell and Kleinberg, 2003] or from the geographical layer [Scellato et al., 2011]. The rich data in the content layer has been neglected. Motivated by the easy availability of content, we investigate whether applying homophily to the content information would benefit link prediction.

To the best of our knowledge, only a few researchers exploit content information for link prediction [Romero et al., 2013]. However, users may express different sentiments toward a common semantical interest. Therefore, the first piece of the dissertation is to exploit sentiment homophily for link prediction.

We evaluate our approach on a Twitter dataset gathered from U.S. 2012 political campaign. First, based on two users’ sentiments toward topics of mutual interest, we define a set of sentiment-based features that quantify the likelihood of them becoming “friends”. Our results suggest that sentiment features significantly improve the performance of link prediction in terms of $F_1$ in both mutual-follow and mention graphs. We further inves-
tigate each predictor and find that Adamic-Adar and Euclidean distance measures are the best. Second, we propose a factor graph model that incorporates a sentiment-based variant of cognitive balance theory. Compared with traditional machine learning techniques, our proposed model is more effective in link prediction when the tie strength is not too weak. In future work, we will evaluate our approach in a friend recommendation framework by exploiting temporal information regarding how links form.

To overcome location sparsity and improve the performance of user-location interactions, Chapter 3 and Chapter 4 investigate two important problems.

Chapter 3 discusses an approach for estimating the locations where the messages originated by exploiting homophily to both the social layer and geographical layers. Since August 2009, Twitter supported per-tweet geo-tagging, i.e., each tweet is associated with a geo-tag. However, geo-tagged tweets are sparse; only about 2% of tweets are geo-tagged [Leetaru et al., 2013]. Location estimation refers to the problem of assigning a geo-tag to a tweet, indicating where the messages originated. Location estimation is important in many applications such as health, urban planning, and advertising.

To overcome the sparsity of available locations, our approach Percimo (1) employs communities by applying principle to both the social and geographical layers, (2) relates a user’s interests to another user’s locations via an LDA-based model that balances a user’s personal and communal interests.

We evaluate Percimo via a Twitter geo-tagged dataset collected over two months from two U.S. states. We find that Percimo yields a smaller prediction error than two state-of-the-art approaches: (1) Percimo outperforms a purely content-based technique by reducing the size of candidate sets through communities, (2) Percimo yields a smaller prediction error over an individualized technique by differentiating a user’s community interests from personal interests and predicts geo-tags even for users without historical geo-tags. Future work will model the assumption that users could participate in multiple communities.

Lastly, Chapter 4 presents an approach for personalized POI recommendation by exploiting content (aspect-based sentiment) and applying homophily to the geographical layer. Improving the quality of POI recommender systems brings benefits to both users and service providers. To overcome the sparsity of the user-POI check-in matrix and
improve the recommendation quality, we propose a framework that jointly models content and geographical homophily.

We conduct our analysis on the Yelp Challenge Dataset. First, we develop an LDA-based approach to model a user’s personalized preference for a POI by exploiting aspect-based sentiment and POI categories. Evaluation demonstrates that our proposed content-based preference modeling approach significantly improves POI recommendation quality in terms of RMSE. Second, we propose features to support different properties of the neighborhood effect. We find that by choosing the threshold 500 m to define a neighborhood, RMSE scores are significantly reduced after applying the neighborhood effect. In addition, features based on neighborhood properties are significantly better than features based on a user’s preference toward nearby POIs for the effect of modeling the neighborhood effect. Finally, we propose a unified POI recommendation framework by fusing the content-based preference modeling and the neighborhood effect. We defer the evaluation of recommendation models to future work.

Most of the investigations in this dissertation are based on data from the content, social, and geographical layers. We will investigate exploiting data from the temporal layer to model user interactions in the future.
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