ABSTRACT

MURUKANNAIAH, PRADEEP KUMAR. Engineering Personal Agents: Toward Personalized, Context-Aware, and Privacy-Preserving Applications. (Under the direction of Dr. Munindar P. Singh.)

A personal agent acts and interacts on behalf of its human user. We envision a computing infrastructure in which autonomous personal agents realize social applications similar to how human societies operate. We develop computational tools, techniques, and abstractions to engineer personal agents. Personal agents enable smart spaces ranging homes, cars, and cities with applications spanning domains such as healthcare, entertainment, energy, and transportation.

Objectives: We seek to engineer personal agents that deliver a user- and context-specific experience, preserving their users’ privacy. Engineering personal agents is challenging. On the one hand, a personal agent must capture its user’s mental model of contextual needs—a challenge centered on human cognition. On the other hand, the agent must satisfy its user’s needs in an automated manner, exploiting sensor data—a challenge centered on computational devices and infrastructure. Importantly, our approaches seek to shift the loci of computation from conceptually centralized servers of today to billions of user-controlled devices.

Methods: (1) We propose Xipho, an agent-oriented software engineering methodology for engineering personal agents. Xipho provides systematic steps to conceptualize a personal agent as a computational entity representing its user’s goals, plans, contextual beliefs, and dependencies. By raising the level of abstraction, Xipho enables a developer to model and implement a personal agent close to how the developer naturally understands a user’s requirements. (2) We describe Platys, a reusable middleware that provides architectural support for realizing personal agents. The Platys middleware efficiently gathers sensor readings about a user; maps low-level sensor readings to high-level abstractions of interest via active and semi-supervised machine learning; and exposes an API to simplify the development of personal agents. Platys is privacy-preserving as it runs locally on one or more personal devices of a user. (3) We describe
Muppet, a computational model that facilitates personal agents to preserve privacy in social settings, where information to be shared concerns multiple users. Muppet enables personal agents to compute an appropriate sharing policy in a multiuser scenario by exploiting the contexts, preferences, and arguments of the users involved in the scenario.

Findings: We demonstrate that our methods benefit both software developers and end-users via four human-subject studies—two developer studies, one end-user study, and one crowd study. All of our studies were approved by our university’s Institutional Review Board (IRB).

Our first study, involving 46 developers, finds that Xipho (1) reduces time and effort required to model a personal agent, simplifying application development, and (2) yields agent designs easy for other developers to comprehend, simplifying application maintenance.

In our second study, an additional 46 developers employ the Platys middleware or Android framework to implement a personal agent. We find that Platys, compared to the Android baseline, (1) reduces development time and effort, (2) yields more modular agent implementations, and (3) enhances the usability and privacy-preserving aspects of a personal agent.

In our third study, 10 users employ Platys to collect sensor readings from smartphones and label contexts of their interests. From the data collected, we train Platys as well as two supervised and two unsupervised context recognition approaches. We find that Platys (1) recognizes contexts with higher accuracy than the unsupervised approaches compared with, and (2) requires fewer context labels to achieve a desired context recognition accuracy than the supervised approaches we considered, reducing the user effort required for training Platys.

Finally, to evaluate Muppet, we survey 988 Amazon Mechanical Turk users about a variety of multiuser scenarios and the optimal sharing policy for each scenario. Based on the participants’ responses, we find that (1) contextual factors, user preferences, and arguments influence the optimal sharing policy in a multiuser scenario, and (2) employing features derived from the three types of information above, Muppet predicts the optimal sharing policy in a multiuser scenario with higher accuracy than baseline models.
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Chapter 1

Introduction

Humans have an inherent understanding of the contexts in which they act and interact. A personal agent must adapt to the contexts of its human user. Our vision of personal agents enables a computational infrastructure in which the loci of computation are billions of user-controlled devices as opposed to a few conceptually centralized servers as it is today. Personal agents on our envisioned infrastructure support smart spaces (e.g., cars, homes, and cities) with applications spanning domains such as healthcare, transportation, and entertainment.

Our objective is to engineer personal agents such that they deliver a personalized, context-aware, and privacy-preserving user experience. Engineering a personal agents to do so is non-trivial. First, the personal agent must capture its user’s mental model of contextual needs—a high-level concern centered on meaning. Second, the agent must acquire and satisfy user needs in an automated manner, exploiting sensor data—a low-level concern centered on devices and infrastructure. We seek to develop computational abstractions, methods, and techniques to address the challenges of engineering personal agents end to end.

We seek to answer four major questions relevant to the engineering of personal agents.

(1) What are the levels of abstraction (or granularity) at which a personal agent could employ the context information?
(2) How does the chosen level of context abstraction affect the quality of agents produced from the perspectives of both developers and end-users?

(3) How can a personal agent reason about the contexts of interest to its user at the desired level of abstraction from the sensor data?

(4) How can a personal agent preserve its users privacy as the agent (a) reasons about the user’s personal data and (b) shares the user’s personal information with other agents, e.g., to realize social applications?

We answer these questions via four contributions.

(1) We propose Xipho, an agent-oriented software engineering methodology for engineering personal agents. Xipho provides systematic steps to conceptualize a personal agent as a computational entity representing its user’s goals, plans, contextual beliefs, and dependencies. By raising the level of abstraction, Xipho enables a developer to model and implement a personal agent close to how the developer naturally understands a user’s requirements.

(2) We describe Platys, a reusable middleware that provides architectural support for realizing personal agents. Platys efficiently gathers sensor readings about a user; maps low-level sensor readings to high-level abstractions of interest via active and semi-supervised machine learning; and exposes an API to simplify the development of personal agents. Platys is privacy-preserving as it runs locally on one or more personal devices of a user.

(3) We describe Platys Reasoner, an active and semi-supervised machine learning technique to subjectively recognize a user’s contexts. Our approach seeks to reduce the user effort required for training a model of contexts, and achieve better context prediction accuracy than traditional techniques.

(4) We describe Muppet, a computational model that facilitates personal agents to preserve privacy in social settings, where information to be shared concerns multiple users. Muppet
enables personal agents to compute an appropriate sharing policy in a multiuser scenario by exploiting the contexts, preferences, and arguments of the users involved in the scenario.

1.1 Xipho: A Methodology for Engineering Personal Agents

Humans have an inherent understanding of the contexts in which they act and interact. A personal agent adapts to the contexts of its human user. Engineering personal agents is nontrivial. First, a personal agent must capture its users’ mental models of context—a high-level concern centered on meaning. Second, to be effective, the personal agent must acquire the desired contextual information automatically—a low-level concern centered on devices and infrastructure. We describe Xipho [87], a methodology for systematically developing a personal agent.

We treat context as a cognitive notion and understand other cognitive notions, such as goals and plans, as inherently related to context. Thus, a natural approach to developing a personal agent would be an agent-oriented software engineering (AOSE) methodology that employs cognitive notions throughout development. Existing AOSE methodologies describe generic steps of software development, but fall short in dealing with challenges specific to personal development. Xipho fills this gap by providing systematic steps for (a) capturing a personal agent’s contextual requirements, (b) deriving a context information model specific to a personal, and (c) leveraging reusable components in a personal agent’s design and implementation. These tasks pose nontrivial challenges and we demonstrate that Xipho addresses these challenges effectively.

A personal agent’s contextual requirements are often (a) unknown ahead of time, and (b) subject to change as users employ the agent in different contexts. A developer, inevitably, makes assumptions about a personal agent’s (and its user’s) contextual needs, but often buries such assumptions in the implementation. Xipho provides constructs necessary to explicate such assumptions, yielding personal agents that are easy to maintain.

The space of what constitutes context is vast, e.g., a user’s location, activities, emotions, or social setting. Existing techniques [9] model context as a notion generic across applications and users, which a developer must tailor to the requirements of a personal agent. Xipho assists a
developer in restricting the personal agent’s context information model to a set of abstractions meaningful in the agent’s scope, enabling the agent to offer a natural user experience.

To acquire the desired context information, a personal agent must address device and network centric concerns such as sensing, aggregating, and propagating context information. However, the concerns of context acquisition can be separated from those of personal agent development. Importantly, several existing works [6] address the problem of context acquisition. Xipho enables a developer to build a personal agent on reusable components, reducing the cognitive burden of agent development and yielding easily comprehensible agent designs.

**Developer Study:** We evaluated Xipho in a developer study comparing it with the baseline of Tropos [12], a well-known AOSE methodology (one factor with two alternatives study design). Our subjects were 46 students of a graduate level computer science course. We conducted the developer study in three phases: a *practice* phase in subjects learned and practiced Xipho or Tropos, a *modeling* phase in which subjects applied Xipho or Tropos to model a personal agent, and a *verification* phase in which subjects comprehended agents modeled by other developers.

Our findings suggest that Xipho, compared to Tropos, (a) reduces the time and effort required to develop a personal agent, and (b) yields agent designs that are easier for other developers to comprehend. We attribute these benefits to the systematic steps Xipho provides during early and late requirements engineering, architectural and detailed design, and implementation. Further, we conjecture that applications produced using Xipho offer a more natural user experience than those built conventionally.

### 1.2 Platys: A Middleware for Supporting Personal Agents

Personal agents are data driven, i.e., they make decisions based on the data their end-users produce. Although mobile and wearable devices are increasingly capable of sensing a variety of information about end-users’ physiology, behavior, and environment, a user may not want to disclose such information to third-parties due to privacy concerns. Further, statistical analysis
of data aggregated from multiple users (as it is often done today) may not provide insights objectively valuable to all users. To address these challenges, we develop Platys middleware [88], which, (a) efficiently gathers data from multiple sensors into a user’s personal data store shared across multiple user-controlled devices, (b) computes contextual information, e.g., places, activities, and social circles specific to the user, and (c) exposes the learned concepts to multiple personal agents, respecting the user’s privacy policies.

The crux of Platys is to represent and compute context at a high-level abstraction. We demonstrate the value of a contextual high-level abstraction with respect one important aspect of a user’s context: user location. In current practice, several software applications employ location at a low level of abstraction such as position, i.e., spatial coordinates (usually latitude and longitude). In contrast, Platys represents location as place, a high-level abstraction that represents a location not only by its spatial attributes, but also by users’ actions and interactions associated with that location [86], e.g., jogging activity is an inherent attribute of a jogging place.

Platys describes a conceptual metamodel that unifies space, activities, and social circles into the notion of place. The three features of place are captured, not as independent entities, but in a unified manner.

Platys is extensible and captures places of interest to each user subjectively. Platys runs locally on a user’s personal devices, promoting confidentiality and privacy. Further, each user can control which of his places an application can access and at what granularity.

Platys insulates application developers from dealing with low-level sensors and user-specific idiosyncrasies, and provides an end-user a single point of access to all of his personal data.

**Developer Study:** We evaluated Platys in a developer study in which subjects developed a locations-based application. The study was of one factor two alternatives design where subjects developed the prescribed location-based application by employing either (a) the low-level position abstraction provided by Android, or (b) Platys’ high-level place abstraction.
Our study involved 46 students enrolled in a graduate-level computer science course. In addition to developing the application, subjects were asked to keep track of the time and effort they expended for development by answering a time and effort survey after each development session. We also analyzed the quality of the applications produced from the perspectives of both developers (via code metrics), and end-users (by studying the usability of the applications).

Our findings indicate that developers employing the Platys middleware spend significantly less time and effort than those not employing the middleware for representing and acquiring location, and enhancing the usability and privacy aspects of the application. Although developers employing the Platys middleware expend additional time and effort for acquiring the necessary background knowledge about the Platys middleware, the middleware pays off in other aspects of location-aware application development. Moreover, preparation is a one-time cost: a developer who employs Platys to develop several location-aware applications can save significant time and effort over the course of multiple applications. Our evaluation of the applications produced in the developer study indicate that location-aware applications produced using Platys are potentially (a) more usable and privacy-preserving from an end-user’s perspective, and (b) easier to comprehend from a developer’s perspective.

1.3 Platys Reasoner: Active Learning Context in Personal Agents

Platys Reasoner [88, 85, 136] is an important component of Platys middleware. The reasoner learns subjective context models from sensor data. Deriving useful and user-specific context models from a user’s multimodal (originating from multiple sensors), sparse, and evolving sensor data is challenging. I developed Platys Reasoner, an active and semi-supervised machine learning approach, to map low-level sensor data to high-level contexts such as the user’s places, activities, and social circles. Platys Reasoner offers distinct benefits over the traditional supervised (requiring user guidance) and unsupervised (not requiring user guidance) learning paradigms. Again, for concreteness, we focus on learning the place abstraction of context.

Traditional unsupervised place recognition techniques seek to learn patterns in the sensor
data, not requiring place labels. Typically, such approaches learn what we call as staypoints—sets of positions within a certain radius or those where a user stays for a certain duration. Although staypoint-based approaches do not require labeling, they have the following shortcomings. One, staypoints do not capture subjective nuances in how users perceive places since no fixed values for radius and duration yield desired places for all users. Two, a staypoint does not carry an inherent meaning. A user may eventually need a symbolic name (hence labeling) to distinguish staypoints. Three, staypoint-based approaches, often, require frequent sensor readings. However, sensing consumes battery power—a limited resource on mobile devices.

Alternatively, supervised learning techniques (e.g., classifiers) exploit user-provided place labels. Typically, training a classifier requires several training instances per class to produce good classification accuracy. However, acquiring training instances is challenging because place labeling requires user effort. Requiring each user to label each place of interest several times is not practically viable. Additionally, sensor readings are likely to be intermittent (all sensor readings may not be available when a user labels a place, e.g., GPS reception is limited indoors).

The Platys Reasoner seeks to address the shortcomings of the above approaches. Specifically, it combines two machine learning paradigms: (1) active learning [105] to reduce the labeling effort, and (2) semi-supervised learning [139] to efficiently deal with intermittent and infrequent sensor data.

The Platys Reasoner employs a classifier, albeit with additional steps in learning to address the challenges of traditional classification. Platys Reasoner’s additional steps are motivated by the following intuitions. (1) Can we employ fewer training instances than traditionally required to train a classifier to achieve a desired accuracy? Yes, if we control what those training instances are (same number, though). (2) Can we exploit both labeled and unlabeled instances for training to achieve a better classification accuracy than training with labeled instances alone? Yes, if we exploit the hidden structure in the unlabeled data. (3) Can we exclude certain unlabeled sensor readings from training to enhance the classification accuracy? Yes, because many sensor readings may belong to none of the places a user labeled.
End-User Study: We evaluated Platys Reasoner via a user study. We analyzed the accuracy with which the reasoner recognizes places of interest to a user and its efficiency in doing so. No available datasets were adequate for our evaluation. We created our own dataset based on real traces collected from 10 users. Each user carried an Android phone installed with Platys middleware as his or her primary phone for three to 10 weeks. The middleware collected a user’s place labels and recorded GPS, WiFi, and Bluetooth readings.

We treated place recognition as a classification problem and evaluated its performance via the metrics of precision, recall, and F-measure. We compared Platys’ performance with that of two unsupervised and two supervised approaches. Our findings suggest that Platys Reasoner (a) reduces user effort required for training compared to two traditional supervised approaches, and (b) learns contexts with higher accuracy than two unsupervised approaches since it employs both unlabeled and labeled sensor data. Further, we found complimentary benefits of active and semi-supervised learning techniques. That is, whereas active learning was valuable in the initial phases of training, semi-supervised learning compensated for a user’s non-compliance to place labeling requests in later phases of training.

1.4 Muppet: Engineering Personal Agents to Preserve Privacy

The Platys middleware promotes privacy by (a) running locally on user-controlled devices (not requiring users to share personal data with third parties), and (b) equipping users with fine grained control on contextual data (via a hierarchical model of context). In contrast to Platys, which deals with personal data, Muppet seeks to preserve privacy in a multiuser scenario, where information to be shared concerns multiple users. For example, suppose Alice uploads a photo from last weekend’s party where she and her friend Bob appear together to a social network site, and tags Bob. Bob may find that the photo Alice uploaded is sensitive. However, since Bob has no control over uploading that photo, Alice’s action threatens Bob’s privacy.

Muppet is a decision-support system that helps users resolve multiuser privacy conflicts. The main challenge Muppet addresses is proposing an optimal solution: a solution most likely
to be accepted by all those involved in the multiuser scenario. Although an optimal solution may not exist for each multiuser scenario, identifying one, when it exists, can minimize the burden on the users to resolve the conflict manually.

Existing works \cite{15, 51, 115} propose methods to automatically determine solutions to conflicts based on users’ privacy preferences. These methods suffer from two main limitations. One, they always aggregate preferences in the same way regardless of the context or they only consider a very limited number of potential situations. Two, they do not consider the reasons behind users’ preferences. However, evidence based on self-reported data \cite{65, 131} suggests that users do listen to the explanations of others and that the optimal solution may depend on the particular context and reasons behind users’ preferences. Following this idea, we empirically study three types of factors that potentially influence a privacy decision: the scenario’s context, users’ preferences, and their arguments \cite{84} about those preferences. An argument is a justification a user employs to convince the others involved that the user’s expectations are reasonable and should be taken into account for making a decision.

Our key objective is to build an argumentation-based model that accurately represents multiuser scenarios. To this end, we (1) identify important factors that potentially influence the inference; (2) evaluate the relative importance of these factors in inference; and (3) develop a computational model to predict an optimal solution in a given multiuser scenario.

**Crowd Study:** We design a study where human participants choose what they think is the most appropriate sharing policy in a multiuser scenario we specified. Combining different values of three types of factors (context, preferences, and arguments), we generate 2,160 scenarios. Considering the sheer number of participants required, we conducted our study on Amazon Mechanical Turk (MTurk), collecting responses from 988 unique MTurk participants.

Via a series of multinomial logistic regression models, we show that all three feature types we consider influence the optimal sharing policy. We find that (1) sensitivity has the highest influence on the optimal policy, among the contextual variables; (2) the most restrictive policy,
not the majority policy, has the highest influence on the optimal policy, among preference-based features; and finally, (3) users value arguments for sharing more than arguments for not sharing; however, if the argument for not sharing is an exceptional case users usually support not sharing.

By training an inference model on the data collected from MTurk participants, we find that a model employing argument-based features predicts optimal policy with higher accuracy than those not employing arguments. Further, from self reported data, we find that adding arguments increases a user’s confidence in choosing the final sharing policy. Further, we investigate the data instances our prediction model misclassified to find out whether some combinations of scenario-defining elements make the prediction of optimal sharing policy difficult. We find that conflicts between arguments and preferences generate the majority of misclassification. This indicates that users interpret and prioritize arguments subjectively, which suggests that a system that aims at helping users solve multiuser conflicts has to be adaptive and learn from the user.

1.5 Summary

The variety and volume of personal data a user can produce is increasing with the emerging computing and communications infrastructure. Yet, traditional engineering approaches fail to yield applications fail to deliver user- and context-specific services. In contrast to the traditional approaches that rely on conceptually centralized servers, the methodology, middleware, and machine learning techniques we developed push the computation closer to users. In doing so, we facilitate personal agents catering to users’ subjective and context-specific needs. Further, our techniques help preserve user privacy in both personal (Platys) and social (Muppet) settings.

Our work emphasizes rigorous empirical methods. We conduct four of user studies, demonstrating the benefits of our methods to both application developers (e.g., reduced development effort, ease of maintenance) and end-users (e.g., enhanced usability, reduced information overload). Our findings bear important implications for the practical adoption of our methods.
Chapter 2

Xipho: An Agent-Oriented Methodology

Humans have an inherent understanding of the contexts in which they act and interact. A context-aware personal agent (CPA) adapts to the contexts of its human user. We seek to engineer a CPA to (a) capture its users’ mental models of context—a high-level concern centered on meaning, and (b) acquire the desired contextual information—a low-level concern centered on devices and infrastructure.

We describe Xipho, a methodology for systematically developing a CPA. Xipho treats context as a cognitive notion and understand other cognitive notions, such as goals and plans, as inherently related to context. Thus, a natural approach to developing a CPA would be an agent-oriented software engineering (AOSE) methodology that employs cognitive notions throughout development. Existing AOSE methodologies, e.g., [12, 94, 129], describe generic steps of software development, but fall short in dealing with challenges specific to CPA development. Xipho fills this gap by providing systematic steps for (a) capturing a CPA’s contextual requirements, (b) deriving a context information model specific to a CPA, and (c) leveraging reusable components in a CPA’s design and implementation. These tasks pose nontrivial challenges (described below). We demonstrate that Xipho addresses the challenges of CPA development successfully.
A CPA’s contextual requirements are often (a) unknown ahead of time, and (b) subject to change as users employ the CPA in different contexts. A developer, inevitably, makes assumptions about a CPA’s users’ contextual needs, but often buries such assumptions in the implementation. Xipho provides constructs necessary to explicate such assumptions, yielding easily renewable CPAs [108].

Context is traditionally defined as “any information relevant to an interaction between a user and an application” [20]. Accordingly, the space of what constitutes context is vast, e.g., a user’s location, activities, emotions, or social setting. Existing techniques [9] model context as a notion generic across applications and users, which a developer must tailor to the requirements of a CPA. Xipho assists a developer in restricting a CPA’s context information model to a set of abstractions meaningful in the CPA’s scope, enabling the CPA to offer a natural user experience.

To acquire the desired context information, a CPA must address device and network centric concerns such as sensing, aggregating, and propagating context information. However, the concerns of context acquisition can be separated from those of CPA development. Importantly, several existing works address the problem of context acquisition [6]. Xipho enables a developer to build a CPA on reusable components, reducing the cognitive burden of CPA development and yielding easily comprehensible CPA designs.

**Contributions:** Our contributions are two fold. First, we propose Xipho as an extension of Tropos for developing CPAs. Xipho addresses nontrivial challenges associated with requirements acquisition, design, and implementation of a CPA. We demonstrate Xipho via a case study, which that Xipho (a) reduces the time and effort required to develop a CPA, and (b) yields CPA designs that are easy for other developers to comprehend.
2.1 Background: Tropos

Xipho extends Tropos [12] to support CPA development. Specifically, Xipho adopts the Tropos metamodel, which consists of the following main constructs.

**Actor:** A social, physical, or software agent (or a role of an agent). An actor has goals within a system.

**Goal:** A strategic interest of an actor. A hard goal has a crisp satisfactory condition. A soft goal has no clear-cut definition or criterion for deciding whether it is satisfied or not. Thus hard goals are satisfied whereas soft goals are satisficed.

**Plan:** An abstraction of doing something. Executing a plan is a means of satisfying or satisficing a goal.

**Resource:** A physical or information entity.

**Dependency:** A relationship indicating that a depender actor depends on a dependee actor to accomplish a goal, execute a plan, or furnish a resource. The object (goal, plan, or resource) here is the dependum.

**Belief:** An actor’s representation of the world.

**Capability:** An actor’s ability to choose and execute a plan to fulfill a goal, given certain beliefs and resources.

Our motivation to extend Tropos is that it spans all development phases. First, Tropos captures early and late requirements as system-as-is and system-to-be models, respectively. A system-as-is model captures (a) the actors involved: primary users of the application as well as those indirectly affected by it, (b) goals and plans of each actor, and (c) dependencies among actors on their goals or plans. A system-to-be model introduces the solution as the system-to-be
actor and its goals, plans, and dependencies. In the following phases, Tropos maps the system-to-be actor into one or more agents, and derives a detailed specification of agents’ capabilities to implement on a chosen platform.

2.2 Xipho

Xipho augments Tropos with tasks specific to CPA development in each development phase as shown in Table 2.1. Before describing Xipho’s steps, we introduce a case study, and derive its system-as-is and system-to-be models.

<table>
<thead>
<tr>
<th>Development Phase</th>
<th>Tropos Task</th>
<th>Xipho Task (Extension)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Early &amp; late requirements</td>
<td>Identify system-as-is and system-to-be actors, and their goals, plans, and dependencies</td>
<td>Step 1: Identify contextual beliefs and resources</td>
</tr>
<tr>
<td>Architectural design</td>
<td>Define system’s global architecture Map system actors to software agents</td>
<td>Step 2: Derive a context information model</td>
</tr>
<tr>
<td>Detailed design</td>
<td>Specify agent capabilities and interactions Implement agents on a chosen platform</td>
<td>Step 3: Incorporate a middleware agent</td>
</tr>
<tr>
<td>Implementation</td>
<td></td>
<td>Step 4: Specify contextual capabilities</td>
</tr>
</tbody>
</table>

**Case Study: Ringer Manager**

We demonstrate Xipho via a case study, which involves engineering the *Ringer Manager Application (RMA)*, a CPA for phones to help a user better handle incoming calls.

**Automated ringer mode.** The RMA sets an appropriate ringer mode on the user’s phone based on the user’s context at the time of an incoming call. The alternatives (assumed to be mutually exclusive) are to set the ringer mode to *silent*, *vibrate*, or *loud*.
Automated notification. If the user does not answer the call, the RMA sends a notification to the caller. The notification can be generic (e.g., “leave your name and number”), or describe the user’s context at the time of missing the call, either abstractly (e.g., “in a meeting”) or in detail (e.g., “in a meeting with Bob at the Starbucks”).

We imagine the system-as-is as follows. Each episode starts when a caller tries to reach a callee by phone. The callee wants to be reachable unless he wants to work uninterrupted. The callee’s plan is to answer the call if he wants to be reachable and not answer otherwise. The callee’s decision to answer or not answer depends on (a) whether he disturbs a neighbor by answering or (b) if the caller has a pressing need to reach him. In these cases, the callee depends on the neighbor or the caller to provide appropriate information. The callee sets an appropriate ringer mode on his phone to help him answer or not (e.g., loud to answer; silent to not). Next, when the callee does not answer a call, he would notify the caller of a reason (e.g., busy, in a class, talking to boss, and so on) or to ignore the call depending on who the caller is. If he decides to notify the caller, he would disclose only the necessary details, preserving privacy. Figure 2.1 shows the system-as-is model.

However, the system-as-is is quite inefficient. First, it relies on the callee to manually set an appropriate ringer mode and send an appropriate notification. Second, a caller has no effective way of expressing an urgent need to reach the callee—calling repeatedly does not help if the phone is silent. Third, it is tedious for a neighbor to let each callee know that the neighbor prefers not to be disturbed.

Figure 2.2 introduces the RMA (system-to-be) actor. The RMA acts on behalf of the callee and accordingly adopts the callee’s goals to make call handling more efficient. This model captures what the RMA does and why, by linking the RMA’s plans to the callee’s goals (e.g., set as silent to accomplish the callee’s goal to be uninterrupted). For simplicity, we explore the RMA only from the callee’s (primary user’s) perspective and assume that the secondary users (caller and neighbor) employ appropriate mechanisms to provide the information required by the RMA.
2.2.1 Step 1: Context-Means Analysis

A CPA needs to make decisions based on the contexts of one or more of the actors involved. The objective of context-means analysis is to identify scenarios where an actor’s context provides the application a means of making a decision. We describe four types of such scenarios with examples.

**OR-decomposition**, where some decomposed goals or plans are to be chosen over the rest based on context, e.g., whether to set the ringer mode as silent or vibrate—vibrate may be acceptable in a seminar, but not in a one-on-one meeting.

**Conflicting goals**, where the goal chosen for accomplishment depends on context. For example, the RMA must choose between the callee’s goals to be reachable and to work uninterrupted. This decision could be based on the callee’s context—busy or not.
Soft goal, where the extent to which the goal is satisficed depends on context. For example, each ringer mode satisfices the soft goal to not disturb a neighbor differently. The chosen ringer mode could be based on who the neighbor is, e.g., set as silent near a colleague, vibrate near a family member, and loud near a stranger.

Dependency, where the dependum can be refined based on context. For example, the dependum to be reachable can be refined to context because the actual dependency is that the callee depends on the caller to provide contextual information (e.g., caller’s context indicating whether he has a pressing need to reach the callee).

A developer must identify all scenarios of each type described above and perform one of the following for each.

- If the scenario is influenced by the primary user’s (callee) context, capture the influence as a belief and add context-means links from the belief to each goal or plan involved in the scenario.

- If the scenario is influenced by a secondary user’s (caller or neighbor) context, capture
the context as a resource and add (or update) a dependency with the context resource as the dependum. Also, add context-means links from the resource to each goal or plan involved in the scenario.

The motivation is that the CPA would maintain beliefs about its primary user, and access information resources about the secondary users as shown in Figure 2.3.

2.2.2 Step 2: Context Information Modeling

We used a context abstraction as a placeholder for each contextual belief or resource in the previous step. Now, we systematically refine these abstractions in the CPA’s scope for two
reasons: (a) a motivation for model-driven development is to document the developer’s thought process by explicitly capturing his or her intuitions, and (b) a detailed model would yield a detailed specification, potentially making the implementation easier. To derive a CPA’s context information model, identify:

A context model for each generic abstraction found in the previous step such that the context model consists of cognitive abstractions sufficient to make the decision specific to the context-based scenario influenced by the corresponding generic abstraction. For example, in Figure 2.3, Context abstraction 2 is used to decide whether to set the ringer mode as loud or vibrate. This generic abstraction can be modeled as a spatial abstraction, Ambience, assuming that all that matters in setting the ringer mode as loud or vibrate is the callee’s ambience. The decision to not set as silent must already have been made, using Context abstraction 3.

Context instances of a context abstraction, where appropriate, such that a context instance represents all situations, within the scope of the corresponding abstraction, that lead to the same context-based decision. For example, context instances of Ambience could be Noisy and Quiet assuming that the ringer mode would be vibrate if the ambience is Quiet and loud if Noisy. However, to gain adaptivity, it would be desirable to elicit the instances of an abstraction at run time. We refer to such an abstraction as an open abstraction. For example, modeling the callee’s activity as an open abstraction helps us elicit from the user which of his activities are to be uninterrupted.

Figure 2.4 shows a context information model derived for the RMA (each context instance is highlighted with a thick border). We restrict the case study to the ringer management aspect of the RMA (omitting notifications) for simplicity. We employed the context abstractions of space, activity, and social circle described in an existing metamodel [88], which however is loosely coupled with Xipho.
2.2.3 Step 3: Context Middleware

Once we derive a CPA-specific context information model, how can we enable the CPA to acquire this information? To acquire context information, the CPA must:

**Elicit context instances** of each open context abstraction from the primary user, e.g., elicit from the callee that the desired instances of the Social circle abstraction are *Family*, *Colleagues*, and *Others*.

**Recognize context instances** of each context abstraction from sensors, e.g., recognize the callee’s Ambience as *Quiet* via data from the microphone on the callee’s phone.

**Acquire context resources** from the secondary users, e.g., acquire from the caller that the Caller’s context is *Casual*.

These are nontrivial tasks, but common to all CPAs. Although we model context information specific to each CPA, the abstractions can overlap as a user employs multiple CPAs (especially, since the abstractions are high-level, cognitive constructs). Thus, Xipho incorporates a middleware architecture in which (a) a reusable middleware agent elicits and recognizes a user’s contexts, and (b) multiple CPAs interact with the middleware to acquire desired contexts.

Figure 2.5 shows the middleware actor in the RMA’s architecture. Importantly, such middleware components have been realized, e.g., [6, 72, 88]. Xipho can incorporate any middleware
that achieves the goals specified in Figure 2.5.

### 2.2.4 Step 4: Contextual Capability Modeling

The objective of this step is to obtain a detailed agent specification to simplify the implementation. Xipho’s specification of a CPA is a set of contextual capabilities, each conditioned on a context abstraction at an instance. A contextual capability can be represented as a rule, e.g., $Ambience = Noisy \rightarrow Set\ as\ loud$. A developer performs the following substeps to derive an application specification.

- Identify agent capabilities, e.g., choosing and executing a plan, choosing a goal to accomplish, and managing a dependency.

- Identify the context abstraction that conditions each capability, replacing the generic context abstraction placeholders of Step 1 with specific abstractions from Step 2.

Figure 2.6 shows a refined actor model of the RMA that combines context abstractions and (highlighted) capabilities. This model can be used to generate a detailed set of contextual capabilities. Table 2.2 lists the contextual capabilities we identified for the RMA. We use variables ($?A_1, ?S_1$, etc.) to capture instances of open abstractions.
2.2.5 Step 5: Implementation

Now, a developer must implement techniques to

**Interact with the middleware** to determine (a) elicited instances of open abstractions, e.g., to determine that instances of Activity are Working, Driving, and Dining, and (b) the instance at which an abstraction is at a given time, e.g., to determine if Activity = Working, now.

**Substitute variables** in a contextual capability with instances elicited by the middleware, e.g., substitute Activity = ?A₁ with Activity = Driving ∨ Activity = Dining.
Exercise capabilities by executing the rules derived in the previous section, e.g., exercise

\[
\text{Activity} = \text{Working} \rightarrow \text{Set as silent} \lor \text{Set as vibrate}.
\]

## 2.3 Comparison

Xipho is an AOSE methodology tailored specifically for CPA development. However, what are the benefits of Xipho? To answer this, we compare the Xipho’s RMA model shown in Figure 2.6 with an alternative model shown in Figure 2.7.

The alternative model enhances goals and plans in Figure 2.2 to incorporate context. The
alternative model represents three major mistakes a developer, not applying Xipho, can commit. The alternative model:

**Lacks explicit semantics** of context, whereas Xipho models convey the semantics described in Steps 1 and 2. Such lack leads to ambiguity in interpreting a model. For example, Figure 2.7 is not clear about whether two goals (e.g., . . . if not working . . . and . . . if at office . . .) conflict; similarly, the figure does not convey that the ringer mode must be **silent** only if the call is not urgent and the callee’s ambience is quiet.

**Introduces redundancy** in the context information model, whereas Xipho removes it by incorporating cognitive constructs. For example, each goal in Figure 2.7 describes a contextual condition involving activities, redundantly. In contrast, Figure 2.6 simplifies the model by including the **Activity** open abstraction.

**Does not separate the concerns** of context acquisition from the RMA design, whereas Xipho cleanly separates the RMA’s and middleware’s concerns. For example, Figure 2.7 describes noise levels used to decide a ringer mode within RMA’s design. In contrast, Figure 2.6 delegates such tasks to the middleware, simplifying the RMA’s design.

### 2.4 Empirical Evaluation

The foregoing intuitions lead us to hypothesize that Xipho (a) reduces the time and effort required to develop a CPA, and (b) enhances the comprehensibility of CPA designs (for other developers). We evaluated our hypotheses in a developer study, comparing Xipho against the baseline of Tropos.

#### 2.4.1 Study Design

Our subjects were 46 students of a graduate level computer science course. Each subject worked in a team of three (12 teams), two (three teams), or one (four subjects) of his or her choosing.
Subjects received a partial grade toward course credit for producing all deliverables. The study was approved by the Institutional Review Board (IRB) and we obtained an informed consent from each subject. Nonparticipants could work on an alternative task.

We conducted the developer study in three phases.

**Practice**, which required each team to learn one of Tropos or Xipho, and exercise it to model an application, which we reviewed to help them understand.

**Modeling**, which required each team to model a second application. No feedback was given during this phase.

**Verification**, which required each subject (working solo) to verify an existing model of a third application for completeness and comprehensibility.

The study lasted for eight weeks—two weeks per phase for subjects and a week each between phases for us to review.

**Study Units**

Subjects completed a prestudy survey about their experience in software modeling and development (of context-aware and mobile applications, and in general). Using this information, we formed three groups of teams such that teams’ skill sets and sizes balanced across groups.

In the first phase, we assigned one of the following applications to each group. In the subsequent phases, we rotated the assignments as shown in Table 2.3. For each application, we provided the following description and three–four scenarios in which the application must employ the (primary or secondary) user’s context.

**Smart alarm**, whose objective is to advance or postpone an alarm on a user’s phone. The application must employ context information such as (a) traffic and weather conditions, (b) the amount of rest the user has had by the time alarm goes off, and (c) changes to the user’s schedule of upcoming events.
Lifestyle motivator, which helps a user find friends and identify physical activities to perform with those friends. The application must employ context information such as (a) the proximity to appropriate facilities and desired friends, (b) the weather conditions, and (c) the amount of exercise the user has already had.

Intelligent reminder, which decides when and how to remind a user of events. The application must employ context information such as (a) convenient resources (e.g., remind on the computer instead of the phone), (b) importance (e.g., reply to the boss), and (c) timeliness (e.g., pick up a book when near the library).

<table>
<thead>
<tr>
<th>Phase</th>
<th>Task</th>
<th>Group 1</th>
<th>Group 2</th>
<th>Group 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Practice</td>
<td>Alarm</td>
<td>Motivator</td>
<td>Reminder</td>
</tr>
<tr>
<td>2</td>
<td>Modeling</td>
<td>Motivator</td>
<td>Reminder</td>
<td>Alarm</td>
</tr>
<tr>
<td>3</td>
<td>Verification</td>
<td>Reminder</td>
<td>Alarm</td>
<td>Motivator</td>
</tr>
</tbody>
</table>

Alternatives

Teams within each group (1, 2, or 3) were divided into two groups (again, with balanced skill sets and team sizes).

Control group (C): provided with the modeling primitives, a description, and example models from Tropos.

Xipho group (X): provided with the steps, modeling primitives, and the RMA example.

Deliverables

In each of the first and second phases, subjects were given an application specification (and a methodology) and asked to deliver (a) a model of the application (covering all specified
scenarios); (b) responses to a survey after each work-session recording the time spent (in hours and minutes), and effort expended (on a scale of 1∼easy to 7∼difficult) during the session. The survey also required subjects to record a detailed breakdown of tasks they performed in each session.

In the third phase, each subject was given the specification of a third application and two models of it produced by other subjects (one from Control and one from Xipho team) in the second phase. A description of the Xipho’s primitives was provided to those who did not apply Xipho in earlier phases. Our motivation was to compare the comprehensibility of models by subjects experienced with Xipho and those new to it. The subjects were asked to verify the model and answer a survey to record (a) a rating of how complete the model was (on a scale of 1∼incomplete to 7∼complete), and (b) a rating of how comprehensible a model was (on a scale of 1∼easy to 7∼difficult) relative to each context-based application scenario the model handled.

We allowed teamwork in the first two phases, but required solo work in the third because (a) such ratings are inherently subjective, and (b) the third phase was less demanding than the first two, and we expected subjects to complete the deliverables (in time) without compromising quality.

2.4.2 Results

We performed two-tailed (a) $t$-test to compare the difference in mean ($\mu$) time spent, (b) $F$-test to compare the difference in the variances ($\sigma^2$) of time spent, and (c) Wilcoxon’s ranksum-test to compare the difference in the median ($\tilde{x}$) of effort ratings during Practice and Modeling [55]. We compared medians for the effort ratings since rating is ordinal.

With respect to the Practice and Modeling phases, Figure 2.8 shows box plots of times spent, and Figure 2.9 shows effort perceived, building models (there were no instances of the lowest rating). The figures also show the result of hypothesis testing (* and ** indicate sufficient evidence to reject the corresponding null hypothesis at significance levels of 10% and 5%,
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Recall that each model produced in Modeling was rated by more than one subject for completeness and comprehensibility during Verification. First, we measured the interrater reliability for ratings of each model using Krippendorff’s alph ($\alpha$) [60] ($\alpha = 1$ indicates perfect reliability and $\alpha = 0$, the absence of reliability; $\alpha = 0.67$ is a suggested lower bound for filtering). We excluded all models with $\alpha < 0.67$ from further analysis. Next, we performed ranksum-tests to test if the ratings differed significantly. Figure 2.10 shows a comparison, and the results of hypothesis testing.

2.4.3 Discussion

Time and Effort of Model Building

We found that the time and effort expended by a Xipho team in the Modeling phase are significantly lower than those expended by a Control team ($p = 0.046$ and $p = 0.01$, respectively). This validates that Xipho, a methodology tailored for CPA development, can simplify the development process as opposed to a generic methodology.
Figure 2.9: Perceived effort in modeling.

\[ \bar{x}_X < \bar{x}_C \ (p = 0.167) \]

Figure 2.10: Subjective ratings for completeness and comprehensibility.

\[ \bar{x}_X < \bar{x}_C \ (p = 0.01**) \]

\[ \bar{x}_X < \bar{x}_C \ (p = 0.206) \]

\[ \bar{x}_X < \bar{x}_C \ (p = 0.029**) \]
Next, we found that the differences in time spent and effort were not significantly different during the Practice phase (when teams were learning Xipho or Tropos). However, we made an important observation—the variance in time spent was significantly larger for Control than Xipho teams, although Control teams had fewer primitives to learn than Xipho teams. We speculate that such difficulties could lead a developer, especially a beginner, to give up modeling. Thus, a methodology with systematic steps specific to CPAs is essential for the success of model-driven development of CPAs.

**Completeness and Comprehensibility**

We found that the completeness ratings of Xipho and Control models did not differ significantly. The result was not surprising, though, for two reasons. (1) Conceptually, the modeling primitives of Tropos are sufficient to model any of the assigned applications. Thus, neither of the groups has an advantage from this perspective. (2) Each team, irrespective of the group, had an incentive (project grade) to produce complete models (even if it took more time).

Next, we found that comprehending a Xipho model could be significantly easier than a Control model. This is an important result since Xipho’s ability to yield comprehensible models is a major benefit of employing it. To understand why this is the case, we compared the modeling constructs used by Control and Xipho teams, as shown in Table 2.4. We found that compared to Control, Xipho models employed:

**Shorter textual descriptions** within primitives. We attribute a Xipho model’s conciseness to employing the explicit context modeling semantics provided by Xipho. Further, our results suggest that concise Xipho models are easier to comprehend than Control models’ subjective and verbose textual descriptions.

**Fewer modeling primitives** indicating that Xipho models reused contextual beliefs and resources across goals and plans. We conjecture that employing fewer primitives helps reduce information overload and leads to models that are easier to comprehend.
Fewer actors and dependencies indicating that Xipho models delegated the concerns of context acquisition to the middleware, whereas Control models employed additional actors (with associated, goals and plans) to acquire context. Also, a Control developer must deal with context acquisition for each application, whereas a Xipho developer needs to understand the middleware just once.

Table 2.4: Modeling primitives employed.

<table>
<thead>
<tr>
<th>Primitive</th>
<th>Count</th>
<th>p-value</th>
<th>Text len.</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>C</td>
<td>X</td>
<td>$\bar{x}_C &lt; \bar{x}_X$</td>
</tr>
<tr>
<td>Actor</td>
<td>6.0</td>
<td>3.4</td>
<td>0.02**</td>
<td>77</td>
</tr>
<tr>
<td>Dependency</td>
<td>8.2</td>
<td>4.2</td>
<td>0.02**</td>
<td>–</td>
</tr>
<tr>
<td>Goal</td>
<td>4.4</td>
<td>2.6</td>
<td>0.57</td>
<td>136</td>
</tr>
<tr>
<td>Soft goal</td>
<td>5.8</td>
<td>0.8</td>
<td>0.01**</td>
<td>231</td>
</tr>
<tr>
<td>Plan</td>
<td>9.8</td>
<td>7.4</td>
<td>0.29</td>
<td>365</td>
</tr>
<tr>
<td>Belief</td>
<td>0.0</td>
<td>3.6</td>
<td>–</td>
<td>0</td>
</tr>
<tr>
<td>Resource</td>
<td>0.0</td>
<td>2.0</td>
<td>–</td>
<td>0</td>
</tr>
<tr>
<td>Overall</td>
<td>34.2</td>
<td>24</td>
<td>0.09*</td>
<td>809</td>
</tr>
</tbody>
</table>

2.5 Related Work

Xipho begins with cognitive notions and systematically leads to an opportunity to exploit reusable components. Xipho helps bridge AOSE and context-aware systems.

Context-Aware Systems

A wealth of context-aware systems research [6] focuses on providing architectural support for developing context-aware applications, usually via a middleware, e.g., [49, 72, 88, 106], to protect developers from low-level concerns of context acquisition. Often, such architectures provide a generic context metamodel [9], which an application developer must tailor during development. Sollenberger and Singh [111] show that developers employing a systematic methodology benefit
more from a middleware than those who do not. CPA developers can employ Xipho with any middleware that can elicit and reason about context instances. Bolchini et al. [11] describe a context-aware system that centrally manages contextual data. In contrast, Xipho’s middleware agent manages a user’s contextual data locally and advocates users to interact for satisfying dependencies on contextual resources.

**AOSE Methodologies**

AOSE promotes development activities to capture high-level abstractions, e.g., agents and goals over low-level abstractions, e.g., classes and methods. Xipho extends Tropos to explicitly deal with the cognitive notion of context.

Ali et al. [2] capture context-based scenarios as variation points and employ them to analyze requirements. Whereas their focus is to analyze a contextual goal model to detect conflicts and inconsistencies among requirements, Xipho deals with context in requirements as well as in design and implementation. Zacarias et al. [135] describe a context-aware agent-oriented ontology for modeling human agents in an enterprise setting. Whereas they provide a metamodel (ontology) to describe the dynamic and situated human behavior, Xipho provides systematic steps to exploit such a metamodel for developing CPAs.

Xipho’s context analysis, modeling, and specification steps are generic, and can be employed in other AOSE methodologies. Prometheus [129] can be extended to incorporate context as percepts and external data used to describe the environment. Xipho can be incorporated into ADELFE [7] to characterize the environment, where ADELFE’s active and passive entities correspond to Xipho’s context instances and open abstractions. Rahwan et al. [94] describe a social modeling extension to the ROADMAP methodology. Xipho brings together a social model, users’ activities, and spatial attributes into a context model, which can be linked a role’s responsibilities, generalizing Rahwan et al.’s extension.
Other Methodologies

Ceri et al. [16] employ WebML to model context and context-triggered adaptive actions in a user-independent manner. Serral et al. [104] employ a domain-specific PervML to model context followed by auto generation of code that represents and handles context. Henricksen and Indulska [46] employ CML (Context Modeling Language) to model context and preference modeling to rank context-based choices of a user. These methodologies describe how to model context, assuming that a developer knows what aspects of context to model and why. Xipho helps a developer not only to model context, but also to arrive at meaningful context abstractions and instances specific to an application scenario.

2.6 Conclusions and Directions

This paper has shown how an agent-oriented methodology can be enhanced to engineer CPAs, an important problem that has not been adequately addressed in the literature. Our findings about the benefits of Xipho bear important implications for its practical adoption. A huge market for CPAs already exists in the form of smart phone applications (such as RMA). Further, we conjecture that applications produced using Xipho offer a more natural user experience than those built conventionally. We are considering ways to design a tractable study to evaluate this claim.

Xipho provides a key component of our overall vision of developing CPAs. On the one hand, Xipho extends the benefits of a goal-based methodology (specifically, Tropos) to CPAs—context is arguably naturally understood via cognitive notions. On the other hand, Xipho builds a CPA on a reusable middleware, separating the concerns of context acquisition from CPA development. Our implementation of the middleware elicits a user’s context instances and learns to recognize them from sporadic sensor data via semi-supervised machine learning [39]. Our ongoing work seeks to reduce user effort in context elicitation via active learning.

Systematically contextualizing cognitive notions such as privacy and trust is largely unex-
explored. A contextual approach to privacy and trust could facilitate applications with multiple interacting CPAs. Such an extension could build on existing approaches for finding social relationships between agents sharing a context [85], and coordinating agents by transparently propagating the context information [72].

Acknowledgments

Thanks to Raian Ali, Fatma Başak Aydemir, John Mylopoulos, and the anonymous reviewers for helpful comments.
Chapter 3

Platys: A Middleware Architecture

In current practice, several software applications employ contexts at a low level of abstraction such as *position*, i.e., spatial coordinates (usually latitude and longitude). We imagine that position is popular because it matches existing location acquisition techniques including Global Positioning System (GPS), and cellular and WiFi triangulation [62]. Current mobile devices provide hardware (built-in sensors) and software (programming interfaces to the sensors) support for position acquisition. Thus, developing a position-aware application is natural for a developer.

Let us step back and ask if position can adequately represent context in a personal agent. Before we answer this question, let us enumerate the typical ways in which a personal agent can employ context:

(1) *Explicit*. Using the information as is, as below:

- *Informative*. The agent can provide a user’s context information explicitly, e.g., it may display the location in a calendar or tag location on a photo.

- *Social disclosure*. The agent can disclose a user’s context to the social contacts of the user, e.g., on a social network site or in a text message.

- *Commercial disclosure*. The agent can disclose a user’s context to a third party for
a commercial purpose, e.g., to obtain a coupon for a nearby coffee shop.

(2) Implicit. The agent can automate a task based on the user’s context. For example, consider a personalization task such as changing the ringer mode of the user’s phone or forwarding text messages to email, which can be performed automatically depending upon where the user is.

(3) Prediction. The agent can analyze a user’s location (typically, location history) to discover interesting patterns and predict a future location. The future location could then be used for one of the above purposes.

Whether an agent employs context for the user to benefit from the location personally (for information or task execution), or exploits context to share it with others (for social or commercial purpose), what is a desirable level of abstraction at which to do so? We doubt it would be position; spatial coordinates do not have an inherent meaning for the user. Instead, we imagine that a notion such as home, office, restaurant, and park is more natural. We term this level of location abstraction context. Employing context instead of position has three implications for personal agents.

- By presenting context in a way that is natural to users, a personal agent can enhance usability, i.e., the ease with which a user can exercise an application [98].
- Context opens up new avenues for intelligent agents including personal assistants [19], pervasive and social games [71], recommender systems [124], and virtual worlds [45].
- Context can enhance location privacy [22] by providing users an easier means for controlling the extent to which their location information is shared, e.g., by sharing the information that a user is in a class instead of sharing the physical location of the specific class.
3.1 A Conceptual Metamodel

We restrict the generic notion of context to a specific abstraction called place. In contrast to context, which is defined as “any relevant information” [20], we base place on three contextual attributes: space, user activities, and social circles. In doing so, we make explicit what is that we seek to compute (recognize) and the corresponding assumptions.

The notion of place has been studied under constructs such as place attachment, place identity, sense of place, and semantic location. [32] identifies geographic location, material form, and meaning and value as three features of a place. [101] describe the meaning of a place using a tripartite model involving people (individuals or groups), place characteristics (social or physical), and processes (behavior, cognition, or affect). The interactionist theory of place attachment suggests that the meaning given by an individual to a physical site comprises the individual’s memories of interactions associated with that site (interactional past) as well as future experiences perceived as likely (interactional future) [33, 64, 77]. [42] distinguish space and place by a phrase that:

“we are located in space, but we act in place.”

We synthesize (as [66] advocates) various place-related constructs as an informational entity that can be computed and employed in mobile applications. Figure 3.1 shows our conceptual metamodel, which can be used to model each place of interest to a user via its relationships with one or more of the following entities.

- **Space.** The spatial aspects of a place include one or more positions and the environment, including physical artifacts such as console and TV, and physical characteristics such as noise level, ambient light, and temperature.

- **Activity.** A place derives its meaning from the activities that occur there. For example, a user’s home might be a place of entertainment, rest, and eating, whereas a research lab might be associated with activities such as writing a paper. Thus, a set of activities can be used to specify a place of interest to a user.
Figure 3.1: A conceptual metamodel relating place to space, activities, and social circles.

- **Social circle.** The places of interest to a user are often occupied by his or her social contacts. The user is likely to perceive a logical group of such contacts as a social circle [85]. For example, home is occupied by family members, workplace by colleagues, and classrooms by classmates. Thus, a place can also be described by the social circle associated with it.

We make three assumptions about modeling of places.

1. A place can be completely specified by any combination of space, activity, and social circles. This assumption opens up interesting possibilities for spatially overlapping, dispersed, and space-less places. For example, two classrooms in different corners of a college campus can be the same place specified by the unique set of activities that take place in a classroom; the same coffee shop may be two different places—a caffeine fix and a meeting place—differentiated by the social circles involved; an Internet chat room might have no spatial aspects, but can be specified via activities or social circles.

2. A places is ego-centric, e.g., workplace of a physician and that of a software engineer can
each be modeled as comprising different sets of activities.

(3) Places can be computed from space, activities, and social circles. Typical spatial aspects such as the position, temperature, and noise level can be sensed directly from a user’s device. Activities and social circles can be computed from observable actions and interactions of a user. Examples of observable actions include URLs visited, applications used, and physical movement, and that of observable interactions include emails, text messages, and phone calls.

3.2 Challenges in Engineering Personal Agents

Although place offers potential benefits as a location abstraction, engineering a place-aware personal agent (PPA) is quite challenging. On the one hand, a PPA developer may target multiple users. Yet, the developer must engineer the PPA to deliver personalized services. On the other hand, a user may employ multiple PPAs, potentially each developed by a different developer. Yet, the PPAs (potentially complimentary) must deliver place-based services in a manner that maximizes user experience.

Providing a Channel between Developers and Users: How can a PPA developer model (subjectively) places a user may care for? In general, developers cannot determine the needs of each potential user. For example, a model yielding home, office, and elsewhere might suffice for a user, but another user might want a model that distinguishes multiple offices. Additionally, a user’s location needs often change over time.

Providing a Channel among Developers: Each developer may employ a distinct place model imposing an unnecessary burden the user. For example, an application may model a class to include regular lectures and guest lectures whereas another application may differentiate the two events as taking place in a lecture hall and a seminar hall, respectively.
**Reasoning about Places:** Although places are high-level constructs, data for reasoning about places comes from low-level sensors. How can we map low-level sensor data to places? On the one hand, unsupervised techniques, requiring no labeling from users, cannot recognize places subjectively. On the other hand, supervised techniques require several training labels per place (for each user), imposing a huge labeling burden on users.

### 3.3 Platys: A Framework for Place-Aware Application Development

As shown in Figure 3.2, the Platys framework \([83, 88]\) consists of sensors, a middleware, and applications. The middleware is its key component. In a nutshell, (1) a user interacts with the middleware and trains it about places of interest, (2) the middleware learns to recognize places of interest to each user from low-level sensor data, and (3) multiple applications interact with the middleware to know the user’s places.

![Platys Framework Diagram](image)

**Figure 3.2:** Platys framework consists of a middleware, sensors, and applications.
3.3.1 Platys Middleware

Let us consider the benefits of a middleware. We hypothesize that developing location-aware application employing a high-level abstraction such as place can be time-consuming. Thus, providing an off-the-shelf component that simplifies place-aware application development can be valuable. However, networking, coordination, delegation, and heterogeneity [26, 54] are inevitable requirements for building such a component because (1) data for reasoning about a user’s places come from sensors on multiple devices, e.g., smart phone, tablets, and an increasing variety of wearable devices, and (2) the sensors, place reasoner, and place-aware applications may all reside on different hosts.

The Platys middleware is responsible for (1) efficiently gathering data from multiple low-level sensors; (2) computing high-level concepts such as places, activities, and social circles from low-level data specific to each user; and (3) exposing the learned high-level concepts to place-aware applications as per a user’s needs.

Figure 3.3 shows the architecture of the Platys middleware consisting of four subsystems. The figure also shows the platform for which we have implemented each components. Each subsystem may be potentially hosted on any of a user’s personal device. The subsystems communicate asynchronously via a shared information store.

The event and action logger aggregates data from multiple sources. Smart phones and wearable devices are ideal for hosting this component since they are equipped with sensors such as GPS sensors, accelerometer, gyroscope, Bluetooth, WiFi, camera, and microphone. In addition, the logger collects data from sources such as a user’s call log, browsing history, email, SMS, and calendar. A user can control what sensors and data sources to use and at what frequency to collect the data.

For Platys to make sense of the sensor data, the tagging subsystem helps a user train Platys on the relevant place, activity, and social circle. Since smart phones are always with a user, they are ideal to deliver notifications prompting the user to tag. Figure 3.4b shows the user interface from our Android implementation of the tagging subsystem. The user may ignore any prompt
Figure 3.3: Platys middleware’s subsystems. The subsystems are loosely coupled and communicate asynchronously via a shared information store. Each of a user’s personal devices can host one or more of the subsystems.

or delay responding.

The Platys reasoner builds a machine learning model to associate user tags with sensor data. In a typical scenario, the user tags places for a training period and the reasoner subsequently predicts the places, activities and social circles. Further, the reasoner assigns a confidence level to its predictions in order to enable active learning. A resource-rich device such as a user’s personal computer (compared to a mobile device) is ideal for hosting the reasoner.

Platys-aware applications interact with the application manager to acquire a user’s places, activities, and social circles. The application manager respects privacy preferences specified by a user as shown in Figures 3.4c and 3.4d. An instance of the application manager must be hosted on each device which hosts place-aware applications.
3.3.2 Platys-Aware Application Development

A typical workflow of how a user, a Platys-aware application, and the Platys middleware interact with each other is shown in Figure 3.5. Platys-aware application development tackles the challenges discussed in Chapter 1. First, it provides a communication channel between application developers and users. With Platys, what users tag is what an application can see: A user trains the Platys middleware to recognize places of interest; the Platys middleware learns to recognize the tagged places and exposes them to applications. Thus, an application can rely on the Platys to provide places of interest to each of its users. Further, a user can tag new places and Platys automatically updates the places it exposes to the applications.

Second, Platys exposes places uniformly across all applications. Since each Platys-aware application employs places exposed by Platys, the user avoids the burden of understanding multiple place models.

Third, Platys provides users fine-grained control on privacy. In current practice, a user’s control on privacy is typically at the level of all locations or none. However, a user’s willingness
to disclose location depends on who is requesting, why, and the details requested [110]. Platys supports such fine-grained privacy policies.

![Interaction diagram](image)

Figure 3.5: Interactions between a user, a Platys-aware application, and the Platys middleware. The user tags places on an ongoing basis; the application is installed and registered; the middleware continually sends place updates to the application as needed.

### 3.4 Developer Study

We now evaluate Platys as application development platform. We evaluate the platform from the perspectives of two kinds of stakeholder—application developers and end-users. We evaluate the:

1. **efficiency** of the middleware in assisting developers with respect to time and effort, and
2. **effectiveness** of the middleware in enabling high-quality place-aware applications from both the developer and end-user perspectives.

#### 3.4.1 Study Design

Our study design terminology is adapted from [55]. For convenience, we summarize the key terms (with their mapping to our study) in Table 3.1.
Table 3.1: A brief description of the study-design terminology we adopt.

<table>
<thead>
<tr>
<th>Term</th>
<th>Description</th>
<th>Examples in our study</th>
</tr>
</thead>
<tbody>
<tr>
<td>Study unit</td>
<td>An object on which the study is being conducted.</td>
<td>A location-aware application.</td>
</tr>
<tr>
<td>Subject</td>
<td>A participant in the study.</td>
<td>A developer exercising an approach.</td>
</tr>
<tr>
<td>Parameter</td>
<td>A characteristic held invariant throughout the study.</td>
<td>Complexity of the software to be developed.</td>
</tr>
<tr>
<td>Response variable</td>
<td>A variable measuring the outcome of a study.</td>
<td>Usability of the product, development time.</td>
</tr>
<tr>
<td>Factor</td>
<td>A characteristic studied that affects a response variable</td>
<td>Development platform</td>
</tr>
<tr>
<td>Alternatives</td>
<td>The different values of a factor studied.</td>
<td>Android location manager vs. Platys middleware.</td>
</tr>
<tr>
<td>Undesired variation</td>
<td>A characteristic that we wish to keep invariant, but cannot.</td>
<td>Programming experience of the subjects.</td>
</tr>
</tbody>
</table>

Study Unit

The unit of our study was the location-aware application to be developed. We conceived an application called the *Ringer Manager Service (RMS)* that automatically sets the ringer mode of a user’s mobile phone based on location. The functional requirements of the application were the following.

- RMS must continually monitor a user’s location.
- RMS must provide a user a means of assigning a ringer mode (loud, vibrate, or silent) to locations of interest.
- RMS must automatically adjust the ringer mode of a user’s phone according to the user’s setting for the current location, setting it to a default if the user has not specified a ringer mode for the current location.
- RMS must also act as a notification manager in the scenario when a user’s phone is
in silent mode and the user misses a call by sending a notification to the caller. The notification should contain location information, e.g., “Sorry for missing your call; I am in a lecture hall right now.”

So that it is representative of a variety of location-aware applications, the RMS was designed to use location for multiple purposes—informative, task execution, and social disclosure. In addition to the functional requirements, we also specified a set of requirements to enhance the usability and privacy of RMS:

- RMS should be able to capture ringer mode settings for as many locations of interest to a user as possible.
- RMS should accommodate the changing location needs of a user.
- RMS should equip users with utmost control on privacy.
- RMS should be usable by a variety of users. Thus, developers should avoid making assumptions that won’t generalize to a wide variety of users.

The usability requirements were specified at a fairly high level to encourage developers to use their natural intuitions in addressing them. Note that a generic notion of usability of a mobile application depends on several factors. Our focus here was to evaluate the usability of RMS specific to its location-aware aspects.

Next, we divided the experimental unit into four subunits. Each subunit represented an essential step in the development of RMS.

(1) Preparation (prep). Setting up the development environment, familiarizing with the application specification, and acquiring the necessary background knowledge.

(2) Location representation and acquisition (loc). Representing the location at a suitable level of abstraction and developing techniques for acquiring it.
(3) **Core functionality (core).** Implementing the functionality of (a) providing users an option to set the ringer mode, (b) automatically changing the ringer mode based on the location, and (c) sending a notification to a caller on a missed call when the phone is silent.

(4) **Usability and privacy (usability).** Enhancing the usability and privacy of RMS.

**Subjects**

Our study involved 46 students enrolled in a graduate-level computer science course (36 graduate, four undergraduate, and six online graduate; 27 male and 19 female). The study was approved by our university’s IRB. Subjects earned points (counting toward the course grade) for completing the study. However, participation in the study was not mandatory. Nonparticipants were offered an alternative task to earn points equivalent to what they would earn by participating in the study.

**Study Mechanics**

We asked each subject to develop RMS from the functional and usability requirements. In addition to developing the application, subjects were asked to keep track of the time and effort they expended for development by answering a *time and effort survey* after each development session. The survey asked what subtasks each subject worked on during a session, how long he or she spent on each of those subtasks, and how difficult he or she felt a particular subtask was. The subjects reported time in hours and minutes, and difficulty on a scale of *very easy, easy, medium, difficult*, and *very difficult*. Finally, the subjects were asked to produce a document describing how they addressed the usability requirements in their application.

**Parameters**

We identified the following as the parameters of the study.

- **Requirements:** For uniformity, all subjects were given both functional and usability requirements, which remained unchanged, for the most part, during the study. Minor
changes and clarifications were announced via a website and all subjects notified via email.

- **Deliverables:** The deliverables of the project were the same for all subjects: time and effort surveys, source code of the project, and a document describing the usability and privacy-enhancing features of the application.

- **Study duration:** All subjects were given a four-week period to submit all deliverables (we allowed one additional week for one subject for medical reasons).

- **Software tools:** All subjects were required to use Eclipse 3.6+ as the development platform and Android Development Tools (ADT) plug-in for developing Android applications at API level 10.

- **Development device:** Each subject was provided with an Android development phone for the duration of the study unless he or she opted to develop on a suitable personal Android device.

**Response Variables**

Table 3.2 summarizes the responses variables we analyzed. For each subject, the $time_{subtask}$ was calculated as the sum of times reported by the subject for the subtask across multiple sessions. Here, $effort_{subtask}$ is the arithmetic mean of effort ratings reported by the subject for the subtask across multiple sessions.

We analyzed the overall time and effort required to develop RMS from two perspectives— including and excluding the preparation time. We defined the following variables: $time_{RMS}$ as the sum of $time_{subtask}$ for each subtask; $effort_{RMS}$ as the arithmetic mean of $effort_{subtask}$ for each subtask; and $time_{RMS-prep}$ and $effort_{RMS-prep}$ as above but respectively excluding $time_{prep}$ and $effort_{prep}$. The motivation was to compare subjects in terms of their experience in location-aware application development. A developer needs to perform the preparation subtask only for the first location-aware application he or she develops. Since most of our subjects
Table 3.2: A description of the response variables we analyzed. The subtask variable in the table can take values prep, loc, core, and usability.

<table>
<thead>
<tr>
<th>Response variable</th>
<th>Study unit</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>time&lt;sub&gt;subtask&lt;/sub&gt;</td>
<td>subtask</td>
<td>Development time reported by subjects.</td>
</tr>
<tr>
<td>time&lt;sub&gt;RMS&lt;/sub&gt;</td>
<td>RMS</td>
<td></td>
</tr>
<tr>
<td>time&lt;sub&gt;RMS−prep&lt;/sub&gt;</td>
<td>RMS after prep</td>
<td></td>
</tr>
<tr>
<td>effort&lt;sub&gt;subtask&lt;/sub&gt;</td>
<td>subtask</td>
<td>Perceived effort as reported by subjects.</td>
</tr>
<tr>
<td>effort&lt;sub&gt;RMS&lt;/sub&gt;</td>
<td>RMS</td>
<td></td>
</tr>
<tr>
<td>effort&lt;sub&gt;RMS−prep&lt;/sub&gt;</td>
<td>RMS after prep</td>
<td></td>
</tr>
<tr>
<td>MCC</td>
<td>RMS</td>
<td>McCabe’s cyclomatic complexity.</td>
</tr>
<tr>
<td>NoLM</td>
<td></td>
<td>Number of levels per method.</td>
</tr>
<tr>
<td>NoS</td>
<td>RMS</td>
<td>Number of statements.</td>
</tr>
<tr>
<td>NoM</td>
<td></td>
<td>Number of methods (for a fixed NoS).</td>
</tr>
<tr>
<td>usability</td>
<td>RMS</td>
<td>Extent to which an RMS implementation meets usability and privacy requirements.</td>
</tr>
</tbody>
</table>

were inexperienced in location-aware development, we used time<sub>RMS−prep</sub> and effort<sub>RMS−prep</sub> as indicators of the time and effort expended by experienced location-aware developers.

Next, we analyzed the quality of the applications produced from two perspectives.

(1) Developers. We employed the following well-known software metrics [76, 93] as indicators of the quality of the software modules produced.

- **MCC**: McCabe’s cyclomatic complexity indicates the number of “linear” segments (i.e., sections of code with no branches) in a code fragment. This is an indicator of the psychological complexity of a code fragment. We measured the MCC of the project as the mean of MCC for each method in the project.

- **NoLM**: The number of levels per method reflects the number of logical branches each method has on average. The metric is a key indicator of code readability. We measured the NoLM of the project as the mean of the NoLM for each method in the project.
• **NoS**: The number of statements in a project is an indicator of the general maintainability of the code. We measured *NoS* as the sum of non-comment and non-blank lines inside method bodies of a project.

• **NoM**: The number of methods in a project (for a fixed *NoS*) is an indicator of the modularity of the code.

(2) *End-users.* We performed a qualitative analysis of each application (end product) produced. The objective of the analysis was to understand the techniques employed by each subject to meet the usability and privacy requirements outlined earlier. The techniques employed by an application allude to the potential usability problems associated with the application.

**Factors and Alternatives**

Our objective was to study the effect of the location abstraction employed—position or place. The abstraction a developer employs depends on the location acquisition platform available. We divided subjects into two equal sized groups as follows. The *Control Group* employed the Android SDK [3] for location acquisition, which provides position information from GPS or the network. The *Platys Group* employed the Platys middleware as [80] for location acquisition platform, which provides place information.

The choice of Android SDK as the alternative of Platys is motivated by two factors. First, the Android SDK is the de facto standard platform for developing location-aware Android applications. Thus, our findings could be of interest to a large developer community. Second, although platforms with similar objectives as Platys are described in the literature (reviewed in Section 3.5), none are available for easy deployment on the Android platform to enable a fair comparison with Platys.
Undesired Variations

We identified three sources of undesired variation and sought to mitigate the associated risks as follows.

- **Subjects’ experience:** Differences among subjects’ programming experiences is inevitable in our setting. A subject’s programming experience can influence the time and effort he or she expends on a programming task. To minimize the risks associated with the difference in subjects’ skill sets, we conducted a prestudy survey asking subjects about their experience in general, Android, and location-aware programming. We assigned approximately an equal number of subjects at each level of experience to the Control and the Platys Groups. Assignment within each level of experience was completely random, though. However, most of our subjects (86%) were new to developing mobile or location-based applications. Thus, each subject was required to complete a simple location-based Android programming exercise prior to the study to acquire basic knowledge of Android programming.

- **Communication between subjects:** We noticed that communication among subjects across the Control and Platys Groups could influence a subject’s (a) strategies for enhancing usability and privacy of RMS, and (b) survey responses to the perceived effort, if the subject figured out whether he or she belonged to Platys or Control Group. In order to minimize the risks associated with this factor, the groups were called Group 1 and Group 2. Further, we strongly discouraged subjects from communicating with each other about the task. All communication between the subject and the researchers were through one-to-one channels (email or meetings) instead of a message board. Although the requirements for both groups were the same, we provided group-specific guidelines accessible only to the group members.

- **Different levels of formalization:** The level of formalism and the resources available for developing Platys-aware applications is small compared to that of developing position-
aware applications with Android SDK. Although we exposed a descriptive API and sample programs for Platys, minor changes to the API were inevitable during the study, especially in the early parts.

3.4.2 Analyses Performed

At the end of the study, we verified the submissions and found 12 submissions to be incomplete (seven from Control and five from Platys Group). An incomplete submission did not address each functional requirement. Our results are based on 34 complete submissions, which comprise of 16 Control and 18 Platys subjects. Our analyses considered the following statistics:

- mean of the sample for \(t\)-test;
- variance of the sample for \(F\)-test; and
- average rank of the sample for Wilcoxon’s \textit{ranksum}-test (typically, difference in average ranks of two samples indicate a difference in corresponding medians).

For each statistic, we tested the null hypothesis \(H_{\text{Null}}\) against the alternative hypothesis \(H_{\text{Platys}}\) or \(H_{\text{Neither}}\) described in Table 3.3. We use Platys and Control \textit{subjects} to refer to the two samples studied and Platys and Control \textit{developers} to refer to the corresponding populations.

Table 3.3: Null and alternative hypotheses. Each test verified the null hypothesis (\(H_{\text{Null}}\)) against one of the alternative hypotheses (\(H_{\text{Platys}}\) or \(H_{\text{Neither}}\)).

<table>
<thead>
<tr>
<th>ID</th>
<th>Hypothesis</th>
</tr>
</thead>
<tbody>
<tr>
<td>(H_{\text{Null}})</td>
<td>There is no difference in the statistic for Platys and Control developers.</td>
</tr>
<tr>
<td>(H_{\text{Platys}})</td>
<td>The statistic for Platys developers is less than that for Control developers.</td>
</tr>
<tr>
<td>(H_{\text{Neither}})</td>
<td>There is a difference in the statistic for Control and Platys developers.</td>
</tr>
</tbody>
</table>

All tests accommodated samples of unequal sizes. The \(t\)-tests were conducted assuming unequal variance between the two populations (also called Welch’s \(t\)-test). For \(t\)-tests, we verified that the corresponding samples passed the Kolmogorov-Smirnov normality test. A one-tailed
or two-tailed test was conducted depending on whether the null hypothesis $H_{Null}$ was tested against the alternative hypothesis $H_{Platys}$ or $H_{Neither}$, respectively [48, 31].

3.4.3 Results and Discussion: Time and Effort

Figures 3.6 and 3.7 compare the development times and effort ratings reported by Control and Platys subjects during the development of RMS. We also summarize the results of hypothesis testing in the figure (to the right of each plot). We compared difference in means ($\mu$) and variances ($\sigma^2$) for times reported, and median ($\bar{x}$) for effort ratings. Comparisons involving $<$ and $\neq$ indicate the alternative hypotheses $H_{Platys}$ and $H_{Neither}$, respectively. Highlighted are the significant differences (** and * indicate sufficient evidence to reject the null hypothesis at 5% and 10% significance levels, respectively).

![Box plots for time and effort comparisons](image)

Figure 3.6: Comparison of the time (left) and effort expended (right) by Platys (P) and Control (C) subjects to develop RMS, highlighting significant differences.

We now discuss the motivations behind our hypotheses and whether the observations supported our hypotheses. In case of inconsistencies, we discuss if an undesired variation could have influenced the result.
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Figure 3.7: Comparison of the time (left) and effort expended (right) by Platys (P) and Control (C) subjects to develop RMS’ subtasks, highlighting significant differences.

Preparation

As part of the preparation for RMS development, each developer must become familiar with the functional and usability specifications of RMS, and set up the development environment. Other than these steps, the only other task for a Control developer is to become familiar with the Android location API. However, a Platys developer must install the Platys middleware, and become familiar with both the Platys place API and AIDL (Android Interface Definition Language) to interact with the middleware.

Clearly, a Platys developer must perform more preparatory work than a Control devel-
oper. Thus, we hypothesized that Platys developers would expend more time and effort for preparation ($H_{Control}$). Not surprisingly, the observations supported our hypothesis. The difference in variances was not surprising, either, considering the fact that Control developers have noticeably less preparatory work to do. However, these results are not discouraging. The important question is whether the extra cost expended by Platys developers for preparation pays off elsewhere.

**Location representation and acquisition**

The simplest approach for a Control developer to do is to represent location as position and acquire position information from the Android location API. For a Control developer who wishes to abstract location at a higher level than position, the location representation and acquisition time is likely to be high. For a Platys developer who is acquainted with the Platys middleware, representation and acquisition come at a low cost. That is, a Platys developer can represent location as place and acquire place by interacting with the Platys middleware. Thus, we hypothesized that Platys developers would spend less time and effort for representing and acquiring location ($H_{Platys}$). The difference in the means and variances of the times reported by Control and Platys subjects supported our hypothesis.

Further, we observed that all Platys subjects represented location as place, whereas Control subjects used a variety of techniques to represent location. We summarize the major techniques employed by Control subjects to represent location below.

- A pair of spatial coordinates with a fixed radius for each location. Four subjects implemented this technique (25%).

- A pair of spatial coordinates with a configurable radius for each location. Two subjects implemented this technique (12.5%).

- A conceptual unit (i.e., a location with a logical name) backed by a pair of spatial coordinates. However, the list of conceptual units is preconfigured by the developer, e.g., one
of the preconfigured list was *home* and *office*. Three subjects implemented this technique (18.75%).

- A conceptual unit backed by a pair of spatial coordinates and a user can add any number of conceptual units. Seven subjects implemented this technique (43.75%).

We noticed that 75% of the Control subjects attempted to represent location at an abstraction higher than position. This explains why Control subjects spent significant amounts of time for representing and acquiring location and points toward the need for architectural support to represent and acquire location as a high-level abstraction.

Further, there was insufficient evidence to reject the null hypothesis for difference in the effort ratings (although the median effort rating for Platys subjects was smaller). This outcome could be explained by the different levels of formalization between the Platys and the Android APIs. Since the Platys middleware is not a commercial product, we encountered unanticipated patterns of middleware usage from the subjects, which required minor changes to the middleware in early stages of the study. Working with a middleware that changed, albeit slightly, might have made development more difficult for Platys subjects.

**Core functionality**

Given that developers who have already represented location know how to acquire it at the desired level of abstraction, the core functionality to be implemented by Control and Platys developers is the same. Thus, we hypothesized that there is no difference in the time and effort expended by Control and Platys developers for implementing the core functionality ($H_{Neither}$).

The results pleasantly surprised us. Although the difference in times reported were not significant between Control and Platys subjects ($p = 0.311$), the efforts reported by Platys subjects were significantly less than those of Control subjects ($p = 0.088$). This leads us to conjecture (for future study) that a better representation of location can lead to reduced effort in implementing the core functionality.
Usability

The Platys middleware seeks to support usable location-aware applications. To assist developers in enhancing the usability and privacy of a location-aware application, the Platys middleware provides developers with access to places and activities, social circles, and privacy policies. Further, the Platys middleware notifies applications of newly added and stale places so that they can adapt to the changing location needs of a user. However, for a Control developer, incorporating such features involves a nontrivial investment of time and effort. Thus, we hypothesized that Platys developers would spend less time and effort for enhancing usability than Control developers ($H_{Platys}$). The observations supported our hypotheses for the difference in mean and variance of times reported as well as the difference in median effort expended. In each case, the null hypothesis was rejected at a significance level of about 2%.

Ringer Management Service

From the perspective of inexperienced location-aware developers, Platys developers would spend extra time and effort in preparation but that expense would pay off in representation and acquisition, and enhancing usability. Thus, we hypothesized that Platys developers would do at least as well as Control developers, if not any better ($H_{Neither}$). The observations supported our hypothesis. Further, the $p$-values obtained indicate that the time and effort expended by Platys developers would be smaller (although not significantly).

From the perspective of experienced location-aware developers, Platys developers gain some advantages over Control developers. Thus, we hypothesized that Platys developers would do better than Control developers in time spent and effort expended ($H_{Platys}$). The observations supported our hypotheses about mean time and median effort at about 1% significance level.

However, the observations didn’t support our hypothesis that the variance in time reported would be smaller for Platys developers than Control developers (for both inexperienced and experienced developers). Further investigation revealed that a significant amount of variance in times reported by Platys subjects originates from the variance in times for the core functionality.
task. Such variance could arise because of the fact that subjects had no incentive to submit the deliverables early. The Platys subjects would have spent more time on the core task while Control subjects spent some of their time on other aspects of the project.

3.4.4 Results and Discussion: Software Metrics

In this and the next section, we analyze the quality of the applications produced. In order to understand quality from developers’ perspective, we analyzed well-known software metrics (computed from the source code of the applications developed by subjects). Because place is a high-level abstraction and the Platys middleware supports representing and reasoning about place, we hypothesized that applications (software modules) produced by Platys developers are easier to comprehend ($MCC$), easier to read ($NoLM$), shorter ($NoS$), and more modular ($NoM$), i.e., $H_{Platys}$ for each software metric we analyzed.

The boxplots in Figure 3.8 compare the software metrics of the RMS applications developed by Control and Platys subjects (computed from the source code). The figure also summarizes the results of hypothesis testing for each metric. Our observations support $H_{Platys}$ for both $MCC$ and $NoLM$ at less than 1% significance level. This indicates that applications developed by Control developers, who employ position abstraction, are likely to be harder to comprehend than those developed by Platys developers.

However, the results were not according to our intuition for $NoS$ and $NoM$. Although each metric was slightly better for Platys subjects, the evidence was not significant to reject the null hypothesis (at 5% significance level) in either case. It was surprising that the amount of code produced was not significantly different across groups although Control subjects spent more time in doing so than Platys subjects.

An analysis of the variance (also summarized in Figure 3.8) revealed that the variance in $NoS$ for Control subjects was significantly higher than that for Platys subjects. This variance could result from the varying extents to which Control implementations met usability requirements (since the analyzed applications meet all functional requirements) We conjecture that
the mean code size of Control implementations would be higher if all Control implementations met all usability requirements (Section 3.4.5).

Our results about NoM for code sizes are inconclusive. RMS implementations of Control subjects were at least as modular as those by Platys subjects. However, whether this would continue to hold had all Control subjects addressed usability requirements effectively (which would increase the code sizes) remains to be verified.

### 3.4.5 Results and Discussion: Usability

In order to understand quality from end-users’ perspective, we performed a qualitative evaluation of the usability of RMS applications developed by Control and Platys subjects. To do so, we analyzed the usability description document submitted by each subject and verified the claimed features by testing the subject’s application. In the process we discovered features that were not claimed, but implemented, which could potentially affect the usability of RMS. Table 3.4 summarizes, in three categories, major techniques employed by subjects to address the usability requirements. Next, we discuss potential impact these techniques may have on the usability of RMS.
Table 3.4: A summary of the techniques implemented by Control and Platys subjects to address the usability requirements.

<table>
<thead>
<tr>
<th>Category</th>
<th>Technique Implemented</th>
<th>Control (% sub.)</th>
<th>Platys (% sub.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Visualization</td>
<td>Logical names as a list.</td>
<td>56.25</td>
<td>77.78</td>
</tr>
<tr>
<td></td>
<td>Logical names on a map.</td>
<td>6.25</td>
<td>22.22</td>
</tr>
<tr>
<td></td>
<td>Unlabeled markers on a map.</td>
<td>25.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>Spatial coordinates as a list.</td>
<td>12.50</td>
<td>0.00</td>
</tr>
<tr>
<td>Evolution</td>
<td>Notify new and stale locations automatically.</td>
<td>0.00</td>
<td>83.33</td>
</tr>
<tr>
<td></td>
<td>Users manually add new locations.</td>
<td>81.25</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>No support for evolution.</td>
<td>18.75</td>
<td>16.77</td>
</tr>
<tr>
<td>Privacy</td>
<td>Specify a policy for each social circles.</td>
<td>0.00</td>
<td>77.78</td>
</tr>
<tr>
<td></td>
<td>Specify a policy for each contact.</td>
<td>18.75</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>Share with anyone in the contact list.</td>
<td>6.25</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>Ask user each time before sharing.</td>
<td>62.50</td>
<td>11.11</td>
</tr>
<tr>
<td></td>
<td>Specify to share with all or none.</td>
<td>12.50</td>
<td>11.11</td>
</tr>
</tbody>
</table>

Visualization

An RMS implementation must display locations of interest to a user for informative purposes, e.g., for showing ringer modes associated with locations. Most Platys subjects showed locations as a list of previously tagged places (and some marked the place on a map when clicked). Note that showing places on map is not always a viable option for Platys-based RMS implementations since (1) not all places may have a spatial component; (2) a user may configure the Platys middleware to not share spatial coordinates with RMS at all.

Interestingly, RMS implementations of more than half of the Control subjects also visualized location as logical names (as a list or on a map). However, techniques implemented by other Control subjects could potentially reduce usability, e.g., both unlabeled markers and the list of spatial coordinates reduce the memorability of the user interface and a list of spatial coordinates may not be intelligible.
Evolution

As a user visits different locations, RMS should enable the user to set (or reset) an appropriate ringer mode for each location. The Platys middleware notifies registered applications of new locations tagged by the user as well as locations that have become stale. Most Platys subjects implemented RMS so as to take advantage of these notifications and prompt the user to add (or delete) ringer modes for new (or stale) locations. A few Platys subjects ignored these notifications and didn’t address the requirement of evolving RMS as the location needs of a user change.

The RMS implementations by most Control subjects provided a user an option to manually add locations as needed, but only 37.5% of them provided an option to delete stale locations. Requiring the user to manually add each location can be time consuming (as opposed to automated support). Further, being unable to delete stale locations can easily clutter the user interface. The rest of the Control subjects’ implementations preconfigured the list of locations (e.g., home, office, and restaurant) allowing a user to neither add nor delete locations. Such preconfigured lists don’t necessarily generalize to a variety of RMS users.

Privacy

The Platys middleware provides a user an option to specify which of the user’s locations are to be shared and with whom (one or more social circles). A majority of Platys subjects implemented RMS to consult the Platys middleware (through appropriate method calls) before sharing the location with a caller. In contrast, a majority of the RMS implementations by Control subjects consulted the user before sharing location. Although this option is privacy preserving, it is too intrusive. Asking a user each time before sharing location defeats the very purpose of RMS to automatically notify callers. The other options implemented by Control subjects were also suboptimal: specifying a policy for each contact is time consuming, and automatically sharing location with anyone in the contact list is too coarse. Finally, none of the RMS implementations by Control subjects enabled a user to specify the granularity at which location is to be shared.
For Platys subjects, addressing the usability requirements, for the most part, was a matter of employing the Platys API appropriately. As indicated above, a majority of Platys subjects succeeded in doing so. Control subjects attempted to address the usability requirements in a variety of ways. However, many of the techniques implemented by Control subjects could potentially impact the usability negatively. The shortcomings outlined above indicate that despite the extra time and effort expended, the usability enhancing features implemented by Control subjects were not as effective as those implemented by Platys subjects.

3.5 Related Work

3.5.1 Place Models

To realize a conceptual model of location in a development environment to support a variety of location-aware applications is challenging. Ranganathan et al.’s [95] MiddleWhere middleware realizes a hierarchical model of location involving points, lines, and polygons backed by physical coordinates. Stevenson et al.’s [113] LOC8 framework realizes a model of location consisting of a granularity (coordinates or symbolic names) and spatial relationships (containment, adjacency, connectedness, and overlap). Ye et al. [132] describe additional implementations that realize space models. Approaches that model only space and spatial relationships fail to capture place in its entirety.

Baldauf et al. [6] survey several context-aware approaches. Bettini et al. [9] provide a comprehensive view of several context modeling and reasoning techniques. Although existing context-aware approaches model more than space, they largely focus on environmental features of context. Schuster et al. [103] survey several approaches that bringing together spatio-temporal aspects of context and online user interactions (e.g., on a social network site). These approaches capture only a fixed set of objective contexts.

The Platys middleware is novel in that it unifies space, activities, and social circles into
the notion of place. The three features of place are captured, not as independent entities, but in a unified manner. The middleware is extensible and captures places of interest to each user subjectively. Further, each user can control which of his places an application can access and at what granularity. Additionally, Platys promotes confidentiality and privacy by running locally on a user’s personal devices.

### 3.5.2 Place-Aware Application Development

Below, we identify location and context-aware systems that include architectures, methodologies, programming frameworks, tools, and techniques.

CARISMA [14] is a context-aware reflective middleware that provides primitives to handle context changes using policies and to resolve conflicts that arise with them. The middleware is mainly evaluated for computational performance. Its usability is informally evaluated by a single subject. Capra et al. identify the need for studying the amount of work required by application engineers to develop a context-aware application as an important future work—this is what we study via Platys.

Topiary [67] is a prototyping tool for location-enhanced applications that seeks to enable interaction designers (with limited expertise on location acquisition techniques) to prototype location-aware applications. We envision a Topiary-like tool to be an extension of the Platys middleware that could receive context components from Platys (unlike the fixed, built-in, context components of Topiary). Li et al. informally evaluate Topiary observing that some of their subjects familiar with ubiquitous computing find the high-level abstractions of Topiary easier to deal with than sensors and logic-based rules. Whereas Li et al. evaluate the usability of the Topiary tool itself, we evaluate the usability of the location-aware applications produced from Platys.

LIME (Linda in a Mobile Environment) [79] consists of a coordination model and middleware for dealing with mobility of hosts and agents. The crux of LIME is the idea of transiently maintaining a tuple space of context data, which could potentially simplify application design.
The LIME middleware supports both private and grouped tuple spaces. In contrast, Platys maintains each user’s place information privately. However, Platys could enable coordination at the level of social circles (compared to LIME groups which represent agents colocated on a host). LIME is evaluated informally through two case studies and presents results as “lessons learned.”

TOTA (Tuples On The Air) [72] consists of a middleware and a programming approach. The middleware facilitates generation of context tuples by applications, and propagation and maintenance of such tuples according to application specific rules. A major objective of the middleware is to alleviate developers from dealing with low-level issues such as representing context and network dynamics. TOTA is evaluated via simulation for performance metrics such as the propagation time and number of maintenance operations required under various circumstances.

OPEN [37] is an ontology-based programming framework for prototyping context-aware applications. The major objective of OPEN is to cater to developers ranging from novices (e.g., as in end-user programming) to experts. Accordingly, OPEN consists of three programming modes. Its evaluation compares the programming modes with each other for relative accuracy and ease of use.

Hermes [13] is a context-aware application development toolkit that seeks to reduce the overhead of context-aware application development associated with sensing, aggregating, and inferencing context information. Hermes provides an intuitive description of how it could reduce the overhead, but no empirical evidence. Like Hermes, the Platys middleware is loosely coupled. However, the Platys middleware implements the place reasoner as one module whereas Hermes employs multiple widgets. We conjecture that a unified treatment of place enhances the intelligibility and simplifies design.

Kulkarni et al. [61] describe a programming framework for context-aware application development that requires an application developer to produce domain-specific models of an application in terms of policies regarding activities, roles, objects, and reactions. Next, a generic
middleware generates an execution environment consisting of specialized application-specific components. Kulkarni et al. evaluate for the efficiency (time required) of the generative process and report the number of automatically generated components (of testbed applications) as a potential indicator of the development work the middleware could reduce.

The works mentioned above seek to simplify location-aware or context-aware application development but do not evaluate the effectiveness for developers empirically. Instead, the evaluations consider metrics such as computational time. Although establishing such characteristics is important, equally important for engineering are the benefits the approaches offer to developers and end-users.

To the best of our knowledge, the Platys developer study reported in this paper is the first of its kind in that it quantifies the efficiency and effectiveness of a location-aware middleware from the perspectives of application developers and end-users. The study analyzes the implications (to developers) of employing the middleware at the granularity of the subtasks of the development process. Further, it highlights the potentially superior user experience place-aware applications could offer to an end-user. From our experience, we have learned that such studies are difficult to design, control, and conduct. The analyses we performed could be valuable to location-aware applications’ researchers and developers alike.

3.6 Directions

We describe three directions in which our work can be extended.

3.6.1 Enhancing the Platys middleware

The Platys middleware can be extended in two ways.

(1) Two major concerns about place recognition are the user effort it demands and the battery power it consumes. Platys addresses the first concern via active learning. To address the second concern, Platys adopts an extreme solution by collecting sensor readings passively.
(only when another application invokes a sensor). Whereas this approach conserves power, it may yield suboptimal place recognition accuracy. Platys can benefit from adaptive sensing techniques such as sensor suppression and substitution [140]. We defer the task of studying the tradeoff between place-recognition accuracy and power consumption to future work.

(2) Platys enables a user to specify fine-grained application-centric privacy policies. That is, a user can specify for each application, the places and the underlying attributes the application can access. In contrast, Tiwari et al. [120] describe a context-centric approach in which a user can specify “bubbles” of contextual events and applications that can execute within each bubble. The hierarchical place model that Platys builds can be used to construct bubbles described by Tiwari et al. However, the implications of application-centric and context-centric approaches on user experience remain to be studied.

3.6.2 Usability Evaluation of Place-Aware Applications

We performed a qualitative evaluation of the usability of RMS applications. However, Duh et al. [23] observe that several critical usability related problems can only be uncovered in a field study with end users. Such a user study must control factors such as device type, interface type, application type, and contexts in which tasks are performed. Ryan and Gonsalves [98] conducted a field study and found that location can significantly improve the usability of a mobile application. But how choices along key location dimensions [86] such as abstraction (e.g., position and place) and perspective (e.g., subjective, objective, and inter-subjective) affect usability remains to be studied. The results from our qualitative evaluation of usability can provide valuable guidelines in specifying hypotheses for a usability study involving real users.
3.6.3 Requirements Engineering and Formal Verification of Place-Aware Applications

Two important directions for place-aware application development research that we didn’t address in this paper are requirements engineering and formal verification. As Salifu et al. [99] describe, a challenge with engineering place-aware applications is that the monitoring (changes in place) and switching (application behavior) requirements of such applications are rarely made explicit. Yet, modeling and analyzing location variability [2] during requirements phase is valuable in that inconsistencies and conflicts in location-based requirements can be detected early. Xipho [87] is our effort toward systematically capturing the contextual requirements of an application and incorporating a middleware for providing runtime support. However, we understand that specifying a complete set of place-based requirements during design is difficult since the places of interest to a user are often unknown a priori and are subject to change. In such circumstances, automated discovery, at run time, of fault patterns [100] could be a viable option. We will explore the possibility of incorporating such options in the Platys middleware in the future. Crowdsourcing is a promising avenue for acquiring requirements of context-aware applications. In a recent effort, we developed a method to exploit the crowd [81] for acquiring requirements and evaluated the method on acquiring smart home requirements.

3.7 Conclusions

Intelligent location-aware applications are being widely adopted. Yet, these applications are often developed in an ad hoc manner and yield apparently suboptimal user experiences. Platys seeks to address this problem and establishes through empirical evidence, for the first time, the benefits of place-aware application development.

Platys introduces place, a high-level abstraction of location that contrasts with position understood as geospatial coordinates. Employing location at the granularity of place can enable intelligent applications as well as enhance the usability and privacy-preserving aspects of
a location-aware application. Platys middleware, the crux of our framework, provides the necessary communication channels between the users of a location-aware mobile application and its developers, and the architectural support necessary for representing and reasoning about places.

The results of our empirical evaluation indicate that developers employing the Platys middleware spend significantly less time and effort than those not employing the middleware for representing and acquiring location, and enhancing the usability and privacy aspects of the application. Although developers employing the Platys middleware expend additional time and effort for acquiring the necessary background knowledge about the Platys middleware, the middleware pays off in other aspects of location-aware application development. Moreover, preparation is a one-time cost: a developer who employs Platys to develop several location-aware applications can save significant time and effort over the course of multiple applications. Our evaluation of the applications produced in the developer study indicate that location-aware applications produced using Platys are potentially (1) more usable and privacy-preserving from an end-user’s perspective, and (2) easier to comprehend from a developer’s perspective.
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Chapter 4

Platys Reasoner: Active and
Semi-Supervised Place Learning

Now we describe how our middleware recognizes places of interest to a user. The Platys tagging subsystem collects place labels from an end-user and the event and action logger collects raw data from sensors. Then, the task of the Platys Reasoner is to recognize places (corresponding to a user’s labels) from raw sensor readings.

This task can be addressed via a traditional machine learning paradigm. Specifically, unsupervised learning techniques seek to learn patterns in the sensor data, not requiring place labels. Typically, such approaches learn what we call as staypoints—sets of positions within a certain radius or those where a user stays for a certain duration [41, 78, 137]. Although staypoint-based approaches do not require labeling, they have the following shortcomings. One, staypoints do not capture subjective nuances in how users perceive places since: (a) no fixed values for radius and duration yield desired places for all users, and (b) staypoints exclude interesting possibilities in terms of spatially overlapping and dispersed places. Two, a staypoint does not carry an inherent meaning. A user may eventually need a symbolic name (hence labeling) to distinguish staypoints [69]. Three, staypoint-based approaches, often, require frequent sensor readings to find patterns in the unlabeled data. For example, [4] and [138] scan GPS every second and
minute, respectively. However, sensing consumes battery power—a limited resource on mobile devices.

Alternatively, *supervised learning* techniques exploit user-provided place labels. A traditional classifier such as logistic regression or support vector machine (SVM) [44] can be learned from sensor data treating place labels as class labels. Typically, training a classifier requires several training instances per class to produce good classification accuracy. However, acquiring training instances is challenging because place labeling requires user effort. Requiring each user to label each place of interest several times is not practically viable. Additionally, sensor readings are likely to be (a) intermittent (all sensor readings may not be available when a user labels a place, e.g., GPS reception is limited indoors), and (b) infrequent (since sensing frequently can drain battery). Thus, many training instances constructed from sensor data are likely to be sparse (missing feature values).

The Platys Reasoner seeks to address the shortcomings of the above approaches. Specifically, it combines two machine learning paradigms: (1) *active learning* [105] to reduce the labeling effort, and (2) *semi-supervised learning* [139] to efficiently deal with intermittent and infrequent sensor data. Next, we explain these paradigms and how Platys Reasoner employs them for place recognition.

### 4.1 Intuition: Active and Semi-supervised Learning

As an example, Alex is a Platys user. Figure 4.1a captures Alex’s routine on a typical day: Alex is at *home* in the morning, during lunch, and evening; he works from his *lab* during a morning session and an afternoon session. As shown, Alex has labeled the two places, twice each, and there are sporadic sensor readings throughout. For simplicity (and without loss of generality), we consider only two sources of sensor readings. Let $G(t)$ and $W(t)$, and $PL(t)$, respectively be the GPS reading, WiFi scan result, and place label at time $t$. However, not all sensor readings may be available at each time; e.g., only WiFi scan result is available at 9:30 (GPS reception being poor indoors).
Now, we consider the questions: Given historical data (labels and sensor readings), and
\( W(14:00) = \{w^4, w^8\} \), what is Alex’s place at 14:00? Similarly, given historical data and
\( G(17:15) = \{g^3\} \), what is his place at 17:15?

In general, an unsupervised approach cannot answer the above question because it does
not employ place labels. In contrast, a traditional supervised approach may not be accurate
given few and incomplete training instances. For example, a traditional classifier does not
predict places any better than random guessing for Alex. The reason is that the instances
to be predicted, i.e., \( W(14:00) = \{w^4, w^8\} \), and \( G(17:15) = \{g^3\} \) have nothing in common with
the training instances.

The Platys Reasoner employs a classifier, albeit with additional steps in learning to address
the challenges of traditional classification. Platys Reasoner’s additional steps are motivated by
the following intuitions.
1. Can we employ fewer training instances than traditionally required to train a classifier to achieve a desired accuracy? Yes, if we control what those training instances are (same number, though). For example, given \( PL(8:30) = \text{home} \) and \( W(8:30) = \{w^1, w^2, w^3\} \), it is not useful to label \( PL(12:00) \) as \( \text{home} \), when \( W(12:30) = \{w^1\} \). Instead, it would be better if we asked Alex to label at 12:30 as shown in Figure 4.1b. Then, we could correctly predict \( PL(17:15) \) as \( \text{home} \), unlike a traditionally trained classifier which could only guess randomly with original labels.

2. Can we exploit both labeled and unlabeled instances for training to achieve a better classification accuracy than training with labeled instances alone? Yes, if we exploit the hidden structure in the unlabeled data. For example, given that \( PL(9:30) = \text{lab} \) and \( W(9:30) = \{w^5, w^6, w^7\} \), we notice that \( W(9:15) = \{w^4, w^5\} \) and \( W(10:10) = \{w^6, w^7, w^8\} \) overlap with \( W(9:30) \). From this, we can assign \( PL(9:15) = \text{lab} \) and \( PL(10:10) = \text{lab} \) as shown in Figure 4.1c, and then train a classifier. Such a classifier would predict \( PL(14:00) \) as \( \text{lab} \) correctly, enhancing the classification accuracy.

### 4.2 Platys Reasoner

Platys Reasoner incorporates the above intuitions by employing active and semi-supervised learning techniques, as shown in Figure 4.2. The reasoner operates in \textit{training} and \textit{prediction} modes. In the training mode, Platys starts from sporadic streams of sensor data. The active learner chooses a few instances from the pool of unlabeled data and asks a user to label them. The active learner chooses only from recently sensed data so that the user would remember what labels to use. The semi-supervised learning module picks up from where the active learner leaves off—with a few labeled instances and many unlabeled instances. The semi-supervised learner exploits the structure in unlabeled data and assigns place labels to several previously unlabeled instances. Finally, the reasoner trains a classifier from all labeled instances (user assigned and inferred). Once the place classifier is trained, given an unlabeled sensor reading,
Platys Reasoner predicts the user’s place at the time of the reading.

**Figure 4.2:** Platys Reasoner learns a place classifier from unlabeled sensor data.

### Active Learning

Given a pool of unlabeled instances (from recent past) and all labeled instances (historical), our objective is to choose an instance which, if labeled, would be most beneficial in improving our classifier. Platys Reasoner adapts a technique called *uncertainty sampling* [105]:

1. *Choose the latest* unlabeled instance, if there is no labeled instance. Otherwise, perform the following steps.

2. *Train a classifier* from labeled instances alone.

3. *Predict a place label* for each unlabeled instance.

4. *Find the classifier’s confidence* for each prediction.
5. *Prompt the user* to label the place for an instance predicted with least confidence.

Any classifier can be employed in the above as long as the confidence of predictions can be measured. We employ logistic regression and SVM in our analyses (Section 3.4). For logistic regression, the *probability* with which an instance is predicted as belonging to a class indicates the confidence. For SVM, the *decision value*, i.e., the distance of the instance being predicted from the separating hyperplane of the trained model, is an indicator of confidence [121].

Active learning is a continual process. As long as there are unlabeled instances that the active learner is uncertain about, it asks the user to label them. The process is robust and uses whatever information it has—a user may ignore a labeling request or proactively label a place.

**Semi-Supervised Learning**

The objective of semi-supervised learning is to exploit unlabeled sensor readings, given a few readings with place labels. It is effective since sensor readings tend to form well-separated clusters [24]. We employ this intuition in a semi-supervised technique called *self training* [139]. Complementary to the active learner, which asks the user when in doubt, the semi-supervised learner teaches itself from its own confident predictions. The technique operates as follows.

1. *Train a classifier* from sensor readings with user-assigned place labels.

2. *Predict a place label* for each unlabeled sensor reading via the above classifier.

3. *Retrain a classifier* from both original and newly inferred labels.

A potential problem is that the above approach assigns a place label to each sensor reading whereas some sensor readings may belong to none of the labeled places. Such readings correspond to uninteresting or novel places. Thus, we seek to filter such “noisy” sensor readings before training the final classifier. A simple strategy to filter out noisy sensor readings is to not assign a place label to an instance if the prediction confidence is below a threshold (in the second step above). However, how do we find an optimal threshold? Again, manually fixing a
threshold across all places (similar to fixing staypoints’ radius or duration) is not desirable—
characteristics of different places may vary. Instead, we eliminate noisy readings by iteratively
clustering sensor readings as follows.

1. *Find the mean similarity* between inferred instances and original (user-assigned) instances
   of each place (we employ similarity metrics described in Appendix 4.2.3).

2. *Eliminate a sensor reading* from a place if the reading’s similarity to original instances is
   less than the mean similarity for the corresponding place.

3. *Repeat the above steps* until the difference in the number of instances eliminated in two
   consecutive iterations is negligible.

The result of the above process is a tightly-knit clusters of sensor readings such that at least
one instance in each cluster has a place label. Now, we assign the same label to all instances in
a cluster and train the final place classifier.

Platys Reasoner seeks to recognize places of interest to a user from intermittent sensor
readings and user-provided place labels. In this section, we formulate the place recognition
problem and describe the techniques employed by Platys Reasoner to address the problem. We
also provide the pseudocode for our algorithms.

### 4.2.1 Problem Formulation

We formulate place recognition as a machine learning problem. Further, we assume that the
following sensor readings are available. These are the same sensors we employed in our user
study (Section 3.4).

**GPS scan results** $G = \{g_1, \ldots, g_{|G|}\}$, where each $g_i$ is a latitude-longitude pair.

**WiFi scan results** $W = \{w_1, \ldots, w_{|W|}\}$, where each $w_i = \{w_{i1}, \ldots, w_{i|w_i|}\}$ is a set of access
points (APs) found in a scan and each $w_{ij}$ contains a MAC identifier and a received signal
strength indicator (RSSI).
Bluetooth scan results $B = \{b_1, \ldots, b_{|B|}\}$, where each $b_i$ is a set of Bluetooth devices (BtDs) found in a scan and each $b^j_i$ contains a MAC identifier and an RSSI.

Google Places $GP = \{gp_1, \ldots, gp_{|G|}\}$, where each $gp_i = \{gp^1_i, \ldots, gp^{gp_i}_{i}\}$ is a set of Google places corresponding to a $g_i \in G$ retrieved from a web service [34] and each $gp^j_i$ contains the name a point of interest (POI) and its distance to $g_i$.

Place labels $PL = \{pl_1, \ldots, pl_{|PL|}\}$, where each $pl_i$ is a user-assigned place label.

Further, each data item above is timestamped. Let $T = \{t_1, \ldots, t_{|T|}\}$ be the ordered set $(t_i \leq t_{i+1})$ of all timestamps such that at least one data item is associated with each $t_i$. Further, let $G(t_i)$ be the GPS scan results at $t_i$ (which can be null if GPS reading is not available at $t_i$). Assume similar definitions for $W(t_i)$, $B(t_i)$, $GP(t_i)$, and $PL(t_i)$. Further, let $I(t_i) = PL(t_i) \cup G(t_i) \cup W(t_i) \cup B(t_i) \cup GP(t_i)$ be the set of all sensor readings at $t_i$. Now, the place-recognition problem is as follows.

Given $G$, $W$, $B$, $GP$, $P$, and $t > t_{|T|}$: $I(t) \neq \emptyset$ and $PL(t) = \emptyset$, what is $PL(t)$?

### 4.2.2 Solution Overview

Platys Reasoner addresses the place recognition problem via a classification technique. In order to do so, the reasoner prepares data as shown in Algorithm 1. In general, Platys Reasoner can employ any classifier in this algorithm (as long as the confidence of predictions can be inferred). We demonstrate this idea via a 1-Nearest Neighbor (1NN) classifier because of its simplicity [118]. Training a 1NN classifier is trivial—each labeled instance is representative of the corresponding class. Predicting from a 1NN classifier involves finding a class whose instances are most similar to the unlabeled instance (being predicted), when compared to instances of other classes. In order to do so, we employ the similarity measures defined next.
Algorithm 1 Place classifier: Trains a classifier from labeled instances.

Require: \( G, W, B, GP, PL, t \)

1. \( I \leftarrow \emptyset \) \hspace{1cm} \triangleright \text{Training instances}
2. for all \( p \in P \) do
3. \( I_i^{pl} \leftarrow pl \) \hspace{1cm} \triangleright \text{Class label}
4. \( t_i \leftarrow PL'(pl) \)
5. \( \text{addFeatures}(I_i, G(t_i), W(t_i), B(t_i), GP(t_i)) \)
6. end for
7. \( P_{\text{model}} \leftarrow \text{TRAIN}(I) \) \hspace{1cm} \triangleright \text{Any generic classifier}
8. \( \text{addFeatures}(I_{\text{test}}, G(t), W(t), B(t), GP(t)) \)
9. \( pl_t \leftarrow \text{PREDICT}(P_{\text{model}}, I_{\text{test}}) \)
10. return \( pl_t \) \hspace{1cm} \triangleright \text{Place at time } t

function \text{addFeatures}(i, g, w, b, gp) \n1. \( i^g \leftarrow g \) \hspace{1cm} \triangleright \text{GPS features}
2. \( i^w \leftarrow w \) \hspace{1cm} \triangleright \text{WiFi features}
3. \( i^b \leftarrow b \) \hspace{1cm} \triangleright \text{Bluetooth features}
4. \( i^{gp} \leftarrow gp \) \hspace{1cm} \triangleright \text{Google Place features}
5. end function

4.2.3 Similarity Measures

In our setting, an instance (whether labeled or unlabeled) consists of GPS, WiFi, Bluetooth, and POI features. However, some feature values may be null due to the intermittent nature of data. Given two instances, our objective is to return a value in \([0, 1]\) indicating the extent to which the two instances are similar (1 meaning most similar).

We define the similarity between (1) features corresponding to different sensors (e.g., WiFi and GPS), and (2) a feature value of null and anything else to be 0 since there is no meaningful comparison in these cases. We describe computation of similarity between individual features of the two instances as follows.

1. The GPS similarity of two instances with GPS features \( I_1^g \) and \( I_2^g \) is

\[
\text{sim}(I_1^g, I_2^g) = \frac{1}{1 + d(I_1^g, I_1^g)},
\]

where \( d(I_1^g, I_1^g) \) is the Euclidean distance (in km) between the two coordinates.
2. The WiFi similarity of two instances with WiFi readings $I_1^w$ and $I_2^w$ is the cosine similarity between the normalized RSSI values ([0, 1]) of the corresponding access points (APs). If an instance contains an AP but the other doesn’t, the missing AP is added to the latter with its RSSI treated as 0.

$$sim(I_1^w, I_2^w) = \frac{I_1^w \odot I_2^w}{\|I_1^w\| \times \|I_2^w\|},$$  \hspace{1cm} (4.2)$$

where $\odot$ is the dot product operator and $\|I^w\|$ is the length of the vector $I^w$.

3. The Bluetooth similarity between two instances with Bluetooth features $sim(I_1^b, I_2^b)$ is calculated similarly to that between WiFi features, as described above.

4. The POI similarity between two instances with Google places $I_1^{gp}$ and $I_2^{gp}$ depends on the frequency of the overlapping POIs. We adapt [68] to measure the similarity as follows.

$$sim(I_1^{gp}, I_2^{gp}) = \frac{2 \times IC(I_1^{gp} \cap I_2^{gp})}{IC(I_1^{gp}) + IC(I_2^{gp})},$$  \hspace{1cm} (4.3)$$

where $IC(I^{gp}) = -\sum_{poi \in gp} \log Prob(poi)$. $Prob(poi) = \frac{n_{poi}}{\sum_{p \in gp} n_p}$ is the probability of visiting a POI, where $n_{poi}$ is the number of occurrences of a POI. Our intuition here is that matching a rarer POI (e.g., Lake Johnson Nature Park) is more valuable than matching a more frequent POI (e.g., Raleigh).

5. Finally, the overall similarity between two instances $I_1$ and $I_2$ as the maximum similarity based on any of the above features.

$$sim(I_1, I_2) = \max_{f \in \{g, w, b, gp\}} sim(I_1^f, I_2^f).$$  \hspace{1cm} (4.4)$$

We chose the above measures intuitively. However, the 1NN classifier or Platys Reasoner is not tied to these specific measures. Next, we describe the techniques Platys Reasoner employs for place place recognition on top a traditional classifier.
Algorithm 2 Uncertainty sampling: Choose an unlabeled instance for labeling.

Require: $G$, $W$, $B$, $GP$, $PL$, $T$  \hspace{1cm} \triangleright$ Few labels or none

Require: $\text{sim}()$ \hspace{1cm} \triangleright$ Similarity function

1: $L, U \leftarrow \emptyset$ \hspace{1cm} \triangleright$Labeled and unlabeled instances

2: \text{buildDataset($L, U, G, W, B, GP, PL, T$)}

3: if $L \neq \emptyset$ then

4: for all $u \in U$ do

5: \hspace{1cm} $u^{\text{sim}} \leftarrow \max_{l \in L} \text{sim}(l, u)$

6: end for

7: $u_{\text{uncertain}} \leftarrow \min_{u \in U} u^{\text{sim}}$

8: else

9: $u_{\text{uncertain}} \leftarrow$ Remove first instance from $U$

10: end if

11: return $u_{\text{uncertain}}$ \hspace{1cm} \triangleright$An instance to label

1: function \text{buildDataset($L, U, G, W, B, GP, PL, T$)}

2: \hspace{1cm} $i, j \leftarrow 0$

3: for all $t \in T$ do

4: \hspace{1cm} if $PL(t) \neq \emptyset$ then

5: \hspace{2cm} $L_{i+}^{pl} \leftarrow PL(t)$

6: \hspace{2cm} \text{addFeatures($L_{i+}, G(t), W(t), B(t), GP(t)$)}

7: \hspace{1cm} else

8: \hspace{2cm} \text{addFeatures($U_{j+}, G(t), W(t), B(t), GP(t)$)}

9: \hspace{1cm} end if

10: end for

11: end function
4.2.4 Active Learning

Platys Reasoner employs an active learning technique called uncertainty sampling [105]. This technique, first, builds a model of places from the given labeled instances. Given a model of places and a pool of unlabeled instances, the active learner asks the user to label an instance for which the learner is least confident (among all unlabeled instances) of predicting a place. Algorithm 2 illustrates the uncertainty sampling technique. First, it builds a dataset consisting of labeled and unlabeled instances. Note that if there are no labeled instances, the algorithm arbitrarily selects an instance and asks the user to label it. Next, the algorithm employs the similarity function we defined earlier to predict labels and the similarity value as the confidence.

\[\text{Algorithm 3 Self training: Infer labels for unlabeled instances.}\]

\begin{verbatim}
Require: $G, W, B, GP, PL, T$  // Few labels
Require: $sim()$  // Similarity function
1: $L, U \leftarrow \emptyset$  // Labeled and unlabeled instances
2: BUILD_DATASET($L, U, G, W, B, GP, PL, T$)
3: while $U \neq \emptyset$ do
4:   $u \leftarrow \text{Remove first instance from } U$
5:   $l_{\text{nearest}} \leftarrow \max_{l \in L} sim(u, l)$
6:   $u_{\text{pl}} \leftarrow l_{\text{pl nearest}}$  // 1-nearest neighbor
7:   $L_{i++} \leftarrow u$
8: end while
9: return $L$  // All labeled instances
\end{verbatim}

4.2.5 Semi-supervised Learning

Platys Reasoner employs a semi-supervised technique called self training [139] to exploit both labeled and unlabeled instances. In contrast to the active learner which asks the user to teach, the semi-supervised learner teaches itself from its own confident predictions. Algorithm 3 illustrates self training. Similar to the active learning algorithm, we first build labeled and unlabeled instances. Next, we assign an unlabeled instance to a class based on the similarity of the instance to the class’ instances.
Algorithm 4 Iterative clustering: Filter instances not belonging to any labeled place.

Require: $PL, I, L$ 

1: for all $pl \in PL$ do 
2: $I_{pl} \leftarrow I(PL'_{pl})$ \Comment{Originally labeled $pl$} 
3: $L_{pl} \leftarrow L(PL'_{pl})$ \Comment{Assigned to $pl$} 
4: $\epsilon, \epsilon' \leftarrow 0.5$ \Comment{Similarity} 
5: $\delta = 0.01$ \Comment{Convergence threshold} 
6: repeat 
7: $\epsilon \leftarrow \text{avg}_{l \in L_{pl}, i \in I_{pl}} \text{sim}(l, i)$ 
8: for all $l \in L_{pl}$ do 
9: \hspace{1em} if $\text{avg}_{i \in I_{pl}} \text{sim}(l, i) < \epsilon$ then 
10: \hspace{2em} remove$(l, L_{pl})$ \Comment{Filter out} 
11: \hspace{1em} end if 
12: $\epsilon' \leftarrow \text{avg}_{l \in L_{pl}, i \in I_{pl}} \text{sim}(l, i)$ 
13: end for 
14: until $|\epsilon - \epsilon'| > \delta$ \Comment{until convergence} 
15: end for 
16: return $L$ \Comment{Several labeled instances} 

The self-training algorithm assigns each unlabeled instance a place label. However, a user may not have labeled all places he visits. Also, not all (sets of) positions might be of interest to a user. Thus, assigning a place label ($p \in P$) to each unlabeled instance can mislead the learning algorithm. In order to address this problem, we consider an iterative clustering algorithm that filters out sensor readings that belong to none of the user’s labeled places. Algorithm 4 illustrates the iterative clustering technique. Our intuition is to find an appropriate similarity boundary for each place such that the boundary groups sufficiently similar data instances as belonging to the corresponding place. Then, we filter out instances outside the boundary. Our approach begins with a fairly large similarity boundary (with similarity, $\epsilon = 0.5$); iteratively clusters a set of instances; and reduces the similarity boundary (i.e., increases $\epsilon$) based on the mean similarity ($\epsilon'$) of the currently clustered instances until the boundary converges.

### 4.2.6 Platys Social: Recognizing Ego-Centric Social Circles

The place recognition pipeline described above is generic in the sense that it can incorporate multiple sensors. Sensors available on a typical mobile device today provide clues about a
place’s spatial attributes (e.g., via ambience sensors [5]) and the activity component (e.g., via accelerometer [63]). However, how do we recognize the third component of our place metamodel—social circles?

Traditionally, community detection [30] from online social networks (OSNs) is used for recognizing social circles. However, such an approach is not suitable for our setting because of the following reasons. First, community detection from an OSN presupposes that the global network structure is known. However, such information is not available to end-users. Second, communities detected from an OSN are typically much coarser than social circles in real life, e.g., all of a user’s friends from college are likely to be in one OSN community (based on mutual acquaintanceship), whereas the user may perceive multiple social circles within the college community.

Platys Social [85] is our approach for recognizing ego-centric social circles of a user. The approach is based on the intuition that a user is likely to perceive a set of contacts (other users) as a social circle if the user meets those contacts together, regularly. We employ Bluetooth technology to identify spatial proximity between users because of its short range and widespread availability on mobile devices. However, many contacts of a user are not likely to be Bluetooth discoverable. Thus, social circles so discovered are likely to be sparse. We address this problem by incorporating information from the user’s real life interactions as follows.

1. **Construct a contact co-occurrence graph** based on the spatial proximity between the contacts observed over time. Each contact of a user is a node in the graph. There is an edge between two contacts if the user meets the two contacts together. The weight of an edge is proportional to the frequency of meetings.

2. **Extend the co-occurrence graph** to incorporate information from interactions via emails, phone calls, and instant messages. That is, add an edge between two contacts if the user included both contacts in an interaction. If an edge already exists, update the weight according to frequency of co-occurrence.
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3. Detect communities from the co-occurrence graph and treat each community as a social circle. We employ the weighted clique percolation method [89] to detect overlapping communities since social circles are likely to overlap.

Although Platys Social employs community detection, a difference from traditional approaches is that it detects communities in a graph constructed from real life proximity and interactions. Further, Platys Social incorporates only the local information about a user available to the Platys middleware.

4.3 End-User Study

We evaluated Platys Reasoner via a user study. We analyzed the accuracy with which the reasoner recognizes places of interest to a user and its efficiency in doing so.

4.3.1 Data Acquisition

No available datasets were adequate for our evaluation. We created our own dataset based on real traces collected from 10 users. Each user carried an Android phone installed with Platys middleware as his or her primary phone for three to 10 weeks. The middleware collected a user’s place labels and recorded GPS, WiFi, and Bluetooth readings. The study was approved by our university’s Institutional Review Board (IRB).

Platys Reasoner’s objective is to exploit infrequent and intermittent data. The middleware invoked sensors only when a user labeled a place (a few times a day). However, the middleware, a background service, always listened to the sensors. Thus, the middleware received data from a sensor even when other applications invoked that sensor.

In real use, Platys Reasoner learns and predicts places continually. However, we disabled the reasoner’s learning modules during data acquisition, enabling users to label places without any bias and to avoid the possibility that if the reasoner were to begin predicting a place accurately, the user might stop labeling that place, thereby providing us insufficient ground
truth for evaluation. The middleware reminded users to label their current place at random intervals. Thus, we captured how a user naturally labels places, which we use as a baseline to evaluate active learning.

Table 4.1 summarizes the data we acquired. Our dataset contains a variety of users (one faculty member, one postdoc, and eight graduate students from two departments; seven male and three female), differing in their mode of transportation (drive or walk), mobility across states and countries, and frequencies of sensor data collection.

Table 4.1: Summary of the data acquired in user study.

<table>
<thead>
<tr>
<th>User</th>
<th>Study days</th>
<th>All labels</th>
<th>Unique labels</th>
<th>GPS scans/day</th>
<th>WiFi scans/day</th>
<th>Bluetooth scans/day</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>70</td>
<td>173</td>
<td>18</td>
<td>19</td>
<td>140</td>
<td>73</td>
</tr>
<tr>
<td>B</td>
<td>38</td>
<td>63</td>
<td>9</td>
<td>11</td>
<td>79</td>
<td>87</td>
</tr>
<tr>
<td>C</td>
<td>68</td>
<td>82</td>
<td>14</td>
<td>7</td>
<td>19</td>
<td>21</td>
</tr>
<tr>
<td>D</td>
<td>37</td>
<td>128</td>
<td>9</td>
<td>199</td>
<td>763</td>
<td>0</td>
</tr>
<tr>
<td>E</td>
<td>48</td>
<td>32</td>
<td>4</td>
<td>10</td>
<td>129</td>
<td>44</td>
</tr>
<tr>
<td>F</td>
<td>24</td>
<td>40</td>
<td>3</td>
<td>22</td>
<td>50</td>
<td>0</td>
</tr>
<tr>
<td>G</td>
<td>70</td>
<td>340</td>
<td>11</td>
<td>9</td>
<td>323</td>
<td>65</td>
</tr>
<tr>
<td>H</td>
<td>63</td>
<td>38</td>
<td>6</td>
<td>113</td>
<td>408</td>
<td>37</td>
</tr>
<tr>
<td>I</td>
<td>21</td>
<td>36</td>
<td>9</td>
<td>5</td>
<td>208</td>
<td>45</td>
</tr>
<tr>
<td>J</td>
<td>21</td>
<td>56</td>
<td>9</td>
<td>12</td>
<td>220</td>
<td>3</td>
</tr>
<tr>
<td>Mean</td>
<td>45</td>
<td>94</td>
<td>9</td>
<td>41</td>
<td>234</td>
<td>38</td>
</tr>
</tbody>
</table>

4.3.2 Evaluation Metrics

We treat place recognition as a classification problem and evaluate its performance via precision = \( \frac{TP}{TP + FP} \), recall = \( \frac{TP}{TP + FN} \), and F-measure = \( 2 \times \frac{\text{precision} \times \text{recall}}{\text{precision} + \text{recall}} \), where \( TP, TN, FP, \) and \( FN \) refer to true and false positives and negatives.

Typically, these metrics apply to a binary classification problem. However, place recognition involves multiple classes (each place is a class). Thus, we use the one-versus-the-rest strategy [10] in which we calculate a per-class F-measure for each place as a class, treating rest of the
places as another class. Then, we assess the overall place recognition accuracy by averaging the per-class F-measures.

4.3.3 Comparison with Two Traditional Classifiers (Supervised)

Platys Reasoner employs a traditional classifier and the benefits it offers arise due to active and semi-supervised learning enhancements. We evaluated the benefits of each enhancement on logistic regression and SVM.

**Active Learning**

To evaluate the claim that Platys Reasoner’s active learner reduces place labeling burden, first, we temporally ordered all labeled instances corresponding to a user. Recall that our learning algorithms were disabled during data acquisition so that the order in which labels were assigned was user controlled or random if the user simply labeled when the middleware reminded the user to. Retrospectively, we want to check what would have happened had the places been labeled according to the active learner’s expectations. Thus, for a given number of labels $n$, we trained a traditional classifier employing $n$ labeled instances in the order that (1) the user labeled them, and (2) the active learner would have expected the user to label them. We used the rest of the labeled instances for testing.

Figure 4.3 shows a comparison of F-measure, averaged across users, of the two classifiers and their active learning versions (semi-supervised learner was not used in these comparisons). We stop at $n = 7$ since eight is the maximal number such that each user labeled at least two places eight times in our dataset (we need at least two classes to train a classifier and at least one labeled instance to test).

We found a difference in the baseline and active learning versions of the classifiers with as few as three labels. For example, at $n = 3$, an active learning version of logistic regression performs on par with the corresponding baseline at $n = 6$. This supports our claim that an active learner can significantly reduce a user’s place-labeling effort.
Semi-Supervised Learning

We claim that Platys Reasoner’s semi-supervised learner, which employs both labeled and unlabeled instances, recognizes places with better accuracy than a traditional classifier which employs labeled instances only. We evaluated this claim via SVM. As shown in Figure 4.4 (left), the semi-supervised SVM achieves a higher F-measure than SVM.

Figure 4.4: Platys Reasoner’s semi-supervised and active learning compared for SVM.

Our place-recognition pipeline employs both semi-supervised and active learning techniques. Figure 4.4 (right) demonstrates the complimentary benefits of the two techniques. First, with
a few place labels \( n \leq 3 \) in our dataset, active learning improves the semi-supervised SVM’s F-measure noticeably. Next, with several place labels (accordingly, more sensor readings), semi-supervised SVM’s F-measure is in par with its active learning version. That is, whereas active learning is valuable in the initial phases of training, semi-supervised learning can compensate for a user’s non-compliance to place labeling requests in later phases of training.

4.3.4 Comparison with Two Staypoint-Based Approaches (Unsupervised)

We compared Platys Reasoner with two staypoint-based approaches [41, 137]. However, the comparison was nontrivial for three reasons. First, a staypoint-based approach requires fixed values for place radius and duration. Since the optimal values for these parameters are not obvious, we varied them from \( \langle 3 \text{ minutes, } 20 \text{ m} \rangle \) to \( \langle 1 \text{ day, } 96 \text{ km} \rangle \).

Second, a staypoint-based approach does not distinguish one staypoint from another. Thus, it can only predict whether a data instance belongs to a staypoint or not. To make a fair comparison, we implemented a variant of Platys Reasoner called *Place-or-not* that distinguished whether a data instance belongs to one of the labeled places or not (and call the version that recognizes specific places as *Which-place*).

Finally, a staypoint-based approach requires several sensor readings to perform well. Although the approach itself does not require labels, our evaluation requires labels as ground truth. Since only a few sensor readings are labeled in our dataset, we requested our users to provide additional ground truth. Six of the original 10 users did so. For each of the six users, we provided a web-based (large-screen) interface showing sensor readings and asked the user to indicate whether the user was in one of labeled places or not at the corresponding time. To assist users in recalling this information, the interface showed GPS coordinates on a map, provided other sensor readings at that time as well as the user’s previous and next labeled place.

Figure 4.5 compares the F-measures for Platys Reasoner and two staypoint-based approaches. Our findings are three fold.
Figure 4.5: Platys Reasoner compared with two staypoint-based approaches.

1. Place-or-not performs better than both staypoint approaches we compared with. The F-measures for Platys Reasoner, unlike those of staypoint approaches, are straight lines since they do not depend on place radius and duration.

2. The parameters \((30 \text{ minute}, 200 \text{ m})\) used by [137] are reasonable, but not optimal for all users (dots in the figure indicate individually optimal values).

3. Place-or-not is an upper bound on Which-place. However, in most cases, the two F-measures are close. That is, once Platys identifies a user to be in one of the labeled places, in most cases it correctly identifies which place the user is in.

### 4.3.5 Related Work

Existing techniques that seek to recognize places are predominantly unsupervised. These approaches typically recognize staypoints, an abstraction richer than position, but cover (to varying extents) only the spatial aspect of places.

Ashbrook and Staner [4] collect GPS logs once per second if the user is moving beyond one mile per hour and apply a variant of k-means clustering to extract places. Similarly, Zhou et al. [138] learn places from one-minute frequent GPS logs, though via density-based clustering, and
obtain better accuracy than the k-means approach. NextPlace [102] models the importance of a GPS coordinate to a user as a Gaussian distribution based on the user’s length of stay at the coordinate and at the coordinates next to it. NextPlace considers, as places, only those coordinates that have an importance higher than a specified threshold. Similarly, Zheng et al. [137] and Hariharan and Toyama [41] extract staypoints via clustering (with fixed staypoint parameters ⟨30 minute, 200 m⟩) and probabilistic approaches, respectively.

Unlike the GPS-based approaches above, Kang et al. [57] learn places based on a location database of WiFi access points. They sort the locations of WiFi access points based on time; group proximate locations as a cluster; create a new cluster when a location is far away from the current one; and ignore the clusters within a short period of time. Kang et al.’s idea is quite similar to the GPS staypoint-based approaches. Vu et al. [122] apply star clustering on a co-occurrence graph of WiFi access points.

Another popular category of place-recognition approaches employ cell-towers logs. A cell-tower, similar to a WiFi access point, broadcasts its unique identifier. Cell phones can periodically scan for the identifiers of nearby cell-towers. Hightower et al. [47] extract a place by seeking a stable scan, which occurs when there is no new cell-tower or WiFi signal seen within a certain period of time. Their approach requires highly frequent scans (2Hz). Similarly, SensLoc [58] detects a user’s entry and departure from a place based on the stability of cell-tower signals; recognizes places using cell-tower and WiFi signals; and, tracks movement paths between places using GPS. SensLoc conserves power by stopping unnecessary sensor scans when a user has no movement, as detected by an accelerometer.
Chapter 5

Platys Social: Relating Places and Social Circles

5.1 Introduction

Users today increasingly participate in online social interactions, especially media-driven interactions that may have no offline correlate. Although online interactions can be rewarding for users, they open up new challenges.

Control: how flexible can a user be in choosing with whom he interacts?

Cognitive overload: can a user prioritize interactions and information so as to reduce his cognitive burden?

Data privacy: can we support the above without storing a user’s private information outside of his personal devices?

A major source of the first two of these challenges is that online relationships today exhibit a flat structure, or as Deresiewicz [18] puts it, everyone in the online world is a faux friend. By contrast, in traditional (offline) settings, users implicitly categorize their connections into multiple social circles, such as family, classmates, colleagues, friends from different cities, and so
on. Further, a user may have different priorities among their connections. Recognizing a user’s social circles and priorities can benefit several applications.

**Social network sites**, supporting (i) friendship suggestions, (ii) fine-grained privacy policies, and (iii) enhanced social search by ranking paths to a target individual [40].

**Email**, facilitating email triage by prioritizing incoming messages.

**Social virtual worlds**, mapping the offline social circles of a user to his avatar in a virtual world [45].

Social networking applications increasingly support users structuring their connections (“groups” on Facebook; “circles” on Google+). Manually creating social circles and prioritizing their member connections, especially as they change over time, is tedious and time consuming [97]. Lampinen and colleagues [65] describe an extensive study that highlights the challenges in privacy for users and the inadequacy of using static groupings of connections. Grouping is not effective without prioritization of a group’s members. Thus, we need automatic approaches for recognizing social circles and priorities.

*Community detection* [30] is a widely used approach for identifying groups of users in social networks. Informally, a *community* in a network is a set of nodes with dense edges within the set, and sparse edges to the rest of the network. However, existing social networks merely include acquaintance relationships; communities in such networks are coarser than social circles. For example, a user’s college connections may all fall into one community if they have sufficiently many mutual acquaintances, despite reflecting many social circles. Further, detecting communities in a social network presupposes knowing the global network structure, which makes the approach infeasible unless users provide their private data to a third party.

We propose a novel approach called *Platys Social* that addresses the above challenges through the following characteristics.

**Automatically learning and maintaining** the social circles of a user and the priorities among the connections in each circle.
Exploiting contextual information and offline user interactions for learning, yielding social circles that are more meaningful than the communities based merely on acquaintance relationships.

Privacy preserving by employing only the information locally available to a user and not storing private information outside of a personal device.

Let us define two key terms.

- A user's connection is anyone the user recognizes and relates to in some context. A connection of a user may have multiple identifiers—offline or online—such as appearance, name, phone number, email ID, Bluetooth device address, and so on.

- A social circle of a user is a set of connections the user perceives as a logical group. A user's social circles are ego-centric in that they are defined from a user's perspective, not necessarily from the connections' perspectives.

5.2 Social Circles and Connection Priorities

Platys Social seeks to address the following main questions.

What is a natural basis for logically grouping a user’s connections? We propose the notion of a place-based identity. A place, contrasted with geospatial position, is a conceptual construct with high salience for user actions and interactions [42]. A typical user visits several logical places and shares such places with others. Examples of shared places include home, workplaces, classrooms, friends' homes, restaurants, and so on. It is interesting that a user can identify most of his connections in conjunction with such shared places. For instance, family members can be typically identified with one's home, classmates with classrooms, coworkers with one's workplace, and so on.
How can we prioritize the connections in a social circle? We propose to do so based on the frequency of interactions. Platys Social categorizes a user’s connections into two main categories as follows.

- A strong connection is one with whom the user interacts frequently.
- A weak connection is one with whom the user interacts infrequently.

5.2.1 Platys

Our informal answers above presuppose a framework for gathering user information such as the places he visits, his connections, interactions, and so on. Platys (http://sites.google.com/site/platysproject/) is an active effort in building a framework for (i) efficiently sensing the low-level information about a user such as his position, environment, and actions, (ii) learning the high-level concepts such as the places and social circles from the sensed information, and (iii) supporting intelligent applications that exploit place and social circles.

Figure 5.1: The Platys architecture, highlighting the focus of this paper.
Figure 5.1 shows the Platys architecture as consisting of three major components: sensors, middleware, and applications. In principle, all these components can be installed on a user’s personal device. Smart phones are our devices of choice: they come with a variety of sensors; are almost always carried by a user; and are increasingly powerful.

5.2.2 Platys Social

Platys Social is a component of the Platys middleware. Figure 5.2 shows its structure.

![Diagram of Platys Social](image)

**Figure 5.2:** The architecture of Platys Social, highlighting its learning modules.

**Place Learning**

In order to group a user’s connections using place-based identities, we should first identify the socially significant places a user visits. Platys Social identifies such places by exploiting the prevalence of Wi-Fi access points (APs) in modern urban environments. The sensor manager in a Platys-enabled device continually scans Wi-Fi channels. For each scan, the middleware logs
a timestamped vector of APs, where each AP is associated with a (i) unique address (BSSID), (ii) user-defined name (SSID), and (iii) Received Signal Strength Indicator (RSSI).

Considering each scan event in the Wi-Fi AP log as a data point, we perform cluster analysis to discover significant places. Clustering presupposes a distance measure between any two data points, which we define as the so-called cosine distance

\[ \cos_\delta(i, j) = 1 - \frac{rssi_i \odot rssi_j}{\|rssi_i\| \times \|rssi_j\|}, \]

where \(rssi_i\) and \(rssi_j\) are vectors of RSSI values for scan events \(i\) and \(j\) of lengths \(\|rssi_i\|\) and \(\|rssi_j\|\), respectively, and \(rssi_i \odot rssi_j\) represents their dot product.

A challenge we face in clustering APs is that the number of clusters in the data (number of places a user has visited) is unknown a priori. We build a dendrogram of APs using Matlab’s hierarchical clustering package (http://www.mathworks.com/products/statistics/). We use the distance that maximizes the silhouette coefficient (which combines cluster separation and cohesion [118]) to cut the dendrogram. Once the clusters are computed, we ignore clusters with APs of low RSSI values as noise. Each remaining cluster corresponds to a place and is associated with (i) a set of consistent APs, (ii) a cumulative RSSI value for each AP, and (iii) a set of timestamps.

**Social Circle Learning**

Once we identify the places a user visits, how may we identify people in those places? Bluetooth appears to be a promising technology—it has a short range and most users have mobile devices equipped with it. Thus, the Platys middleware scans for Bluetooth devices continually and records a Bluetooth device log similar to the above Wi-Fi AP log. To learn the social circle corresponding to a place, we group all Bluetooth devices found in the intervals corresponding to the timestamps associated with the place. This leads to social circles that contain (i) a set of Bluetooth devices, (ii) a cumulative RSSI value for each Bluetooth device, and (iii) a place.

The above technique relies on users to keep their Bluetooth devices in discoverable mode,
which is not a popular practice, despite Bluetooth technology being increasingly secure and energy efficient. To overcome this lack of Bluetooth data, we combine place-based grouping with email-based and call-based grouping. Our intuition is that just as we group a user’s connections based on shared places, so can we group them based on co-occurrence in email threads and phone calls (such as in a conference call).

Let $C_u = \{c_1, \ldots, c_n\}$ be the set of all connections of a user $u$. As Figure 5.3 illustrates, Platys aggregates multiple identifiers for each connection of a user in an address book. We define a weight $w_{ij}$ for each pair of connections $c_i, c_j \in C_u$ as the weighted average of the frequency of (i) the co-occurrence of the two connections in a place, (ii) the co-occurrence of the two connections in an email thread, and (iii) the co-occurrence of the two connections in a phone call. Further, we construct a connection co-occurrence graph, which is an undirected and weighted graph whose vertex set is $C_u$, and there exists an edge between $c_i$ and $c_j$ if and only if $w_{ij} > 0$.

Figure 5.3: Details of a user’s connection maintained by Platys.

Let $C_u = \{c_1, \ldots, c_n\}$ be the set of all connections of a user $u$. As Figure 5.3 illustrates, Platys aggregates multiple identifiers for each connection of a user in an address book. We define a weight $w_{ij}$ for each pair of connections $c_i, c_j \in C_u$ as the weighted average of the frequency of (i) the co-occurrence of the two connections in a place, (ii) the co-occurrence of the two connections in an email thread, and (iii) the co-occurrence of the two connections in a phone call. Further, we construct a connection co-occurrence graph, which is an undirected and weighted graph whose vertex set is $C_u$, and there exists an edge between $c_i$ and $c_j$ if and only if $w_{ij} > 0$. 
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Unlike an acquaintance network, the connection co-occurrence graph is based on real interactions and contextual information. In addition, such a graph can be fully constructed using only the local information available to a user. A user’s social circles can be learned by identifying communities in his connection co-occurrence graph. We apply the clique percolation method (CPM) [89] to identify the communities. An advantage of CPM is that it finds overlapping communities and the social circles of a user are likely to overlap. CPM works by identifying \( k \)-cliques in the graph and constructing communities as a union of adjacent \( k \)-cliques (two \( k \)-cliques are adjacent if they have \( k - 1 \) nodes in common). As CPM suggests, we choose \( k = 4 \) and lower the weight threshold until the largest community found is twice the size of the second largest community.

**Prioritizing Connections**

Once the social circles are learned, we prioritize a user’s connections within each social circle on the basis of the user’s interactions with them. We consider the following types of interaction between the user and each of his connections.

- **Face-to-face interactions** estimated by the cumulative Bluetooth proximity of a connection to the user in the place corresponding to a social circle.
- **Email interactions** measured by the number of email exchanges between a connection and the user.
- **Phone interactions** measured by the number of phone calls between a connection and the user.

Accordingly, for each connection, we define an *interaction weight* as a weighted sum of face-to-face, email, and phone interactions. Platys Social designates a connection as *strong* if its interaction weight exceeds a threshold, and as *weak* otherwise. The threshold can be set by plotting interaction weights of all connections in a social circle and choosing a point that
separates a few from the many. Such a threshold reflects the intuition that social circles have a few strong connections but many weak connections.

Maintaining Social Circles

Platys Social employs an incremental approach to learning to keep a user’s social circles up-to-date. Typically, each week it learns (separately for each user) places and social circles, and prioritizes connections. It then compares the learned places and social circles with a history of places and social circles, which can be used to track how the social circles evolve. An advantage of this incremental approach is that each execution of Platys Social involves amounts of data feasible for analysis on a resource-limited personal device.

5.3 User Study

We conducted a study of six users, all graduate students in their twenties and thirties, who used a Platys-enabled Android phone as their primary phone for ten weeks. The Platys middleware ran as a background service on the phone and recorded Bluetooth and Wi-Fi scans every five minutes. In addition, the middleware could access the user’s email and call logs.

In order to acquire the ground truth, we asked each user to maintain a place calendar by updating a calendar with all socially significant places they visited each day (home, classrooms, workplaces, restaurants, and so on). Towards the end of the study, each user identified social circles corresponding to the places in their place calendar. In addition, each user prioritized connections in each social circle as strong or weak. The concepts of social circles, strong and weak connections were informally described to the users to capture their natural intuitions.

The learning process was offloaded to a server due to the lack of data analysis software for Android. There are obvious privacy concerns because the server was accessible to the researchers of this study. However, in practical deployment, the server can be thought of as hosting users’ personal agents. It need not be a server of the conventional social network site that collects user information.
5.3.1 Place Learning

In order to evaluate the place learning, we compared the places learned by Platys Social and the places reported by the user in the place calendar. We define two places to be similar if the overlap between the timestamps associated with the two places is greater than a predefined threshold. The Jaccard similarity [118] between the learned and the reported places is

\[ \text{Place Similarity} = \frac{| \text{Learned places} \cap \text{Reported places} |}{| \text{Learned places} \cup \text{Reported places} |}. \] (5.2)

Figure 5.4 shows the Place Similarity for each user. The plot indicates that Platys Social is effective in learning places with similarity averaging nearly 85%. We further investigated the places not common between the learned and the reported, and uncovered interesting reasons for such errors: (i) sometimes, the users reported two learned places such as two shops in a mall as one place (ii) some learned places were pass-by places that the users didn’t identify as significant, and (iii) some reported places with poor Wi-Fi infrastructure were discarded as noise by Platys Social.

![Figure 5.4: Similarity between places learned by Platys Social and manually identified by users.](image)
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5.3.2 Social Circle Learning

Similar to places, we also evaluated the similarity between the learned and reported social circles. We define Circle Similarity by replacing places with social circles in Equation 5.2.

![Figure 5.5: Similarity between social circles learned by Platys Social and the social circles reported by users.](image)

Figure 5.5 compares Circle Similarity for different criteria, averaged across all users. The email history alone is more effective than using the place information alone. Although we claim that the place-based identities is an elegant mechanism, the reason for its relative ineffectiveness is that many users today are not Bluetooth-discoverable, and the social circles learned contained fewer users than expected. However, it is interesting that combining place and email information enhanced the effectiveness of social circle learning. Looking into the details, we found that users did not use email to interact with all of their social circles. For example, not surprisingly, some users had insignificant email interactions with their family members despite meeting them regularly, as identified from the place information. Our data didn’t include any conference calls (unsurprising outside of business settings). Thus we couldn’t evaluate the effectiveness of phone calls in learning social circles.

Finally, we analyzed only the strong ties learned by Platys Social and reported by the users. We found that the heuristic used by Platys Social (with place, email, and call logs) learned the
strong ties of the users more effectively than all ties. Although Platys Social successfully learned most user-reported weak ties, it learned unreported ties as well. We conjecture that such false positives correspond to familiar strangers [91], whom we encounter often albeit without any direct interactions (suitably extending the notion to email threads).

5.4 Directions

Platys Social opens up several avenues for future research. First, a Wi-Fi cluster does not quite capture a logical place that Platys envisions. For example, a user may perceive two seminar halls to be the same place, despite the two being different rooms. On the contrary, a user may view a coffee shop as two places, both a caffeine fix and a meeting place. We propose that recognizing user activities can serve to enhance the notion of place. For example, what makes two seminar halls in distant corners of a campus the same place is that similar activities take place in both. A key challenge in activity recognition is to bring together information from various sources such as sensors, browsing data, application usage, and so on [107]. In addition, understanding a user’s mobility patterns [96] can provide useful hints for activity and place recognition. For example, a user’s mobility pattern in a theme park might be quite different from that in a poster session.

Second, the strength of a connection (tie) classically incorporates the amount of time spent interacting, emotional intensity, intimacy, and reciprocal services that characterize the tie [35]. However, Platys Social captures only the frequency of interactions. It remains to be seen if frequency is an effective surrogate for the other factors and what easy-to-compute attribute may supplement frequency. Frequency alone proves inadequate in some settings. For example, a next-door neighbor may be incorrectly prioritized as a strong connection because of frequent face-to-face interactions. Platys Social can potentially benefit from technologies such as the Sociometer [17], which attempt to model face-to-face interactions.

Third, Platys Social requires manual effort to aggregate multiple identifiers of a user’s connections. Performing this task automatically and in a privacy preserving manner is a significant
challenge and is essential for wider adoption.

Fourth, Platys Social exploits only the relationship from places to social circles. The implications of the relationship between social circles and places remains to be studied. For example, knowing that two of a user’s significant places have social circles with same members is an indication that the two places might be logically the same place.

Fifth, the ten-week duration of our study precludes an effective examination of the changes to users’ social circles. Future enhancements to Platys Social and studies over longer durations would help us address the above challenges.

5.5 Conclusions

A user’s mobile and social contexts influence each other. I am interested in studying the influence in both the directions. (1) In Platys Social, we studied how the locations visited by a user (mobile context) can predict his social relationships and their strengths. (2) Conversely, in Percimo [133], we studied how the user’s communities (social context) can predict the locations he visits.

Understanding and exploiting the interplay between mobile and social contexts can yield important applications domains such as recommender systems, urban planning, and health monitoring. However, existing works in this area typically study only on one aspect of context, i.e., location. I see immense value in understanding how richer contextual attributes such as user activities and sentiment [134] influence social relationships and norms.

The ideas demonstrated in Platys Social could naturally be combined with a variety of software applications that involve interaction among people: these include not only email, chat, and social networking, but also ad hoc business processes. Platys Social can enhance user experience by helping structure and prioritize not just information flow but a user’s actions generally in a manner that is socially salient for that user. Further, because Platys Social takes an ego-centric stance, it is naturally privacy preserving. When implemented on a user’s personal device, it could avoid many of the risks associated with sharing information via a third party.
Chapter 6

Engineering Privacy-Preserving Personal Agents

A social network service (SNS) enables users to maintain social relationships via online interactions. SNS users share information with each other as they interact. Often, the information shared on an SNS involves several users (e.g., a photo showing a group of people). Many SNSs enable users to connect the information they upload to other users so that the connected users can be notified of the uploaded information. Since the information shared varies depending on the SNS, these connections can take different forms, e.g., tags on a photo uploaded to Instagram or mentions in a tweet. Suppose Alice uploads a photo from last weekend’s party where she and her friend Bob appear together, and tags Bob in the picture. When these connections are created, the other users are linked to the uploaded information. Usually, a connection implies that the profile of the user can be accessed from the information or some personal information is shown in conjunction with the uploaded data. Although connections between information and users are widely employed by SNSs, they can pose a privacy threat. For example, Bob may find that the photo Alice uploaded is sensitive. However, since Bob has no control over uploading that photo, Alice’s action can threaten Bob’s privacy. We identify a situation such as this as a multiuser privacy scenario (multiuser scenario, for brevity) [28].
Currently, SNSs do not provide mechanisms to handle multiuser scenarios [29]. Thus, a user who did not upload a piece of information concerning him must deal with the privacy settings chosen by the uploader; at best, the user can remove the connection that links him to the shared information, but the information itself remains nevertheless. An ideal solution in a multiuser scenario is to respect each user’s privacy. However, often such a solution may not be viable since the preferences of the users involved may conflict. For example, suppose Alice would like to share a photo in which Bob and she appear with her friend Charlie. However, Bob would like to share it only with his common friends and he does not know Charlie. Here, no solution completely respects both Alice and Bob’s preferences.

Several researchers, e.g., [8, 65, 116, 131], have identified decision-support systems that help users resolve multiuser privacy conflicts as one of the biggest gaps in privacy management in social media. The main challenge that decision-support systems address is proposing an *optimal* solution: a solution most likely to be accepted by all those involved in the multiuser scenario. Although an optimal solution may not exist for each multiuser scenario, identifying one, when it exists, can minimize the burden on the users to resolve the conflict manually.

Other researchers, e.g., [15, 51, 112, 115, 119], have proposed methods to automatically determine solutions to conflicts based on users’ privacy preferences. These methods suffer from two main limitations. One, they always aggregate preferences in the same way regardless of the context or they only consider a very limited number of potential situations. Two, they do not consider the reasons behind users’ preferences. However, evidence based on self-reported data [65, 131] suggests that users do listen to the explanations of others and that the optimal solution may depend on the particular context and reasons behind users’ preferences. Following this idea, we empirically study three types of factors that potentially influence a privacy decision: the scenario’s *context*, users’ *preferences*, and their *arguments* about those preferences. An argument is a justification a user employs to convince the others involved that the user’s expectations are reasonable and should be taken into account for making a decision.

Our key objective in this paper is to build an argumentation-based model that accurately
represents a multiuser scenario. To this end, we (1) identify important factors that potentially influence the inference; (2) evaluate the relative importance of these factors in inferring an optimal solution; and (3) develop a computational model that predicts an optimal solution for a given multiuser scenario.

We design a study where human participants are asked to choose what they think is the most appropriate sharing policy in a multiuser scenario we specified. Combining different values of the three types of factors we identified (context, preferences, and arguments), we generate 2,160 scenarios. Considering the sheer number of participants required, we conducted our study on Amazon Mechanical Turk (MTurk), collecting responses from 988 unique MTurk participants.

Contributions

(1) We propose a novel model for representing and reasoning about multiuser scenarios, employing three types of features: contextual factors, user preferences, and user arguments.

(2) We describe a crowdsourcing approach to build a training set for machine learning our model.

(3) We compare different classification techniques, within our model, finding that Random Forests yield the best accuracy (86%) in predicting the optimal sharing policy. We also evaluate the influence of different features on the optimal policy via a series of regression models.

6.1 Factors Influencing a Multiuser Sharing Decision

We identify three important classes of factors that potentially influence the privacy decision in a multiuser scenario: context, user preferences, and arguments by users.
6.1.1 Context

Following Dey et al. [20], we define the context of a multiuser scenario as any information—the information being shared or the people involved—that can influence the sharing decision. We identify four elements of the context.

**Relationships among the individuals** The type of relationship is known to play a crucial role when making individual decisions about privacy in social media [56, 74], specifically, people share information differently with friends, family, and colleagues. We hypothesize that the types of relationships influence how a person negotiates in a multiuser scenario, as attributes of a relationship such as intimacy may influence how much an opinion is taken into account. For example, following Wisniewski et al. [131], we imagine that a user’s friend would respect the user’s preferences.

**Sensitivity of the information** The sensitivity of the information to be shared is known to make an important contribution when making individual sharing decisions in social media [109, 125]. Besides, judgments of appropriateness of information to be shared on an SNS are subjective. For example, in some cultures, drinking alcohol is taboo. Thus, a photo showing a person drinking can be inappropriate in such a culture, whereas it can be normal in other cultures. Each individual involved in a scenario has a perception of the sensitivity of the information. This perception may affect how important that person thinks his view is on the appropriate sharing decision.

**Sentiment of the information** Personal information may evoke certain sentiments. For example, a photo from a birthday party where people are having fun evokes a positive feeling. Conversely, a photo from a funeral would typically evoke a negative feeling. As Kairam et al. [56] describe, the most common motivation to share information on an SNS is self-presentation: users care about what image they project. Therefore, the sentiment conveyed by the information they share can be important when deciding what to share.
6.1.2 Preferences

The goal of each individual in a multiuser scenario is to persuade the sharer to apply the individual’s preferred sharing policy to the information. The individuals’ (including sharer’s) preferences can be compatible or conflicting. For example, Bob’s preference of “I do not want my parents to see this photo” is compatible with Alice’s preference of “I want only my friends to see it,” as long as Bob’s parents are not Alice’s friends. Optimally, the final decision to resolve a conflict should respect the preferences of every individual involved to the best possible extent. If all preferences are compatible with each other, the solution is trivial. However, in case of conflict, an acceptable solution may not be evident.

A sharing policy can imply no sharing, sharing publicly, or anything in between. Further, depending on the number of contacts and their type, sharing policies change from one SNS user to another. Given the large space of possibilities, for the sake of simplicity, we consider the possible sharing policies to three levels of disclosure:

(1) **Share with all:** Anyone on the SNS can access the information.

(2) **Share with common friends:** Only common friends of the individuals involved in the scenario can access the information.

(3) **Share among themselves:** Only the individuals directly connected with the information can access the information.

6.1.3 Arguments

An individual involved in a multiuser scenario may employ arguments to convince the others that his preferred sharing policy should be used, or at least considered for making the final decision. There are potentially many arguments one can employ to negotiate with or persuade another. Arguments can be thought of as instances of argumentation schemes [123], representing forms of inference from premises to a conclusion. Walton et al. show that arguments used in everyday conversation fall into a small number of schemes.
We identify four argument schemes that can be effective in deciding an optimal solution for a multiuser scenario: argument from (i) good consequences, (ii) bad consequences, (iii) an exceptional case, and (iv) popular opinion. It is important to note that we neither claim these as the only possible schemes applicable in resolving a multiuser privacy conflict nor do we seek to evaluate if these are the best possible schemes. Our objective is to evaluate if arguments, as instances of schemes, help in deciding the final policy in multiuser scenarios. Our purpose of using argument schemes is to restrict the arguments to be of a few well-defined types, instead of choosing the arguments arbitrarily.

The general structure and examples for the argument schemes we use is as follows.

**Argument from good or bad consequences** If A is brought about, then good (bad) consequences will occur. Therefore, A should (not) be brought about.

An example of an argument from good consequences is: We had a lot of fun during the party. Everybody’s talking about how funny you were and they want to see your photos. Let’s share it with everybody. An example of an argument from bad consequences is: It’s a funny photo, but embarrassing since I appear drunk. I don’t want strangers seeing it.

An SNS user, who shares something, expects some benefit, e.g., friendship, jobs, or other social opportunities [25]. Thus, it is reasonable to argue that sharing certain information implies a good consequence. But, sharing inappropriate information can harm people’s feelings and cause social tension. Thus, negative consequences can be valid arguments for not sharing.

**Argument from an exceptional case** If the case of x is an exception, then the established rule can be waived in case of x.

An example exceptional case arguments is: C’mon! it was our graduation party! something that we do only once in our lifetimes. We should show it to the world.

Although prior experience can guide future decisions, handling exceptions requires a different approach. Instances of this scheme cover cases where an unusual privacy configuration
is required: potentially, the opposite of the policy that might have been adopted if the arguments were not provided. Obviously, an individual must make a strong case to justify that the information is exceptional.

**Argument from popular opinion** *If a large majority in a particular group G accepts A as true (false), then there is a presumption in favor of (against) A.*

An example for a popular argument exception is: *The majority of the people that appear in the photo think that it should be kept private. Therefore, we should not share it with anyone.*

We consider that users never argue that the correct sharing policy is the one supported by the majority. For example, we do not consider arguments like "*The majority of us wants to share this photo only with common friends, hence, we should share it only with common friends.*" Instead, this argument emerges when two or more users suggest the same sharing policy. Thus, although no individual explicitly employed an argument from popular opinion, it is implicitly considered for the final outcome.

### 6.2 Inference Model

We describe a computational model that incorporates the factors identified in Section 6.1 to recommend an optimal sharing policy for a multiuser scenario. Figure 6.1 shows an overview of the model.

![Inference Model Diagram](diagram)

**Figure 6.1:** An overview of the inference model that predicts optimal sharing policy in a multiuser scenario.
Given a piece of information to be shared in a multiuser scenario, we first identify all users involved in the scenario. This can be done, for example, by enabling a tagging mechanism. We then ask each user in the scenario to provide their preferred sharing policy for the information and an argument for why they want that preference. As for the sharing context: (1) relationships can be obtained directly from the SNS; (2) users can be asked to rate the sensitivity of the information; and (3) several automated approaches exist for computing the sentiment of the information.

The crux of the model is a policy recommender, which employs a machine learned classifier to recommend an optimal sharing policy for a given scenario. The recommender can employ a traditional classifier (we compare different techniques in Section 6.4.4). However, two important challenges are (1) to engineer the features of the classifier based on the sharing context, and the preferences and arguments of the users involved, and (2) to build a dataset to train and test the classifier.

Next, we describe a crowdsourcing approach to build a dataset for training the policy recommender. This approach is useful not only for testing the recommender, but also for building a seed training set required for practical deployment of the recommender. Once the recommender is in use, additional instances can be added to the training set as users share information via the model by adopting (or discarding) the recommender’s suggestions.

6.2.1 Data Collection via Crowdsourcing

The dataset we seek must consist of a variety of multiuser scenarios and the optimal sharing policy in each of those scenarios. However collecting such data from users is challenging. For example, users are often reluctant to share sensitive information (one of the contextual factors in our model), biasing the study toward nonsensitive issues [125]. An alternative is asking users to self-report how they behave when they experience a multiuser scenario, but the results may not match participants’ actual behavior because of the well-known dichotomy between users’ stated privacy attitudes and their actual behavior [1]. Therefore, we chose to create situations in which
participants are immersed [73] to improve actual behavior elicitation while avoiding biasing the study to nonsensitive situations. We present information about two or more individuals in a specific circumstance: a combination of context, preferences, and arguments. We ask subjects to choose an optimal sharing policy for that circumstance.

We recruited participants for our study from Amazon MTurk [90]. We directed each participant to an external website that asked the participant to complete seven survey instruments: a presurvey questionnaire about demographics, five picture surveys (each involving a privacy conflict scenario and three sets of questionnaires), and a post-survey questionnaire about the participant’s general opinions about resolving multiuser privacy conflicts. The study was approved by the IRB at North Carolina State University (details about participants and rewards in Section 6.2.1).

**Presurvey Questionnaire**

We asked participants to report their age, gender, level of education, how frequently they use social media, and how often they share (multiuser) pictures online. Since some of the situations we presented to the participants could be inappropriate for young readers, we required participants to be older than 18 years of age and showed a disclaimer at the beginning that the survey may be inappropriate for some users.

**Picture Survey**

The picture survey is the core of our study. We first show a picture and describe a hypothetical scenario in which the picture was taken and next ask a series of questions. Table 6.1 shows two examples of picture survey. We generated these and several similar picture surveys by combining factors identified in Section 6.1, as described below.

(1) Regarding context variables, we consider a predefined set of relation types, namely, *friends*, *family*, and *colleagues*. Further, we assume that all individuals involved in a scenario have the same type of relationship with each other (i.e., all of them are either *friends*, *family*, or
### Table 6.1: Two example picture surveys (shortened version of those we used)

<table>
<thead>
<tr>
<th>Picture</th>
<th>Description</th>
<th>Rating</th>
<th>Context</th>
<th>Preferences</th>
<th>Arguments</th>
</tr>
</thead>
</table>
| ![Image](image1.png) | Aiko (C) took the picture above with her colleagues Ichiro and Katsu and, a French volunteer at the tsunami relief center | Identify the relationship between Aiko, Ichiro, and Katsu and rate the sensitivity and sentiment of the picture | Consider that Aiko wants to upload this picture to his social media account. What sharing policy should she apply for the picture? | Aiko: Share among ourselves; Ichiro: Share among ourselves; Katsu: Share with all | Aiko: This was one of the worst natural disasters ever. Share among ourselves. Ichiro: Tsunami was a disaster and our gestures are not appropriate; people may get the wrong idea. Share among ourselves. Katsu: The picture shows the difficult situation of survivors; sharing this can encourage people to help. Share with all. 

| Three friends, Mark, Alex, and John, took the picture above during Mark’s bachelor party on a boat in Ibiza | Identify the relationship between Mark, Alex, and John and rate the sensitivity and sentiment of the picture | Consider that Alex wants to upload this picture to his social media account. What sharing policy should he apply for the picture? | Next, consider users’ preferences as follows: Mark: Share among ourselves; Alex: Share with common friends; John: Share with all | Mark: There were some girls at the party; people might understand things the wrong way. Share among ourselves. Alex: This was one of the best day of our lives. Share with common friends. John: The is not like any other picture; it was from Mark’s bachelor party! Share with all | Considering the context and users’ preferences and arguments, what sharing policy should Alex apply for the picture? |

*colleagues). Also, the photos shown in the situations could be sensitive or nonsensitive and convey either a positive or a negative sentiment. This leads to 12 possible contexts. We*
found a representative picture for each of those combinations. For example, in Table 6.1, for the picture on the left the relationship is colleagues, sensitivity is low, and sentiment is negative; in contrast, for the picture on the right the relationship is friends, sensitivity is high, and sentiment is positive.

(2) Some combinations of argument and privacy policy would not make sense in a real situation. Specifically, an argument from bad consequence does not often support a share with all policy. Similarly, an argument from good consequence does not often support a share among themselves policy. Further, we restrict ourselves to scenarios where arguments from exceptional case only support policies at either extreme: share with all or share among themselves. This yields six policy-argument combinations.

(3) We limit the number of individuals involved in each scenario to three. This way, the implicit argument from popular opinion could work (when applied) without ties. Although some scenarios we employed showed pictures with more than three individuals, our scenarios discussed the preferences and arguments of only three of the individuals among the people involved with the picture.

(4) We make sure that not all three individuals in a scenario use the same policy-argument combination. Our objective is to understand how a user decides a final policy given the scenario, and the preferences and arguments of others in the scenario. If all users thought the same way and wanted the same result, the solution would be trivial.

Putting the above together, we have: 12 pictures based on context, six policy-argument combinations each of first two individuals can employ, and five policy-argument combinations the last individual can employ (last restriction above). That is, we generated 2,160 scenarios. Each MTurk participant was shown five unique scenarios, making sure that no participant is shown the same picture twice. Further, we asked participants to immerse themselves in the particular scenario and ignore the resemblance or lack of resemblance of each scenario to other scenarios in which they might have seen this picture.
Following the picture and its description were four sets of questionnaires. We asked participants to answer these questionnaires sequentially and when answering a questionnaire, to consider information provided to them up to that point only.

The first questionnaire asks participants to assign values to three contextual variables: sensitivity (Likert scale 1 = not sensitive at all, 5 = very sensitive), sentiment (1 = extremely positive, 5 = extremely negative), and type of relationship among the people involved in the conflict (family, colleagues, or friends).

The next three questionnaires tell participants that one of the individuals in the scenario wants to upload the picture to a social media account. We ask participants what sharing policy should be applied. The participants choose one of the policies from share with all, share with common friends, and share among themselves. In the first case, participants know only the contextual attributes, but not the preferences or arguments of the individuals in the scenario. This case is similar to a real scenario where a user wants to upload and share information without asking others potentially concerned with the information. The second case introduces the preferences of all the users, but without their arguments supporting preferences. The third case employs all of the elements: the individuals in the scenario expose their preferences and support them with arguments. We keep the preferences fixed from the second case to the third, so we can observe the effect arguments have on the final decision.

Post-Survey Questionnaire

The post-survey questionnaire asks the following questions.

1. How important do you think the following factors are in choosing an appropriate policy when sharing information concerning multiple users on social media? (a) Relationship between stakeholders; (b) Sensitivity of the information shared; and (c) Sentiment of the information shared. The response to each factor was on a Likert scale (1 = not important at all, 5 = extremely important).

2. How confident will you be in choosing an appropriate policy for sharing information
concerning multiple users on social media in the following cases? (a) You do not know stakeholders preferences or arguments; (b) You know users preferences, but not their arguments; and (c) You know users preferences and arguments. The response to each case was on a Likert scale (1 = not confident at all, 5 = extremely confident).

Responses to the above questions allow us to find correlations (or lack thereof) between participants’ self-reported behavior and what they actually answered during the study.

**Participants and Quality Control**

We needed 432 participants to receive one response per scenario (each participant responds to five of 2,160 scenarios). We intended to get two responses per scenario for completeness. However, we anticipated that some participants would begin a survey but not finish it, leaving gaps in the completed responses. To address this challenge, we launched the study on MTurk in multiple batches. For each batch, we checked if a particular survey needed additional responses and restricted the posted tasks accordingly. The final number of unique participants that completed the study was 988. At the end, each scenario had received at least two responses and some three responses. Compensation was provided for only those who completed all seven steps in the survey.

For quality control, we required participants to have completed at least 50 tasks on MTurk and to have had a success rate of at least 90% [92]. We also included an attention check question in the ratings section of each picture survey, asking how many people (faces) were present in the picture, answering which requires counting from the picture.

Table 6.2 summarizes our participants’ responses to the presurvey questionnaire. The question corresponding to the last row in the table was in the post-survey questionnaire, so that participants understand what multiuser conflicts look like before answering that question. As shown, the majority of our participants used social media on a daily basis. Over 80% of our participants had shared a picture showing multiple users and about one-third of them had experienced privacy conflicts.
Table 6.2: Demographics of MTurk participants of our study

<table>
<thead>
<tr>
<th>Gender</th>
<th>Male: 46.3%, Female: 53.4%, Other: 0.3%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>18–20: 2%, 21–29: 36.6%, 30–39: 36%, 40–49: 13.7%, 50–59: 7.5%, 60 or more: 4.1%</td>
</tr>
<tr>
<td>Education</td>
<td>Graduate degree: 11.2%, Bachelor degree: 44.4%, College no degree: 30.9%, High school: 12.4%, Less than high school: 1%</td>
</tr>
<tr>
<td>Social media usage</td>
<td>Daily: 83.9%, Weekly: 12%, Monthly: 3.7%, Never: 0.4%</td>
</tr>
<tr>
<td>Pictures shared</td>
<td>Many (&gt;5): 35.1%, Few (1–5): 45%, None: 18.1%, Not sure: 1.7%</td>
</tr>
<tr>
<td>Conflicts experienced</td>
<td>Many (&gt;5): 2.8%, Few (1–5): 30.1%, None: 66%, Not sure: 1.1%</td>
</tr>
</tbody>
</table>

6.2.2 Building a Training Set

We map the data collected in the MTurk study to a training set the policy recommender learns from. A training set consists of a set of data instances, where each data instance consists of a response variable (class) and a set of predictors (features). We set these as follows.

- A data instance corresponds to a participant’s response to a picture survey.

- The response variable is the final policy chosen by the participant.

- The predictors are divided into three cases based on the picture survey. The first case consists of contextual features; the second case consists of contextual and preference-based features; and the third case consists of contextual, preference-based, and argument-based features. For brevity, we refer to these cases as Context, Preferences, and Arguments, respectively.

**Contextual Features**

We compute the contextual features based on participants’ responses in the ratings section of the picture survey.
Sensitivity and sentiment each yield a feature with five levels corresponding to ratings 1–5.

Relationship yields a feature with three levels: family, friendship, and colleagues.

Preference-Based Features

We compute the following features based on the preferences portrayed in the corresponding scenario (picture survey). For concreteness, we base our examples on Table 6.1 (left).

1. **Preference counts** represents three features corresponding to the number of participants preferring each of the three policies. In Table 6.1 (left), the preference counts are: share with all is 1, share with common friends is 0, and share among themselves is 2.

2. **Most and least restrictive policies** represent, among the preferred policies of the users in a scenario, the policy restricting sharing of information the most and the least, respectively. The order of policies from least to most restrictive is: share with all, share with common friends, and share among themselves. In Table 6.1 (left), the most restrictive policy is share among themselves, and least restrictive policy is share with all.

3. **Majority policy** represents the policy preferred by the majority of the users involved in the scenario. This feature can be null if there is no majority. The majority policy in Table 6.1 (left) is share among themselves.

Argument-Based Features

Unlike preference-based features, argument-based features incorporate preferences within an argument, each of which is an instance of one of the argument schemes we consider.

1. **Argument counts** for Table 6.1 (left) are as follows. Each of these arguments has a count of 1: Aiko's argument from an exceptional case supporting share among themselves; Ichiro's argument from negative consequence supporting share among themselves; and Katsu's
argument from positive consequence supporting share with all. Each of the remaining three arguments (recall that there are six argument-policy combinations) has a count of 0.

(2) Argument supporting least restrictive policy is argument from positive consequence supporting share with all.

(3) Arguments supporting least restrictive policy are argument from positive consequence and argument from an exceptional case both supporting share among themselves.

(4) Arguments supporting majority policy are argument from positive consequence and argument from an exceptional case both supporting share among themselves.

When arguments from distinct schemes support a policy, as in the arguments supporting least restrictive policy and majority policy cases above, we employ the combination of arguments as a distinct feature value. Also, if a majority policy does not exist, we set the corresponding argument-based feature to null.

6.3 Evaluation

In this section, we describe our hypotheses and the techniques we use to evaluate those hypotheses.

6.3.1 Hypotheses

(1) H-Influence-Context: Contextual factors, specifically, sensitivity and sentiment of the information shared, and the relationships among individuals involved influence the optimal sharing policy in a multiuser scenario.

(2) H-Influence-Preferences: Preferences of users involved in a multiuser scenario influence the choice of optimal policy for the scenario.
(3) **H-Influence-Arguments**: Users’ arguments for their preferred sharing policies influence the choice of optimal policy in a multiuser scenario.

(4) **H-Prediction-Preferences**: Adding preferences to the contextual factors enhances the accuracy of an inference model predicting the optimal policy for a given multiuser scenario.

(5) **H-Prediction-Arguments**: Adding arguments to preferences and contextual factors enhances the accuracy of an inference model predicting the optimal policy for a given multiuser scenario.

(6) **H-Confidence-Preferences**: Adding preferences to the contextual factors enhances a user’s confidence in choosing the optimal policy for a given multiuser scenario.

(7) **H-Confidence-Arguments**: Adding arguments to preferences and contextual factors enhances a user’s confidence in choosing the optimal policy for a given multiuser scenario.

### 6.3.2 Evaluation Strategy

To evaluate our hypotheses about influences of different factors (**H-Influence-**), we build *multinomial logistic regression* models (multiple predictors and one response variable). We adopt the deviance of the fit as a measure of goodness of fit of these models. The deviance of fit is twice the difference between the maximum achievable log likelihood and that attained under the fitted model:

\[
D = 2 \sum_{i}^{n} \sum_{j}^{k} y_{ij} \log \left( \frac{y_{ij}}{\pi_{ij} m_i} \right),
\]

where \( \pi_{ij} \) is the categorical, cumulative, or conditional probability, and \( m_i \) is the corresponding sample size. Lower values of \( D \) indicate better fit.

Further, we focus on *coefficients* and their statistical significance. These coefficients help us understand each feature’s relative influence on the optimal policy. For all models we employ *share among themselves* as the reference category. Thus, for a given category, positive coefficients
show how many times a variance in the level of a predictor increases the probability that the optimal policy is the given category. In the same fashion, negative coefficients indicate that increases in the level of the predictor increase the possibility that the optimal policy is the reference category.

We include all the features of a type (contextual factors, preferences, and arguments), when possible. However, some features of the same type can be highly correlated, causing multicollinearity [36]. In that case, the coefficients may change erratically in response to small changes in the data. To counter this effect, we create independent models for highly correlated predictors. It is worth noting that this correction usually leads to higher coefficients.

To evaluate our hypotheses about prediction (H-Prediction-), we build multiple classification models. We evaluate the prediction accuracy of these models via:

\[
\text{precision} = \frac{TP}{TP + FP},
\]

\[
\text{recall} = \frac{TP}{TP + FN},
\]

\[
F_1\text{-measure} = 2 \times \frac{\text{precision} \times \text{recall}}{\text{precision} + \text{recall}},
\]

where TP, TN, FP, and FN refer to true and false positives and negatives. We implemented these models using Weka [38]. We perform 10-fold cross-validation and cross-validated paired t-test [21] to test significance in differences, when required.

To evaluate our hypotheses about users’ confidence (H-Confidence-), we perform the Kruskal-Wallis test [48] on self-reported data from the post-survey questionnaire. The Kruskal-Wallis test is a nonparametric extension (thus, does not require the assumptions that populations have normal distributions) of one-way ANOVA. This test compares medians to determine if all ratings come from the same distribution. If Kruskal-Wallis test determines that all the ratings do not come from the same distribution, we perform the multiple comparison test in Matlab [75] (with default settings) to determine which variables are significantly different.
6.4 Results

In this section, we evaluate each of our hypotheses.

6.4.1 Context (H-Influence-Context)

Table 6.3 shows the coefficients of the multinomial logistic regression model, employing contextual factors as predictors. We highlight statistically significant differences at significance levels (\(\alpha\)) of 5% and 1% with * and **, respectively.

In the models for all three cases, we find that sensitivity is a significant influential factor. For example, in the first case, where only contextual factors are considered, the estimated coefficient \(-4.358\) indicates that the probability of the optimal sharing policy being \(\text{share with all}\) compared to the probability of being \(\text{share among themselves}\) decreases \(\exp(4.358)\) times for each increase in the sensitivity level of the photo, given all else equal. The model also points out that the significance of the type of the relationship decreases noticeably when preferences and/or arguments are considered. Actually, in Preferences and Arguments cases, relationship is not statistically significant on the relative probability of the optimal policy being \(\text{share with all}\) versus \(\text{share among themselves}\). Finally, sentiment is not significant in any case. Our intuition, based on these observations, is that a highly sensitive picture is usually shared only among the individuals involved.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Context</th>
<th>Preferences</th>
<th>Arguments</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>All</td>
<td>Common</td>
<td>All</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>(-4.358^{**})</td>
<td>(-3.154^{**})</td>
<td>(-1.479^{**})</td>
</tr>
<tr>
<td>Sentiment</td>
<td>(-0.194)</td>
<td>(-0.103)</td>
<td>(-0.179)</td>
</tr>
<tr>
<td>Relationship</td>
<td>(0.441^{**})</td>
<td>(1.089^{**})</td>
<td>(0.16)</td>
</tr>
<tr>
<td>D</td>
<td>(.00765)</td>
<td>(.00793)</td>
<td>(.00799)</td>
</tr>
</tbody>
</table>
Further, we observe that as additional factors are considered, the coefficients of the contextual factors decrease and $D$ increases. This indicates that, when preferences and arguments are taken into account by users, the contextual factors’ influence on the optimal sharing policy diminishes.

To further analyze the contextual factors, we compare these results with self-reported data collected in the post-survey questionnaire. In this way, we can observe if participants’ opinions are consistent with the decisions they made in the picture survey. Figure 6.2 shows the boxplots for participants’ importance ratings to each contextual factor. A diamond dot in the boxplot indicates the mean. Each dot outside a box indicates an outlier.

From Table 6.3 and Figure 6.2, we observe that the regression model and self-reported values follow a similar pattern: sensitivity is the most influential factor. However, an important distinction between the two is that although relationship and sentiment have similar ratings in the post-survey questionnaire, sentiment is not significantly influential in the regression model. Also, in the post-survey questionnaire relationship and sentiment have high (median of 4) importance ratings. However, their low regression coefficients suggest that participants did not consider them as important as they said in the post-survey questionnaire.
6.4.2 Preferences (\textit{H-Influence-Preferences})

The logistic models for contextual factors suggest that employing preferences can influence the final sharing decision. Table 6.4 shows the coefficients for models employing preference-based features. Since Context does not include preferences, only Preferences and Arguments are shown. We note that preference counts are highly correlated: when one count increases, the other two (naturally) decrease, causing multicollinearity. To counter this, we create independent models for highly correlated predictors. Thus, the coefficient values for the preference counts features are obtained from different regression models: each of these models only employs one preference count as predictor.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficients</th>
<th>Coefficients</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Preferences</td>
<td>Arguments</td>
</tr>
<tr>
<td></td>
<td>All</td>
<td>Common</td>
</tr>
<tr>
<td># Share with all</td>
<td>1.13**</td>
<td>0.595**</td>
</tr>
<tr>
<td># Share with common friends</td>
<td>0.163*</td>
<td>0.925**</td>
</tr>
<tr>
<td># Share among themselves</td>
<td>−0.991**</td>
<td>−1.266**</td>
</tr>
<tr>
<td>Least restrictive policy</td>
<td>−1.524**</td>
<td>−0.043</td>
</tr>
<tr>
<td>Most restrictive policy</td>
<td>−3.237**</td>
<td>−4.499**</td>
</tr>
<tr>
<td>Majority policy</td>
<td>−0.694**</td>
<td>−0.739**</td>
</tr>
<tr>
<td>D</td>
<td>.00728</td>
<td>.00734</td>
</tr>
</tbody>
</table>

First, we observe that the most restrictive policy has the most influence on the final policy, more so than even the majority policy. Second, we observe that preference counts have, in almost every case, a statistically significant influence on the final sharing policy. Finally, the coefficients of the preference-based features do not change much from Preferences to Arguments. This indicates that preferences remain important even when both preferences and arguments are considered.
6.4.3 Arguments (*H-Influence-Arguments*)

Table 6.5 shows the regression coefficients for the argument-based features. As for the policy counts, the argument counts are also highly correlated. Thus, we use different models for those features.

Considering the absolute values of the coefficients (ignoring the sign), preferences supported by exceptional and positive arguments have the highest influence in the optimal sharing policy. On the other hand, the arguments for negative consequences yield the lowest coefficients. This suggests that users tend to value the benefits more than the risks of sharing a picture. However, it is worth noting that argument from bad consequences supporting self (share among themselves) has the highest coefficient of all argument counts. This indicates that when a user makes a strong case for not sharing a picture, the other users respect that preference. This finding is consistent with those of Besmer and Lipford [8], and Wisniewski et al. [131].

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficients</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>All</td>
<td>Common</td>
</tr>
<tr>
<td># Positive supporting all</td>
<td>1.528**</td>
<td>0.927**</td>
</tr>
<tr>
<td># Positive supporting common</td>
<td>0.536**</td>
<td>1.282**</td>
</tr>
<tr>
<td># Negative supporting common</td>
<td>−0.169</td>
<td>1.05**</td>
</tr>
<tr>
<td># Negative supporting self</td>
<td>−2.139**</td>
<td>−2.675**</td>
</tr>
<tr>
<td># Exceptional supporting all</td>
<td>1.061**</td>
<td>0.627**</td>
</tr>
<tr>
<td># Exceptional supporting self</td>
<td>−0.833**</td>
<td>−1.18**</td>
</tr>
<tr>
<td>Positive supporting least restrictive policy</td>
<td>−0.89**</td>
<td>−1.049**</td>
</tr>
<tr>
<td>Negative supporting least restrictive policy</td>
<td>−1.4**</td>
<td>−0.99**</td>
</tr>
<tr>
<td>Exceptional supporting least restrictive policy</td>
<td>−1.144**</td>
<td>−0.928**</td>
</tr>
<tr>
<td>Positive supporting most restrictive policy</td>
<td>1.554**</td>
<td>1.16**</td>
</tr>
<tr>
<td>Negative supporting most restrictive policy</td>
<td>0.948**</td>
<td>1.085**</td>
</tr>
<tr>
<td>Exceptional supporting most restrictive policy</td>
<td>1.328**</td>
<td>1.207**</td>
</tr>
<tr>
<td>Positive supporting majority policy</td>
<td>2.19**</td>
<td>1.475**</td>
</tr>
<tr>
<td>Negative supporting majority policy</td>
<td>−0.094</td>
<td>0.635**</td>
</tr>
<tr>
<td>Exceptional supporting majority policy</td>
<td>−2.001**</td>
<td>−2.143**</td>
</tr>
<tr>
<td>D</td>
<td>.00739</td>
<td></td>
</tr>
</tbody>
</table>
6.4.4 Prediction (H-Prediction-Preferences and H-Prediction-Arguments)

The foregoing hypotheses concerned how various features influence a sharing policy. Now, we evaluate a predictive model that puts these features to use. Since our objective is to predict the actual policy (all, common, or self), we build three-class classifiers, which make discrete predictions (in contrast to regression models, which make continuous predictions).

Table 6.6: Accuracies of decision tree classifiers for the three cases, considering all data instances

<table>
<thead>
<tr>
<th>Class</th>
<th>Precision</th>
<th>Recall</th>
<th>$F_1$</th>
<th>Class</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>Context</td>
<td>0.512</td>
<td>0.463</td>
<td>0.490</td>
<td>all</td>
<td>1032</td>
</tr>
<tr>
<td></td>
<td>0.493</td>
<td>0.420</td>
<td>0.454</td>
<td>common</td>
<td>1405</td>
</tr>
<tr>
<td></td>
<td>0.590</td>
<td>0.720</td>
<td>0.649</td>
<td>self</td>
<td>1463</td>
</tr>
<tr>
<td></td>
<td><strong>0.537</strong></td>
<td><strong>0.544</strong></td>
<td><strong>0.537</strong></td>
<td>weighted mean</td>
<td>–</td>
</tr>
<tr>
<td>Preferences</td>
<td>0.318</td>
<td>0.047</td>
<td>0.081</td>
<td>all</td>
<td>601</td>
</tr>
<tr>
<td></td>
<td>0.591</td>
<td>0.609</td>
<td>0.600</td>
<td>common</td>
<td>1590</td>
</tr>
<tr>
<td></td>
<td>0.606</td>
<td>0.772</td>
<td>0.679</td>
<td>self</td>
<td>1709</td>
</tr>
<tr>
<td></td>
<td><strong>0.556</strong></td>
<td><strong>0.594</strong></td>
<td><strong>0.555</strong></td>
<td>weighted mean</td>
<td>–</td>
</tr>
<tr>
<td>Arguments</td>
<td>0.326</td>
<td>0.100</td>
<td>0.153</td>
<td>all</td>
<td>628</td>
</tr>
<tr>
<td></td>
<td>0.614</td>
<td>0.641</td>
<td>0.627</td>
<td>common</td>
<td>1528</td>
</tr>
<tr>
<td></td>
<td>0.645</td>
<td>0.780</td>
<td>0.706</td>
<td>self</td>
<td>1744</td>
</tr>
<tr>
<td></td>
<td><strong>0.581</strong></td>
<td><strong>0.616</strong></td>
<td><strong>0.586</strong></td>
<td>weighted mean</td>
<td>–</td>
</tr>
</tbody>
</table>

To start with, we build decision tree classifiers, using the J48 implementation in Weka [38], for different feature sets. Table 6.6 compares the prediction accuracies of decision trees for the three cases. The count column in the table shows, for each class, the count of the actual (ground truth) instances belonging to that class.

First, we observe that the $F_1$ measure increases (1) from Context to Preferences: contextual features to contextual and preference-based feature (H-Prediction-Preferences), and (2) from Preferences to Arguments: contextual and preference-based features to contextual, preference-and argument-based features (H-Prediction-Arguments). Further, from a 10-fold cross-validated
paired $t$-test [21], we find that the differences in the $F_1$ measures are also significant ($p < 0.01$).

We observe that the $F_1$ measures in Table 6.6, although consistent with our hypotheses, are not impressive. Investigating this further, we trace the major reason for a low $F_1$ measure to participants providing inconsistent responses. Recall that each of our scenarios received responses from two participants (and some from three). In many cases, the final policy chosen by different participants was not same. In such cases, irrespective of what we predict, the prediction cannot be accurate for all instances. To counter this, we next considered instances corresponding to only to consistent responses.

Table 6.7: Accuracies of decision tree classifiers for the three cases, considering consistent data instances only

<table>
<thead>
<tr>
<th>Class</th>
<th>Context</th>
<th>Preferences</th>
<th>Arguments</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Precision</td>
<td>0.577</td>
<td>0.590</td>
</tr>
<tr>
<td></td>
<td>Recall</td>
<td>0.507</td>
<td>0.462</td>
</tr>
<tr>
<td></td>
<td>$F_1$</td>
<td>0.540</td>
<td>0.518</td>
</tr>
<tr>
<td>Class</td>
<td>Count</td>
<td>361</td>
<td>504</td>
</tr>
<tr>
<td></td>
<td></td>
<td>all</td>
<td>common</td>
</tr>
</tbody>
</table>

Table 6.7 compares the prediction accuracies for the three cases, considering only the consistent responses. Now, we observe that not only do the accuracies increase for each case, the differences in the accuracies of the cases increase as well.

Next, we make two interesting observations from counts in Tables 6.6 and 6.7. First, we observe that the count for all class reduces drastically from Context to Preferences or Arguments. Thus, given preferences or arguments, users tend to choose more restrictive policies. Second, the
count for common class reduces from Preferences to Arguments. This suggests that given only preferences, users tend to choose a safe option (common). However, supporting preferences by arguments can encourage users to choose extreme options in some scenarios (notice the increase in self and all classes for Arguments).

Table 6.8: Accuracies of three classifiers for Arguments, considering consistent data instances only

<table>
<thead>
<tr>
<th>Class</th>
<th>Precision</th>
<th>Recall</th>
<th>( F_1 )</th>
<th>Class</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naive Bayes</td>
<td>0.313</td>
<td>0.500</td>
<td>0.385</td>
<td>all</td>
</tr>
<tr>
<td></td>
<td>0.838</td>
<td>0.666</td>
<td>0.742</td>
<td>common</td>
</tr>
<tr>
<td></td>
<td>0.818</td>
<td>0.876</td>
<td>0.846</td>
<td>self</td>
</tr>
<tr>
<td></td>
<td>0.787</td>
<td>0.763</td>
<td>0.769</td>
<td>weighted mean</td>
</tr>
<tr>
<td>Logistic Regression</td>
<td>0.456</td>
<td>0.351</td>
<td>0.397</td>
<td>all</td>
</tr>
<tr>
<td></td>
<td>0.803</td>
<td>0.789</td>
<td>0.796</td>
<td>common</td>
</tr>
<tr>
<td></td>
<td>0.836</td>
<td>0.876</td>
<td>0.855</td>
<td>self</td>
</tr>
<tr>
<td></td>
<td>0.794</td>
<td>0.801</td>
<td>0.797</td>
<td>weighted mean</td>
</tr>
<tr>
<td>Random Forests</td>
<td>0.653</td>
<td>0.463</td>
<td>0.541</td>
<td>all</td>
</tr>
<tr>
<td></td>
<td>0.875</td>
<td>0.849</td>
<td>0.861</td>
<td>common</td>
</tr>
<tr>
<td></td>
<td>0.882</td>
<td>0.940</td>
<td>0.910</td>
<td>self</td>
</tr>
<tr>
<td></td>
<td>0.862</td>
<td>0.867</td>
<td>0.862</td>
<td>weighted mean</td>
</tr>
</tbody>
</table>

Finally, to make sure that our conclusion are not specific to decision trees, we experiment with three more classifiers: Naive Bayes, Logistic Regression, and Random Forests. Table 6.8 compares the accuracies of these models for Arguments. We observe that Random Forests, an ensemble learning approach, yields the best accuracies among all the four classifiers (including decision trees).

6.4.5 Confidence (\textit{H-Confidence-Preferences} and \textit{H-Confidence-Arguments})

We compare a user’s confidence in choosing an optimal sharing policy given information corresponding to the three cases. Figure 6.3 shows the boxplots of the participants’ confidence ratings collected from the post-survey questionnaire. Further, from Kruskal-Wallis and multi-
ple comparison tests, we find that the median ($\tilde{x}$) confidence rating for Preferences compared to Context, and Arguments compared to Preferences is significantly ($p < 0.01$) larger. This suggests that adding preferences and arguments to the contextual factors increases a user’s confidence in choosing an optimal sharing policy for a scenario.

$$\tilde{x}(Arguments) > \tilde{x}(Preferences) > \tilde{x}(Context) \text{ **}$$

Figure 6.3: Users’ confidence (from the post-survey questionnaire) in choosing the optimal policy for different cases

6.5 Discussion

Our results show that contextual factors, preferences, and arguments influence the optimal sharing policy. However, we find a disconnection between the importance rating assigned by participants to contextual factors and how these factors actually influence the optimal policy. Participants considered that the sentiment a picture conveys is an important element (rating 4 out of 5). However, according to our regression model, the influence of sentiment over the optimal policy is not statistically significant.

The inference models show that arguments help in predicting the optimal policy. Moreover, the majority of participants reported that they feel much more confident about what policy to apply to a shared item if they know others’ arguments and preferences. These results indicate that approaches based only on aggregating user preferences, e.g., [15, 50, 119] (as discussed below), may not be effective. Our results show that users are willing to accommodate others’
preferences if they know their reasons. Therefore, knowing only the preferences is not enough to set a policy that is satisfactory for the majority of the users involved.

6.5.1 Threats to Validity

We identify two threats to validity of our findings. First, any study based on surveys is susceptible to participant confusion. We mitigated this threat via explicit quality control measures normally used in MTurk studies, such as number of previous tasks completed, task success rate and the use of attention check questions as detailed in Section 6.2.1. Second, to avoid the unreliability of self-reported attitudes, the well-known reluctance of participants to provide sensitive information, and the logistical challenges of finding participants in sets of three friends, we employ scenarios in which users immerse themselves and provide their assessment of the policies, preferences, and arguments under consideration. This is based on methodologies known to work well in other domains, such as [73], as well as methodologies used in other social media privacy studies, such as [43, 59, 127]. Generalisations, however, should be made with caution, as participant’s decisions in immersive scenarios may not necessarily match those in real scenarios.

6.5.2 Limitations and Directions

We identify three directions for future work. First, for logistical reasons, we employ predefined types of arguments, policies, and contexts. Thus, our findings are specific to these values. Nonetheless, other schemes can fit in a multiuser scenario. A future study could attempt to understand what arguments users would employ to support their preferences during a multiuser scenario—benefit being to discover new argumentation schemes. Automated techniques for identifying arguments [70] can be valuable in this regard.

Second, our work contributes to inform the development of decision-support systems for multiuser scenarios by modelling context, preferences and arguments to find an optimal sharing policy. However, there are other challenges that would need to be addressed in order to develop a
usable user interface for any such decision-support system, such as finding an adequate trade-off between user intervention and automation to avoid becoming a burden on the users. To this aim, suitable defaults [126] or recommender systems based on machine-learning approaches [27] could be applied. As future work, we plan on building a recommender tool and test it with users, so we can collect information about its accuracy and usability.

Third, our study is cross-sectional (one time) and in the scenarios of the study, decisions are to be made in one round. Thus, our study does not provide data to understand how users deal with situations where their arguments are countered by others’ arguments. A future study could require participants to engage in negotiation and persuasion to decide an optimal sharing policy for a scenario. Such a study requires coordinating multiple participants; thus, conducting such a study on MTurk is nontrivial. Employing automated agents (built based on the data we collected in our study) against one or a few real participants is a viable and interesting direction.

6.5.3 Related Work

Wisniewski et al. [131] showed a distinct lack of tools to manage multiuser scenarios in mainstream SNSs. They also showed this lack forces users to utilise a number of coping strategies with limited effectiveness in practice. These strategies include blocking other users, filtering friendship requests by the number of common friends, self censorship etc. In a similar previous study, Lampinen et al.[65] explore SNS-users’ perceptions of control over online disclosure through a series of interviews. The qualitative data obtained in their study suggests that users manage interpersonal boundaries both individually and collaboratively. The authors further classify the strategies that SNS users employ to manage their privacy into two super classes: preventive and corrective. Strategies in both classes can be accomplished through individual or collaborative means. For example, a collaborative preventive strategy is asking for approval before disclosing content from those involved. These two studies show that SNS users need functionalities to manage multiuser privacy. Our work is a stepping stone towards offering such
Besmer and Lipford [8] propose a method where the owner of a photograph in a multiuser scenario is in charge of deciding the sharing policy and the other involved users are able to suggest privacy preferences. In particular, the authors developed a Facebook application that allows a user to send privacy suggestions to the owner of a photo where that user appears. The authors show that the owners of the photos would most of the time listen to and consider the suggestions of the others to make a decision about sharing policies, which is consistent with our findings. However, the main issue with this approach is that it is all done in a manual way, i.e., it is the owner the one that needs to come up with the optimal solution after listening to others’ petitions. Therefore, the owner of the photo may feel overloaded with the petitions of other users and the potential conflicts that could subsequently arise from attending to these petitions.

Thomas et al. [119] propose veto voting as a direct approach to manage multiuser sharing policies. That is, denying access takes precedence over granting access. Thus, if an individual wants to share the information with a given user, but another individual does not, the information is not shared. Whereas this approach does not allow privacy breaches, it may lead to utility loss. For example, suppose Alice and Bob appear together in a picture. Bob initially opposes sharing the picture with Charlie as he does not know him. However, if Alice tells him that Charlie is her friend and that everything is OK, then Bob may accept sharing with Charlie. Had veto voting been applied, the picture would have not been shared with Charlie, thereby missing, for example, a potential opportunity for Bob to be friends with Charlie.

Other approaches too tackle multiuser privacy conflicts [15, 51, 50, 112, 130]. However, some of these approaches require too much human intervention during conflict resolution: Wishart et al. [130] require users to solve the conflicts manually and Squicciarini et al. [112] do so nearly manually, e.g., by participating in difficult-to-comprehend auctions with fake money for every possible conflict. Approaches that provide automation [15, 50, 119] help resolve multiuser conflicts, but they consider only one fixed way of aggregating user preferences, without considering
how users would compromise and the concessions they might be willing to make in a specific situation. Hu and Ahn [51] consider more than one way of aggregating user preferences, but the user that uploads the item chooses the aggregation method to be applied, which becomes a unilateral decision without considering any input from others. Clearly, solutions that do not consider input from all users involved may lead to solutions that are far from what some users would be willing to accept. In essence, current automated mechanisms do not readily adapt to different situations that may motivate users’ concessions, which has the potential to cause these mechanisms to suggest solutions that may not be acceptable to all concerned. This leads users to manually resolve conflicts most of the times. Such and Criado [114, 115] provide an improvement over the fixed ways of aggregating user preferences by suggesting three, but only three, methods to be selected depending on the situation.

Some recent works, e.g., [52, 117], propose game-theoretic mechanisms to tackle multiuser privacy conflicts. These proposals provide formal frameworks based on established concepts such as Nash equilibrium. However, Hu et al. [52] show, such proposals may not work well in practice since they may not capture the social idiosyncrasies that users consider in real life [65, 131].

Ilia et al. [53] present a mechanism to enforce fine-grained access control in photos by blurring the faces of the users depicted in the photo based on each users’ access control list. This approach can limit the utility of sharing information. However, used in conjunction with a decision-support mechanism based our findings, Ilia et al.’s approach could enforce access control differently for different users in case they cannot agree on a sharing policy.

Murukannaiah et al. describe Danio [82], a methodology for engineering privacy in social applications. Their methodology relies on understanding privacy norms. Muppet provides a mechanism for eliciting privacy norms from the crowd.

Arguments are used to resolve conflicts is other domains. Murukannaiah et al. [84] employ arguments in requirements engineering to resolve conflicts in stakeholders’ goals. Their findings that arguments lead to consistent responses aligns with our observation. Williams and
Williamson [128] incorporate arguments and Bayesian networks for breast cancer prognosis, where they exploit arguments to develop an explanation for the prognosis. A similar application in the privacy domain can be to explain to a user, via arguments, the consequences of a particular sharing decision.

### 6.6 Conclusions

Sharing all kinds of information on SNSs is routine for many people. Examples of such information are a photo from the Christmas party and a tweet about your imminent trip with friends. The information shared often involves multiple users. When the privacy preferences of two or more users do not align, they can negotiate to balance privacy and utility for each user. Related literature proposes methods based on aggregating privacy preferences. However, aggregation does not capture how people align with others’ preferences. In contrast, we propose employing arguments to support preferences. We present an inference model that employs sharing context, and users’ preferences and arguments to predict an optimal sharing policy in a multiuser scenario. We conduct a crowdsourcing study to train and test our model.

Via a series of multinomial logistic regression models, we show that all three feature types we consider influence the optimal sharing policy. We find that (1) sensitivity has the highest influence on the optimal policy, among contextual variables; (2) the most restrictive policy, not the majority policy, has the highest influence on the optimal policy, among preference-based features; and (3) users value arguments for sharing more than those for not sharing; however, if the argument for not sharing is an exceptional case argument users usually support not sharing.

By training an inference model for each feature type, we find that a model employing argument-based features predicts optimal policy with higher accuracy than those not employing arguments. Further, from self reported data, we find that adding arguments increases a user’s confidence in choosing the final sharing policy. Finally, we compare different classification techniques, within our model, and find that Random Forests, when all features are considered, yields the highest (86%) accuracy in predicting the optimal sharing policy in a multiuser scenario.
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Appendix A

Platys-Aware Application Development on Android

Platys currently supports place-aware application development on the Android platform (API level 10 and above). We briefly describe the steps involved in developing a Platys-aware Android application. First, a user installs the Platys middleware on an Android device and trains it to recognize place of his or her interest. Then, other applications on that device can interact with the middleware via interprocess communication (IPC) to acquire place information.

Platys middleware exposes an interface (Listing A.1) defined in Android Interface Definition Language (AIDL) declaring the functions a Platys-aware application can invoke [80]. Both the middleware and application must include a copy of the interface. The Android SDK Tools auto-generate an abstract implementation of the interface that acts as a stub (Listing A.2) on each end. The stub insulates developers from dealing with low-level details such as finding the remote process, and marshalling and unmarshalling data objects exchanged between the application and middleware. Further, the middleware defines a service (Listing A.3) that returns a concrete implementation of the stub when an application binds with the middleware.

Listing A.1: The Platys middleware exposes an interface defined in AIDL to applications.
interface IPlatysMiddlewareRemoteService {

   /** Registers the application and returns a private key. */
   String registerApplication(String name, String description);

   void unregisterApplication(String privateKey);

   /** Status can be pending, approved, trashed, or blocked */
   String getApplicationStatus(String privateKey);

   /** Current place or null if not privileged */
   String getCurrentPlace(String privateKey);

   List<String> getCurrentActivities(String privateKey);

   List<String> getSocialCircles(String privateKey,
                                  String connectionName);

   List<String> getSharableSocialCircles(String privateKey,
                                         String placeOrActivityName)

   //...
Listing A.3: A service on the middleware returns a concrete implementation of the stub when an application binds with the middleware.

```java
public class PlatysMiddlewareRemoteService extends Service {
    // ...
    @Override
    public IBinder onBind(Intent intent) {
        return new IPlatysMiddlewareRemoteService.Stub() {
            /** A concrete implementation of
             * IPlatysMiddlewareRemoteService */
            // ...
        };
    }
}
```

Next, since the application also has a copy of the stub, it can bind to the middleware’s service as if it is a local service (Listing A.4).

Listing A.4: An application can bind to the middleware’s service and receive a concrete implementation of the stub.

```java
private IPlatysMiddlewareRemoteService mService = null;
ServiceConnection mConnection = new ServiceConnection() {
    @Override
    public void onServiceConnected(ComponentName className, IBinder service) {
        mService = IPlatysMiddlewareRemoteService.Stub.asInterface(service);
    }
};
```
public void onServiceDisconnected(ComponentName className) {
    mService = null;
}

Once bound, the application can interact with the middleware as follows.

1. Register with the middleware providing a unique name. The middleware returns a private
   the application should use in all future communication.

2. Check the status of the application; if approved, continue to next steps.

3. Query for the user’s place, activity, or social circles as need be. The middleware returns
   the corresponding value or null according to the user’s privacy policies.

4. The middleware sends asynchronous messages when the user’s places or privacy policies
   change so that the application can update local caches without polling.

5. Unregister the application if place information is not needed anymore.