ABSTRACT

HARVIE, DAVID PAUL. Knowledge Sharing Mechanism (KSM): A Framework for Software Engineering and Command and Control. (Under the direction of Dr. Thomas L. Honeycutt).

The Knowledge Sharing Mechanism (KSM) is a framework to develop solutions to the complex problems faced in both software engineering and command and control. The environments of software engineering and military command and control systems are very similar because they are both instances of complex problem solving. The common nemesis to successfully developing solutions in these environments is change. Our understanding of the problem and the requirements needed to solve the problem as well as the problem environment itself undergo change. The challenge for any complex problem solving methodology is the balance of adapting to multiple changes while keeping focused on the overall desired solution.

The KSM is an iterative method for understanding a complex problem, developing a framework for solving that problem, creating, developing, and refining the parts of the solution for the problem, and then reassessing those partial solutions and overall framework until the complete solution has been fully developed. The KSM is based on the integration of Christopher Alexander’s unfolding and differentiation processes with the image theory of command and control. In image theory, there are two perspectives in developing a solution. The first is topsight which is an overall general picture of the situation, and the second is insight which is a focused detailed view of a portion of the solution. Use of topsight and insight must be balanced in order to enable the solution’s success. Alexander’s unfolding process is the basis for understanding the complex interactions of both the software engineering and command and control environments. The KSM uses Alexander’s differentiation process to achieve the correct balance of topsight and insight.

The KSM also uses the Knowledge Management discipline as another perspective in learning how to solve complex problems. The KSM uses the Knowledge Insight Model (KIM) in which there are four roles or patterns in Knowledge Management: the Framer, the Maker, the Finder, and the Sharer. The Framer is concerned with establishing the overall architecture for solving the problem, the Maker is responsible for developing innovative solutions for the problem, the Finder searches for resources to assist the Maker in developing
solutions, and the Sharer is responsible for managing the whole process by ensuring that the Framer, the Finder, and the Maker sharer their knowledge. Of the four roles, the Sharer is the most critical to the success of the solution. This knowledge sharing is the basis for the Knowledge Sharing Mechanism.

This paper will then analyze the KSM against evaluation criteria in both software engineering and command and control. The purpose is to demonstrate the validity of KSM as a framework to solving the complex problems in both environments. Finally, the paper will introduce ways that the KSM can be practically implemented in both software engineering and command and control. The KSM is a beneficial framework for an organization to develop software or manage their command and control systems because the KSM has the ability to ably respond to change while keeping the organization focused on achieving its desired goals.
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Chapter 1

Introduction

1.1 Research Motivation

What is software engineering? One of the first usages of the term ‘software engineering’ occurred in 1968 during a North Atlantic Treaty Organization (NATO) Science Committee conference. The NATO Science Committee chose the term ‘software engineering’ as the title of their conference in order to provoke discussion on the need for software development and production to be based on theoretical and practical disciplines similar to other engineering fields. The NATO Science Committee recognized a growing crisis in the ability to develop and produce large scale software for an ever-increasing computerized society. There was an obvious need to formalize the software development process in order to manufacture good software that met the needs of the customer. This, however, would be easier said than done[25].

Why is software engineering hard? Software engineering is hard because it involves developing an abstract solution to a complex and ever-changing problem. Fred Brooks[13] stated that “the hardest part of building software is the specification, design, and testing of abstract concepts that are the essence of software.” Compounding the difficulty in this problem solving endeavor is the inevitability of change. Brooks[12] also noted that “not only are changes in the objective inevitable, changes in the development strategy and technique are also inevitable.” Thus, software engineering can be viewed as complex problem solving
on a problem that constantly changes.

By viewing problem solving as a higher order abstraction of software engineering, one can look to other fields that are derivatives of problem solving for possible insight. One such field is the military command and control systems. In fact, the problem solving dilemmas faced by software engineering are very similar to the decision making challenges faced by military command and control systems. The Army defines command and control as “the exercise of authority and direction by a properly designated commander over assigned and attached forces in the accomplishment of a mission. Commanders perform command and control functions through a command and control system.” [18] The missions faced by commanders vary widely and greatly from combat operations, civil assistance, and nation building in Iraq and Afghanistan to Hurricane Katrina disaster relief in Louisiana and Mississippi. These are complex problems in which the problem environments and often the problems themselves change very rapidly.

1.2 Statement of the Problem

The common challenge to both software engineering and command and control is how to deal with change. One way to deal with change is to reject it. Once a plan has been made, stick to the plan. This has the benefit of adhering to an overall vision from start to end. Nonetheless, this approach is very prone to failure if the original plan did not take into account all potential problems. The second approach is to constantly react to change whenever it occurs. The most apparent benefit is the ability to be flexible and adjust to unforeseen changes and challenges. However, this approach can also fail if during all the adjustments to change, the overall goal of the initial plan is lost. Obviously, there must be some middle ground between these two extreme approaches that will allow us to adjust to change while simultaneously staying focused on the overall solution. The problem is to develop a methodology that is responsive to the inevitable changes while staying focused on achieving the goals of the overall solution.
1.3 Goals for This Thesis

The purpose of this paper is to introduce the Knowledge Sharing Mechanism (KSM) as a framework for adapting to change in both the software engineering and military command and control environments. First, the paper will demonstrate the need for the KSM in both software engineering and command and control. The characteristics of the desired KSM will be revealed using Christopher Alexander’s Unfolding Process[4]. Then, the paper will describe the KSM in detail which uses as a foundation Alexander’s Differentiation Process[5]. Finally, the paper will show how the KSM can and should be integrated in the software engineering and military command and control environments.

1.4 Objectives of This Thesis

The objectives for this paper are as follows:

1. Review relevant literature regarding the historical problems of dealing with change in the software engineering and command and control environments.

2. Demonstrate the need for and the characteristics of a knowledge sharing mechanism in both environments.

3. Introduce the Knowledge Sharing Mechanism (KSM) in detail.

4. Analyze the effectiveness of the KSM.

5. Demonstrate the integration of KSM in both the software engineering and command and control environments.

1.5 Thesis Layout

This paper will begin with historical perspectives of both software engineering and command and control. These two histories parallel each other in that hierarchical, specialized systems were developed to bring order out of chaos. However, these systems failed to adjust to the increasingly complex and uncertain environments of the software engineering and command and control worlds. The paper will then introduce Christopher Alexander’s
unfolding process, a discussion about image theory, and Alexander’s differentiation process as the foundations for the KSM. Then, the KSM will be introduced in detail. Finally, the paper will analyze the KSM using appropriate performance evaluations and propose suggested implementation of the KSM in both the software engineering and military command and control communities.
Chapter 2

Problems of Complexity in SE and C2

2.1 SE Environment

2.1.1 In The Beginning

As computing was in its infancy during the 1950’s and early 1960’s, the effort was almost entirely focused on hardware. Software was treated as an afterthought that was only necessary to make the hardware work. In fact, most software was coded, maintained, and fixed by one individual for a specific piece of hardware[29]. There was no underlying strategy or development concept that guided these early programmers. Robert Graham[25] compared the practices of software developers in 1968 to that of the Wright brothers trying to build a flying machine. Programmers would “build the whole thing, push it off the cliff, let it crash, and start all over again.” Obviously, these haphazard and random means of developing software would soon prove inadequate.

It was in this state of affairs, that the North Atlantic Treaty Organization (NATO) Science Committee held an international conference in 1968 to address their growing concerns with software development. In this conference, NATO coined the phrase “software
engineering” in order to prescribe an engineering methodology and mind set to the world of software engineering[25]. This conference was important because the experts in the computer and software development fields recognized a growing crisis with developing future software reliably and within budget. However, they did not offer any solutions to this crisis.

2.1.2 Along Comes the Waterfall

The first software development model was developed by Winston Royce in 1970. He first detailed that the requirements for a piece of software must be methodically analyzed before actual code could be written. Royce further refined this process into seven steps. The process would begin with the system requirements which would translate to software requirements. These requirements would be analyzed, and from this analysis the program design would take shape. The program design would then be translated into code which would be tested until finally it was operational. These seven steps flowed down from top to bottom like a waterfall[30]. Thus, Royce’s methodology of software development became forever known as the “Waterfall Model.”

Figure 2.1: Royce’s Waterfall Model[30]
The Waterfall Model was essentially a derivative of the traditional production method approach. The requirements for a product would be analyzed, translated into design, built along an assembly line, tested, and then marketed. Nevertheless, Royce in his seminal article recognized that discoveries made in successive steps in model may force developers to revisit previous steps in order to make changes to the design of the software. Hopefully, this revisiting of previous steps could be limited to immediately preceding steps. Royce also recommended that a first product, or prototype, software product should be developed in order to learn about an original product before developing the second product for the customer[30].

The fundamental flaw with the Waterfall Model is its inability to accommodate change. As early as 1975, it became obvious that certain changes in a software system goals and implementation were inevitable. Fred Brooks[12] noted that “not only are changes in the objective inevitable, changes in the development strategy and technique are also inevitable.” In fact, he advocated that a software developer plan to throw away the first design or prototype because the software developer would have to anyway due to changing requirements and implementations. Thus, software developers continued to look for a better model.

2.1.3 The Spiral Model - It’s All About the Risk

The Waterfall Model was the dominant software development model until the mid-1980’s. Then, Barry Boehm, working at TRW Defense Systems Group, proposed an alternative, risk-based software development model known as the Spiral Model.

The Spiral Model is an iterative software development model consisting of multiple concentric cycles that spanned four quadrants. This was an evolutionary model that produced more complex prototypes upon the completion of each circuit of the four quadrants until the final product is delivered to the customer. In the first quadrant, the software developer in conjunction with the customer determined the objectives for the upcoming release. The software developer also determines alternative methods of accomplishing these objectives and what constraints are placed on those methods. In the second quadrant, the software developer evaluates the alternative methods by identifying and resolving their inherent risks. The developer then enters the third quadrant using the method with the least residual risk remaining and implements that method. At the conclusion of the third
quadrant, the software developer conducts a review with the customer to determine how well that release accomplished its stated objectives. The fourth quadrant is then used to plan for the next iteration and release (unless you have just delivered the final release)[11]. A later version of the Spiral Model added three more activities (or sectors) to the beginning of each cycle. Those three activities were identifying the key stakeholders in the customer organization, identifying those stakeholders win conditions for the system, and then reconciling any conflicting win conditions among the stakeholders that results in a final set of negotiated win conditions before identifying objectives[9].

Figure 2.2: Boehm’s Spiral Model [9]

The weakness of this model is the ability of the software developer to accurately identify, assess, and mitigate risks during each iteration. This ability to manage risk is entirely hinged upon the developer’s knowledge of the product and the environment into which it is being developed for. It is apparent that such complete knowledge will not be available at the onset of the project. There will be new knowledge gained not only by the software developer, but by the customer during the course of the project.

2.1.4 The Agile Revolution

Many in the software engineering community saw the current software development methodologies as too rigid and incapable to deal with the inevitable changes associated with producing software. These people began to develop what were later called Agile Methods. The motivation behind the Agile Methods is to embrace the inevitability of change and to
then adeptly use the change to produce successful software[7]. Two of the most dominant of the Agile Methods are eXtreme Programming (XP) and Scrum.

XP was developed by Kent Beck in the late 1990s. The classic model of the cost of implementing changes is that it follows an exponential path. A change implemented later in software development will cost much (perhaps exponentially) more in resources than if the change was implemented sooner. The driving principle behind XP is to flatten the cost of change so that a change implemented late in the development of the software system is little more or even the same as if the change was implemented at the very beginning in of the development cycle[7].

XP seeks to achieve this flattened cost of change curve by adhering to five fundamental principles. The first principle is rapid feedback. In the ideal XP environment, a customer representative is positioned on-site with the XP development team in order to answer questions and give immediate feedback on the progress of the system. The second principle is to assume simplicity. XP developers solve the current problem as simply as possible instead of devising a much more complex solution to handle potential future problems. The third principle is incremental change. The idea is that any problem can be solved in a series of little steps as opposed to trying one giant step. The fourth principle is to embrace change since it is inevitable. The fifth and final principle is to do quality work. Developed code is evaluated to see if there is a better or more efficient way to implement the same solution. By achieving the simplest solution possible, the developer gives himself or herself more flexibility to add to that code or change it[7].

Another agile software development methodology is Scrum which was developed by Ken Schwaber in the early 2000’s. Scrum attempts to control the software development process using an empirical approach. This empirical approach expects the unexpected and uses frequent inspection and adaptation in order to respond to the uncertainties that develop. This is very similar to the XP approach except that Scrum deals more with the managing of the software development process whereas XP deals more with the mechanisms of coding and testing the software[32].

The Scrum process begins with the Product Owner developing and prioritizing the Product Backlog for the desire software product. The Product Backlog is a prioritized list of all the product requirements. The Scrum Team, which is a self-organizing and autonomous group of about seven programmers led by a Scrum Master, takes as many requirements from the Product Backlog that can be met in 30 days and creates a Sprint Backlog. The
Scrum Team then has a 30 day Sprint in which to write and test the code to fulfill all the requirements outlined in the current Sprint Backlog. During this 30 day Sprint, the Scrum Master facilitates a daily 15 minute meetings called the Daily Scrum. At the Daily Scrum, each member of the Scrum team brief each other on what he or she has done since the last Scrum meeting, what he or she plans to do between now and the next Scrum meeting, and what issues he or she encountered that prevented him or her from accomplishing the desired goals. A key concept in Scrum is that the Scrum team has autonomy and be left alone during this Sprint process. At the end of the Sprint, the Product Owner and the Scrum team conduct a Sprint Review to cover how the Scrum Team fulfilled the requirements outlined in the Sprint Backlog and to help develop the next Sprint Backlog[32].

2.1.5 Attempting to Balance Agile and Plan-Driven Methods

Some have attempted to create a hybrid of the agile and plan-driven software development models. One such hybrid is the model proposed by Barry Boehm and Richard Turner. Three of their top six conclusions are that:

1. Agile and plan-driven methods have home grounds where one clearly dominates the other.

2. Future trends are towards application developments that need both agility and discipline.
3. Some balanced methods are emerging.

Boehm and Turner thus attempt to create a balance model using a five axis polar plot using risk analysis as the basis of determining the mix of agile and plan-driven methodologies to use given a particular software project[10].

![Boehm-Turner's Model for Balancing Agile and Plan-Driven Methodologies](image)

Figure 2.4: Boehm-Turner’s Model for Balancing Agile and Plan-Driven Methodologies[10]

### 2.2 C2 Environment

#### 2.2.1 What is Command and Control

As previously mentioned, the Army[18] defines command and control (C2) as “the exercise of authority and direction by a properly designated commander over assigned and attached forces in the accomplishment of a mission. Commanders perform command and control functions through a command and control system.” Similarly, the Marine Corps[34] defines C2 as “the means by which a commander recognizes what needs to be done and sees to it that appropriate actions are taken.” In other words, C2 is a systemic framework by which an organization, such as the military, identifies problems, develop solutions to those problems, and then implement those solutions. It is important to note that while the remaining discussion with regards to C2 will have a military flavor, C2 is not limited to
the armed forces. Businesses, organizations, sports teams, and other groups of people that strive to achieve goals by working together use some form of C2. Otherwise, only individual accomplishments would be possible.

2.2.2 The Rise of Industrial Age C2

Command and control has existed in military forces since the earliest recordings of history. However, command and control used to be referred as only command with the obvious emphasis on the ability of the military commander. Prior to the advent of the Industrial Revolution in the 1800’s, the predominant method of C2 was detailed command. The commander would position himself in a strategic location where he could see the entire battlefield, the majority of his forces, and the most enemy forces as possible. The commander would then formulate a battle plan to defeat the enemy and send instructions to his subordinate commanders on what their assigned tasks were. This centralized problem solving approach to C2 generally worked because the battlefield and the military forces involved were small enough to be effectively seen by one person. In addition, most battles lasted only one day[18].

Detailed command is a plan-driven approach that stems from the belief that success on the battlefield comes from imposing order and certainty. The commander gave detailed and explicit orders to his subordinates who were expected to carry them out with strict obedience. In this model, information flows up from subordinate to superior levels all the way to the commander. The commander develops a grand plan and then transmits the necessary orders to accomplish that plan back down to his subordinates to carry out.[18] The commander was the pivotal, and many times the only, decision-maker on the battlefield. Success or failure rested with his ability to comprehend the situation and develop an effective battle plan.

As armies and battlefields grew larger and more complex, it became impossible for one commander to be able to visualize the entire battlefield and thereby develop an effective battle plan. During the Industrial Age, military theorists began to see armies as simply machines of the nation-state. Armies could then be optimized for success on the battlefield based on elaborate mobilization and deployment algorithms and schedules, similar to an industrial production plant[27]. The military, as a result, began to adopt some Industrial Age production principles. These principles were decomposition, specialization, hierarchical
organizations, centralized planning, decentralized execution, and optimization[2].

Decomposition is taking a “divide and conquer” approach to a problem. A military staff responsible for assisting the commander in developing the battle plan would be decomposed into various functional areas. Different staff officers were assigned to analyzing intelligence, keeping track of personnel data, monitoring logistics, developing a scheme of maneuvering units, and developing a plan of using artillery and mortar fires. This decomposition into specific functional areas led to the second principle, specialization. Since these staff officers and their soldiers were assigned to perform a specific task, such as monitoring logistics, they became specialists in their fields. We still see this specialization today as soldiers are assigned to different functional organizations called branches (e.g. Infantry, Field Artillery, and Transportation)[2].

Militaries are by their nature hierarchical organizations. The importance of hierarchy during the Industrial Age deals with span of control, which is the amount of people that one person can adequately supervise. A general rule of thumb is that one person can have a span of control between three and seven people. If there are only seven people in an organization then it is no problem for the leader to supervise. However, if the organization has more people, for example 20 people, then the leader can divide the organization into four groups of five people each and appoint a leader within each of those groups. Now the organization leader only has to supervise four group leaders who each supervise four people under them. Thus, you begin to grow a bureaucracy in the organization, civilian and military[2].

Hierarchical organizations by nature gravitate toward centralized planning and decentralized execution. Sensory information flows upward from the worker at the lowest rung up through a bureaucracy of middle management to the leader (or his staff) who analyze it and develop a plan based on that information. The final plan is then transmitted back down through the middle management until it is disseminated to the lowest level.[34] One key weakness in this approach is that there is little to no cross communication between elements in the organization if they do not share a common hierarchy. The other key weakness is the assumption that the higher up a person is in the organization, the more informed and the better able he or she is to develop an appropriate solution given the current situation. Unfortunately, many people have learned that “higher does not mean smarter[8].”

The purpose behind decomposition, specialization, hierarchical organizations, cen-
Centralized planning, and decentralized execution was optimization. Military planners sought
deal with the complexity of warfare by iteratively dividing it down into multiple small
problems that could be easily solved. They believed that not only did solutions exist to
these small problems; there existed an optimal solution for each problem. The thought was
the optimal solutions of these small problems would then result in an aggregate optimal
solution for the large scale problem (i.e. the battle at hand)[2].

2.2.3 The Failure of Industrial Age C2

Centralized planning has two nemeses: change and uncertainty. In the late 1800’s,
Helmuth von Moltke, Chief of the Prussian General Staff recognized the inability of the C2
philosophy developed during the Industrial Age to handle change. Von Moltke stated that
“no plan of operations extends with any degree of certainty beyond the first encounter with
the enemy main force.” As a result, von Moltke developed a concept called Auftragstaktik
(which is translated “mission tactics”). Auftragstaktik emphasized decentralized initiative
within the overall strategic design[18]. This was the start of the move away from Industrial
Age C2 to Information Age C2.

The German Army, which directly descended from the Prussian Army, did im-
mediately heed von Moltke’s warning. The German General Staff, under the leadership of
Alfred von Schlieffen, developed a detailed battle plan to wage a two-pronged war against
France and Russia. This plan, later named the Schlieffen plan, became the blueprint for
Germany’s actions during World War I. Likewise, the Schlieffen plan is one of the clear-
est examples of the failure of strictly adhering to a plan-driven approach. The Schlieffen
plan called for the mobilization and deployment of German forces to attack France first.
The Germans planned to conduct a flanking attack through neutral Belgium. The German
General Staff made the critical assumption that it would take six weeks to defeat France.
This was pivotal because those German forces attacking France would need to be quickly
deployed to the east to take on the Russians. The General Staff assumed that it would
take Russia much longer than France to mobilize its forces, and the General Staff planned
to quickly defeat France first in order to prevent fighting a war against France and Russia
simultaneously on two fronts[27]. The General Staff calculation of victory in France in six
weeks did not materialize during World War I, and the German Army had to fight the entire
war on two fronts.
The inability of the German Army’s Schlieffen plan to deal with change (i.e. it would take longer than six weeks to defeat France) clearly demonstrated the failure of Industrial Age C2. The goal of Industrial Age C2 was to discover the globally optimal plan to achieve victory through decomposition and specialization. This focus on optimization created two major weaknesses: lack of communication and lack of agility[2].

The first major weakness was the lack of communication. The hierarchical structures of Industrial Age militaries created “stovepipes” of information. Information acquired at the lowest level would travel up a specific chain-of-command until it reached its destination at the highest level of the organization. Any individuals not in this particular chain would not be privy to that information. Thus, stovepipes of information transported information vertically between higher and lower levels of the organization, but never horizontally between adjacent levels of the organization. David Alberts[2] states that “Industrial Age organizations create fixed seams through which information is lost.” This placed an enormous amount of reliance on the centralized planning of the highest level in the organization because this was the only entity in the organization privy to all the information being transmitted.

The second major weakness was the lack of agility. In order to achieve the optimal solution, there have to be tradeoffs. The Industrial Age military chose the “best” solution that presented the best results only if very specific conditions were met over a “good” solution that presented slightly less, but still acceptable, results given a much wider range of conditions. The “best” solution worked tremendously if all the conditions could be met, however the “best” solution also failed miserably if one just of those conditions could not be satisfied. This “best” solution was rigid and could not successfully adapt to change[2].

This lack of communication and agility meant that the Industrial Age C2 model could neither handle complex situations nor adapt to changes. This led the military to look for a new paradigm for command and control.

2.2.4 C2 in the Information Age

Today’s military environment is far more complex and ever-changing than in von Moltke’s era. General Charles Krulak, former Commandant of the United States Marine Corps, best summarized today’s complex military environment when he stated in 1999 that, in one moment in time, our service members will be feeding and clothing dis-
placed refugees - providing humanitarian assistance. In the next moment, they will be holding two warring tribes apart - conducting peacekeeping operations. Finally, they will be fighting a highly lethal mid-intensity battle. All on the same day, all within three city blocks. It will be what we call the three block war[23].

In 2006, we clearly see our military operating in this environment in Iraq and Afghanistan in addition to disaster relief missions following Hurricanes Katrina and Rita.

Command and control in the Information Age must be able to quickly respond to fluid, rapidly changing military situations. This means that the C2 system must be able to rapidly obtain and assess information about the environment and then quickly determine and communicate the appropriate response. This C2 system must accomplish this while dealing with some level of uncertainty and to fulfill the mission under time constraints[34]. These demands of the Information Age C2 model can be articulated in the following essential capabilities[2]:

1. The ability to make sense of the situation.

2. The ability to work in a coalition environment including nonmilitary partners.

3. The ability to orchestrate the means to respond in a time manner

While it is clear what tasks a successful command and control system in the Information Age must accomplish, there is currently not an obvious scheme on how to accomplish those tasks.

2.3 Agility is the Winner

The histories and experiences of software engineering and military command and control bear an uncanny resemblance of one another. The genesis of software engineering and C2 came from the desire to bring some type of order to a previously chaotic process. This was the rise of the plan-driven approaches to both areas. In the beginning, this plan-driven approach had a measure of success because the programs and battles were small enough and simple enough for one person to visualize and plan. Nonetheless, both the software environment and the military environment grew too large in scale and complexity for one person to visualize and plan, which led to the birth of organizations and bureaucracies
whose goal was to gain control of these increasingly difficult processes. These plan-driven organizations likewise failed because they could not handle uncertainty and change.

The desired goals of both software engineering and C2 are the abilities to deal with uncertainty and change. Both the software engineering and the military C2 communities have independently concluded that the key to dealing with uncertainty and change is through agility. The software engineering community codified this importance of “responding to change over following a plan” in the Agile Manifesto which was signed by numerous developers and practitioners of agile software development methods[1].

Likewise, the United States Department of Defense has recognized the imperative for it to be more agile. Secretary of Defense Donald Rumsfeld expressed this need for change in a speech at the Pentagon. Rumsfeld[31] said,

> The topic today is an adversary that poses a threat, a serious threat, to the security of the United States of America. This adversary is one of the world’s last bastions of central planning. It governs by dictating five-year plans. From a single capital, it attempts to impose its demands across time zones, continents, oceans and beyond. With brutal consistency, it stifles free thought and crushes new ideas. It disrupts the defense of the United States and places the lives of men and women in uniform at risk. . . . The adversary’s closer to home. It’s the Pentagon bureaucracy. Not the people, but the processes. Not the civilians, but the systems. Not the men and women in uniform, but the uniformity of thought and action that we too often impose on them. . . . It demands agility – more than today’s bureaucracy allows. And that means we must recognize another transformation: the revolution in management, technology and business practices. Successful modern businesses are leaner and less hierarchical than ever before. They reward innovation and they share information. They have to be nimble in the face of rapid change or they die.

Ironically, these words were uttered the day before the events of September 11, 2001. The United States Department of Defense has now formalized this need for agility in the 2006 Quadrennial Defense Review[16] when it stated “given the dynamics of change over time, we must develop a mix of agile and flexible capabilities to mitigate uncertainty.”
Chapter 3

Complexity and the Unfolding Process

3.1 The Universe of Centers

Software engineering and military command and control are not the only disciplines that deal with complex problem solving. Structural architecture is another field that also seeks to create a solution to a complex and changing situation. A pivotal architect of our time is Christopher Alexander. Alexander is not a stranger to the software engineering community. In fact, he gave the keynote address to the 1996 ACM Conference on Object-Oriented Programs, Systems, Languages, and Applications (OOPSLA). Alexander tied in the similarities of architecture and software engineering by identifying both as creative disciplines. Alexander[3] said to the OOPSLA attendees that “the idea of generative process is natural to you. It forms the core of the computer science field.”

Alexander[6] states that, “architecture presents a new kind of insight into complexity because it is one of human endeavors where we most explicitly deal with complexity and have to create it.” Alexander’s comments are based upon 35 years of experience in architecture that culminated in his *Nature of Order* series. The *Nature of Order* deals with understanding the characteristics of good designs, natural and man-made, with the intent...
of using this knowledge to produce future good designs. It is therefore insightful to apply this discovery about design to both the software engineering and military command and control environments since they, like architecture, are creative endeavors of complexity.

A building that has “life”, according to Alexander, must have a high degree of “wholeness.” The building is not an isolated structure that exists; it is part of a larger world consisting of trees, grass, streets, and other buildings that are part of the building’s environment. Within the building itself, there is a sense of wholeness consisting of the shape of the walls, the windows, and the doors. To the degree that there is a harmonious blend of these entities, there is the corresponding amount of wholeness. Alexander[4] states that “wholeness is the important thing: the local parts exist chiefly in relation to the whole, and their behavior and character and structure are determined by the larger whole in which they exist and which they create.”

In defining “wholeness” we do so in terms of entities that contribute to the wholeness of a design or a structure. These entities are called “centers.” The defining mark of each center is that each “appears to exist a local center within a larger whole.” Alexander further refines his definition of a center as not a specific point, but “a physical set, a distinct physical system which occupies a certain volume in space, and has a special marked coherence.” These centers create the wholeness of a design, and paradoxically the wholeness of the design creates these centers[4]. Thus, understanding the power and interaction of centers to create wholeness is key to good design. Even a whole design can be thought of in the context as just a center of an even larger scale design.

There is a clear benefit in viewing entities as centers because it gives us greater insight into the true nature of those entities. It is also less problematic to view an entity as a center rather than a whole. Alexander uses the example of describing a fishpond as a whole or as a center. If we describe the pond as a whole then we have the unenviable and very difficult task of establishing distinct boundaries that encapsulate all the components of a pond and exclude those that are not components of the pond. For example, do we include the air above the water or the ground below the water as part of the pond? Both of the air and the ground can be considered critical components of the pond. If we then include them, how much air and ground should we encapsulate in our boundary? A better way is to view the pond as a center. This perspective recognizes the “existence of the pond as a coherent entity” while allowing it to have “fuzzy” boundaries. We can now deal with the existence and the effect of the pond instead of trying to establish artificial boundaries[4].
The final benefit of viewing an entity as center rather than a whole is the perspective that no one thing exists in isolation. We must understand not only the entity but its interactions with its environment and vice versa.

3.2 The Nature of Centers

With the existence of centers firmly established, it becomes important to understand the nature of centers. Alexander[4] proposes the following four ideas regarding centers. It is important to note that according to Alexander the better a design or structure is, the more that it has “life.”

1. Centers themselves have life.
2. Centers help one another; the existence and life of one center can intensify the life of another.
3. Centers are made of centers (this is the only way of describing their composition).
4. A structure gets its life according to the density and intensity of centers which have been formed in it.

There are two critical characteristics of centers found in these ideas. First, is the idea that “Centers are made of centers.” This gives the center a recursive characteristic in which we can further identify supporting centers. Alexander uses the example of a tree as a center. A tree consists of a trunk, branches, and leaves, each of which can be viewed as centers themselves. You could then view an individual leaf as a center and identify its supporting centers such as the stem and the minor ribs of the leaf. The recursive nature of centers is not only in the decomposition of an entity but in its composition. When we see the centers of a trunk, branches, and leaves positioned in a particular way, it creates the center that we call a tree[4].

The second critical characteristic comes from the ideas that “Centers help one another; the existence and life of one center can intensify the life of another,” and “A structure gets its life according to the density and intensity of centers which have been formed in it.” These ideas give centers the characteristic of a field-like structure. There is a force emanating from the center toward other centers that help strengthen those centers. Likewise, there is a corresponding force pulling from other centers towards the one center.
to help strengthen it[4]. Similar to gravitational forces, each center exerts an influence on other centers and itself is influenced by other centers.

### 3.3 The Fifteen Properties

What makes a design a good design? Through his years of studying various designs, both natural and man-made, from the ancient era through the modern era, Alexander has recorded 15 properties present in good designs. These 15 properties are listed in Figure 3.1.

| 1. Levels of Scale          | 9. Contrast         |
| 2. Strong Centers           | 10. Gradients       |
| 4. Alternating Repetition   | 12. Echoes          |
| 5. Positive Space           | 13. The Void        |
| 6. Good Shape               | 14. Simplicity and Inner Calm |
| 7. Local Symmetries         | 15. Not-Separateness|
| 8. Deep Interlock and Ambiguity |

Figure 3.1: Alexander’s 15 Properties[4]

These properties of good design are not independent, discrete characteristics. Rather, these properties are interwoven[4]. For example, Alternating Repetition and Gradients work together to define Strong Centers. It is important not only to understand the 15 properties individually, but also how these properties interrelate.

According to Alexander, the reason that these 15 properties are present in good design is because these are the 15 principal ways in which centers can be strengthened by other centers. Since we can view complex environments as a system of centers, we can use our understanding of these 15 properties to understand the interaction of these centers. More importantly, we can use the understanding of these interactions in order to improve (or strengthen) these centers in order to improve the system as a whole. The following are the interactions of the 15 properties with regards to centers:

1. Levels of Scale – “the way that a strong center is made stronger partly by smaller centers contained in it, and partly by its larger strong centers which contain it.”
2. Strong Centers – “requires a special field-like effect, created by other centers, as the primary source of its strength.”

3. Boundaries – “strengthens the field-like effect of a center by the creation of a ring-like center, made of smaller centers which surround and intensify the first.”

4. Alternating Repetition – “centers are strengthened when they repeat, by the insertion of other centers between the repeating ones.”

5. Positive Space – “a given center must draw its strength, in part, from the strength of centers immediately adjacent to it in space.”

6. Good Shape – “the strength of a given center depends on its actual shape, and the way this effect requires that even the shape, its boundary, and the space around it are made up of strong centers.”

7. Local Symmetries – “the intensity of a given center is increased by the extent to which other smaller centers which it contains are arranged in locally symmetrical groups.”

8. Deep Interlock and Ambiguity – “the intensity of a given center can be increased when it is attached to nearby centers through a third set of centers that ambiguously belong to both.”

9. Contrast – “a center is strengthened by the sharpness of a distinction between its character and the character of surrounding centers.”

10. Gradients – “a center is strengthened by a graded series of different-sized centers which then point to the new center and intensify its field effect.”

11. Roughness – “the field effect of a given center draws its strength, necessarily, from irregularities in the sizes, shapes, and arrangements of other nearby centers.”

12. Echoes – “the strength of a given center depends on similarities of angle and orientation and systems of centers forming characteristic angles thus forming larger centers, among the centers it contains.”

13. The Void – “the intensity of every center depends on the existence of a still place - an empty center - somewhere in its field.”

14. Simplicity and Inner Calm – “the strength of a center depends on its simplicity - on the process of reducing the number of centers which exist in it, while increasing the strength of these centers to weigh more.”

15. Not-Separateness – “the life and strength of a center depends on the extent to which that center is merged smoothly - sometimes even indistinguishably - with the centers that form its surroundings.” [4]
3.4 Unfolding

The 15 properties occur not only in human designed structures, but more importantly in nature. One can see the importance of Boundaries in the structure of a plant cell, and the relevance of local symmetries found in the wings of a bee. There are so many more examples of the 15 properties in nature, that Alexander devotes much of The Phenomenon of Life to categorizing and analyzing the emergence of these properties[4].

The 15 properties however represent much more than a description of a design. They are also the means by which one design evolves, or unfolds, into a stronger design. We see this especially in nature. An example that Alexander gives is in the development of an embryonic mouse forelimb. Eleven days after conception, the mouse’s forelimb is nothing more than a circular blob of cells. Within the next four days, however, that circular blob of cells will begin to differentiate in both shape and substance. At the end of 15 days, the forelimb and foot of the mouse have evolved to the point that the individual digits, forelimb bones, and joints are clearly present. This radical transformation does not happen instantaneously. The unfolding of the mouse forelimb from cell blob to well-defined structure occurs as a step-by-step transformation of the previous structure. We see the development of Strong Centers as the forelimb bones and digits begin to emerge. We also see Alternating Repetition in the space between the digits. In this unfolding process, we see one or more of the 15 properties being used as structure-preserving transformation. The reason that this is structure-preserving is that at no time in the evolution of the forelimb is there only part of a forelimb. The forelimb exists as a whole at day 11 just as it does on day 15. The difference between these two days is that the whole forelimb of day 11 has undergone numerous transformations that result in a much stronger and more clearly defined whole forelimb of day 15[5].

In observing this unfolding process in nature, we see a step-by-step change in the whole of a design. The vehicle for this change is the employment of one or more of these 15 properties as a structure-preserving transformation. It is from this insight into nature’s unfolding process, that Alexander will later develop his method for replicating this process.
Chapter 4

A Tale of Two Images

4.1 The Value of Images

Images provide an invaluable means to communicate. It is often said that “a picture is worth a thousand words.” People normally do not think in terms of data or words. They naturally think in terms of mental pictures. Also, people are more adept at assimilating information in the form of a picture as opposed to information in the form of text or numbers. Images can be created for the purpose of more accurately describing a problem or situation. Also, images can be developed to communicate the solution to the problem[34].

Images, obviously, are a powerful tool for communicating thoughts, conditions, and ideas. In fact the U.S. Army Operations field manual[17] clearly dictates that commanders, assisted by their staffs, must first visualize the situation before determining and directing a course of action. It is in creating this mental image (or visualizing) that a commander can more adeptly understand his or her environment and the dynamics of that environment. Words and data alone can not create such a rich context as an image can.

There is a methodology to visualizing. Commanders, with the support and input of their staffs, must focus on the following three factors when visualizing[18]:

- Foreseeing an end state.
- Understanding the current state of friendly and enemy forces.
• Visualizing the dynamics of operations leading to the end state.

In other words, the commander assesses the unit’s current situation, envisions a desired goal for the unit to obtain, and then formulates a way to move from the current situation to the desired goal. While this may seem rather simple, it is in fact a profound cycle that does not end until the commander and his/her unit achieve the desired end state. This visualization must be continuously updated and validated because the current states of friendly and enemy forces are dynamic, not static. As a result, the dynamics of operations leading to the end state must also be fluid enough to respond to changing friendly and enemy situations. Finally, it is very possible that the desired end state may also change based upon the changing environment.

The value of images is not limited to the battlefield. Software developers also attempt to harness the power of an image. One of the 12 practices in XP is Metaphor. In this case, the XP team is using a metaphor, or a word picture, in order to guide the overall project. The metaphor becomes a tool that communicates the basic elements of the project. The reasoning behind developing and using a metaphor is to create a simple design architecture that is easy to communicate and elaborate[7]. Even though a metaphor may not be a physical drawing, it still conveys a mental image. In fact, Christopher Alexander[5] contends that “word pictures are better than actual pictures to give a sense of the whole because actual pictures contain too much (and usually arbitrary) information.”

4.2 Topsight Versus Insight

Military commanders must visualize the situation using three different perspectives[18]. Those three perspectives are:

• A close-up view of the situation gained through personal observation and experience.

• An overview of the situation and overall progress of the operation.

• A view of the situation from the enemy’s perspective.

In a general problem-solving context, we use just the first two perspectives for our visualization.

The first perspective is “insight.” This insight provides the most detailed picture of a situation. The individual using insight selects a part of the situation and focuses
on the specific part. Then, the individual is able to exploit his or her own observations, experiences, and tacit knowledge to gain understanding as to what progress or action is taking place. It is often said that the person using insight gets a “feel” for the situation since he or she is relying so heavily on his or her sensory and thinking abilities. Insight is similar to using a magnifying glass on a picture. The benefit of the magnification is the ability to see the details of the picture more clearly and perhaps understand how they work together. Magnification, though, comes at a price. Insight, by its definition, can only look at a portion of the whole picture. The viewer is restricted to a narrow scope, and similar to the laws of optics, the greater the level of magnification the smaller the field of view. Thus, one who uses too much insight is at risk of losing sight of the big picture[34].

The second perspective is “topsight.” Topsight provides a view of the entire situation similar to a bird’s eye view of a piece of land. The individual using topsight looks at the entire situation and tries to understand the overall unfolding situation. The viewer sees what the current state of the environment is and compares it to the desired end-state. Using topsight, one can constantly comprehend the entire situation. However, there is a danger too with relying just on topsight. In order to see the entire picture, the viewer must settle on the perspective with the least detail. The patterns we see at this large-scale level may give a false impression of the true situation. Critical details to the success of the situation may fall well below the resolution of the overall picture. Thus, one who uses too much topsight is at risk of losing touch with reality[34].

The concepts of insight and topsight can be found in software engineering too, though they are not specifically mentioned as such. In Scrum, the team works with a Product Backlog and multiple Sprint Backlogs. The Product Backlog is a prioritized list of features, functions, technologies, and enhancements that are to be created during the entire project. While the Product Backlog is not a true image in the sense of a picture or metaphor, it does convey the sense of an image. The Product Backlog is an attempt to capture an overview of the entire project. In that sense, the Product Backlog is akin to topsight. The Sprint Backlog is a specifically chosen subset of the Product Backlog. The Scrum team in conjunction with the Product Owner determines which features, functions, technologies, and enhancements from the Product Backlog can be implemented in the upcoming 30 day Sprint. The Sprint Backlog, like the Product Backlog, is not a true image. Nonetheless, the Sprint Backlog provides a detailed, magnified view of a portion of the entire project. The Spring Backlog is therefore similar to insight[32].
Scrum is not unique in conveying the ideas of insight and topsight; XP also suggests these two perspectives in the practice of Pair Programming. Pair Programming is defined as “a style of programming in which two programmers work side by side at one computer, continually collaborating on the same design, algorithm, code, or test.” One programmer is called the driver. The driver is responsible for physically typing in the code or drawing the design. The other programmer is called the navigator, and the navigator is responsible for observing the work of the driver, looking for tactical or strategic defects. A tactical defect could be a typo, invoking the wrong procedure, or syntax error. On the other hand, a strategic defect is when the driver begins to deviate away from the system’s design[35]. The driver is entirely focused on the tactical design of the code. Once again, this is a detailed, magnified view of a portion of the entire project which relates to insight. The navigator has to maintain a strategic perspective with the motivation of keeping the driver from heading down the wrong path. In order to have this strategic perspective, the navigator must be able to have the topsight necessary to view the project as whole. Only then can the navigator ensure that the driver is following the right path.

4.3 Achieving Balance Through Differentiation

In both command and control systems and software development methodologies, there definitely exist the concepts of insight and topsight. One must use both perspectives in order to evaluate and determine solutions to a particular situation. However, it is impossible to simultaneously view a situation from the tactical and strategic perspectives. As previously cited, a person who spends too much time using insight runs the risk of being so detailed and action oriented that he or she loses sight of the grand design. Likewise, one who spends too much time assessing the overall scheme can easily overlook critical details that will have a tremendous impact on the entire situation. Thus, the problem is the balance between these two perspectives.

In Christopher Alexander’s unfolding process, two concepts are at work in any structure: wholeness and centers. The wholeness and strength of a structure are dependent upon the strength and interaction of the centers that are present in the structure. The wholeness of the structure can be viewed as a topsight perspective, and the view of a specific center within that structure is equivalent to an insight perspective. The interaction
of these centers with the wholeness of a structure led Alexander to discover the 15 properties and the unfolding process in nature.

Alexander did not stop with observation of the unfolding process in nature. He wanted to replicate it. This led him to develop the differentiation process by which a structure or design is consciously strengthened and improved. The differentiation process uses knowledge of the 15 properties of the unfolding process to derive 15 structure-preserving transformations. Figure 4.1 outlines this differentiation process.

This differentiation process gives us a framework for balancing the topsight and insight perspectives of a given design or structure. Differentiation begins with the topsight view in steps 1 through 4 by recognizing the complex interaction of the centers that comprise the whole and analyzing the strength of the whole in terms of these centers. The purpose is to identify a latent (or weak) center that needs to be strengthened in order to strengthen the entire design. Then, there is a transition to the insight perspective in steps 5 through 9 as the differentiation process focuses on the chosen latent center and performs structure-preserving transformations to strengthen that latent center. Finally, the process returns to the topsight view in steps 10 and 11 to verify that the strengthening of the center is the simplest possible and reexamines the whole structure now that this once latent center has been strengthened. It is important to note that this differentiation process is a continuous cycle that switches back and forth between the topsight and insight perspectives.

The differentiation process does not exist in a vacuum. There are four necessary conditions that must be present in order to successfully differentiate a design. Alexander identifies those four conditions as:

- Awareness of the whole
- Step by step adaptation
- Unpredictability
- Feedback

Awareness of the whole is best described in step 1 of the differentiation process. It involves understanding the entire design in terms of a system of partially evolved centers that are nested relative to one another. Without awareness of the whole, the differentiation process can easily veer off course from the desired end state. Step by step adaptation is a
gradual, continuous process that allows assessments, corrections, and improvements. This evolutionary process is necessary because the interactions and relationships of the centers in a structure are too complex to be understood and changed simultaneously. The step by step adaptation can be seen in the development of the embryonic mouse forelimb from a clump of cells to a clearly differentiated structure. The process obviously followed a step by step transformation as the cells took shape; the change did not happen instantaneously. Unpredictability recognizes that the differentiation process must be open-ended. Changes will occur, and there is a clear danger in fixing a design too early in the process before recognizing and dealing with those changes. Finally, feedback is necessary throughout the design process. Feedback enables us to check and correct, if necessary, our progress. Feedback only after the design process is complete is useless because we are now committed to that design, whether it is good or bad[5].

Alexander has developed an amazing model in his differentiation process. This differentiation process recognizes the two perspectives of topsight and insight and the importance of balancing the two throughout the design process. Military command and control and software engineering also have recognized the existence of topsight and insight and the importance of their balance. Therefore, it is logical to use the differentiation process to improve or enhance military command and control systems and software development methodologies.
1. At any given moment in a process, we have a certain partially evolved state of a structure. This state is described by the wholeness: the system of centers, and their relative nesting and degrees of life.

2. We pay attention as profoundly as possible to this wholeness - its global, large-scale order, both actual and latent.

3. We try to identify the sense in which this structure is weakest as a whole, weakest in its coherence as a whole, most deeply lacking in feeling.

4. We look for the latent centers in the whole. These are not those centers which are robust and exist strongly already; rather, they are centers which are dimly present in a weak form, but which seem to us to contribute to or cause the absence of life in the whole.

5. We then choose one of these latent centers to work on. It may be a large center, or middle-sized, or small.

6. We use one or more of the fifteen structure-preserving transformations, singly or in combination, to differentiate and strengthen the structure in its wholeness.

7. As a result of the differentiation which occurs, new centers are born. The extent of the fifteen properties which accompany creation of new centers will also take place.

8. In particular we shall have increase the strength of certain larger centers; we shall also have increased the strength of parallel centers; and we shall also have increased the strength of smaller centers. As a whole, the structure will now, as a result of this differentiation, be stronger and have more coherence and definition as a living structure.

9. We test to make sure that this is actually so, and that the presumed increase of life has actually taken place.

10. We also test that what we have done is the simplest differentiation possible, to accomplish this goal in respect of the center that is under development.

11. When complete, we go back to the beginning of the cycle, and apply the same process over.

Figure 4.1: Alexander’s Differentiation Process[5]
Chapter 5

The Knowledge Sharing

Mechanism

5.1 The Knowledge Insight Model (KIM)

Another discipline that deals with complex problem solving is knowledge management. Knowledge management is defined as “helping people create knowledge and share and act upon information in ways that will measurably improve the performance” of the organization[24]. Knowledge takes two forms: explicit and tacit. Explicit knowledge can be easily communicated and shared because it can be expressed in words and numbers. Tacit knowledge, on the other hand, is highly personal and very difficult to express and share[26]. The difficulty of knowledge management is finding an effective means of not only managing the voluminous amount of explicit knowledge in an organization, but more importantly capturing and sharing the tacit knowledge in the organization.

One method of creating, sharing, and managing knowledge is the Knowledge Insight Model (KIM). The KIM begins with the Plan-Do-Check-Act (PDCA) Cycle as its approach to problem solving. The four stages of the PDCA Cycle shown in Figure 5.1 are[22]:

- **Plan** to improve your operations first by finding out what things are going
wrong (that is identify the problems faced), and come up with ideas for solving these problems.

- **Do** changes designed to solve the problems on a small or experimental scale first.
- **Check** whether the small scale or experimental changes are achieving the desired result or not.
- **Act** to implement changes on a larger scale if the experiment is successful.

![Figure 5.1: PDCA Cycle][22]

There are numerous iterations of the PDCA Cycle with each cycle having two potential outcomes. First, if the small scale changes implemented during the Do stage are verified as successful during the Check stage then the cycle progresses naturally to the Act stage for large scale implementation and finally back to the Plan stage for the next problem to be solved. However, if the small scale changes are determined to be unsuccessful during the Check stage then the cycle skips the Act stage and moves directly to the Plan stage in order to make modifications to the plan based upon the unsuccessful results and begin the cycle again[22].

The PDCA Cycle can be used in one of two purposes: discovery and refinement. In discovery, we are planning to be innovative and create something new. This could be the creation of new knowledge, a new process, or a new invention. This innovation is also
called hoshin, the Japanese word for innovation or breakthrough. In refinement, we are
taking an existing piece of knowledge, process, or artifact and seeking to improve upon it.
This refinement is called kaizen, the Japanese word for continuous improvement process.
With each PDCA Cycle, we can either be in a hoshin or a kaizen mode depending on our
purpose. Additionally, a successful innovation achieved during a hoshin PDCA Cycle can
directly lead to a new kaizen PDCA Cycle because the innovation has allowed us to improve
an existing process or artifact. A kaizen PDCA Cycle, likewise can directly lead to a hoshin
PDCA Cycle. The relationships between these two types of PDCA Cycles are shown in
Figure 5.2.

An organization can use PDCA Cycles to either discover or refine its systems. 
Another dimension of these PDCA Cycles is where the systems operate. A system is
external if it interfaces between the organization and its environment. An example could
be a product that a business markets to its customers. Similarly, the system could be
internal if the system is encapsulated within the organization. An example would be the process that produces the item marketed by the organization. These opposite dimensions of discover and refine versus external and internal lead to the development of a 2 x 2 matrix showing the stages that an organization can be in when executing a PDCA Cycle, shown in Figure 5.3[22].

![PDCA Cycle Stages](image)

Figure 5.3: PDCA Cycle Stages of an Organization[22]

Transitions from discovery to refinement occur in solution increments since we can only refine a portion of a system at a time. Transitions from refinement to discovery represent the consolidation and synthesis of what has been refined and learned back into the creative process. There can be numerous iterations between the discovery and refinement modes. Transitions between the external and the internal depend on the state of creative knowledge. External forces dictate the need for internal innovation. During this internal innovation, we learn more about the system. A result of this learning is the need for additional external input. This new external information is then rationalized and allowed to refine the creative internal innovation. As a result, a mature product or process is returned to the external environment[22]. Incorporating the PDCA Cycle with this 2x2 matrix, we have the KIM shown in Figure 5.4.

### 5.2 The Four Roles

There are four roles that emerge from the KIM. These four roles are the Framer, the Maker, the Finder, and the Sharer, and they represent the four stages of the PDCA Cycle in the following manner: the Framer corresponds to Plan, the Maker corresponds to
Do, the Sharer corresponds to Check, and the Finder corresponds to Act. The Framer and the Sharer are complementary roles in that the combination of the two roles generates the entire KIM. Likewise, the Maker and the Finder are complementary roles. It is imperative to understand these four roles to gain further understanding from the KIM.

The Framer is responsible for understanding the problem and designing an overall architecture (or framework) that will solve the problem. The Framer sees the problem as a whole, determines the requirements needed for a solution to solve the problem, and then guides the process for developing the solution[21]. The Framer role in the KIM is shown in Figure 5.5.

The Maker is responsible for creating an innovative solution to the problem using the framework outlined by the Framer[21]. The Maker corresponds to the *Hoshin* (or breakthrough) process because the Maker is creating (or making) a new product or process that did not exist before[22]. The Maker role in the KIM is shown in Figure 5.6.

The Finder is responsible for finding resources to supplement the Maker’s efforts. If the Finder is able to “find” the solution to a problem that the Maker is attempting to solve, then the Finder has saved the Maker from needlessly using his or her resources to create the solution from scratch[21]. The Finder also corresponds to the *Kaizen* (or continuous improvement process) by taking an existing product or process and refining it into a better product or process[22]. The Finder role in the KIM is shown in Figure 5.7.
The Sharer is responsible for ensuring that the Framer, Maker, and Finder roles work together by sharing information. The Sharer provides feedback on the development of the overall framework and the specific portion of the solution that is currently being developed or refined[21]. The knowledge gained by the other three roles needs to be disseminated among them in order to enable a success process. The Sharer role in the KIM is shown in Figure 5.8.

5.3 Topsight and Insight Using KIM

The perspectives of topsight and insight are also present within the KIM. The Framer must use topsight in order to design an overall architecture for solving the problem. Without the ability to see the problem in its entirety, the Framer could only construct a partial framework around the problem and would be doomed to failure. The Maker and the Finder both use insight, because they are working with subsets of the entire problem. However, the Maker and the Finder use insight for different purposes. The Maker focuses on a subset of the entire problem in order to manufacture a new product or process that will assist in the solving of the overall problem. The Finder focuses on an already constructed portion of the solution with the intent of strengthening and improving it in order to better
solve its portion of the overall problem.

5.4 The Importance of the Sharer

The Sharer is unique among the roles in that it is not confined to topsight or insight. Instead, the Sharer ensures that knowledge gained by the Framer, the Maker, and the Finder is shared among everyone. This means that the knowledge gained by topsight perspective of the Framer flows into the Maker and the Finder. Similarly, the insight perspectives of the Maker and the Finder are pushed back to the Framer. The Sharer is then involved with both topsight and insight perspectives, and the successful Sharer will balance these two perspectives. The Sharer is thus the most important role in the KIM because the Sharer keeps the Framer, the Maker, and the Finder working together. A Sharer that can not balance the topsight and the insight perspectives will inevitably result in a system dominated by the one perspective or the other. As previously mentioned, an imbalance of topsight and insight seriously jeopardizes the success of a system.
5.5 The Knowledge Sharing Mechanism (KSM)

The sharing of knowledge between a topsight perspective and insight perspective is critical to the designing of a successful system. The question then becomes how do we share the knowledge. As previously stated, there is tremendous power in the value of images to communicate effectively and efficiently. A vision can more succinctly convey a complete idea than merely listing facts and data regarding that idea. That is why a system metaphor is so important in XP, and why military commanders must visualize the situation and communicate that visualization using the commander’s intent. Therefore, knowledge sharing must involve the use of image.

Nonetheless, the sharing of images is not sufficient to develop a solution to a complex problem. Action must be taken to craft and refine a good design. This action, however, is not haphazard or without thought. It must be undertaken with the understanding of how complex problems can be solved. This is where the power of Christopher Alexander’s differentiation process comes into place. The differentiation process is based off the unfolding process of good design that Alexander observed over and over in both nature and historical architecture. The viewing of the problem and the problem’s domain through the lens of wholeness and centers enables the development of a good solution.

It is this synthesis of images and Alexander’s differentiation process that produces
the Knowledge Sharing Mechanism (KSM). The KSM is an iterative method for understanding a complex problem, developing a framework for solving that problem, creating, developing, and refining the parts of the solution for the problem, and then reassessing those partial solutions and overall framework until the complete solution has been fully developed. The KSM is outlined in Figure 5.9.

The first step is to clarify what the problem is and what factors will affect the problem and its solution. The Solution Vision in the second step is used to communicate the overall architecture of the solution. The desired end-state is the vision of the environment upon the successful implementation of the solution. The critical tasks are those tasks that must be accomplished in order to achieve success. The number of tasks should be limited to no more than seven tasks. Too many critical tasks will clutter the overall vision. The purpose is the reason why we are implementing the solution, and it gives motivation to the team developing the solution.

Viewing each critical task in step three as a center enables the solution to be more holistic. Most likely each critical task will impact or be related to the other critical tasks. Using typical decomposition techniques to tackle these tasks does not allow for the solution design to account for these complex interactions. Conversely, viewing the tasks as centers allows us to explore and anticipate these interactions.

Step four begins the iteration process. At the beginning of each iteration, we select
the most critical center to strengthen. The basis of the selecting the most critical center depends on each particular situation. This center could be the weakest center, it could be the center that must developed first, or both conditions could apply. The Iteration Vision is developed and has the same components as the Solution Vision. Since the Iteration Vision is patterned exactly like the Solution Vision, the KSM ensures that both the topsight and the insight view of the solution can be easily communicated and understood.

Once the chosen center has been improved or strengthened, we conduct an assessment on whether our improvements have achieved the Iteration Vision. In addition, we check to make sure that the improvements we have implemented are the simplest improvements as possible. This requires removing any extraneous and unnecessary steps and modifications. This assessment gives us feedback to the iteration process that corresponds
to the Check stage of the PDCA Cycle. We also assess the Iteration Vision as to whether it supports the Solution Vision and if the Iteration Vision is still valid. It is possible that vision formulated at the beginning of the iteration is no longer valid due to either changing requirements, changing knowledge about the problem, or both. This feedback is critical to ensuring the proper growth of the solution.

In addition to assessing each Iteration Vision at the end of each iteration cycle, we also assess the Solution Vision. The Solution Vision can change based off knowledge gained during the solution development process. The desired end-state envisioned at the beginning of the process may differ from the final desired end-state of the solution. This feedback builds the necessary flexibility into the system in order to deal with uncertainty.

5.6 The Existence of KSM in Software Engineering

This knowledge occurs in successful software development, even though it may not be explicitly identified. One such successful software project is the U.S. Army’s Maneuver Control System (MCS) Light program. MCS Light is a command and control program that operates on a notebook or desktop Windows platform. MCS Light is used for monitoring the movements and operations of subordinate and adjacent units within a command, as well a planning tool for future operations[36].

The development of MCS Light began with an initial, but flexible, architecture based on an analysis of the systems goals and requirements. The program then went into a series of iteration cycles. The MCS Light development team would issue a release every three months. At the beginning of the three month cycle, the team would determine which objectives of the overall architecture were to be implemented. These objective were then translated into user stories that started a four-week iteration cycle of design, coding, testing, and system integration. After three iteration cycles, the team had a deliverable release. It is important to note that the deliverable release provided feedback to the overall mission analysis with the goals of adapting and clarifying those goals and the overall architecture as shown in Figure 5.10[36].

The KSM is present, even though it is not identified in the MCS Light project. The overall mission analysis and resulting mission goals and architecture correspond beautifully to the Solution Vision of the KSM. A subset of the mission goals, called the release objec-
tives, is then chosen to implement in the three month release window. This corresponds to selecting of a critical center and the development of an Iteration Vision which supports the Solution Vision. The feedback of the knowledge gained during the three month release process correlates well to the idea of assessing the validity of the Iteration Vision and the Solution Vision. The knowledge sharing occurs with the mission goals translating into the release objectives, and the feedback of knowledge back into the mission goals.

The MCS Light project development team gained feedback regarding each release through interactions with the customers (i.e. soldiers) who use the system. The project team participated in training exercises in both garrison and field environments, and some even deployed with combat units to Afghanistan and Iraq in order to get feedback on the current release and what was needed for the next release (and ultimately the system as a whole). The MCS Light is considered a success by the fact that as of 2004, nine of the ten active duty U.S. Army divisions had adopted the MCS Light program as their chief planning and operations command and control software system. Lieutenant General John Vines, former commander of the 82nd Airborne Division and 18th Airborne Corps, credited the MCS Light program as the best command and control tool available at the present time[36].

This example shows how knowledge sharing enables successful software development. The KSM is a framework for instituting and enabling this knowledge sharing.

5.7 The Existence of KSM in Command and Control

Knowledge sharing is also a critical component to the success of military command and control. One such successful example of knowledge sharing took place during the Allied invasion of Normandy, France, on D-Day, June 6, 1944.

The Normandy invasion involved amphibious landings on five beaches code-named Omaha, Utah, Gold, Sword, and Juno. The American 4th Infantry Division was the lead division under VII Corps to land on Utah beach. The 4th Infantry Division’s mission was to conduct an amphibious landing at Utah beach, secure the beachhead, and push inward along the causeways in order to expand the beachhead. The control mechanism for coordinating this complex movement and landing of troops, tanks, and other vehicles consisted four control vessels (two primary vessels and two secondary vessels). During the conduct of the
landings, the two primary vessels were destroyed and one of the secondary vessels had to be diverted away from the beach in order to guide in the amphibious tanks. In addition, the troop landing crafts missed their intended locations, and soldiers from the 4th Infantry Division ended up 2,000 yards south of their objectives[14].

This great error in the location of the actual landings could have created tremendous confusion. Each assault unit had detailed orders that they were to execute immediately upon landing. Those orders were no longer valid because the units were in the wrong place. It was at this time that Brigadier General Theodore Roosevelt, Jr., the assistant division commander, recognized the error and took action. General Roosevelt conducted an individual reconnaissance of a route from where the division landed at to the causeways, the division’s objectives. General Roosevelt then coordinated with and directed two battalion commanders to neutralize the enemy immediately facing the division and lead the division north toward the causeways. General Roosevelt’s recognition of the problem and quick adaptation of the battle plan resulted in the rapid landing of the division and its subsequent movement inward toward its objectives. As a result, the entire 4th Infantry Division (minus one battalion) successfully landed at Utah beach in the first 15 hours[14].

In this example, the 4th Infantry Division had developed a Solution Vision with an end-state of a secure and expanded beachhead. The critical tasks were to conduct an amphibious landing, secure the beachhead, and secure the causeways. Each of those critical tasks can be viewed as sequential Iteration Visions. Bad fortune through the loss of the control vessels and errant landings invalidated the current Iteration Visions. Without feedback about the changing environment, these plans were doomed to fail. General Roosevelt acted as knowledge sharing mechanism. Knowing the desired end-state and their current orders, General Roosevelt recognized the disparity, adapted the orders based on the division’s current state, and provided feedback to both his subordinates and his superiors regarding the change in plans. The overall end-state of the Solution Vision did not change, but the supporting Iteration Visions had to adapt to the challenging circumstances. This successful knowledge sharing enabled the rapid movement of the division through the beachhead and onto the designated causeways.
Figure 5.10: MCS Light Project Development Process[36]
Chapter 6

Analysis of the KSM

6.1 Purpose for the Analysis

The preceding chapters established the case for and outlined the proposed KSM as a means for solving complex problems in software engineering and command and control. In addition, previous text detailed how knowledge sharing contributed to the success of a software project and pivotal battle during World War II. The purpose of this chapter is to analyze the KSM in regards to both software engineering and command and control. Proposing a solution is not sufficient to ensure that problem of balancing topsight and insight has been adequately addressed. The proposed solution must be evaluated within the environments that it must operate in order to determine the worth of the proposed solution.

6.2 Analysis of the KSM in Software Engineering

Software engineering methodologies can be evaluated against two standards: validation and verification. IEEE[33] defines validation as “the process of evaluating a system or component during or at the end of the development process to determine whether it satisfies the specified requirements.” Another way to phrase validation is “Did we build the right product?” Validation is ultimately in the eyes of the customer. Does the delivered
software product meet the expectations of the customer? The customer’s expectations are formalized as requirements, but these requirements will inevitably undergo changes as the software naturally develops and evolves. IEEE[33] defines verification as “the process of evaluating a system or component to determine whether the products of a given development phase satisfy the conditions imposed as the start of that phase.” Verification can also expressed as, “Did we build the product (or component) correctly?” Verification is based upon mathematical proof and facts. If the purpose of the software component is to sort a group of records alphabetically, then verification asks, “Does the software component correctly sort the records?”

The KSM addresses validation in the Solution Vision. The Solution Vision communicates the customer’s expectations by constructing a word image. This image consists of the customer’s purpose for the software product, the most critical tasks for the software product, and the desired end-state of the customer’s environment as a result of the software product. These three components of the Solution Vision provide a concise image that can be readily understood, negotiated, and communicated between the developer and the customer. This type of vision and understanding is just not possible with an enormous laundry list of detailed technical requirements.

KSM also allows the validation process to be, in fact, valid. The IEEE definition of validation referred to the satisfaction of specified requirements. If the requirements for the product do not change throughout the software development process then this definition is sufficient. Changing requirements, however, are a fact of life in software development. One reason, according to Fred Brooks[13] is that customer “usually does not know what questions must be answered, and he has almost never thought of the problem in detail for specification.” The feedback mechanism in the KSM enables the Solution Vision to grow and evolve as both the customer and the developer acquire knowledge about the software’s requirements and how the software will achieve the desired end-state for the customer’s environment.

The KSM addresses verification in the Iteration Vision. The Iteration Vision, like the Solution Vision, consists of purpose for the chose software component, critical tasks for that component, and a desired end-state of the software product as a result of the development of the specific component. Verification occurs during the assessment of the Iteration Vision. The feedback mechanism forces the developer to verify the correctness of the developed component in regards to achieving the specified critical tasks. The KSM has an
additional benefit in that during the assessment phase the developer not only checks for correctness, but also to simplify the code. This simplification of the code is akin the XP practice of refactoring which Kent Beck[7] defines as “a change to the system that leaves its behavior unchanged, but enhances some nonfunctional quality—simplicity, flexibility, understandability, performance.” The KSM not only satisfies the traditional definition of verification, but takes it to the next level by improving the design of code through simplification.

The Solution Vision and Iteration Vision of the KSM correspond very well to the standards of validation and verification. The KSM not only achieves these two standards in the traditional sense, but it also enhances them. The KSM enables flexibility and growth in customer expectation in regards to validation, and it incorporates a form of refactoring into the area of verification.

6.3 Analysis of the KSM in Command and Control

One of the most important characteristics in today’s military command and control system is agility. This is not only true of the United States military, but in other countries' militaries such as the United Kingdom. What does it mean for a command and control system to be agile? Dr. David Alberts[2] defines the six attributes of an agile command and control system as the following:

1. Robustness: the ability to maintain effectiveness across a range of tasks, situations, and conditions.
2. Resilience: the ability to recover from or adjust to misfortune, damage, or a destabilizing perturbation in the environment.
3. Responsiveness: the ability to react to a change in the environment in a timely manner.
4. Flexibility: the ability to employ multiple ways to succeed and the capacity to move seamlessly between them.
5. Innovation: the ability to do new things and the ability to do old things in new ways.
6. Adaptation: the ability to change work processes and the ability to change the organization.

In order to be relevant for today’s command and control environment, the KSM must display those six attributes of an agile command and control system.
The first attribute to evaluate KSM against is robustness. KSM is a robust system because it built around solving complex problems, not just specific instances of those problems. Traditional military command and control systems focused on engaging an enemy force in combat operations. Today’s environment is dramatically different. A military unit today is expected to decisively engage and destroy an enemy in combat operation, provide civil assistance in rebuilding a country’s infrastructure, and assisting in disaster relief. Furthermore, these tasks can take place simultaneously or in very rapid succession. From my personal experience, the 1st Battalion, 39th Field Artillery (MLRS) had to transition quickly from providing rocket and missile fires to the 3rd Infantry Division during Operation IRAQI FREEDOM to providing checkpoint security for the Baghdad International Airport and assisting the local population within the airport complex with meeting their basic needs. By viewing military command and control as a subset of complex problem solving, the KSM can be quickly and ably applied to these varied missions.

The second attribute is resilience. Plans will not always proceed as expected and bad fortune will occur. The KSM is resilient because of the feedback mechanism built into both the Solution Vision and the Iteration Vision. The feedback mechanism allows the KSM to adjust, if necessary, the Iteration Vision and/or the Solution Vision based off the current situation. The KSM is also resilient in the fact that the assessment of the Iteration Vision looks to see if the vision could have been implemented better (i.e. simpler). If there is a better way, then that better way is implemented. This enables the command to learn from the experience of that Iteration and apply the lessons learned toward the future.

The third attribute is responsiveness. The uncertainty and unpredictability of today’s environment demand that a military be agile, and an organization can not be agile if it can not respond to its environment. The continuous assessment and evolution, if necessary, of the Solution Vision enables the KSM to be responsive to changes in its environment and to changes in the organization’s understanding of the environment. The KSM is not locked into a detailed plan that becomes invalid shortly after the implementation of that plan begins.

The fourth attribute is flexibility. The use of vision statements for the overall solution and for each iteration of a solution component instills a great deal of flexibility. The destination of each iteration is established, but not the journey to reach that destination. People are then able to use their initiative and tacit knowledge to develop innovative solutions to the problems. This idea is in-line with General George S. Patton, Jr.’s[28] directive
to “never tell people how to do things. Tell them what to do and they will surprise you with their ingenuity.”

The fifth attribute is innovation. As just mentioned, the KSM’s flexibility encourages innovation on the part of individuals. KSM also encourages innovation by viewing critical tasks as centers and not discrete objects. A center is not isolated from its environment; a center interacts and is a part of that environment. The use of centers enables people from various backgrounds and expertise to analyze and develop solutions for a problem instead of assigning to the problem to a specific staff element. This idea of using an inter-disciplinary approach to solving problems has already taken root in the U.S. Army. Lieutenant General David McKiernan, Commander of the Combined Forces Land Component Command during Operation IRAQI FREEDOM, restructured his staff around operational functions instead of the traditional vertical staff stovepipes. Other Army units also organized their staffs into multi-discipline functional cells[20].

The sixth and final attribute is adaptation. Step-by-step adaptation is at the heart of the KSM. This adaptation along with awareness of the whole, feedback, and uncertainty constitute the enabling conditions for Alexander’s differentiation process and form the foundation of the KSM.

The KSM possesses the desired attributes of an agile command and control system. Therefore, the KSM can be utilized as framework for command and control for today and tomorrow’s military.
Chapter 7

Integration of the KSM

7.1 Purpose for Integration

The preceding chapter analyzed the KSM in regards to both software engineering and command and control. As a result of the analysis, KSM was shown to satisfy the software engineering components of validation and verification, as well as satisfy the attributes of an agile command and control system. Based on that knowledge, the purpose of this chapter is to demonstrate how to integrate the KSM in both environments. It goes beyond a theoretical discussion and addresses practical implementations of the KSM.

7.2 Integrating KSM into Software Engineering

Integration of the KSM into software development does not mean creating a new process from scratch. The KSM can be adapted into an already existing agile software development methodology such as Scrum[32]. A key attribute of the KSM is agility, and thus it is logical that the KSM can be more readily adapted to an agile methodology rather than a plan-driven methodology.

There are two key deficiencies with the current implementation of Scrum. First, the Product Backlog does not address design. The Product Backlog represents a laundry list of items to be accomplished. There is, however, not a method to the development of
the Product Backlog. Each derived Sprint Goal and corresponding Sprint Backlog is simply based on what the Scrum Team believes that it can accomplish in the next 30-day Sprint cycle. At the completion of the Sprint, there is only a four hour Sprint Review meeting, immediately preceding the next Sprint cycle, allocated to capture the lessons learned from the completed Sprint. There is no mechanism to capture the feedback learned through the conduct of the Sprint to shape the overall Product design.

The second deficiency is that there is no feedback between the customer (also called the Product Owner) and the Scrum team for 30 days at a time. The customer can attend the Daily Scrums, but he/she does not have a part in them. The following is a description of how the KSM can be incorporated into Scrum.

The Scrum Master works in conjunction with the customer to create a Product Vision. The Product Vision entails the customer’s purpose for the product, the key functionalities (or tasks) of the product, and the desired customer’s environment as a result of the product. The Product Backlog of requirements must support this Product Vision. Prior to each Sprint cycle, the customer and the Scrum Master identify the product tasks that are the most critical at the moment. The Scrum Master and the Scrum Team then develop a Sprint Vision that will support the Product Vision. The Sprint Vision entails the Scrum Team’s purpose for the current Sprint, the critical tasks that must and can be accomplished during the Sprint, and how the resulting Product end-state as a result of the Sprint. The Scrum Team will then derive the Sprint Backlog from the Sprint Vision.

Each Scrum Team member will brief how their work supports the Sprint Vision during the Daily Scrums. This is in addition to the already required briefing items of what has been accomplished since the last Scrum, what will be accomplished prior to the next Scrum, and what obstacles they are facing in accomplishing their stated goals. Also during the Daily Scrum, each member will have the opportunity to address whether the Sprint Vision or even the Product Vision needs to be changed or refined. It is critical that everyone has a clear understanding of the Product Vision and the current Sprint that is supporting it. On a weekly basis, the Scrum Master will meet with the customer to note the progress, as well as the hindrances, of the Scrum Team in relation to the Sprint Vision and the Product Vision. During this weekly meeting, the Scrum Master can address proposed changes to the Sprint Vision and/or Product Vision with the customer prior to the end of the Sprint.

At the end of the Sprint, the delivered increment is compared to the Sprint Vision
and the Product Vision. This is where the customer will most likely alter the Product Vision based on knowledge gained from the delivered increment and knowledge gained through the development process. Another critical component of the Sprint Review process is to identify if the solutions implemented during the Sprint can be done in a simpler way.

### 7.3 Integrating KSM into Command and Control

Army command and control is currently implemented using a process called the Military Decision Making Process (MDMP). The MDMP is a seven-step process that prescribes the manner in which Army commanders with their staffs develop operational orders. The seven steps are listed in Figure 7.1.

1. Receipt of Mission
2. Mission Analysis
3. Course of Action Development
4. Course of Action Analysis (War Game)
5. Course of Action Comparison
6. Course of Action Approval
7. Orders Production

Figure 7.1: Military Decision Making Process (MDMP)[19]

Arguably, the most important step in the MDMP is Step 2: Mission Analysis. Mission analysis is important because “both the process and the products of mission analysis help commanders refine their situational understanding and determine their vision.” In addition, the mission analysis will be the foundation for developing, analyzing, and comparing the Courses of Action that will ultimately be implemented as result of this MDMP. Mission analysis consists of 17 tasks which are generally, though not necessarily, done in sequential order[19]. Those tasks are shown in Figure 7.2.

Mission analysis Tasks 1 through 11 in Figure 7.2 must be completed before Task 12, Deliver a Mission Analysis Briefing. Following the conclusion of the staff’s mission analysis briefing to the commander, the commander personally completes Tasks 13 through 15 and the staff, in turn, then completes Tasks 16 and 17.

All of the mission analysis tasks are necessary, but they are organized in a focused
1. Analyze the Higher Headquarters Order
2. Perform Initial Intelligence Preparation of the Battlefield
3. Determine the Specified, Implied, and Essential Tasks
4. Review Available Assets
5. Determine Constraints
6. Identify Critical Facts and Assumptions
7. Perform Risk Assessment
8. Determine Initial Commander’s Critical Information Requirements and Essential Elements of Friendly Information
9. Determine the Initial Intelligence, Surveillance, and Reconnaissance Plan
10. Update the Operational Timeline
11. Write the Restated Mission
12. Deliver a Mission Analysis Briefing
13. Approve the Restated Mission
14. Develop the Initial Commander’s Intent
15. Issue the Commander’s Planning Guidance
16. Issue a Warning Order
17. Review Facts and Assumptions

Figure 7.2: Mission Analysis Tasks[19]

fashion. The most important part of communicating the vision of the operation, developing the commander’s intent, is not performed until the end of the mission analysis brief. In addition, the commander alone formulates this intent instead of allowing input from the staff which then the commander can approve, disapprove, or modify.

The KSM can help guide the mission analysis process by focusing the staff to visualize the mission through an overall Solution Vision. During Task 1, Analyze the Higher Headquarters Order, the staff should visualize the Solution Visions developed by their superior unit and their superior’s superior unit. This will help the staff visualize how the Solution Vision they are developing supports the Solution Visions of their higher headquarters. Specifically, it is critical for the staff to develop the End State for the Solution Vision. Task 2, Perform Initial Intelligence Preparation of the Battlefield, helps to define the problem environment.
The essential tasks identified in Task 3 become the Critical Tasks for the Solution Vision. The staff then transforms these Critical Tasks into centers and performs successive iterations developing an Iteration Vision for each and subsequently developing and strengthening each. The staff can either perform the iteration cycles in the chronological order that each Solution Vision Critical Task must be executed or they can start on the most Critical Task in regards to the overall success of the mission.

Tasks 4 through 11 naturally will be developed as the staff performs the successive iteration cycles and assessing them against their respective Iteration Visions and the overall Solution Vision. During the mission analysis briefing, the staff would present the developed Solution Vision along with its strengthened centers to the commander. The commander can then approve, modify, or even disapprove the Solution Vision at the conclusion of the mission analysis briefing. It is very unlikely the commander will flat out disapprove the Solution Vision because this would signify a major miscommunication between the commander and his/her staff. Most likely, the commander will have small adjustments to the Solution Vision based on his/her experience.

The benefit of the KSM in the mission analysis is that now the knowledge of the problem, in this case the unit’s mission, is being developed and communicated in a high level picture between the staff and commander instead of the staff presenting facts to the commander for the commander to visualize on his/her own. Thus, there is more knowledge sharing taking place between the commander and staff which help facilitate unit success.
Chapter 8

Conclusion and Future Work

8.1 Conclusion

Software engineering and command and control will continue to grow more and more complex. As such the only constants that we can count on are change and unpredictability. We can not eliminate the change and unpredictability. Instead, we must accept these realities and deal with them.

In this thesis, we have illustrated the parallel histories and complexities that both software engineering and command and control systems face. Both can be viewed as instances of complex problem solving. By tying these two diverse fields to a higher level abstraction, we could then gain insight into each environment by the lessons learned from the other environment. We were also able to incorporate other philosophies of dealing with complex problem solving to further our understanding. These philosophies were Alexander’s unfolding and differentiation processes, military image theory, and the Knowledge Insight Model. The result of bringing all of these perspectives together was the Knowledge Sharing Mechanism (KSM).

After laying the foundation for the KSM, this thesis articulates what the KSM consists of. The next step was to take a critical look of the KSM and analyze it using evaluation criteria from both software engineering and command and control. The KSM passed both evaluations. Finally, this paper outlined two practical ways to incorporate
the KSM into the software engineering and command and control communities. These are
not the only ways to integrate KSM, but ultimate the KSM must be translated from the
theoretical to the practical in order to be of any benefit.

The KSM provides a framework for acknowledging and addressing the change and
uncertainty that are inevitable in any complex problem solving. By using this framework,
one can better mitigate the risks and challenges of change and uncertainty and increase the
chances of a successful solution in whatever field it may be.

8.2 Future Work

The next logical step would be to collect empirical data on a software engineering
project and a military command and control problem using the KSM. A possible way to
test the KSM in software engineering is to introduce it in an advanced undergraduate or
graduate computer science course and have the experimental group use the KSM on a
semester project and the control group use an agile method such as XP or Scrum. Through
the conduct of the experiment, survey both groups on their understanding of the software
problem, their proposed solutions, and how their specific methodology (KSM or Scrum)
helps or hinders their understanding. Finally, the delivered product and its results can
provide feedback to both methodologies.

In order to test the KSM in a military environment, it would be best to incorporate
it into a maneuver (infantry or armor) battalion. Train the staff to use the KSM in order to
modify the battalion’s particular MDMP. Use and evaluate the KSM as the battalion con-
ducts unit level training, brigade field exercises, and ultimately during a Combat Training
Center (CTC) rotation such as the National Training Center at Fort Irwin, California, or
the Joint Readiness Training Center at Fort Polk, Louisiana. The battalion staff’s feedback
and the feedback of the observer/controllers at both home station and the CTC would be
invaluable to compare to the typical results of using MDMP at both home station and at
the CTC.

The Department of Defense is currently in the midst of transforming itself. It
is pushing forward an idea called Net-Centric Warfare that acknowledges the importance
of networks and information sharing. These networks are not only technological networks
that we would think of in computer science, but they are also social networks were people
communicate with one another. In today’s environment, the actions of a sergeant and private at a checkpoint could have more ramifications on the success of a mission than decisions made by generals and colonels. Being a member of the Department of Defense, I will be actively involved in this transformation and hopefully can be of some benefit to it. I believe that the KSM is one of those tools that can benefit this transformation.
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