ABSTRACT

LIN, YU-MIN. Tabu Search and Genetic Algorithms for Phylogeny Inference. (Under the direction of Professor Shu-Cherng Fang).

Phylogenetics is the study of evolutionary relations between different organisms. Phylogenetic trees are the representations of these relations. Researchers have been working on finding fast and systematic approaches to reconstruct phylogenetic trees from observed data for over 40 years. It has been shown that, given a certain criterion to evaluate each tree, finding the best fitted phylogenetic trees among all possible trees is an NP-hard problem [27]. In this study, we focus on the topology searching techniques for the maximum-parsimony and maximum-likelihood phylogeny inference. We proposed two search methods based on tabu search and genetic algorithms. We first explore the feasibility of using tabu search for finding the maximum-parsimony trees. The performance of the proposed algorithm is evaluated based on its efficiency and accuracy. Then we proposed a hybrid method of the tabu search and genetic algorithm. The experimental results indicate that the hybrid method can provide maximum-parsimony trees with a good level of accuracy and efficiency. The hybrid method is also implemented for finding maximum-likelihood trees. The experimental results show that the proposed hybrid method produce better maximum-likelihood trees than the default-setting dnaml program in average on the tested data sets. On a much larger data set, the hybrid method outperforms the default-setting dnaml program and has equally good performance as the dnaml program with the selected jumble option.
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Chapter 1

Introduction

In this chapter, an introduction of phylogeny inference will be given in section 1.1. Four widely-used tree-building methods for inferring phylogeny are described in section 1.2. The objective of our research and an outline of this dissertation can be found in section 1.3 and 1.4, respectively.

1.1 Phylogeny Inference

The observations of similarity among organisms strongly suggest that all organisms on earth may share a common ancestor. The evolutionary development and history of a taxonomic grouping of organisms is called phylogeny. In the study of phylogeny, evolution is considered as a branching process. During this process, population of species may speciate into different branches, hybridize together or terminate by extinction. Hence, a phylogenetic tree (e.g., Fig. 1.1) is usually used to represent the relationship among different species and the history of evolution.

Before the rapid development of molecular biology, the major means to infer phylogeny were morphology, physiology, anatomy and paleontology. With the advances of molecular sequencing technology, large amounts of molecular data, such as DNA sequences and amino acid sequences, can now be used for phylogeny inference. There are several reasons why molecular data are more suitable than traditional means for phylogenetic studies. First, the description of molecular characters is less ambiguous than morphological or physiological data. Second, the molecular traits generally evolve in a more regular
manner. Third, the evolutionary relationship among very distantly related organisms can be inferred using molecular data. Fourth, molecular data are more manageable for the quantitative treatments. However, compared to paleontology where the fossil data can be used to infer the evolutionary relationship among prehistoric species, one issue posed by molecular phylogeny is that the molecular data are only available for the extant organisms. The hypothesized states of ancestral species need to be inferred based on our evolutionary knowledge.

Based on different evolutionary assumptions, various phylogenetic tree-building methods have been built to infer molecular phylogeny. Although these methods may differ in many ways, the common goal is to find phylogenetic trees that have the best explanation for the similarities and differences between sequences of different organisms. In the following section, we will briefly describe four widely-used methods for inferring phylogeny.
1.2 Phylogenetic Tree-building Methods

1.2.1 Distance-based Methods

The family of distance-based (or distance matrix methods) was introduced by Cavalli-Sforza and Edwards [6] and Fitch and Margoliash [21], while the idea of using pairwise distance between species was first proposed by Sokal and Michener in 1958 [52]. The general idea is to calculate a measure of the distance between each pair of species for finding a tree that predicts the observed set of distances as closely as possible. In distance matrix methods, we consider the distances as estimates of branch length separating the pair of species. The branch lengths here are not simply a function of time. They reflect expected amounts of evolution in different branches of the tree. Two branches may reflect the same elapsed time but might have different expected amounts of evolution. In a more general case, we can even allow different branches to have different rates of evolution.

The least square methods are some of the best-justified distance-based methods from a statistical point of view. Suppose we have an observed matrix of distances \(D_{ij}\), which is derived from sequence data or other observed characters. For any given tree topology and branch length set, we can also compute a predicted distance matrix \(d_{ij}\). The way to derive the predicted distance matrix is illustrated in Fig. 1.2.

Then we can define a measure of the discrepancy between the observed and the expected distances as

\[
Q = \sum_{i=1}^{n} \sum_{j=1}^{n} w_{ij} (D_{ij} - d_{ij})^2, \tag{1.1}
\]

where \(w_{ij}\) are weights that differ for different least square methods. Since the predicted distances are a linear combination of branch lengths, we can optimize the branch lengths by taking the derivative of Equation (1.1) with respect to the branch lengths and equating it to zero for any given tree topology.

Being able to assign branch lengths to each tree topology, we can search among all tree topologies to find least square trees. However, this is challenging because the number of possible tree topologies is huge and finding a least squares tree is an NP-complete problem [11].

Another class of distance matrix methods applies clustering algorithms to the
distance matrix to come up with a tree directly. The most popular ones among them are the UPGMA method [52] and the neighbor-joining (NJ) method [49].

In the UPGMA method, we assume the branch lengths satisfy a molecular clock. Clocklike trees are rooted, and the total path length from the root to a leaf is assumed to be equal to the total path length from the root to any other leaf. These kinds of trees are often referred to as being ultrametric. Although UPGMA is a very quick and simple algorithm to find a tree, it may give us seriously misleading results if the distances actually reflect a substantially non-clocklike tree (Fig. 1.3).

The neighbor-joining method is an algorithm that works by clustering. Unlike UPGMA, it does not assume a clock but, instead, approximates the minimum evolution method. The approximation is in fact quite good. It is guaranteed to recover the true tree if the distance matrix happens to be an exact reflection of a tree. Generally speaking, both UPGMA and neighbor-joining methods are very efficient. They can practically deal with more than hundreds of species [13].
Figure 1.3: A four-leaf, nonclocklike tree and its corresponding distance matrix. The tree estimated by applying the UPGMA method to this distance matrix is also shown above. We can find that it does not have the correct tree topology.

1.2.2 Maximum Parsimony Methods

Maximum parsimony methods (or parsimony methods) were among the first methods for inferring phylogenies. They probably are the easiest ones to explain. The general idea of parsimony methods is that a particular phylogenetic tree is preferred if this tree can be explained with the minimum amount of net evolutionary changes [14]. Therefore, the object of parsimony methods is to seek phylogenetic trees that involve as few evolutionary changes as possible. This raises two issues: (i) how to make the reconstruction of evolutionary changes, involving as few changes as possible, for a proposed phylogenetic tree and (ii) how to find the topologies that minimize the number of changes among all possible phylogenetic trees.

Many methods have been developed to deal with the first issue. We will discuss here two algorithms that generalize these methods. The first one was proposed by Fitch [19] and the second by Sankoff [51]. An example of the Fitch algorithm is shown in Figure 1.4.

The Fitch algorithm considers the sites (or characters) one at a time. Then the number of changes is added up for all sites. At each leaf of a tree, we create a set that contains those observed characters (nucleotides or amino acids, for example). Hence, if we see a C in a leaf, we create the set \{C\}. Then we move from the exterior nodes to the root
Total number of changes = 3.

Figure 1.4: An example of counting evolutionary changes by using Fitch algorithm.

of the tree. At each interior node we create a set that is the intersection of sets at the two descendant nodes (or child nodes from here on). However, if the set is empty, we instead create the set that is the union of the two sets at the child nodes and increase the total number of changes by one. As shown in Fig. 1.4, we know that 3 is the total number of changes by applying the Fitch algorithm.

The Fitch algorithm is both effective and efficient. But it does not tell us what to do if we want to count different kinds of changes separately. The Sankoff algorithm is more flexible but complex in counting changes. Assume that we have a cost matrix \([c_{ij}]\) that represents the cost of change between each character state. More specifically, let \(c_{ij}\) represent the cost of change from character \(i\) to character \(j\), then \(c_{ij}\) is not necessarily equal to \(c_{ji}\). Also, let \(S_k(i)\) denote the minimum cost at node \(k\) given that node \(k\) is assigned character \(i\). Suppose \(\ell\) and \(r\) are two child nodes of node \(k\), then \(S_k(i)\) can be defined as

\[
S_k(i) = \min_j \{c_{ij} + S_\ell(j)\} + \min_p \{c_{ip} + S_r(p)\}.
\]

If node \(k\) is an exterior node, then \(S_k(i)\) will be 0 if the observed character is \(i\), and infinite otherwise. As before, we compute the cost of each node by moving from leaves up to the root. Suppose \(S_0(i)\) represents the cost at the root node given that the root node is assigned
character $i$. Then the minimum cost of this tree is given by

$$S = \min \{S_0(i)\}$$

(1.3)

An example of the Sankoff algorithm is demonstrated in Fig. 1.5.

![Cost matrix and tree diagram](image)

Figure 1.5: An example of Sankoff algorithm. The cost matrix used is shown, as well as the cost array at each node of the tree. The minimum cost of the tree is 5.

Once we can count the evolutionary changes for a given tree, the remaining problem is how to find a tree that involves a minimum number of evolutionary changes. This is as difficult as finding the least squares trees. Foulds and Graham proved that finding the most parsimonious tree (or trees) is NP-hard [27]. Many heuristic algorithms have been developed to improve the searching efficiency and some of them will be introduced in the later section.

### 1.2.3 Maximum Likelihood Methods

Maximum likelihood is of central importance in statistics and perhaps the most standard statistical method to make estimates of the phylogeny. The first likelihood method for phylogenies was introduced by Edwards and Cavalli-Sforza [15]. Felsenstein proposed
an algorithm, called pruning algorithm, to conduct likelihood computation more efficiently [16, 17].

In order to understand the calculation of likelihood, we first examine a simple example shown below:

![Simple Tree Diagram](image)

Figure 1.6: A simple tree.

$x^1$ and $x^2$ denote two observed sequences. The branch lengths from the root to these two leaves are $t_1$ and $t_2$, respectively. Consider only a site $u$. We denote the residues at these two leaves $x^1_u$ and $x^2_u$, respectively. We also assign a residue $a$ to the root. Then, the likelihood of this simple tree at site $u$ becomes

$$P(x^1_u, x^2_u | a, T, t_1, t_2) = \pi_a P(x^1_u | a, t_1) P(x^2_u | a, t_2),$$

(1.4)

where $T$ denotes the tree topology and $\pi_a$ is the equilibrium probability of drawing $a$ from the distribution of character states at root. $P(x^1_u | a, t_i)$ is the transition probability of node $x^i$ having residue $x^i_u$ given the residue of its preceding node is $a$ and the branch length is $t_i$. Since in general we do not know what the root residue was, we have to sum over all possible character states to get the probability of $x^1_u$ and $x^2_u$:

$$P(x^1_u, x^2_u | T, t_1, t_2) = \sum_a \pi_a P(x^1_u | a, t_1) P(x^2_u | a, t_2).$$

(1.5)

If there are $N$ sites, then we can write the full likelihood of this simple tree as

$$P(x^1, x^2 | T, t_1, t_2) = \prod_{u=1}^N P(x^1_u, x^2_u | T, t_1, t_2).$$

(1.6)

The computation of (1.6) cannot be completed without finding the transition probability $P(x^i_u | a, t_i)$. Assume the transition process be Markovian and stationary. Then, after
defining the transition rates between each state, the transition probability can be obtained. The Jukes-Cantor model (see Fig. 1.7) is the simplest one of the transition rates for DNA sequence data [33]. The transition probability $P(A|C, t)$, for example, can be evaluated as

$$P(A|C, t) = \frac{1}{4} (1 - e^{-\frac{4}{3}t}) \quad (1.7)$$

Note that Jukes-Cantor’s model is also a time-reversible model, which means the probability of starting from state 1, and evolving to state 2, is the same as the probability of starting from state 2 and evolving to state 1.

To extend the above procedure to a tree with more sequences, Felsenstein introduced his pruning algorithm, a dynamic-programming-based algorithm, to efficiently compute the likelihood of a multi-species tree [16]. The detail of this algorithm will be presented in Chapter 7.

![Figure 1.7: Jukes-Cantor model of transition rates on DNA data.](image)

### 1.2.4 Bayesian Methods

Bayesian methods are closely related to maximum likelihood methods. The main difference is the use of a prior distribution of the quantity being inferred, which would be the tree in our case. The basic idea of Bayesian inferences goes as below. Given a hypothesis tree $H$ and the observed data $D$, the posterior probability is

$$P(H|D) = \frac{P(H, D)}{P(D)} = \frac{P(H)P(D|H)}{\sum_{H} P(H)P(D|H)}, \quad (1.8)$$
Notice that $P(D|H)$ is the likelihood as mentioned in the previous subsection. In Bayesian inference, the denominator in Eq. (1.8) is very difficult to compute, since it involves summing over all possible hypotheses (including all possible tree topologies and all possible branch lengths). Fortunately, the Markov Chain Monte Carlo (MCMC) method provides a way to draw samples from the posterior distribution without the need of knowing the denominator.

One of the most widely used Markov Chain Monte Carlo methods is the Metropolis algorithm [42]. This algorithm involving the following steps [17]:

1. Start at some tree, called $T_i$.
2. Pick a tree, say $T_j$, from the neighborhood of $T_i$.
3. Compute the ratio of the probabilities of the proposed new tree and the old tree:
   \[ R = \frac{P(T_j)P(D|T_j)}{P(T_i)P(D|T_i)}. \] (1.9)
4. If $R \geq 1$, accept the new tree as the current tree.
5. If $R < 1$, draw a random number $x \in [0, 1]$. If $x < R$, accept the new tree as the current tree.
6. Return to step 2.

Note that the denominator in (1.8) is cancelled out in the expression (1.9) for the acceptance ratio. Also note that there is no terminating condition in this algorithm. In practical, this algorithm will be terminated whenever we collect enough samples for estimating the posterior distribution. This process is a Markov chain because it is a random process in which the next change depends only on the current state and not on where the process was previously.

The acceptance ratio is the ratio of the prior probabilities of the proposed and current trees, multiplied by the likelihood ratio of these two trees. We already mentioned how to compute the likelihood of a tree. Then one needs to choose a prior distribution for which the probabilities can be computed. Nevertheless, this is a controversial issue in Bayesian inference. Researchers doing a Bayesian analysis of a data set apply a prior at their own choice. There is no universal prior that is agreed by all to be a valid one. In fact,
the issue of whether the prior exists or not becomes a controversial issue in the philosophy of science.

Another issue is how to summarize the posterior after having samples from the Metropolis algorithm. This requires the information of how frequent each tree is. If we consider the branch length of a tree as a continuous time interval, the probability of a tree being selected is close to zero. If we consider the tree topologies only, the probabilities may still be hard to get assessed. One solution is to use clade probabilities. A clade can be considered as a group of species which descend from a common ancestor. For example, if we are interested in clades such as \{Human, Chimp\}, then we can sum the posterior probabilities of all trees that contain this clade and say that the probability of this clade in the tree is 0.92 (for example). More details about the clade probabilities can be found in Larget and Simon’s paper [35].

1.3 Scope and Objective of Research

In this research, we focus on the phylogeny inference with maximum-parsimony and maximum-likelihood methods. As described in the previous section, the mechanisms of these two methods are similar: search through all possible tree topologies and find the ones that have the maximum-parsimony or maximum-likelihood values. Therefore, they can be viewed as optimization problems. Various heuristic search strategies have been proposed to improve the efficiency of finding the maximum-parsimony or maximum-likelihood trees. However, there are very few studies that explore the feasibility of using tabu search on the maximum-parsimony and maximum-likelihood phylogeny inference problems.

The major objective of this study is to incorporate the tabu search for finding maximum-parsimony and maximum-likelihood trees. We propose a topology search algorithm based on tabu search for the maximum-parsimony phylogeny inference. We also propose two hybrid methods, which combine genetic algorithm and tabu search, for the maximum-parsimony and maximum-likelihood phylogeny inference, respectively. The performance of the proposed algorithms will be evaluated.
1.4 Organization of Dissertation

Chapter 2 describes the structure of tree topologies. A survey of previous studies of heuristic searches for maximum-parsimony and maximum-likelihood phylogeny inference is given in Chapter 2. In Chapter 3, we present a phylogenetic tabu search for maximum-parsimony inference [38]. Its performance will be evaluated in Chapter 4. We present a hybrid heuristic search combining genetic algorithm and tabu search for finding maximum-parsimony phylogenetic trees in Chapter 5. The performance of the hybrid method will be evaluated in Chapter 6. In Chapter 7, the proposed hybrid method is modified for finding the maximum-likelihood phylogenetic trees. Its performance is assessed in Chapter 8. A summary of our research and suggestions for future study are presented in Chapter 9.
Chapter 2

Problem Description

We give a detailed description of the maximum-parsimony and maximum-likelihood phylogeny inference problems in this chapter. Section 2.1 provides the anatomy of phylogenetic trees. In Section 2.2, optimization models are formulated for both of the maximum-parsimony and maximum-likelihood phylogeny inference problems. Section 2.3 provides several commonly-used tree reconstruction techniques. A review of known topology searching methods for finding the maximum-parsimony and maximum-likelihood trees is given in Section 2.4.

2.1 Anatomy of Phylogenetic Trees

A phylogenetic tree is a graph composed of nodes and branches. A node represents a taxonomic unit, such as populations, species, individuals, or genes. The branches define the relationships among the taxonomic units. The branching pattern of a phylogenetic tree is called a topology. As shown in Fig. 2.1, the nodes located at the terminal end of the tree are called exterior nodes (or leaves), while all others are called interior nodes. Exterior nodes represent the existing taxonomic units under comparison, and interior nodes represent the inferred ancestral units (or hypothetical taxonomic units). A node is bifurcating if it connects to only two descendant branches. If a node connects to more than two descending branches, it is multifurcating. For example, nodes G and H in Fig. 2.1 are bifurcating while node F is multifurcating. If all the interior nodes of a tree are bifurcating, this tree is called a bifurcating tree or binary tree. If a tree contains at least one multifurcating node,
it is called a multifurcating tree. In our research, all phylogenetic trees are presented as bifurcating trees since any multifurcating tree can be converted to a bifurcating one [20, 30].

The phylogenetic trees can also be classified into rooted trees and unrooted trees (see Fig. 2.2). The biological interpretation of a root is that it represents the most recent common ancestor of the leaves on the tree. One can observe that the rooted tree (b) of Fig. 2.2 is generated from the unrooted tree (a) by placing a root on branch \( r \). The rooted tree indicates a unique evolutionary path from the root to the exterior nodes while the unrooted tree only specifies the relationship among the exterior nodes and does not define any evolutionary path.

In Fig. 2.2 (a), the unrooted tree with 4 leaves can be converted to a rooted tree by placing the root on any of the 5 branches. In general, there are \( 2k - 3 \) branches in a \( k \)-leaf unrooted tree and therefore there are \( 2k - 3 \) rooted trees corresponding to the same unrooted tree. Suppose we have an unrooted tree with \( k - 1 \) leaves, then the number of branches on which we can place an additional leaf is \( 2k - 5 \). Therefore, by sequentially adding leaves into a tree, it is not hard to show that the number of unrooted trees with \( n \) leaves is

\[
1 \times 3 \times 5 \times \cdots \times (2n - 5).
\]

(2.1)

Since there are \( 2n - 3 \) rooted trees corresponding to the same unrooted tree, the number of
rooted trees with \( n \) leaves becomes
\[
1 \times 3 \times 5 \times \cdots \times (2n - 3).
\]

(2.2)

Table 2.1 provides the number of possible rooted and unrooted trees for different number of leaves on trees. When the number of leaves on a tree is small, the inference of tree topologies can be done by enumeration. However, the number of trees drastically increases when the number of leaves increases. Exhaustive enumeration is then impractical when the size of tree becomes large.

2.2 Problem Formulations

Assume that the graph \( G(\mathcal{N}, \mathcal{B}) \) is a tree topology consisting of node set \( \mathcal{N} \) and the corresponding branch set \( \mathcal{B} \). Let \( \mathcal{F} \) be a function which evaluates the evolutionary changes (or parsimony score) for any given \( G(\mathcal{N}, \mathcal{B}) \in \{\text{binary trees}\} \). The problem of finding the maximum-parsimony trees can be formulated as
\[
\min_{G(\mathcal{N}, \mathcal{B})} \mathcal{F}(G(\mathcal{N}, \mathcal{B}))
\]
subject to \( G(\mathcal{N}, \mathcal{B}) \in \{\text{binary trees}\} \).

(2.3)

Notice that the branch lengths are not included in this formulation since they do not affect the parsimony score of a tree. Also, a global optimal solution of Eq. (2.3) exists since there are a finite number of feasible solutions.
Table 2.1: Number of possible rooted trees and unrooted trees with increasing number of leaves.

<table>
<thead>
<tr>
<th>Number of leaves</th>
<th>Number of rooted trees</th>
<th>Number of unrooted trees</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>14</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>105</td>
<td>14</td>
</tr>
<tr>
<td>6</td>
<td>945</td>
<td>105</td>
</tr>
<tr>
<td>7</td>
<td>10395</td>
<td>945</td>
</tr>
<tr>
<td>8</td>
<td>135135</td>
<td>10395</td>
</tr>
<tr>
<td>9</td>
<td>2027025</td>
<td>135135</td>
</tr>
<tr>
<td>10</td>
<td>34459425</td>
<td>2027025</td>
</tr>
<tr>
<td>11</td>
<td>654729075</td>
<td>34459425</td>
</tr>
<tr>
<td>12</td>
<td>13749310575</td>
<td>654729075</td>
</tr>
<tr>
<td>13</td>
<td>316234143225</td>
<td>13749310575</td>
</tr>
<tr>
<td>14</td>
<td>7905853580625</td>
<td>316234143225</td>
</tr>
<tr>
<td>15</td>
<td>213458046676875</td>
<td>7905853580625</td>
</tr>
<tr>
<td>16</td>
<td>6190283353629375</td>
<td>213458046676875</td>
</tr>
<tr>
<td>17</td>
<td>191898783962510625</td>
<td>6190283353629375</td>
</tr>
<tr>
<td>18</td>
<td>6332659870762850625</td>
<td>191898783962510625</td>
</tr>
<tr>
<td>19</td>
<td>22164309547669771875</td>
<td>6332659870762850625</td>
</tr>
<tr>
<td>20</td>
<td>8200794532637891559375</td>
<td>22164309547669771875</td>
</tr>
<tr>
<td>30</td>
<td>$4.9518 \times 10^{38}$</td>
<td>$8.6874 \times 10^{36}$</td>
</tr>
<tr>
<td>40</td>
<td>$1.0099 \times 10^{57}$</td>
<td>$1.3115 \times 10^{55}$</td>
</tr>
</tbody>
</table>
Let $\Omega$ be the parameter set of a evolution model, $\ell \mathcal{B}$ be the branch lengths of the corresponding branch set $\mathcal{B}$ and $G(\mathcal{N}, \mathcal{B}, \ell \mathcal{B})$ be a tree composed of node set $\mathcal{N}$, branch set $\mathcal{B}$ and the corresponding branch lengths $\ell \mathcal{B}$. Let $\mathcal{L}$ be a function which evaluates the likelihood for any given $G(\mathcal{N}, \mathcal{B}, \ell \mathcal{B})$. Then, the problem of finding the maximum-likelihood trees can be formulated as

$$\begin{align*}
\max & \quad \mathcal{L}(G(\mathcal{N}, \mathcal{B}, \ell \mathcal{B}), \Omega) \\
\text{subject to} & \quad G(\mathcal{N}, \mathcal{B}) \in \{\text{binary trees}\}, \\
& \quad \ell \mathcal{B} \geq 0.
\end{align*} \tag{2.4}$$

Note that this optimization problem is bounded above since the largest possible value of $\mathcal{L}$ function is 1.0. For the computational purpose, the objective function is usually changed to the log-likelihood form. This change will not affect us since the logarithm function is monotonically increasing. Assume that we can find optimal branch lengths, $\ell^* \mathcal{B}$, for any given $G(\mathcal{N}, \mathcal{B}, \ell \mathcal{B})$, then the global optimal solutions of Eq. (2.4) should exist and be achievable since the number of solutions $G(\mathcal{N}, \mathcal{B}, \ell^* \mathcal{B})$ is finite.

As mentioned in Section 1.2.2 and 1.2.3, both of the problems are NP-hard. In several recent studies, problem of (2.3) is converted to an integer-programming (IP) problem or mixed-integer-linear-programming (MILP) problem [5, 29, 53]. The IP and MILP problems are then solved in near polynomial time for perfect phylogeny or near-perfect phylogeny. However, there are some limitations of these methods. First, these methods are applied to solving the haplotype phylogeny inference problems only. The absence of IP or MILP formulations for a general phylogeny inference problem remains to be challenging. Second, the size of the IP or MILP models may be, in the worst case, doubly-exponential in the number of leaves of the tree. Hence, we focus on developing new approaches for solving the maximum-parsimony and maximum-likelihood phylogeny inference problems in this research.

A commonly-used platform for solving our problems involves the following steps:

1. Generate initial feasible solution(s).
2. If a given stopping condition is met, STOP. Otherwise, go to next step.
3. Reconstruct new feasible solutions by modifying current solution(s).
4. Update current solution(s). Go to step 2.
This platform works for the so-called topology searching methods. The success of a topology search method requires an efficient search strategy and a good technique to generate and reconstruct phylogenetic trees. We will introduce some widely-used techniques to generate the initial trees and reconstruct new trees by modification.

2.3 Generate and Reconstruct Phylogenetic Trees

2.3.1 Generate phylogenetic trees

Most of the techniques for generating the initial trees can be classified into two categories: sequential addition and star decomposition. Also, Fig. 2.3 gives an example of generating a 5-leaf tree by using sequential addition and star decomposition. Sequential addition starts from a randomly generated 3-leaf tree. The rest of the species are randomly selected one-by-one. A selected species is inserted to the tree by attaching on one of the branches of the tree. This process continues until all species are inserted to the tree. Star decomposition operates in the opposite way. It starts with all species attaching on the tree but unresolved, i.e., no grouping pattern is formed. The tree is then gradually resolved by grouping two branches at a time. This process continues until the tree is fully resolved with no multifurcating node left.

Both sequential addition and star decomposition can be modified to generate trees with better quality. For sequential addition, the selected species is inserted to every branch of the tree. Compute the objective values (parsimony score for maximum-parsimony phylogeny and likelihood score for maximum-likelihood phylogeny) of the trees after the insertion. Keep the best one for the next insertion and discard the others. For star decomposition, the “distances” between each pair of species are computed (see Section 1.2.1). Then the neighbor-joining or UPGMA method can be applied to group branches together.

2.3.2 Reconstruct Phylogenetic Trees

In this subsection, we introduce four widely-used techniques to rearrange phylogenetic trees when doing a topology search. They are subtree pruning and regrafting (SPR), tree bisection and reconnection (TBR), nearest-neighbor interchanges (NNI), and tree-fusing. They are also referred to as tree rearrangement techniques. We only demon-
Figure 2.3: Generate initial trees. (a) Sequential Addition. (b) Star decomposition.
strate the basic concept of these techniques. There are other variations that modify these tree rearrangement techniques.

**Subtree pruning and regrafting**

The basic idea of subtree pruning and regrafting is removing a subtree from the original tree and reattaching this subtree back to somewhere else in the tree. As shown in Fig. 2.4, a subtree with 3 species is removed. The remaining subtree will reform a tree. The next step is illustrated in Fig. 2.5. The removed subtree can be attached to one of the three branches of the remaining tree. Note that the branch connected to species C is the original location. Attach the subtree to the other branches forms a different tree topology from the original one.

**Tree bisection and reconnection**

Similar to SPR, the first step of tree bisection and reconnection is to break a branch and form two subtrees. However, these two subtrees will reform two trees as shown in Fig. 2.6. Reconnect these two trees by placing a branch between all possible branches in one tree and all possible branches in the other. As shown in Fig. 2.7, a new tree can be generated by selecting one of all possible combinations.
Figure 2.5: Regrafting step: the removed subtree is reinserted to the branch connected to species B.

Figure 2.6: Bisection step: a branch is broken and two trees are reformed.

Figure 2.7: Reconnection step: reconnect these two trees by placing a branch between the branch to species B and the branch to species D.
Nearest-neighbor interchanges

The basic idea of nearest-neighbor interchanges is to swap two adjacent branches in a tree. As indicated in Fig. 2.8. Any tree with more than 3 species can be viewed as a 4-subtree quartet by randomly selecting an interior branch. Then, we can dissolve the connections to the interior branch and remove the interior branch as shown in Fig. 2.9. The interior connections can be reformed in three different ways. One of them will form the original tree. The other two outcomes are shown in Fig. 2.10.

Tree-fusing

The idea of tree-fusing is quite simple. Assume we have two trees with different topologies and both of them have a subtree that contains the same list of species. For example, in Fig. 2.11, both trees have a subtree contains species A, B, C and D. The tree on top contains subtree ((A,B), (C,D)) and $T_1$. The tree at the bottom contains subtree ((A,C),(D,B)).
(B,D)) and $T_2$. Two new trees are then generated by swapping the subtrees $((A,B), (C,D))$ and $((A,C), (B,D))$. This method sometimes is referred to as \textit{subtree-swapping} method with variational implementations.

2.4 Literature Review of Topology Searching Methods

When the size of trees becomes large, the search for the maximum-parsimony or maximum-likelihood trees gets more difficult. Hendy and Penny proposed a branch-and-bound algorithm, which utilized a sequential addition procedure with information of
bounds on each partial tree [30]. They have shown that their branch-and-bound algorithm can guarantee the global optimal maximum-parsimony trees. However, the algorithm is excessively slow when the size of phylogenetic trees becomes large. A way to improve the efficiency of branch-and-bound algorithm is to improve the quality of the bounds. Hendy and Penny described the importance of the order used in the sequential addition procedure. Purdom et al. demonstrated the improvements by re-evaluating the order in the sequential addition procedure during the branch-and-bound searching process [47].

Heuristic searches have been a focus for the past 20 years. **Hill-climbing** methods are widely used and they are usually combined with strategies that can generate good starting trees. *DNAPARS* and *DNAML* programs, included in the widely-distributed package *PHYLIP* created by Felsenstein [18], are both using the sequential addition technique with local tree rearrangements (NNI) to find most parsimonious and maximum-likelihood trees, respectively. Olsen et al. created *fastDNAML*, which is very similar to DNAML. It can outperform DNAML by using of a different optimization procedure on branch lengths [46]. It also utilizes SPR to perform the tree rearrangements. Yang [61] created the program, *PAML*, which employees both sequential addition and star decomposition methods to produce starting trees. Then NNI is performed as tree rearrangements to search for better maximum-likelihood trees. PAUP* is another well-known program, which also uses sequential addition technique to find starting trees [57]. Both NNI and TBR are applied to the starting trees to perform tree rearrangements. This program can be used to find both of the maximum-parsimonious and maximum-likelihood trees. Guindon and Gascuel proposed their program, *PHYML*, in 2003, which might be one of the fastest program using hill-climbing methods [28]. They adopted a subtree swapping method, which enable them to efficiently evaluate new trees using the information from the current trees. Another fast program using hill-climbing method is *RAxML-III* created by Stamatakis et al. [55]. It uses the trees generated from DNAPARS as the starting trees. Then a rearrangement technique similar to fastDNAML is performed. Instead of optimizing all branch lengths of the new tree, RAxML-III only optimizes the branch lengths nearby the inserted branches. This strategy greatly improves the efficiency of this program.

A simulated annealing method was firstly proposed by Lundy to search for optimal parsimony trees [39]. Dress and Krüger also used simulated annealing with subtree-swapping as their tree rearrangement method [12]. Goloboff proposed a “tree-drifting” method on
finding the most parsimonious trees [26]. His method implements simulated annealing with a “relative fit difference” measure, which can emphasize small differences in parsimony score, to decide if a tree is accepted. He also applied the sectorial search to his TBR rearrangement and greatly improved search efficiency. Barker created a computer program, named LVB, using simulated annealing to search for the most parsimonious trees [1]. Salter and Pearl used the simulated annealing to search for maximum-likelihood trees [50]. Stamatakis created RAXML-SA, which combines both hill-climbing and simulated annealing methods, on finding maximum-likelihood trees [54]. Most part of this program is similar to RAXML-III except that a new tree is accepted or rejected based on a simulated annealing design.

Matsuda is probably the first to apply genetic algorithms on phylogeny study [40]. He used subtree-swapping to perform crossovers between trees. Lewis proposed his genetic algorithm program, GAML, which uses a revised SPR rearrangement as the crossover operator [37]. Molinari used a similar crossover operator to Lewis’s and used SPR as mutation operator to find maximum-parsimonious trees [44]. Katoh et al. used TBR as mutation operator and tree-fusing as crossover operator to search maximum-likelihood trees [34]. Congdon used a crossover operator similar to Lewis’s and a leaf-node-swapping method as mutation operator on finding maximum-parsimonious trees [9]. Brauer et al. applied Lewis’s algorithm to parallel computing and made it possible for their program to analyze phylogenetic trees with hundreds of sequences. Another program, METAPIGA created by Lemmon and Milinkovitch [36], performs genetic algorithms on multiple populations, called metapopulation, which can evolve in parallel. The populations near to each other are forced to “cooperate” in search of optimal trees. Zwickl introduced a genetic-algorithm program, GARLI, which is based on Lewis’s GAML [63]. Both NNI and SPR are served as mutation operator in this program. In this SPR, the pruned subtree may only be re-inserted to the branches within a certain range from its original location.

In addition to the three main categories of heuristic search methods, we will briefly introduce some new methods developed in recent years. Charleston introduced his Hitchhiking strategy, which is a parallel search strategy with a random-walk search scheme [8]. The tree rearrangements taking on one tree will be propagated to a number of others in the same group. A scatter search method with path relinking was proposed by Cotta in 2004 [10]. It is a population-based search strategy, which uses a deterministic approach,
called path relinking, to recombine trees in order to generate new trees. Strimmer and von Haeseler proposed a new topology search strategy, called *quartet puzzling* in 1996 [56]. This algorithm consists of three steps. First, all possible quartet trees, i.e. 4-species trees, are constructed. Then the quartet trees are repeatedly combined together to form a complete tree. The final step is to summarize the majority rule consensus of all intermediate trees resulting from the combination step of quartet trees. In 2004, Vinh and von Haeseler created a program, *IQPNNI*, which extends the quartet puzzling algorithm [58]. The revised quartet puzzling algorithm is called *important quartet puzzling*, which performs the combination on part of quartet trees instead of all of them. The resulting trees are further improved by using NNI method. Minh *et al.* created *pIQPNNI* in 2005, which is a parallel-computation version of IQPNNI [43].

Studies have shown that reweighting or partition the characters in the sequence data usually improves the efficiency of topology searching. Holland *et al.* proposed a *MinMax squeeze* method, which uses partitions of the aligned sequences to construct better lower bounds for the branch-and-bound algorithm [31]. A *parsimony ratchet* method was proposed by Nixon, which reweights characters on a randomly selected subset of sequence data to propose new trees [45]. Then TBR and a *hill-climbing* search method are used to find maximum-parsimonious trees. Quicke *et al.* proposed a similar reweighting scheme on finding maximum-parsimonious trees [48]. Instead of reweighting characters randomly, they emphasized characters that fit the current best trees.
Chapter 3

Tabu Search for Phylogeny Inference

3.1 Introduction

Tabu search is a strategy for solving combinatorial optimization problems [25]. In the past two decades, tabu search has been successfully applied to various combinatorial problems including the traveling salesman problem [62]. However, its use for solving problems involving biological data is just being explored [3].

Fig. 3.1 demonstrates the procedure of a tabu search method. It searches the solution space by moving iteratively to the best neighbor of a current solution even if this leads to a deteriorated solution. In order to prevent getting trapped in locally optimal solutions, some tabu restrictions and aspiration criteria are used to constrain and guide the search process. By imposing tabu restrictions, some solutions that were recently visited are treated as inaccessible for a number of iterations while aspiration criteria allow exceptions for these restrictions. As a result, the tabu search proceeds by replacing the current solution at each iteration with the best accessible neighbor. The inaccessible solutions are stored in a tabu list. The tabu tenure defines the number of iterations the solutions stay on the tabu list. The inaccessible solutions become accessible after their tabu tenures have expired. Thus, tabu search can be viewed as a search strategy with an adaptive and recency-based memory which allows the searching process to be more efficient. The basic procedure for implementing tabu search is described in Algorithm 3.1.
Figure 3.1: The process of tabu search.

**Algorithm 3.1** Basic tabu search procedure

Initialize:
- Generate initial solution: \( x_0 \).
- Update best solution: \( x^* = x_0 \).
- Set iteration counter: \( i = 0 \).
- Set tabu list: \( \text{tabu list} = \phi \).

Do while (stopping conditions not met)
- Generate new solutions: \( V \subseteq \text{Neighborhood}(x_i) \).
- Choose best \( v^* \in V \) and let \( \text{found next solution} = \text{False} \).
- Do while (\( \text{found next solution} = \text{False} \))
  - If \( v^* \in \text{tabu list} \) and \( \text{aspiration}(v^*) \neq \text{True} \)
    - Choose next best \( v^* \in V \).
  - Else
    - Let \( \text{found next solution} = \text{True} \).
- End
- End
- Set \( x_{i+1} = v^* \).
- If \( \text{Objective}(x_{i+1}) \) is better than \( \text{Objective}(x^*) \)
  - Let \( x^* = x_{i+1} \).
- End
- Update \( \text{tabu list} \).
- Set \( i = i + 1 \).
- End
To design our tabu search algorithm for phylogeny inference, two major issues should be addressed: (1) how to represent a tree; and (2) how to generate the neighbors of a current tree. In the following section, we propose a two-array structure to represent phylogenetic tree topologies. Then we introduced two methods to generate neighboring trees based on the two-array structure. The implementation of the tabu search algorithm for finding the maximum-parsimony phylogenetic trees are described in Section 3.4.

3.2 Representation of a tree

We have already introduced the basic structure of a phylogenetic tree topology in Chapter 2. Given a rooted, binary tree with \( n \) leaves, we label these leaves by \( 1, 2, \ldots, n \). Motivated by Mau, Newton and Larget [41], we define an array \( L = \{L_1, L_2, \ldots, L_n\} \) to represent the horizontal position of each leaf, i.e., \( L_1 \) is the left-most leaf while \( L_n \) is the right-most one. Since there are \( n - 1 \) interior nodes in an \( n \)-leaf rooted tree, we label them by \( n + 1, n + 2, \ldots, 2n - 1 \), which indicates the horizontal position of each interior node as well, i.e., \( n + 1 \) is the left-most interior node while \( 2n - 1 \) is the right-most interior node. Fig. 3.2 shows an example of this representation. We can observe that there is always an interior node between two leaves. For example, node 6 is between leaves 2 and 3, and node 8 is between leaves 1 and 5. Moreover, we define an array \( N = \{N_1, N_2, \ldots, N_{n-1}\} \) to represent the vertical position of each interior node, i.e. \( N_1 \) is the root of the tree and \( N_{n-1} \) is the lowest interior node. Since we focus on maximum-parsimony phylogeny inference first, we do not consider the branch lengths of each tree at this moment.

Note that there is a parental node for each interior node and leaf except the root and there are two descendants (referred to as the left child and the right child) for each interior node. We can use the structure as shown in Fig. 3.3 to store the information for each interior node and leaf. It is clear to see that for any given arrays of \( L = \{L_1, L_2, \ldots, L_n\} \) and \( N = \{N_1, N_2, \ldots, N_{n-1}\} \), there is a unique rooted, binary tree corresponding to it. In order to reconstruct a tree from given \( L \) and \( N \) arrays, we need to fill in all required information in the structure of Fig. 3.3. for each interior node and leaf. A traversal mechanism demonstrated below helps us to accomplish this task (as illustrated in Fig. 3.4). Start with the root node (the highest node, node 7) and draw the branches to the highest node to the left (node 6) and the right (node 8) of the root. After two descending branches
3.3 Generate neighbors

After knowing the representation of a tree, we are ready to introduce two mechanisms for generating the neighboring trees from a current tree. One is called *profile change* and the other *leaf swapping*. The former involves swapping two elements in array $N$ and the latter, $L$. By swapping two elements in array $N$, we can shift the vertical position of interior nodes up and down (as shown in Fig. 3.5(a)). Similarly, we can change the horizontal positions of two leaves by swapping two elements in array $L$ (as shown in Fig. 3.5(b)). Then, the traversal procedure described in the previous section helps us to construct a neighboring
<table>
<thead>
<tr>
<th>$N_1$</th>
<th>$N_2$</th>
<th>$\cdots$</th>
<th>$\cdots$</th>
<th>$N_{n-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n_i$</td>
<td>$p_i$</td>
<td>$l_i$</td>
<td>$r_i$</td>
<td></td>
</tr>
</tbody>
</table>

- $n_i$: Label of interior node $i$
- $p_i$: Parent of interior node $i$
- $l_i$: Left child of interior node $i$
- $r_i$: Right child of interior node $i$

<table>
<thead>
<tr>
<th>$L_1$</th>
<th>$L_2$</th>
<th>$\cdots$</th>
<th>$\cdots$</th>
<th>$L_{n}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n_i$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

- $n_i$: Label of leaf $i$
- $p_i$: Parent of leaf $i$

Figure 3.3: The structure to store information for each leaf and interior node.

$L = \{3, 2, 1, 5, 4\}$

$N = \{7, 8, 9, 6\}$

Figure 3.4: The traversal procedure to reconstruct the tree.
tree with different topology.

\[ N = \{7, 8, 9, 6\} \]

\[ L = \{3, 2, 1, 5, 4\} \]

(a) N = \{8, 7, 9, 6\}

(b) L = \{1, 2, 3, 5, 4\}

Figure 3.5: (a) Profile change. (b) Leaf swapping.

Notice that the two mechanisms may produce a neighbor with the same topology as the current tree. For example, if we swap nodes 6 and 9 in \(N\) or swap leaves 2 and 3 in \(L\) as shown in Fig. 3.6, the topology will remain the same. Therefore, we need some restrictions when applying these two operations. For the profile change, first, we select a node, say node \(k\), in \(N\) for swapping. Then pick another node in \(N\) that is higher than the parent of \(k\) (or the parent itself), or lower than the child nodes of \(k\) (or one of the child node itself). For the leaf swapping, we check the selected leaves to see if they have the same parent. If so, then select another pair of leaves for swapping. By imposing these restrictions, we can ensure that the neighboring trees will have different topologies from the current tree.
Figure 3.6: The topology remains the same after profile change and leaf swapping.
3.4 Tabu search algorithm for finding maximum-parsimony trees

As we described before, a tabu search algorithm requires tabu restrictions and aspiration criteria. In order to prevent the searching process from revisiting a tree that has been visited recently, we keep a tabu list to store the information of recent steps. Specifically, we store the $L$ and $N$ arrays of recently visited trees for a number of iterations. A tree with exactly the same $L$ and $N$ arrays as some tree stored in the tabu list is considered inaccessible until its tabu tenure has expired and it is released from the tabu list. Notice that two trees with the same topology may be described in different $L$ and $N$ arrays. Accordingly, a tree with the same topology as another tree in the tabu list may still be accessible. However, this does not bother us because the trees with different $L$ and $N$ arrays will generate different neighbors even when they have the same topology. In fact, this allows us to have more flexibility in the searching process without greatly increasing the chance of being trapped in a cycle. The minimum evolutionary changes of each tree will be evaluated based on Fitch’s algorithm and the value will be referred to as parsimony score. The aspiration criteria are chosen according to the parsimony score of a tree. In other words, if a tree, say $i$, satisfies the following condition: $S_i \leq S^* + \varepsilon$, where $S_i$ denotes the parsimony score of tree $i$, $S^*$ is the best parsimony score we have so far, and $\varepsilon$ is some nonnegative value (may be set as zero), then tree $i$ will be allowed to be revisited, whether it is on the tabu list or not. Therefore, we can define the set of “accessible trees” to be the union of those that are not in the tabu list and those that are in the tabu list but satisfy the aspiration criteria.

In the very beginning of our tabu search algorithm, we generate an initial tree with a random topology (e.g. $L = \{1, 2, \ldots, n\}$ and $N = \{n + 1, n + 2, \ldots, 2n - 1\}$), and calculate its parsimony score. In each of later iterations, we randomly generate a number of neighbors and select the one with the smallest parsimony score among those that are “accessible”. Then, we replace the current tree by the selected tree and update the tabu list. In addition to the tabu list, we also keep a best-solution list to store the best trees we have found so far during the searching process.

In our design, we use three different ways to generate neighbors. First, start with
leaf swapping to generate \( n \) neighbors. If we cannot find an improved solution (i.e., a tree with lower parsimony score than the best parsimony score we found so far) after \( k \) iterations, then we activate profile change to generate \( n \) neighbors. Similarly, if the solutions are not improved after \( k \) iterations, we switch back to use leaf swapping. We repeat these two operations until an improved solution occurs. However, if the best parsimony score is not improved after a long period of time, say, \( k' \) iterations, then we apply both the leaf swapping and profile change to generate more neighbors, say, \( n' \), in order to escape from being trapped in the local optima. We switch back to use the leaf swapping after \( k \) iterations without improving the parsimony scores. The above procedure is defined as a search cycle. A search cycle will be reset if an improved solution is found, or it will be repeated until we terminate the program. If the solution cannot be improved in a very long period of time, then the program will be terminated and output the best trees we found. The procedure of the tabu search for maximum-parsimony phylogeny inference is shown in Algorithm 3.2.
Algorithm 3.2 Tabu search for maximum-parsimony phylogeny inference

Initialize:
   Randomly generate an initial tree: \( t_0 \).
   Update the best tree list: \( T^* = t_0 \).
   Update the best parsimony score: \( S^* = S_{t_0} \).
   Set iteration counter: \( i = 0 \).
   Set tabu list: \( \text{tabu list} = \phi \).
   Activate leaf swapping.

Do while (stopping conditions not met)
   Generate new solutions, \( \tilde{T} \), with activated tree rearrangement methods.
   Choose the best \( \tilde{t}^* \in \tilde{T} \) and let \( \text{found next solution} = False \).

   Do while (\( \text{found next solution} = False \))
      If \( \tilde{t}^* \in \text{tabu list} \) and \( S_{\tilde{t}^*} > S^* + \varepsilon \)
         Choose the next best \( \tilde{t}^* \in \tilde{T} \).
      End
      Else
         Let \( \text{found next solution} = True \).
      End
   End

   Set \( t_{i+1} = \tilde{t}^* \).

   If \( S_{t_{i+1}} < S^* \)
      Let \( T^* = t_{i+1} \).
   End
   Else if \( S_{t_{i+1}} = S^* \)
      Let \( T^* = T^* \cup t_{i+1} \).
   End

   Update tabu list.
   Set \( i = i + 1 \).
Algorithm 3.2 (Cont’d)

If both profile change and leaf swapping activated
   If no improvement for more than $k$ iterations
      Deactivate profile change and keep leaf swapping activated.
      Set the number of new generated solutions = $n$.
   End
End
Else if only leaf swapping is activated
   If no improvement for more than $k'$ iterations
      Activate profile change.
      Set the number of new generated solutions = $n'$.
   End
Else if no improvement for more than $k$ iterations
   Deactivate leaf swapping and activate profile change.
End
End
Else
   If no improvement for more than $k'$ iterations
      Activate leaf swapping.
      Set the number of new generated solutions = $n'$.
   End
Else if no improvement for more than $k$ iterations
   Deactivate profile change and activate leaf swapping.
End
End
End
Chapter 4

Performance of the Tabu Search Algorithm

4.1 Introduction

In order to know if our tabu search algorithm can find the maximum-parsimony phylogenetic trees, we use the results generated from the program *dnapenny* as benchmark for comparisons. The dnapenny program was created by Felsenstein in his PHYLIP package [18], and it implements a branch-and-bound algorithm for finding the most parsimonious trees. It can guarantee global optimal maximum-parsimony trees. This program also employs Fitch’s algorithm to calculate the parsimony score and therefore the results should be comparable with those from the tabu search program.

The data sets we use are randomly sampled from a 47-taxon DNA sequence data set with 1017 nucleic acid characters [24]. We randomly drew $m$ ($10 \leq m \leq 20$) sequences from the whole 47 sequences to generate one data set, and 10 data sets were randomly generated for each $m$. Our comparisons are based on the average performance.

In order to implement the tabu search algorithm on phylogeny reconstruction problems, we create a program *TABUPARS* (tabu search for parsimony phylogeny) in the C++ language. The followings are the detailed settings of the parameters as described in section 3.4: $n$ = the number of taxa involved, $k = 10$, $k' = 150$ and $n' = \frac{n^3}{3}$. These values were determined after conducting some tuning tests.
4.2 Experimental Results

We use a different philosophy to compare the results instead of using CPU time. First, we run the dnapenny program to identify a global optimal solution. Then we run both dnapenny and tabupars programs but terminate them immediately after reaching the optimal parsimony score. We count the number of trees these two programs evaluated before reaching the optimal solution. The results are grouped based on the number of taxa. The average of each group for number of taxa ranging from 10 to 20 is shown in Table 4.1. Fig. 4.1 shows the trend of the difference of results between these two programs.

The result shown in Fig. 4.1 indicates that as the number of taxa increases, the effectiveness of the tabupars program dominates that of the dnapenny program. Another important result is when the number of taxa goes beyond 20, the dnapenny program cannot always guarantee global optima with its maximal run-length (evaluates 900,000,000 trees). For example, when the number of taxa is 21, 2 out of 10 data sets only come out with a local optimal solution. The tabupars program actually achieved better solutions in these two cases with less than 1,000,000 trees evaluated.

Table 4.1: The average number of trees evaluated before reaching the optimal solution.

<table>
<thead>
<tr>
<th>number of taxa</th>
<th>tabupars</th>
<th>dnapenny</th>
<th>ratio*</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>4,878</td>
<td>1,396</td>
<td>3.4943</td>
</tr>
<tr>
<td>11</td>
<td>3,720</td>
<td>12,755</td>
<td>0.2917</td>
</tr>
<tr>
<td>12</td>
<td>4,574</td>
<td>7,865</td>
<td>0.5822</td>
</tr>
<tr>
<td>13</td>
<td>14,059</td>
<td>30,927</td>
<td>0.4546</td>
</tr>
<tr>
<td>14</td>
<td>9,131</td>
<td>115,607</td>
<td>0.0789</td>
</tr>
<tr>
<td>15</td>
<td>40,914</td>
<td>81,028</td>
<td>0.5049</td>
</tr>
<tr>
<td>16</td>
<td>196,995</td>
<td>84,559</td>
<td>2.3297</td>
</tr>
<tr>
<td>17</td>
<td>84,484</td>
<td>277,417</td>
<td>0.3045</td>
</tr>
<tr>
<td>18</td>
<td>156,351</td>
<td>9,482,194</td>
<td>0.0165</td>
</tr>
<tr>
<td>19</td>
<td>453,356</td>
<td>15,060,596</td>
<td>0.0301</td>
</tr>
<tr>
<td>20</td>
<td>321,753</td>
<td>79,295,570</td>
<td>0.0041</td>
</tr>
</tbody>
</table>

* ratio = \( \frac{\text{tabupars}}{\text{dnapenny}} \).

Table 4.2 demonstrates the percentage of solution space searched by the tabupars program is defined as

\[
100 \times \frac{\text{number of parsimony evaluations}}{\text{number of possible tree topologies}}.
\] (4.1)

The percentages of solution space searched by the tabupars program

Table 4.2 demonstrates the percentage of solution space searched by the tabupars program
before reaching the most parsimonious trees. We could see that the value of the percentage decreases drastically as the number of taxa increases. The trend in Fig. 4.2 shown an exponential decreasing rate as the number of taxa increases.

4.3 Discussion

Our experiments have shown that the tabupars program requires the evaluation of fewer topologies to find a most parsimonious tree than the dnapenny program. Although our comparison scheme is limited to small data sets, Table 4.2 provides a hint to stop the tabu search in a pre-specified number of iterations to reach a good approximate solution. One issue arises in the comparisons between the tabupars and dnapenny programs is that the global optimal parsimony scores of the testing data sets are known. The comparison scheme allows us to assess the capability and efficiency of the tabupars program finding the global optima. However, in a real search for the maximum-parsimony phylogenetic trees for a median-sized or large-sized data set, the global optimum is usually unknown. As a result, the search continues after the globally optimum topology is evaluated. Therefore, the comparison scheme we use does not reflect strengths or weaknesses of the terminating
Table 4.2: The average percentage of solution space searched by the tabupars program before reaching the optimal maximum-parsimony trees.

<table>
<thead>
<tr>
<th>Number of taxa</th>
<th>% of trees</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>1.41558E-02</td>
</tr>
<tr>
<td>11</td>
<td>5.68189E-04</td>
</tr>
<tr>
<td>12</td>
<td>3.32686E-05</td>
</tr>
<tr>
<td>13</td>
<td>4.44582E-06</td>
</tr>
<tr>
<td>14</td>
<td>1.15507E-07</td>
</tr>
<tr>
<td>15</td>
<td>1.91671E-08</td>
</tr>
<tr>
<td>16</td>
<td>3.18232E-09</td>
</tr>
<tr>
<td>17</td>
<td>4.40254E-11</td>
</tr>
<tr>
<td>18</td>
<td>2.46896E-12</td>
</tr>
<tr>
<td>19</td>
<td>2.04543E-13</td>
</tr>
<tr>
<td>20</td>
<td>3.92344E-15</td>
</tr>
</tbody>
</table>

Figure 4.2: The trend of the log-percentage of solution space searched by the tabupars program before reaching the most parsimonious tree.
criteria of topology search methods. In Chapter 6, we present a different comparison scheme which allows us to compare different phylogenetic programs without knowing the global optimal parsimony scores beforehand. Another issue we need to be concerned about is the efficiency of the tabupars program. The experimental results for the small data sets are acceptable. However, the tabupars program became too slow to converge when the data size is large. There are several possible reasons of the slow convergency. First, the tree representation is not a one-to-one representation. The redundance may decrease the effectiveness of the tabu search method. Second, when the solution space becomes large, the frequency of a tree been tabooed decreases. This may also decrease the effectiveness of the tabu search method. In consequence, we proposed a new approach in the following chapter. We will also investigate the improvement of this new approach.
Chapter 5

Hybrid Method of Genetic Algorithm and Tabu Search for Maximum-parsimony Phylogeny Inference

5.1 Introduction

The development of genetic algorithms can be traced back to 1954 when Barricelli used a computer to simulate evolution [2]. Fraser extended the work on simulation of artificial selection, which includes most of the essential elements in genetic algorithms [22]. The first genetic algorithm applied to optimization problems was proposed by Bremermann in 1962 [4]. However, genetic algorithms did not draw much attention until Holland introduced a formalized framework to discuss the quality of solutions created in each generation [32].

Genetic algorithms are stochastic search algorithms that mimic the nature of evolution. Unlike conventional search techniques, genetic algorithms start with a set of solutions, called a population. Each individual in the population is called a chromosome, which represents a solution to the original problem. In each iteration, new chromosomes are generated either by recombining two chromosomes, called crossover or by modifying one chromosome, called mutation. Crossover and mutation are usually referred to as genetic operators and the
new chromosomes are called offspring. Crossover and mutation occur with probabilities, $p_c$ and $p_m$, respectively, during each iteration of the search process. A new generation is then created by applying one or several selecting rules to choose chromosomes from offspring. Usually, a fitter chromosome in the offspring is more likely to be selected into the new generation. The fitness of each chromosome is evaluated based on the objective function of the original problem. Introduction to several commonly-used genetic operators, chromosome encoding methods, and selection techniques can be found in [23]. In Algorithm 5.1, we show the basic procedure for implementing a genetic algorithm.

**Algorithm 5.1 Basic genetic algorithm procedure**

Initialize:
- Generate initial population: $P_0$.
- Evaluate the initial population and find the best individual $x_0^*$.
- Update best solution: $x^* = x_0$.
- Set iteration counter: $i = 0$.

Do while (stopping conditions not met)
- Perform crossover operation on selected individuals of $P_i$: $C_i = Cr(P_i)$.
- Perform mutation operation on selected individuals of $P_i$: $M_i = Mu(P_i)$.
- Evaluate fitness of $C_i$ and $M_i$ and find the best individual $x_i^* \in C_i \cup M_i$.
  - If $Objective(x_i^*)$ is better than $Objective(x^*)$
    - Let $x^* = x_i^*$.
  End
- Select new population: $P_{i+1} = Select(P_i \cup C_i \cup M_i)$.
- Set $i = i + 1$.
End

In this chapter, we proposed a hybrid search method which combines genetic algorithm and tabu search for the maximum-parsimony phylogeny inference. Our goal is to improve the efficiency of the search process. In the following section, we described a different tree representation, which can avoid the redundancy caused by the previous tree representation. Our crossover and mutation operations are introduced in Section 5.3. The details of the implementation of our hybrid search method for finding maximum-parsimony is given in Section 5.4.
5.2 Tree Representation

In this section, we introduced a new tree representation which employs the canonical form of phylogenetic trees to create a one-to-one correspondence. The transformation of the canonical form includes two actions: re-rooting and branch rotation. They are described as follows. Assume we have a 4-leaf rooted tree as shown in Fig. 5.1 (a). Each leaf is labelled according to a pre-defined order. The position of the root does not matter if our objective is to find the maximum-parsimony trees. Therefore, we place the root on the branch which connects to the leaf with the smallest label. The tree after re-rooting is shown in Fig. 5.1 (b). The Newick format shown below the trees is a commonly-used tree representation, which consists of a series of nested parentheses, enclosing names and separated by commas [7]. We can see that the Newick format has been changed after re-rooting.

![Figure 5.1: Re-root a 4-leaf tree.](image)

We then label each interior node as the smallest-label leaf descending from it (see Fig. 5.1 (b)). The rotation of the branches does not affect the parsimony scores. Hence, for each interior node, we rotate the branches so that the descendant node with smaller label is on the left-hand branch. The tree shown in Fig. 5.2 (b) is the resulting tree of the tree in Fig. 5.2 (a) after branch rotation. This tree is also in the canonical form of all the trees shown in Fig. 5.1 and Fig. 5.2. The Newick format of the tree in canonical form is used as a tree ID to represent this tree. The advantages of this tree representation are two-fold. It
is a one-to-one correspondence and each tree is considered to be unrooted. The redundancy can be avoided while the solution space is decreased (from rooted trees to unrooted trees).

Figure 5.2: Rotate the branches of the tree in Fig. 5.2 (b).

5.3 Generating Neighbors

There are two operations, crossover and mutation, to generate offspring in our genetic algorithm. We employ nearest neighbor interchange (NNI) as the mutation operator and subtree pruning and regrafting (SPR) as the crossover operator. The SPR is modified to allow us to recombine two trees for new trees. The modifications of SPR are described as below. Note that each modified SPR performing on a pair of trees creates a pair of new trees.

Step 1. Pick two trees, tree A and tree B, as shown in 5.3 to perform a crossover operation. Randomly select a subtree, A2, on tree A and prune it off tree A.

Step 2. Remove the redundant branches on tree B in order to insert subtree A2 onto tree B. The mended tree is tree B′ as shown in Fig. 5.4.

Step 3. Randomly select a branch of tree B′ and attach subtree A2 to this branch. A new tree is then created as shown in Fig. 5.5.
Step 4. Apply the above steps on tree A and tree B again, but this time prune a randomly selected subtree from tree B and attach it on the mended tree A.

![Diagram of trees A and B with a subtree highlighted for pruning.]

Figure 5.3: Modified SPR: pruning step.

The NNI tree rearrangement method described in Section 1.3.1 is adopted as the mutation operator. There are two types of mutation operations in our algorithm. Assume that a tree is selected for the mutation operation, then NNI tree rearrangement is performed on either one randomly selected interior branch or every interior branch of the selected tree. The former is called *one-branch-mutation*, and the later *all-branches-mutation*. The one-branch-mutation operator is the major mutation operator. The all-branches-mutation operator is used when an extensive search is performed on the best solutions we have found in order to escape from a local optimum.
Figure 5.4: Modified SPR: mending step.

Figure 5.5: Modified SPR: grafting step.
5.4 Hybrid Method of Genetic Algorithm and Tabu Search for Finding Maximum-parsimony Trees

The distinct part of our genetic algorithm is incorporating the tabu search into selecting the next generations and creating the offspring. In the design of our genetic algorithm, the population will be divided into two groups: an elite group and a non-elite group. When creating the offspring, the crossover operator is performed on every pair of the members in the elite group. The one-branch-mutation operator is also performed on each member in the elite group to create some offspring. The rest of the offspring are created in two ways. Crossovers are carried out on randomly selected pairs of members in the non-elite group. And every member in the non-elite group will have a chance to have a one-branch-mutation operation with a pre-determined probability, called mutation rate.

After all the offspring have been created, they are ranked based on fitness. The fitness of each tree is evaluated by Fitch’s parsimony algorithm. The selection for the elite group members begins from the top-ranked offspring. A tree which has been selected in recent iterations will not be selected into the elite group until its tabu tenure is expired. The selection of elite group members continues until the elite group is full. These new elite group members are then put on the tabu list and given a tabu tenure. The rest of the offspring are selected into the non-elite group according to a probability function of fitness value. Assume tree \( i \) has a parsimony score \( f_i \) and the best parsimony score found so far is \( f^* \). The probability function is defined as

\[
p(f_i) = 1 - \frac{f_i - f^* + \epsilon}{f_i},
\]

where \( \epsilon \) is a small positive integer. It can be seen that the sum of the probability of the rest of the offspring is likely to be greater than 1. Therefore, the selection for the non-elite group members begins from the higher-ranked offspring and stops as soon as the non-elite group is full.

During the search process, the trees with the best parsimony score found so far are stored and recorded. If there is no improvement for a period of time, say \( T_{no} \), we expand the offspring size by carrying out the all-branches-mutation on a portion of the newly found best trees. If there are no newly found best trees and there are more than two best trees recorded, crossovers will be performed on randomly selected pairs of the best trees. The
expansion of offspring size will not occur until another $T_{\text{no}}$ period of non-improvement. If there is no improvement for a long period of time, say $T_{\text{stop}}$, we terminate the searching process and report the best trees we found. The procedure of our hybrid method for finding the maximum-parsimony trees is described in Algorithm 5.2.
Algorithm 5.2 Procedure for the hybrid method of GA and TS for maximum-parsimony phylogeny inference.

Initialize:
Generate an initial population: $P_0$, where $\|P_0\| = n_p$.
Evaluate the parsimony scores of the initial population.
Rank all trees in the population based on their parsimony scores and find the best trees $t_0^*$. 
Update the best trees: $t^* = t_0^*$.
Update the best parsimony score: $f^* = f(t_0^*)$, where $f$ is the function for parsimony evaluation.
Select the top $n_e$ trees into the elite group, $E_0$.
Put the rest of the population in the non-elite group, $N_0$.
Set tabu list $= E_0$.
Set iteration counter: $i = 0$.

Do while (stopping conditions not met)
Set offspring: $C_i = \phi$, $M_i = \phi$.
Crossover on elite group: $\forall x, y \in E_i$ and $x \neq y$, $C_i = C_i \cup Cr(x, y)$.
Mutation on elite group: $\forall x \in N_i$, $M_i = M_i \cup Mu^1(x)$.

Do while (number of offspring < $n_o$)
Crossover on non-elite group: $Rand(x, y) \in N_i$ and $x \neq y$, $C_i = C_i \cup Cr(x, y)$.
Mutation on non-elite group: $\forall x \in N_i$, if $RN < p_m$, $M_i = M_i \cup Mu^1(x)$, where $RN$ is a random number generated from random number generator.
End

If no improvement for $T_{no}$ iterations
All-branches-mutation on best trees: $\forall x \in t^*, M_i = M_i \cup Mu^2(x)$.
End

Evaluate the parsimony scores of $C_i$ and $M_i$.
Create the ranking for the offspring: $R = Rank(C_i \cup M_i)$.
Find the best trees $t_i^* \in C_i \cup M_i$.

If $f(t_i^*) < f^*$
\[ f^* = f(t_i^*) \text{ and } t^* = t_i^* \]
Else if $f(t_i^*) = f^*$
\[ t^* = t^* \cup t_i^* \]
End
Set new elite group and non-elite group: $E_{i+1} = \phi, N_{i+1} = \phi$.
Set $k = 1$.

Do while ($\|E_{i+1}\| < n_e$)
    If $R(k) \notin \text{tabu list}$
        $E_{i+1} = E_{i+1} \cup R(k)$.
        $R = R - \{ R(k) \}$.
    End
    $k = k + 1$.
End

Reset $k = 1$.

Do while ($\|N_{i+1}\| < (n_p - n_e$))
    If $RN < 1 - \frac{f(R(k)) - f^* + \epsilon}{f(R(k))}$
        $N_{i+1} = N_{i+1} \cup R(k)$.
    End
    $k = k + 1$.
End

Update tabu list.
Set $i = i + 1$.
End
Chapter 6

Performance of the Hybrid Method for Maximum-parsimony Phylogeny Inference

6.1 Introduction

In this chapter, we analyze the performance of the proposed hybrid method for finding maximum-parsimony trees. Two C++ programs, GATSpars and GATSpars*, are created to implement the hybrid method. The former uses randomly generated trees to form the initial population while the later uses sequential-addition to create quality starting trees. The detailed settings of the parameters (see Section 5.4) of these two programs are given below.

- Offspring size: $n_o = 60$.
- Elite group size: $n_e = 5$.
- Tabu tenure = 7.
- Mutation rate: $p_m = 0.3$.
- $\epsilon = 2$. 
Section 6.2 provides the design of experiments for our analysis. A comparison of the performance between the GATSpars program and the tabu-search-based program, tabupars, is given in Section 6.3. We assess the accuracy of the results produced by GATSpars and GATSpars\* in Section 6.4. A discussion of the performance analysis is given in Section 6.5.

6.2 Design of Experiments

The 47-taxon DNA sequence data set mentioned in Chapter 3 is used to randomly create two groups of data. The first group contains 110 randomly generated data sets with 10 to 20 aligned DNA sequences. These data sets are the same as described in Section 4.1. The second group of data consists of 60 data sets. These data sets are created by randomly sampling \( m \) (40 \( \leq \) \( m \) \( \leq \) 45) sequences from the 47-taxon DNA sequence data set. For each \( m \), 10 data sets are created.

The first group of data is used to assess the efficiency of the proposed hybrid method. To investigate the effectiveness of incorporating tabu search in the genetic algorithm, we created another C++ program, GApars, which implements a pure genetic algorithm. The design of the GApars program is exactly the same as GATSpars except that the population is not divided into elite group and non-elite group in GApars. As described in Section 4.2, the global optimal parsimony scores of the data sets in the first group are achieved by the dnapenny program, a branch-and-bound-based program. We run both of the GATSpars and GApars programs on these data sets but stop them when they achieve the global optimal parsimony scores. The number of parsimony evaluations are recorded for both programs. The results are compared with those derived from the tabupars program in Section 6.3.

The second group of data is used to assess the accuracy of the GATSpars and GATSpars\* programs. We use the following programs: PAUP*, dnapars and GApars as the benchmarks. The PAUP* program is one of the most widely-used program for the maximum-parsimony phylogeny inference. It implements a hill-climbing heuristic search method and employs tree bisection and recombination (TBR) as the tree rearrangement method. The dnapars program uses the sequential-addition technique to construct the most parsimonious trees. During each step, a randomly selected taxon is added to the tree by
being attached on the branch which results in the fewest evolutionary changes. If more than one trees are tied with the same parsimony scores, the nearest neighbor interchange (NNI) will be performed on these trees in order to find better results. The stopping conditions for the GATSpars, GATSpars* and GApars programs are the same. The searching process will be terminated if the best parsimony score does not improve in 100 iterations ($T_{stop} = 100$). PAUP* runs with its default setting while dnapars runs with its default setting and the Jumble option (random number seed = 1 and number of runs = 5). The results from these programs are compared in Section 6.4.

6.3 Assessing the Efficiency of the Hybrid Method

Table 6.1 demonstrates the average number of parsimony evaluations recorded when the programs, tabupars (TS), GApars (GA) and GATSpars (GATS), reach the global optimal parsimony scores. To know how efficient the GATSpars program is over the other two programs, we calculate the following ratios:

$$\text{ratio}^1 = \frac{\text{number of parsimony evaluations by GATSpars}}{\text{number of parsimony evaluations by tabupars}},$$

$$\text{ratio}^2 = \frac{\text{number of parsimony evaluations by GATSpars}}{\text{number of parsimony evaluations by GApars}}.$$  \hspace{1cm} (6.1)

The log values of these two ratios are shown in the last two columns of Table 6.1. The lower the log-ratio values are, the better the GATSpars program outperforms the other two programs. Fig. 6.1 and 6.2 show the trend of $\log(\text{ratio}^1)$ and $\log(\text{ratio}^2)$, respectively.

The percentages of solution space searched by these three programs are defined as

$$\frac{100 \times \text{number of parsimony evaluations}}{\text{number of possible tree topologies}}.$$  \hspace{1cm} (6.2)

Table 6.2 shows the average percentage of solution space searched by the tabupars, GApars and GATSpars programs. The trends of the average log-percentage values are demonstrated in Fig. 6.3.

The experimental results shown above indicate that both the GApars and GATSpars programs achieve the global optimal parsimony scores faster than the tabupars program. The trend shown in Fig. 6.1 also indicates that as the problem size increases, the better the GATSpars program outperforms the tabupars program. The GATSpars program performs
Table 6.1: The average number of parsimony evaluations before reaching the optimal solution.

<table>
<thead>
<tr>
<th>number of taxa</th>
<th>TS</th>
<th>GA</th>
<th>GATS</th>
<th>Log-ratio$^1$</th>
<th>Log-ratio$^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>4878</td>
<td>756</td>
<td>699</td>
<td>-1.942839857</td>
<td>-0.078390635</td>
</tr>
<tr>
<td>11</td>
<td>3720</td>
<td>790</td>
<td>790</td>
<td>-1.549446018</td>
<td>0</td>
</tr>
<tr>
<td>12</td>
<td>4574</td>
<td>1033</td>
<td>1110</td>
<td>-1.416028095</td>
<td>0.071892826</td>
</tr>
<tr>
<td>13</td>
<td>14059</td>
<td>1429</td>
<td>1484</td>
<td>-2.248521639</td>
<td>0.037766246</td>
</tr>
<tr>
<td>14</td>
<td>9131</td>
<td>1994</td>
<td>1802</td>
<td>-1.622778075</td>
<td>-0.101245513</td>
</tr>
<tr>
<td>15</td>
<td>40914</td>
<td>2042</td>
<td>2012</td>
<td>-3.012343082</td>
<td>-0.014800468</td>
</tr>
<tr>
<td>16</td>
<td>196995</td>
<td>5313</td>
<td>4232</td>
<td>-3.840503693</td>
<td>-0.227481955</td>
</tr>
<tr>
<td>17</td>
<td>8484</td>
<td>6479</td>
<td>3114</td>
<td>-3.300654128</td>
<td>-0.732658112</td>
</tr>
<tr>
<td>18</td>
<td>15651</td>
<td>4648</td>
<td>3591</td>
<td>-3.773672804</td>
<td>-0.258006307</td>
</tr>
<tr>
<td>19</td>
<td>453356</td>
<td>13396</td>
<td>4596</td>
<td>-4.591491377</td>
<td>-1.069769806</td>
</tr>
<tr>
<td>20</td>
<td>321753</td>
<td>6728</td>
<td>5778</td>
<td>-4.019726610</td>
<td>-0.152220322</td>
</tr>
</tbody>
</table>

Log-ratio$^1 = \log\left(\frac{\text{GATS}}{\text{TS}}\right)$ and Log-ratio$^2 = \log\left(\frac{\text{GATS}}{\text{GA}}\right)$.

Figure 6.1: The trend of log(ratio$^1$) values.
Figure 6.2: The trend of $\log(\text{ratio}^2)$ values.

Table 6.2: The average percentage of trees evaluated by these three programs before reaching the optimal maximum-parsimony trees.

<table>
<thead>
<tr>
<th>number of taxa</th>
<th>TS</th>
<th>GA</th>
<th>GATS</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>1.41558E-02</td>
<td>2.19388E-05</td>
<td>2.02847E-05</td>
</tr>
<tr>
<td>11</td>
<td>5.68189E-04</td>
<td>1.20661E-06</td>
<td>1.20661E-06</td>
</tr>
<tr>
<td>12</td>
<td>3.32686E-05</td>
<td>7.51310E-08</td>
<td>8.07313E-08</td>
</tr>
<tr>
<td>13</td>
<td>4.44582E-06</td>
<td>4.51880E-08</td>
<td>4.69273E-09</td>
</tr>
<tr>
<td>14</td>
<td>1.15507E-07</td>
<td>2.52218E-10</td>
<td>2.27932E-10</td>
</tr>
<tr>
<td>15</td>
<td>1.91671E-08</td>
<td>9.56628E-12</td>
<td>9.42574E-12</td>
</tr>
<tr>
<td>16</td>
<td>3.18232E-09</td>
<td>8.58281E-13</td>
<td>6.83652E-13</td>
</tr>
<tr>
<td>17</td>
<td>4.40254E-11</td>
<td>3.37626E-14</td>
<td>1.62273E-14</td>
</tr>
<tr>
<td>18</td>
<td>2.46896E-12</td>
<td>7.33973E-16</td>
<td>5.67060E-16</td>
</tr>
<tr>
<td>19</td>
<td>2.04543E-13</td>
<td>6.04395E-17</td>
<td>2.07360E-17</td>
</tr>
<tr>
<td>20</td>
<td>3.92344E-15</td>
<td>8.20408E-19</td>
<td>7.04566E-19</td>
</tr>
</tbody>
</table>
Figure 6.3: The trend of the log-percentage of solution space searched by these three programs.

slightly better than the GApars program but the difference is not very significant. Further investigation for the comparisons of the performance between the GATSpars and GApars programs are carried out in the next section.

6.4 Assessing the Accuracy of the Hybrid Method

We run the programs PAUP*, dnapars with the default settings, dnapars with the jumble option, GATSpars, GATSpars* and GApars on the data sets with number of taxa ranging from 40 to 45. Table 6.3 to Table 6.8 show the parsimony scores derived from these programs. We summarize the experimental results and assess the accuracy of the GATSpars and GATSpars* programs in subsections.

6.4.1 Assessing the Accuracy of GATSpars

The parsimony scores produced by the GATSpars program are compared with those from the PAUP*, dnapars with the default settings and dnapars with the jumble option programs. The comparisons are shown in Fig. 6.4, 6.5 and 6.6, respectively. The solid bars represent the percentage of instances the GATSpars program producing better parsimony scores than those produced by the other programs, while the striped bars represents the percentage of the worse instances. We can see from the results that PAUP* dominates all other programs. In more than 90% of instances, PAUP* achieves the best parsimony...
scores among the results of all programs. In average, the GATSpars program can achieve the same or better parsimony scores than those from the PAUP* program in about 57% of instances. The dnapars program with the jumble option produces equally-good parsimony scores as those from GATSpars program, while its use of default settings performs slightly better. In average, the GATSpars program achieves the same or better parsimony scores than those from the dnapars program in about 63% of instances when the dnapars program is using default setting. This percentage increases to 68% when comparing the GATSpars program with the dnapars program using the jumble option.

6.4.2 Assessing the Accuracy of GATSpars*

The same comparisons are conducted for the GATSpars* program. The comparing results are shown in Fig. 6.7, 6.8 and 6.9. The solid bars represent the percentage of instances the GATSpars* program producing better parsimony scores than those produced by the other programs, while the striped bars represents the percentage of the worse instances. We can see that the GATSpars* program significantly improves in the accuracy of finding the most parsimonious trees. Although PAUP* still outperforms GATSpars*, the percentage of instances in which GATSpars* achieves the same or better parsimony scores than those from the PAUP* program increases to 74%. The GATSpars* program also performs better than the dnapars program with either its default settings or the jumble option. In average, the GATSpars* achieves the same or better parsimony scores than those derived from the dnapars program with the default settings and with the jumble option in about 79% and 86% of instances, respective. To demonstrate the improvement of the GATSpars* program, we summarize the percentage of instances the GATSpars* program achieves the best parsimony scores among the results produced by all the programs. We perform the same summarization on the GATSpars and GApars programs. The comparison between these three programs is shown in Fig. 6.10. The GATSpars* program has the best performance while the GApars program performs the worst.
Figure 6.4: GATSpars versus PAUP*.

Figure 6.5: GATSpars versus dnapars (default).
Figure 6.6: GATSpars versus dnapars (with jumble option).

Figure 6.7: GATSpars* versus PAUP*.
Figure 6.8: GATSpars* versus dnapars (default).

Figure 6.9: GATSpars* versus dnapars (with jumble option).
Table 6.3: The parsimony scores derived from each program on data sets with number of taxa = 40.

<table>
<thead>
<tr>
<th>Program</th>
<th>Replication</th>
<th>Data1</th>
<th>Data2</th>
<th>Data 3</th>
<th>Data 4</th>
<th>Data 5</th>
<th>Data 6</th>
<th>Data 7</th>
<th>Data 8</th>
<th>Data 9</th>
<th>Data 10</th>
</tr>
</thead>
<tbody>
<tr>
<td>PAUP*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>dnapars(default)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>dnapars(jumble)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GATSpars</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Rep1</td>
<td>948</td>
<td>974</td>
<td>927</td>
<td>1008</td>
<td>1007</td>
<td>969</td>
<td>977</td>
<td>940</td>
<td>956</td>
<td>978</td>
</tr>
<tr>
<td></td>
<td>Rep2</td>
<td>949</td>
<td>974</td>
<td>927</td>
<td>1008</td>
<td>1009</td>
<td>969</td>
<td>977</td>
<td>940</td>
<td>956</td>
<td>979</td>
</tr>
<tr>
<td></td>
<td>Rep3</td>
<td>948</td>
<td>980</td>
<td>927</td>
<td>1008</td>
<td>1007</td>
<td>969</td>
<td>977</td>
<td>940</td>
<td>956</td>
<td>987</td>
</tr>
<tr>
<td></td>
<td>Rep4</td>
<td>948</td>
<td>974</td>
<td>929</td>
<td>1008</td>
<td>1009</td>
<td>975</td>
<td>977</td>
<td>940</td>
<td>956</td>
<td>978</td>
</tr>
<tr>
<td></td>
<td>Rep5</td>
<td>951</td>
<td>974</td>
<td>927</td>
<td>1008</td>
<td>1007</td>
<td>969</td>
<td>977</td>
<td>940</td>
<td>956</td>
<td>979</td>
</tr>
<tr>
<td>GATSpars*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Rep1</td>
<td>951</td>
<td>975</td>
<td>927</td>
<td>1008</td>
<td>1007</td>
<td>969</td>
<td>977</td>
<td>940</td>
<td>956</td>
<td>979</td>
</tr>
<tr>
<td></td>
<td>Rep2</td>
<td>948</td>
<td>975</td>
<td>929</td>
<td>1008</td>
<td>1007</td>
<td>969</td>
<td>977</td>
<td>940</td>
<td>956</td>
<td>979</td>
</tr>
<tr>
<td></td>
<td>Rep3</td>
<td>948</td>
<td>975</td>
<td>932</td>
<td>1010</td>
<td>1007</td>
<td>969</td>
<td>977</td>
<td>942</td>
<td>956</td>
<td>978</td>
</tr>
<tr>
<td></td>
<td>Rep4</td>
<td>948</td>
<td>974</td>
<td>930</td>
<td>1021</td>
<td>1007</td>
<td>969</td>
<td>977</td>
<td>942</td>
<td>958</td>
<td>988</td>
</tr>
<tr>
<td></td>
<td>Rep5</td>
<td>951</td>
<td>976</td>
<td>933</td>
<td>1010</td>
<td>1007</td>
<td>969</td>
<td>977</td>
<td>940</td>
<td>956</td>
<td>979</td>
</tr>
<tr>
<td>GApars</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Rep1</td>
<td>958</td>
<td>976</td>
<td>928</td>
<td>1011</td>
<td>1017</td>
<td>973</td>
<td>1030</td>
<td>943</td>
<td>957</td>
<td>985</td>
</tr>
<tr>
<td></td>
<td>Rep2</td>
<td>951</td>
<td>976</td>
<td>929</td>
<td>1008</td>
<td>1012</td>
<td>969</td>
<td>977</td>
<td>942</td>
<td>959</td>
<td>984</td>
</tr>
<tr>
<td></td>
<td>Rep3</td>
<td>951</td>
<td>975</td>
<td>931</td>
<td>1011</td>
<td>1013</td>
<td>969</td>
<td>977</td>
<td>940</td>
<td>956</td>
<td>978</td>
</tr>
<tr>
<td></td>
<td>Rep4</td>
<td>948</td>
<td>974</td>
<td>927</td>
<td>1018</td>
<td>1012</td>
<td>969</td>
<td>977</td>
<td>940</td>
<td>956</td>
<td>981</td>
</tr>
<tr>
<td></td>
<td>Rep5</td>
<td>948</td>
<td>976</td>
<td>931</td>
<td>1011</td>
<td>1010</td>
<td>969</td>
<td>977</td>
<td>940</td>
<td>959</td>
<td>979</td>
</tr>
</tbody>
</table>
Table 6.4: The parsimony scores derived from each program on data sets with number of taxa = 41.

<table>
<thead>
<tr>
<th>Program</th>
<th>Replication</th>
<th>Data 1</th>
<th>Data 2</th>
<th>Data 3</th>
<th>Data 4</th>
<th>Data 5</th>
<th>Data 6</th>
<th>Data 7</th>
<th>Data 8</th>
<th>Data 9</th>
<th>Data 10</th>
</tr>
</thead>
<tbody>
<tr>
<td>PAUP*</td>
<td></td>
<td>996</td>
<td>1024</td>
<td>978</td>
<td>1031</td>
<td>980</td>
<td>969</td>
<td>1003</td>
<td>1002</td>
<td>934</td>
<td>1002</td>
</tr>
<tr>
<td>dnapars(default)</td>
<td></td>
<td>996</td>
<td>1024</td>
<td>980</td>
<td>1034</td>
<td>980</td>
<td>969</td>
<td>1002</td>
<td>1004</td>
<td>934</td>
<td>1007</td>
</tr>
<tr>
<td>dnapars(jumble)</td>
<td></td>
<td>996</td>
<td>1025</td>
<td>978</td>
<td>1031</td>
<td>980</td>
<td>969</td>
<td>1003</td>
<td>1002</td>
<td>936</td>
<td>1003</td>
</tr>
<tr>
<td>GATSpars</td>
<td>Rep1</td>
<td>996</td>
<td>1024</td>
<td>978</td>
<td>1031</td>
<td>980</td>
<td>969</td>
<td>1006</td>
<td>1002</td>
<td>934</td>
<td>1002</td>
</tr>
<tr>
<td></td>
<td>Rep2</td>
<td>996</td>
<td>1027</td>
<td>978</td>
<td>1031</td>
<td>980</td>
<td>970</td>
<td>1003</td>
<td>1002</td>
<td>934</td>
<td>1002</td>
</tr>
<tr>
<td></td>
<td>Rep3</td>
<td>996</td>
<td>1026</td>
<td>979</td>
<td>1031</td>
<td>982</td>
<td>969</td>
<td>1002</td>
<td>1002</td>
<td>934</td>
<td>1016</td>
</tr>
<tr>
<td></td>
<td>Rep4</td>
<td>999</td>
<td>1025</td>
<td>981</td>
<td>1043</td>
<td>980</td>
<td>970</td>
<td>1003</td>
<td>1002</td>
<td>934</td>
<td>1002</td>
</tr>
<tr>
<td></td>
<td>Rep5</td>
<td>996</td>
<td>1026</td>
<td>981</td>
<td>1031</td>
<td>982</td>
<td>969</td>
<td>1002</td>
<td>1009</td>
<td>937</td>
<td>1002</td>
</tr>
<tr>
<td>GATSpars*</td>
<td>Rep1</td>
<td>996</td>
<td>1024</td>
<td>978</td>
<td>1031</td>
<td>980</td>
<td>971</td>
<td>1003</td>
<td>1002</td>
<td>934</td>
<td>1002</td>
</tr>
<tr>
<td></td>
<td>Rep2</td>
<td>999</td>
<td>1025</td>
<td>978</td>
<td>1031</td>
<td>981</td>
<td>970</td>
<td>1002</td>
<td>1002</td>
<td>934</td>
<td>1002</td>
</tr>
<tr>
<td></td>
<td>Rep3</td>
<td>997</td>
<td>1024</td>
<td>978</td>
<td>1031</td>
<td>981</td>
<td>970</td>
<td>1003</td>
<td>1002</td>
<td>934</td>
<td>1003</td>
</tr>
<tr>
<td></td>
<td>Rep4</td>
<td>996</td>
<td>1025</td>
<td>978</td>
<td>1031</td>
<td>980</td>
<td>969</td>
<td>1003</td>
<td>1002</td>
<td>934</td>
<td>1005</td>
</tr>
<tr>
<td></td>
<td>Rep5</td>
<td>996</td>
<td>1025</td>
<td>978</td>
<td>1031</td>
<td>980</td>
<td>969</td>
<td>1004</td>
<td>1002</td>
<td>934</td>
<td>1002</td>
</tr>
<tr>
<td>GApars</td>
<td>Rep1</td>
<td>998</td>
<td>1025</td>
<td>980</td>
<td>1031</td>
<td>983</td>
<td>969</td>
<td>1012</td>
<td>1008</td>
<td>948</td>
<td>1005</td>
</tr>
<tr>
<td></td>
<td>Rep2</td>
<td>1013</td>
<td>1032</td>
<td>978</td>
<td>1031</td>
<td>980</td>
<td>973</td>
<td>1043</td>
<td>1002</td>
<td>936</td>
<td>1017</td>
</tr>
<tr>
<td></td>
<td>Rep3</td>
<td>996</td>
<td>1024</td>
<td>978</td>
<td>1031</td>
<td>980</td>
<td>969</td>
<td>1008</td>
<td>1004</td>
<td>934</td>
<td>1011</td>
</tr>
<tr>
<td></td>
<td>Rep4</td>
<td>998</td>
<td>1025</td>
<td>981</td>
<td>1041</td>
<td>980</td>
<td>974</td>
<td>1003</td>
<td>1012</td>
<td>948</td>
<td>1005</td>
</tr>
<tr>
<td></td>
<td>Rep5</td>
<td>997</td>
<td>1026</td>
<td>978</td>
<td>1031</td>
<td>981</td>
<td>984</td>
<td>1003</td>
<td>1006</td>
<td>934</td>
<td>1002</td>
</tr>
</tbody>
</table>
Table 6.5: The parsimony scores derived from each program on data sets with number of taxa = 42.

<table>
<thead>
<tr>
<th>Program</th>
<th>Replication</th>
<th>Data1</th>
<th>Data2</th>
<th>Data 3</th>
<th>Data 4</th>
<th>Data 5</th>
<th>Data 6</th>
<th>Data 7</th>
<th>Data 8</th>
<th>Data 9</th>
<th>Data 10</th>
</tr>
</thead>
<tbody>
<tr>
<td>PAUP*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>dnapars(default)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>dnapars(jumble)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rep1</td>
<td>997</td>
<td>1024</td>
<td>1025</td>
<td>1020</td>
<td>1013</td>
<td>1014</td>
<td>980</td>
<td>1040</td>
<td>980</td>
<td>1019</td>
<td>1019</td>
</tr>
<tr>
<td>Rep2</td>
<td>997</td>
<td>1024</td>
<td>1025</td>
<td>1020</td>
<td>1013</td>
<td>1014</td>
<td>980</td>
<td>1040</td>
<td>980</td>
<td>1019</td>
<td>1019</td>
</tr>
<tr>
<td>Rep3</td>
<td>1007</td>
<td>1027</td>
<td>1025</td>
<td>1020</td>
<td>1016</td>
<td>1014</td>
<td>983</td>
<td>1049</td>
<td>980</td>
<td>1019</td>
<td>1023</td>
</tr>
<tr>
<td>Rep4</td>
<td>1000</td>
<td>1027</td>
<td>1025</td>
<td>1020</td>
<td>1015</td>
<td>1014</td>
<td>984</td>
<td>1040</td>
<td>980</td>
<td>1019</td>
<td>1021</td>
</tr>
<tr>
<td>Rep5</td>
<td>1000</td>
<td>1024</td>
<td>1026</td>
<td>1022</td>
<td>1015</td>
<td>1014</td>
<td>980</td>
<td>1040</td>
<td>980</td>
<td>1019</td>
<td>1021</td>
</tr>
<tr>
<td>GATSpars</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rep1</td>
<td>997</td>
<td>1024</td>
<td>1025</td>
<td>1022</td>
<td>1016</td>
<td>1014</td>
<td>980</td>
<td>1040</td>
<td>980</td>
<td>1019</td>
<td>1019</td>
</tr>
<tr>
<td>Rep2</td>
<td>999</td>
<td>1025</td>
<td>1026</td>
<td>1020</td>
<td>1013</td>
<td>1014</td>
<td>980</td>
<td>1040</td>
<td>980</td>
<td>1019</td>
<td>1019</td>
</tr>
<tr>
<td>Rep3</td>
<td>997</td>
<td>1024</td>
<td>1026</td>
<td>1019</td>
<td>1014</td>
<td>1016</td>
<td>980</td>
<td>1040</td>
<td>981</td>
<td>1019</td>
<td>1019</td>
</tr>
<tr>
<td>Rep4</td>
<td>999</td>
<td>1024</td>
<td>1025</td>
<td>1019</td>
<td>1015</td>
<td>1016</td>
<td>980</td>
<td>1040</td>
<td>980</td>
<td>1019</td>
<td>1019</td>
</tr>
<tr>
<td>Rep5</td>
<td>997</td>
<td>1024</td>
<td>1026</td>
<td>1020</td>
<td>1013</td>
<td>1014</td>
<td>980</td>
<td>1040</td>
<td>980</td>
<td>1019</td>
<td>1019</td>
</tr>
<tr>
<td>GATSpars*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rep1</td>
<td>1000</td>
<td>1027</td>
<td>1025</td>
<td>1022</td>
<td>1016</td>
<td>1014</td>
<td>988</td>
<td>1043</td>
<td>981</td>
<td>1019</td>
<td>1019</td>
</tr>
<tr>
<td>Rep2</td>
<td>999</td>
<td>1024</td>
<td>1028</td>
<td>1019</td>
<td>1015</td>
<td>1014</td>
<td>987</td>
<td>1040</td>
<td>980</td>
<td>1021</td>
<td>1021</td>
</tr>
<tr>
<td>Rep3</td>
<td>997</td>
<td>1028</td>
<td>1026</td>
<td>1019</td>
<td>1015</td>
<td>1014</td>
<td>983</td>
<td>1040</td>
<td>980</td>
<td>1021</td>
<td>1021</td>
</tr>
<tr>
<td>Rep4</td>
<td>1006</td>
<td>1033</td>
<td>1026</td>
<td>1020</td>
<td>1014</td>
<td>1016</td>
<td>981</td>
<td>1043</td>
<td>980</td>
<td>1019</td>
<td>1019</td>
</tr>
<tr>
<td>Rep5</td>
<td>999</td>
<td>1027</td>
<td>1035</td>
<td>1019</td>
<td>1015</td>
<td>1024</td>
<td>983</td>
<td>1044</td>
<td>980</td>
<td>1019</td>
<td>1019</td>
</tr>
</tbody>
</table>
Table 6.6: The parsimony scores derived from each program on data sets with number of taxa = 43.

<table>
<thead>
<tr>
<th>Program</th>
<th>Replication</th>
<th>Data1</th>
<th>Data2</th>
<th>Data 3</th>
<th>Data 4</th>
<th>Data 5</th>
<th>Data 6</th>
<th>Data 7</th>
<th>Data 8</th>
<th>Data 9</th>
<th>Data 10</th>
</tr>
</thead>
<tbody>
<tr>
<td>PAUP*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>dnapars(default)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>dnapars(jumble)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rep1</td>
<td>1015</td>
<td>1055</td>
<td>1016</td>
<td>1050</td>
<td>979</td>
<td>1021</td>
<td>1052</td>
<td>1023</td>
<td>1040</td>
<td>1055</td>
<td></td>
</tr>
<tr>
<td>Rep2</td>
<td>1015</td>
<td>1055</td>
<td>1016</td>
<td>1048</td>
<td>976</td>
<td>1021</td>
<td>1048</td>
<td>1023</td>
<td>1040</td>
<td>1055</td>
<td></td>
</tr>
<tr>
<td>Rep3</td>
<td>1018</td>
<td>1058</td>
<td>1014</td>
<td>1049</td>
<td>977</td>
<td>1021</td>
<td>1051</td>
<td>1020</td>
<td>1046</td>
<td>1056</td>
<td></td>
</tr>
<tr>
<td>Rep4</td>
<td>1012</td>
<td>1055</td>
<td>1013</td>
<td>1048</td>
<td>976</td>
<td>1024</td>
<td>1053</td>
<td>1028</td>
<td>1040</td>
<td>1057</td>
<td></td>
</tr>
<tr>
<td>Rep5</td>
<td>1012</td>
<td>1055</td>
<td>1016</td>
<td>1048</td>
<td>978</td>
<td>1022</td>
<td>1048</td>
<td>1020</td>
<td>1044</td>
<td>1056</td>
<td></td>
</tr>
<tr>
<td>GATSpars</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GATSpars*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rep1</td>
<td>1012</td>
<td>1055</td>
<td>1014</td>
<td>1049</td>
<td>1076</td>
<td>1021</td>
<td>1048</td>
<td>1020</td>
<td>1040</td>
<td>1055</td>
<td></td>
</tr>
<tr>
<td>Rep2</td>
<td>1013</td>
<td>1055</td>
<td>1018</td>
<td>1049</td>
<td>1076</td>
<td>1021</td>
<td>1049</td>
<td>1020</td>
<td>1044</td>
<td>1055</td>
<td></td>
</tr>
<tr>
<td>Rep3</td>
<td>1013</td>
<td>1055</td>
<td>1016</td>
<td>1048</td>
<td>1080</td>
<td>1021</td>
<td>1048</td>
<td>1020</td>
<td>1040</td>
<td>1056</td>
<td></td>
</tr>
<tr>
<td>Rep4</td>
<td>1012</td>
<td>1055</td>
<td>1013</td>
<td>1048</td>
<td>1076</td>
<td>1021</td>
<td>1048</td>
<td>1020</td>
<td>1040</td>
<td>1055</td>
<td></td>
</tr>
<tr>
<td>Rep5</td>
<td>1012</td>
<td>1055</td>
<td>1013</td>
<td>1051</td>
<td>1076</td>
<td>1025</td>
<td>1048</td>
<td>1020</td>
<td>1040</td>
<td>1055</td>
<td></td>
</tr>
<tr>
<td>GApars</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GApars</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rep1</td>
<td>1015</td>
<td>1058</td>
<td>1035</td>
<td>1048</td>
<td>976</td>
<td>1024</td>
<td>1048</td>
<td>1024</td>
<td>1042</td>
<td>1058</td>
<td></td>
</tr>
<tr>
<td>Rep2</td>
<td>1013</td>
<td>1059</td>
<td>1013</td>
<td>1049</td>
<td>985</td>
<td>1021</td>
<td>1050</td>
<td>1020</td>
<td>1040</td>
<td>1056</td>
<td></td>
</tr>
<tr>
<td>Rep3</td>
<td>1015</td>
<td>1057</td>
<td>1023</td>
<td>1048</td>
<td>976</td>
<td>1021</td>
<td>1051</td>
<td>1023</td>
<td>1044</td>
<td>1056</td>
<td></td>
</tr>
<tr>
<td>Rep4</td>
<td>1016</td>
<td>1057</td>
<td>1014</td>
<td>1049</td>
<td>978</td>
<td>1025</td>
<td>1048</td>
<td>1020</td>
<td>1042</td>
<td>1057</td>
<td></td>
</tr>
<tr>
<td>Rep5</td>
<td>1013</td>
<td>1055</td>
<td>1024</td>
<td>1062</td>
<td>983</td>
<td>1025</td>
<td>1048</td>
<td>1029</td>
<td>1042</td>
<td>1056</td>
<td></td>
</tr>
</tbody>
</table>
Table 6.7: The parsimony scores derived from each program on data sets with number of taxa = 44.

<table>
<thead>
<tr>
<th>Program</th>
<th>Replication</th>
<th>Data1</th>
<th>Data2</th>
<th>Data 3</th>
<th>Data 4</th>
<th>Data 5</th>
<th>Data 6</th>
<th>Data 7</th>
<th>Data 8</th>
<th>Data 9</th>
<th>Data 10</th>
</tr>
</thead>
<tbody>
<tr>
<td>PAUP*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>dnappars(default)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>dnappars(jumble)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Replication</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rep1</td>
<td></td>
<td>1053</td>
<td>1030</td>
<td>1028</td>
<td>1032</td>
<td>1074</td>
<td>1035</td>
<td>1047</td>
<td>1044</td>
<td>1059</td>
<td>1033</td>
</tr>
<tr>
<td>Rep2</td>
<td></td>
<td>1053</td>
<td>1030</td>
<td>1028</td>
<td>1033</td>
<td>1074</td>
<td>1035</td>
<td>1047</td>
<td>1048</td>
<td>1059</td>
<td>1028</td>
</tr>
<tr>
<td>Rep3</td>
<td></td>
<td>1053</td>
<td>1030</td>
<td>1030</td>
<td>1034</td>
<td>1076</td>
<td>1035</td>
<td>1047</td>
<td>1044</td>
<td>1063</td>
<td>1030</td>
</tr>
<tr>
<td>Rep4</td>
<td></td>
<td>1053</td>
<td>1030</td>
<td>1028</td>
<td>1032</td>
<td>1074</td>
<td>1035</td>
<td>1047</td>
<td>1048</td>
<td>1059</td>
<td>1044</td>
</tr>
<tr>
<td>Rep5</td>
<td></td>
<td>1053</td>
<td>1030</td>
<td>1030</td>
<td>1032</td>
<td>1076</td>
<td>1035</td>
<td>1047</td>
<td>1048</td>
<td>1061</td>
<td>1028</td>
</tr>
<tr>
<td>Replication</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rep1</td>
<td></td>
<td>1053</td>
<td>1030</td>
<td>1028</td>
<td>1032</td>
<td>1074</td>
<td>1035</td>
<td>1047</td>
<td>1044</td>
<td>1059</td>
<td>1028</td>
</tr>
<tr>
<td>Rep2</td>
<td></td>
<td>1053</td>
<td>1030</td>
<td>1030</td>
<td>1034</td>
<td>1076</td>
<td>1035</td>
<td>1047</td>
<td>1044</td>
<td>1059</td>
<td>1031</td>
</tr>
<tr>
<td>Rep3</td>
<td></td>
<td>1053</td>
<td>1030</td>
<td>1028</td>
<td>1032</td>
<td>1074</td>
<td>1035</td>
<td>1047</td>
<td>1044</td>
<td>1060</td>
<td>1031</td>
</tr>
<tr>
<td>Rep4</td>
<td></td>
<td>1056</td>
<td>1030</td>
<td>1028</td>
<td>1035</td>
<td>1075</td>
<td>1035</td>
<td>1047</td>
<td>1044</td>
<td>1060</td>
<td>1028</td>
</tr>
<tr>
<td>Rep5</td>
<td></td>
<td>1053</td>
<td>1030</td>
<td>1028</td>
<td>1032</td>
<td>1074</td>
<td>1035</td>
<td>1047</td>
<td>1044</td>
<td>1060</td>
<td>1028</td>
</tr>
<tr>
<td>Replication</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rep1</td>
<td></td>
<td>1053</td>
<td>1030</td>
<td>1030</td>
<td>1034</td>
<td>1076</td>
<td>1035</td>
<td>1047</td>
<td>1044</td>
<td>1059</td>
<td>1028</td>
</tr>
<tr>
<td>Rep2</td>
<td></td>
<td>1053</td>
<td>1030</td>
<td>1032</td>
<td>1075</td>
<td>1035</td>
<td>1047</td>
<td>1044</td>
<td>1059</td>
<td>1031</td>
<td>1031</td>
</tr>
<tr>
<td>Rep3</td>
<td></td>
<td>1053</td>
<td>1030</td>
<td>1028</td>
<td>1032</td>
<td>1074</td>
<td>1035</td>
<td>1047</td>
<td>1044</td>
<td>1060</td>
<td>1031</td>
</tr>
<tr>
<td>Rep4</td>
<td></td>
<td>1054</td>
<td>1030</td>
<td>1028</td>
<td>1037</td>
<td>1075</td>
<td>1041</td>
<td>1048</td>
<td>1048</td>
<td>1060</td>
<td>1031</td>
</tr>
<tr>
<td>Rep5</td>
<td></td>
<td>1053</td>
<td>1030</td>
<td>1029</td>
<td>1032</td>
<td>1082</td>
<td>1037</td>
<td>1048</td>
<td>1050</td>
<td>1066</td>
<td>1036</td>
</tr>
<tr>
<td>Program</td>
<td>Replication</td>
<td>Data 1</td>
<td>Data 2</td>
<td>Data 3</td>
<td>Data 4</td>
<td>Data 5</td>
<td>Data 6</td>
<td>Data 7</td>
<td>Data 8</td>
<td>Data 9</td>
<td>Data 10</td>
</tr>
<tr>
<td>-------------------------------</td>
<td>-------------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
<td>---------</td>
</tr>
<tr>
<td>PAUP*</td>
<td></td>
<td>1059</td>
<td>1068</td>
<td>1068</td>
<td>1037</td>
<td>1047</td>
<td>1008</td>
<td>1047</td>
<td>1048</td>
<td>1069</td>
<td>1031</td>
</tr>
<tr>
<td>Replication</td>
<td></td>
<td>1054</td>
<td>1069</td>
<td>1068</td>
<td>1037</td>
<td>1047</td>
<td>1008</td>
<td>1047</td>
<td>1049</td>
<td>1069</td>
<td>1031</td>
</tr>
<tr>
<td>dnapars(default)</td>
<td>Rep1</td>
<td>1066</td>
<td>1070</td>
<td>1068</td>
<td>1038</td>
<td>1049</td>
<td>1009</td>
<td>1050</td>
<td>1049</td>
<td>1069</td>
<td>1031</td>
</tr>
<tr>
<td>dnapars(jumble)</td>
<td>Rep2</td>
<td>1056</td>
<td>1068</td>
<td>1068</td>
<td>1039</td>
<td>1047</td>
<td>1008</td>
<td>1047</td>
<td>1057</td>
<td>1072</td>
<td>1031</td>
</tr>
<tr>
<td>GATSpars</td>
<td>Rep3</td>
<td>1059</td>
<td>1068</td>
<td>1071</td>
<td>1037</td>
<td>1047</td>
<td>1010</td>
<td>1053</td>
<td>1050</td>
<td>1069</td>
<td>1031</td>
</tr>
<tr>
<td>GATSpars*</td>
<td>Rep4</td>
<td>1054</td>
<td>1068</td>
<td>1068</td>
<td>1041</td>
<td>1047</td>
<td>1008</td>
<td>1050</td>
<td>1048</td>
<td>1074</td>
<td>1033</td>
</tr>
<tr>
<td>GATSpars*</td>
<td>Rep5</td>
<td>1054</td>
<td>1070</td>
<td>1068</td>
<td>1037</td>
<td>1047</td>
<td>1009</td>
<td>1049</td>
<td>1050</td>
<td>1070</td>
<td>1034</td>
</tr>
<tr>
<td>Rep1</td>
<td></td>
<td>1054</td>
<td>1068</td>
<td>1068</td>
<td>1039</td>
<td>1047</td>
<td>1008</td>
<td>1047</td>
<td>1049</td>
<td>1069</td>
<td>1031</td>
</tr>
<tr>
<td>Rep2</td>
<td></td>
<td>1054</td>
<td>1068</td>
<td>1068</td>
<td>1039</td>
<td>1047</td>
<td>1008</td>
<td>1047</td>
<td>1057</td>
<td>1072</td>
<td>1031</td>
</tr>
<tr>
<td>Rep3</td>
<td></td>
<td>1054</td>
<td>1069</td>
<td>1068</td>
<td>1038</td>
<td>1047</td>
<td>1009</td>
<td>1047</td>
<td>1049</td>
<td>1069</td>
<td>1031</td>
</tr>
<tr>
<td>Rep4</td>
<td></td>
<td>1054</td>
<td>1069</td>
<td>1069</td>
<td>1037</td>
<td>1047</td>
<td>1009</td>
<td>1050</td>
<td>1048</td>
<td>1073</td>
<td>1031</td>
</tr>
<tr>
<td>Rep5</td>
<td></td>
<td>1055</td>
<td>1068</td>
<td>1068</td>
<td>1042</td>
<td>1047</td>
<td>1010</td>
<td>1047</td>
<td>1048</td>
<td>1069</td>
<td>1031</td>
</tr>
<tr>
<td>GApars</td>
<td></td>
<td>1054</td>
<td>1069</td>
<td>1068</td>
<td>1039</td>
<td>1047</td>
<td>1008</td>
<td>1047</td>
<td>1050</td>
<td>1079</td>
<td>1031</td>
</tr>
<tr>
<td>Rep2</td>
<td></td>
<td>1056</td>
<td>1068</td>
<td>1070</td>
<td>1037</td>
<td>1049</td>
<td>1012</td>
<td>1047</td>
<td>1050</td>
<td>1074</td>
<td>1031</td>
</tr>
<tr>
<td>Rep3</td>
<td></td>
<td>1059</td>
<td>1084</td>
<td>1068</td>
<td>1037</td>
<td>1049</td>
<td>1008</td>
<td>1049</td>
<td>1051</td>
<td>1074</td>
<td>1033</td>
</tr>
<tr>
<td>Rep4</td>
<td></td>
<td>1064</td>
<td>1070</td>
<td>1070</td>
<td>1039</td>
<td>1047</td>
<td>1008</td>
<td>1050</td>
<td>1050</td>
<td>1073</td>
<td>1037</td>
</tr>
<tr>
<td>Rep5</td>
<td></td>
<td>1054</td>
<td>1070</td>
<td>1071</td>
<td>1041</td>
<td>1047</td>
<td>1008</td>
<td>1047</td>
<td>1051</td>
<td>1070</td>
<td>1031</td>
</tr>
</tbody>
</table>
Figure 6.10: Percentage of achieving the best parsimony scores for the GATSpars, GATSpars* and GApars programs.

6.5 Discussion

From the results of Section 6.3, we have shown significant improvement for finding the maximum-parsimony trees with the hybrid method. The hybrid method achieves the global optimal solutions with much fewer number of parsimony evaluations. The results also indicate that the hybrid method performs slightly faster than the pure genetic algorithm program, although the differences of the performance between these two programs are not very significant when testing on the small-size data sets.

We then investigate the performance of the hybrid method on larger-size data sets. The results demonstrated in section 6.4 show stronger evidence that the hybrid method can produce much higher quality trees than the pure genetic algorithm. With the incorporation of the sequential-addition technique to generate starting trees, the hybrid method can produce better results than those produced by the dnapars program with its default settings and with the jumble option.

Although the proposed hybrid method is much more efficient than the proposed tabu search method, it is still relatively inefficient comparing to the PAUP* and dnapars programs. We can improve the hybrid method in several ways, for example, decreasing the chance the search process being trapped at the local optima or preprocessing the sequence data. We will have more discussion on future research in Chapter 9.
Chapter 7

Hybrid Method of Genetic Algorithm and Tabu Search for Maximum-likelihood Phylogeny Inference

7.1 Introduction

In this chapter, we present a modified hybrid method which combines genetic algorithm and tabu search for maximum-likelihood phylogeny inference. The tree representation for the modified hybrid method is described in Section 7.2. The evaluation for the likelihood value of each tree is given in Section 7.3. A branch length optimization procedure is described in Section 7.4. In the last section, we present the detailed implementation of our hybrid search method for finding maximum-likelihood trees.

7.2 Tree Representation

The Newick format in Section 5.2 does not include the branch length information. One way to include the branch length information is to place branch length immediately after the group descended from that branch and separated by a full colon (See Fig. 7.1). The canonical form described in Section 5.2 is used to convert each tree into an one-to-one
corresponding Newick format. However, two issues rise during the process of converting a tree with branch length information into canonical form. First, the model of the evolution should be time-reversible so that re-rooting the tree will not change its likelihood value. We describe our model of evolution in Section 7.3. Second, when we re-position the root on the branch connecting to the smallest-index leaf, we have to decide how far away the root is from the smallest-index leaf. One way to deal with this issue is to place the root on the ascending node of the smallest-index leaf, i.e., the distance between the root and the ascending node of the smallest-index is zero (see Fig. 7.2). It is easy to see that the tree becomes an unrooted tree. Thus, the tree in Fig. 7.1 can be converted to its canonical form as shown in Fig. 7.3.

Newick format: ((4:1.7, 3:0.9):2.3, (2:1.3, 1:0.6):2.8)

Figure 7.1: Newick format of a 4-leaf tree with branch length information.

### 7.3 Likelihood Computation and Model of Evolution

The computation of the likelihood for a two-leaf subtree is described in Chapter 1. In this section, the **pruning algorithm** for computing the likelihood for a whole tree is presented. The model of evolution used in our algorithm will also be described.
Figure 7.2: Re-root the tree in Fig. 7.1.

Newick format: (1:0.6 , 2:1.3 , (3: 0.9, 4:1.7):5.1)

Figure 7.3: Canonical form of the tree in Fig. 7.1.
7.3.1 Computing the Likelihood of a Phylogenetic Tree

Suppose we have a 5-leaf phylogenetic tree as shown in Fig. 7.4. Each leaf represents one of the aligned molecular sequences (e.g., DNA sequences) with \( m \) sites. There are two assumptions that are essential to computing the likelihoods:

1. Evolution in different sites on the given tree is independent.
2. Evolution in different branches is independent.

\[ L = \prod_{i=1}^{m} P(\text{data}_i|\text{tree}) = \prod_{i=1}^{m} L_i, \]  
\[ \text{Figure 7.4: An example for explaining the likelihood calculation.} \]

From the first assumption, we can decompose the likelihood computation into a product of the likelihood for each site as follows:

\[ L = P(\text{data}|\text{tree}) = \prod_{i=1}^{m} P(\text{data}^i|\text{tree}) = \prod_{i=1}^{m} L_i, \]

where \( \text{data}^i \) is the sequence at the \( i \)th site and \( L_i \) is the likelihood of the tree considering only \( \text{data}^i \). With this assumption, we only need to know how to calculate the likelihood for at a single site.

Now, suppose the sequence data of each leaf in Fig. 7.4 at site \( i \) are \( s_1^i, s_2^i, \ldots, s_5^i \). Then the likelihood of the tree at site \( i \) can be stated as

\[ L_i = \sum_{s_9} \sum_{s_8} \sum_{s_7} \sum_{s_6} P(s_1^i, \ldots, s_5^i, s_6, \ldots, s_9|\text{tree}), \]
where \( s_k \) is the hypothetic sequence data for the interior node \( k \). Since its value is not known, we have to sum up the probabilities for all possible sequence values.

The second assumption allows us to break down the probability function of Eq. 7.2 into a product of conditional probabilities for each branch:

\[
P(s^1, \ldots, s^5, s^6, \ldots, s^9 | \text{tree}) = 
\prod_{j=1}^{5} P(s_j | s_{j-1}, t_j) 
\prod_{j=6}^{8} P(s_j | s_{j-3}, t_j) 
\prod_{j=9}^{11} P(s_j | s_{j-5}, t_j),
\]  

\[(7.3)\]

where \( P(s_9) \) is the equilibrium probability of the base \( s_9 \) (for example, in Jukes-Cantor’s model, \( \pi_A = \pi_C = \pi_T = \pi_G = \frac{1}{4} \)) and \( P(s_j | s_i, t_j) \) is the transition probability of state \( s_i \) evolves to state \( s_j \) through branch length \( t_j \). The computation of the transition probability will be discussed in the next section.

The problem with the above calculation is that we have to sum up the probability terms for all possible sequence values of the interior nodes. Suppose we are dealing with DNA sequence data in this case. There will be \( 4^{(5-1)} \) terms. But if the number of leaves of the tree increases to 20, the number of terms is \( 4^{19} \). To resolve this problem, Felsenstein introduced a dynamic-programming-based algorithm, called pruning algorithm, to efficiently calculate the likelihood [16]. Before we get into the details of this algorithm, we have to introduce the conditional likelihood of a subtree. Let \( L_i^k(s) \) be the conditional likelihood of the subtree rooted at node \( k \) which has sequence value \( s \) at site \( i \). For example, the conditional likelihood of the subtree rooted at node 6 in Fig. 7.4 can be stated as

\[
L_i^6(s_6) = \left( \sum_{s_1} P(s_1 | s_6, t_1)L_i^1(s_1) \right) \left( \sum_{s_2} P(s_2 | s_6, t_2)L_i^2(s_2) \right).
\]  

\[(7.4)\]

Note that nodes 1 and 2 are leaves of the tree and their conditional likelihood can be defined as

\[
L_i^k(s_k) = \begin{cases} 
1, & \text{if } s_k = s_k', \\
0, & \text{otherwise}.
\end{cases}
\]  

\[(7.5)\]

The root of the tree is node 9 and the likelihood of this tree at site \( i \) is

\[
L^i = \sum_{s_9} P(s_9)L_i^9(s_9).
\]  

\[(7.6)\]

The detailed procedure of the pruning algorithm is described in Algorithm 7.1.
**Algorithm 7.1** The procedure of the pruning algorithm

Initialization:
Set Log-likelihood = 0.
Set site: \( i = 1 \).
Do while (\( i \leq \) number of sites)
\[ \forall s_{\text{root}}, \text{call function } L_i^i(s_{\text{root}}) = L(i, \text{root}, s_{\text{root}}). \]
Log-likelihood = Log-likelihood + \( \log \left( \sum s_{\text{root}} P(s_{\text{root}}) \cdot L_i^i(s_{\text{root}}) \right) \).
\( i = i + 1 \).
End
Output Log-likelihood.

Function \( L(site, current, s_{current}) \):
Let \( \ell = current \rightarrow \text{left}_child \).
Let \( r = current \rightarrow \text{right}_child \).

If \( \ell \) is a leaf of the tree
\[ L_{\ell}^{\text{site}}(s_{\ell}) = \begin{cases} 1, & \text{if } s_{\ell} = s_{\text{site}}^{\ell} ; \\ 0, & \text{otherwise.} \end{cases} \]
Else
\( \forall s_{\ell}, \text{call function } L_{\ell}^{\text{site}}(s_{\ell}) = L(site, \ell, s_{\ell}) \).
End

If \( r \) is a leaf of the tree
\[ L_r^{\text{site}}(s_r) = \begin{cases} 1, & \text{if } s_r = s_{\text{site}}^r ; \\ 0, & \text{otherwise.} \end{cases} \]
Else
\( \forall s_r, \text{call function } L_r^{\text{site}}(s_r) = L(site, r, s_r) \).
End

\[ L_{\text{current}}^{\text{site}}(s_{\text{current}}) = \left( \sum s_{\ell} P(s_{\ell}|s_{\text{current}}, \ell) \cdot L_{\ell}^{\text{site}}(s_{\ell}) \right) \left( \sum s_r P(s_r|s_{\text{current}}, r) \cdot L_r^{\text{site}}(s_r) \right). \]
Return \( L_{\text{current}}^{\text{site}}(s_{\text{current}}) \).
7.3.2 Model of Evolution

To compute the transition probability \( P(s_{k1}|s_{k2}, t) \) mentioned in the previous subsection, we have to define the model of evolution. In our hybrid method for searching the maximum-likelihood trees, we adopt F84 model as our evolution model. The F84 model was proposed by Felsenstein and is used in his phylogeny package, PHYLIP [18]. It is a time-reversible model, i.e., \( P(s_{k1})P(s_{k1}|s_{k2}, t) = P(s_{k2})P(s_{k2}|s_{k1}, t) \). The transition rate matrix can be described as below.

\[
\begin{array}{cccc}
A & G & C & T \\
A & - & \frac{\alpha \pi_A}{\pi_R} + \beta \pi_G & \beta \pi_C & \beta \pi_T \\
G & \frac{\alpha \pi_A}{\pi_R} + \beta \pi_A & - & \beta \pi_C & \beta \pi_T \\
C & \beta \pi_A & \beta \pi_G & - & \frac{\alpha \pi_T}{\pi_Y} + \beta \pi_T \\
T & \beta \pi_A & \beta \pi_G & \frac{\alpha \pi_T}{\pi_Y} + \beta \pi_C & - \\
\end{array}
\]

\( \pi_A, \pi_T, \pi_C \) and \( \pi_G \) are the equilibrium probabilities of four DNA characters. \( \pi_R = \pi_A + \pi_G \) and \( \pi_Y = \pi_C + \pi_T \) represent the pool of purine and pyrimidine, respectively. The parameters \( \alpha \) and \( \beta \) are defined as

\[
\alpha = \frac{\pi_R \pi_Y R - \pi_A \pi_G - \pi_C \pi_T}{2(1 + R)(\pi_Y \pi_A \pi_G + \pi_R \pi_C \pi_T)}, \\
\beta = \frac{1}{2 \pi_R \pi_Y (1 + R)},
\]

where

\[
R = \frac{\text{total transition rate}}{\text{total transversion rate}}.
\]

The transition probabilities between each DNA state then can be computed as in Table 7.2.

7.4 Branch Length Optimization

The optimization of branch lengths is implemented based on the estimation of branch length under site-homogeneous model described by Yang [60]. The basic concept goes as follows. Since the evolution model used to evaluate the likelihood of trees is time-reversible, the location of the root does not affect the likelihood of a tree. Suppose we are
Table 7.2: Transition probability of F84 model.

\[ p(A|A, t) = e^{-(\alpha+\beta)t} + e^{-\beta t}(1 - e^{-\alpha t}) \frac{\pi_A}{\pi_R} + (1 - e^{-\beta t}) \pi_A. \]
\[ p(G|A, t) = e^{-\beta t}(1 - e^{-\alpha t}) \frac{\pi_G}{\pi_R} + (1 - e^{-\beta t}) \pi_G. \]
\[ p(C|A, t) = (1 - e^{-\beta t}) \pi_C. \]
\[ p(T|A, t) = (1 - e^{-\beta t}) \pi_T. \]
\[ p(A|G, t) = e^{-\beta t}(1 - e^{-\alpha t}) \frac{\pi_A}{\pi_R} + (1 - e^{-\beta t}) \pi_A. \]
\[ p(G|G, t) = e^{-\beta t}(1 - e^{-\alpha t}) \frac{\pi_G}{\pi_R} + (1 - e^{-\beta t}) \pi_G. \]
\[ p(C|G, t) = (1 - e^{-\beta t}) \pi_C. \]
\[ p(T|G, t) = (1 - e^{-\beta t}) \pi_T. \]
\[ p(A|C, t) = (1 - e^{-\beta t}) \pi_A. \]
\[ p(G|C, t) = (1 - e^{-\beta t}) \pi_G. \]
\[ p(C|C, t) = e^{-(\alpha+\beta)t} + e^{-\beta t}(1 - e^{-\alpha t}) \frac{\pi_C}{\pi_Y} + (1 - e^{-\beta t}) \pi_C. \]
\[ p(T|C, t) = e^{-\beta t}(1 - e^{-\alpha t}) \frac{\pi_T}{\pi_Y} + (1 - e^{-\beta t}) \pi_T. \]
\[ p(A|T, t) = (1 - e^{-\beta t}) \pi_A. \]
\[ p(G|T, t) = (1 - e^{-\beta t}) \pi_G. \]
\[ p(C|T, t) = e^{-\beta t}(1 - e^{-\alpha t}) \frac{\pi_C}{\pi_Y} + (1 - e^{-\beta t}) \pi_C. \]
\[ p(T|T, t) = e^{-(\alpha+\beta)t} + e^{-\beta t}(1 - e^{-\alpha t}) \frac{\pi_T}{\pi_Y} + (1 - e^{-\beta t}) \pi_T. \]
trying to optimize the length of the branch between nodes \( m \) and \( n \) on the tree of Fig. 7.5 (a). We can place the root on the target branch and let the length of the branch between the root and node \( m \) be zero. The likelihood of this tree for a particular site, \( i \), of sequences can be computed as

\[
L^i = \sum_{s_m} \sum_{s_n} \pi_{s_m} L^i_m(s_m) L^i_n(s_n) p(s_n|s_m, t),
\]

and the log-likelihood of this tree among all sites of sequences becomes

\[
L = \sum_i \log L^i,
\]

where \( s_m \) and \( s_n \) are the sequence characters (e.g., A, T, C or G as in DNA sequences) at site \( i \), \( \pi_{s_m} \) is the equilibrium probability of drawing a character \( s_m \), \( L^i_m \) and \( L^i_n \) are the conditional likelihood of the subtrees descending from nodes \( m \) and \( n \), respectively, and \( p(s_n|s_m, t) \) is the transition probability of state \( s_m \) evolving to state \( s_n \) through branch length \( t \). It can be seen that \( p(s_n|s_m, t) \) is the only term in equation (7.9) that contains \( t \). Hence, the first and second derivatives of equation (7.9) with respect to \( t \) can be written as

\[
\frac{\partial L^i}{\partial t} = \sum_{s_m} \sum_{s_n} \pi_{s_m} L^i_m(s_m) L^i_n(s_n) \frac{\partial p(s_n|s_m, t)}{\partial t},
\]

\[
\frac{\partial^2 L^i}{\partial t^2} = \sum_{s_m} \sum_{s_n} \pi_{s_m} L^i_m(s_m) L^i_n(s_n) \frac{\partial^2 p(s_n|s_m, t)}{\partial t^2}.
\]

Therefore, from equations (7.10) and (7.11), we can compute the first and second derivatives of equation (7.10) with respect to \( t \) as

\[
L' = \sum_i \frac{(L^i)'}{L^i},
\]

\[
L'' = \sum_i \frac{L^i(L^i)'' - ((L^i)')^2}{(L^i)^2}.
\]

Once we have the information of the first and second derivatives, we can use Newton-Raphson method to update the branch length \( t \) iteratively according to the following formula:

\[
t^{(k+1)} = t^{(k)} + \alpha \cdot \frac{L'}{L''},
\]

where \( \alpha \) is the step length parameter. Usually, we set its value equal to 1. However, when \( t^{(k+1)} \) produces a worse likelihood value, we reduce the value of \( \alpha \), say by half, until the new
Figure 7.5: (a) Original topology. (b) Re-root the tree by placing the root on the branch between nodes $m$ and $n$.

The likelihood value is not worse. Therefore, this branch optimization process is nondecreasing. Note that Eq. (7.13) only works when $L'' < 0$ (concave). When $L'' > 0$, we apply a simple line search with the first-derivative information. The optimization of a single branch stops when no significant improvement observed during iterations, or the value of $|L'|$ becomes too small. More specifically, we stop the single branch optimization when $|L_{\text{new}} - L_{\text{old}}| < \epsilon$ or $|L'| < \delta$.

We repeat the optimization procedure on each branch of the tree iteratively until all branches are optimized. Note that this process usually needs to be carried out for more than one round since after one branch is optimized, other branches may need to be re-optimized. Therefore, we continue this optimization process for several rounds until no significant improvement is observed, i.e., $|L_{\text{new}} - L_{\text{old}}| < \epsilon$. Also note that the conditional likelihoods of the subtrees need to be updated every time we re-position the root. Fortunately, we can minimize the number of re-evaluating the conditional likelihoods by applying a dynamic-programming-based method. The detailed procedure of this method is described in Algorithm 7.2.
**Algorithm 7.2** The procedure of the branch lengths optimization

Initialization:
- Start from the root of the original tree.
- Evaluate the conditional likelihood, $L_i^k(s_k)$, for each site $i$, node $k$ and state $s_k$.
- Set $R = \text{original root}$.
- Call function: $Opt\_Branch(R)$.

If $|L_{\text{new}} - L_{\text{old}}| < \epsilon$
- STOP.
Else
- Set $R = \text{original root}$.
- Call function: $Opt\_Branch(R)$.
End

Function $Opt\_Branch(R)$:
- Update $L_{\delta}(s_{\delta}), \forall i, s_{\delta}$.
- Let $\ell = R \to \text{left\_child}$.
- Let $r = R \to \text{right\_child}$.

- Find $t^*_\ell = \text{Newton-Raphson}(t_\ell, L_\ell, L_r)$.
- Let $\ell \to \text{left\_child} = R$ and $R = \ell$.
- Call function $Opt\_Branch(R)$.

 Restore $R$ and $\ell$.
- Update $L_{\delta}(s_{\delta}), \forall i, s_{\delta}$.

- Find $t^*_r = \text{Newton-Raphson}(t_r, L_\ell, L_r)$.
- Let $r \to \text{right\_child} = R$ and $R = r$.
- Call function $Opt\_Branch(R)$.

 Restore $R$ and $r$.
- Update $L_{\delta}(s_{\delta}), \forall i, s_{\delta}$.
7.5 Hybrid Method of Genetic Algorithm and Tabu Search for Finding Maximum-likelihood Trees

The design of the hybrid method of genetic algorithm and tabu search for the maximum-likelihood phylogeny inference is similar to the one described in Section 5.4. The population is divided into two groups: elite group and non-elite group. We use the same crossover and mutation operators as described in Chapter 5. Also, the tabu list stores tree topologies only. Thus, trees with the same topologies as those on the tabu list but with different branch lengths are considered tabooed.

After the offspring are created either by crossover or mutation, the branch length of each offspring is optimized and the fitness score of each offspring is evaluated based on the likelihood computation described in the previous sections. The branch length optimization process and the likelihood evaluation are computationally expensive. Especially, most of the computation time is spent on optimizing the branch lengths of the non-optimal tree topologies. In our hybrid method, there are two ways to deal with this issue. First, we loosen the stopping conditions for the branch length optimization, i.e., set larger values for $\epsilon$ and $\delta$. During the search process, the best $n_B$ trees are recorded. At the end of the search process, the stopping conditions are tightened and the branch lengths of the best trees are re-optimized.

The second way to save the computation time is to use the parsimony values of the offspring. Fig. 7.6 shows the relationship between the likelihood and the parsimony score. 10,000 phylogenetic trees were randomly generated for the 47-taxon data described in Section 4.1. Both the likelihood and the parsimony score are evaluated for each tree. The Pearson correlation coefficient between the likelihood values and parsimony scores is -0.96332. This tells us that the parsimony score of a tree is a good indicator of how good or bad its likelihood value could be. As a result, we set a threshold to filter out bad offspring before we optimize their branch lengths. Suppose the parsimony score of tree $t_i$ is $p_{t_i}$ and the best parsimony score we have is $p^*$. Then, $t_i$ is discarded before optimizing its branch lengths and evaluating its likelihood value if

$$p_{t_i} - p^* > \epsilon.$$  \hspace{1cm} (7.14)

The value of $\epsilon$ can be changed during the search process. For example, if there are too
many local optimal parsimony trees around the most parsimonious trees, the value of $\varepsilon$ is decreased to allow us narrowing down the search targets. Also, if the search process is trapped in a local optimum, the value of $\varepsilon$ is increased to allow us investigating the trees away from the most parsimonious trees.

The detailed procedure of the hybrid method for the maximum-likelihood phylogeny inference is described in Algorithm 7.3.
Algorithm 7.3 Procedure for the hybrid method of GA and TS for maximum-likelihood phylogeny inference.

Initialize:

Generate an initial population: $P_0$, where $\|P_0\| = n_p$.
Set the stopping conditions, $\epsilon$ and $\delta$, for branch length optimization.

Optimize the branch length and evaluate the likelihood of the initial population.
Rank all trees in the population based on the likelihood value and find the best trees $t^*_0$.

Update the best trees: $t^* = t^*_0$.
Update the best likelihood value: $L^* = L(t^*_0)$.
where $L$ is the function for likelihood evaluation.
Store the best $n_B$ trees in $t^*_B$.

Evaluate the parsimony score of the initial population.
Update the best parsimony score: $p^*$.
Select the top $n_e$ trees into the elite group, $\mathcal{E}_0$.
Put the rest of the population in the non-elite group, $\mathcal{N}_0$.
Set tabu list $= \mathcal{E}_0$.
Set iteration counter: $i = 0$.

Do while (stopping conditions not met)

Set offspring: $C_i = \phi$, $M_i = \phi$.
Crossover on elite group: $\forall x, y \in \mathcal{E}_i$ and $x \neq y$, $C_i = C_i \cup Cr(x, y)$.
Mutation on elite group: $\forall x \in \mathcal{N}_i$, $M_i = M_i \cup Mu^1(x)$.

Do while (number of offspring $< n_o$)

Crossover on non-elite group: $\text{Rand}(x, y) \in \mathcal{N}_i$ and $x \neq y$, $C_i = C_i \cup Cr(x, y)$.
Mutation on non-elite group: $\forall x \in \mathcal{N}_i$, if $RN < p_m$, $M_i = M_i \cup Mu^1(x)$,
where $RN$ is a random number generated from random number generator.
End

If no improvement for $T_{\text{no}}$ iterations

All-branches-mutation on best trees: $\forall x \in t^*, M_i = M_i \cup Mu^2(x)$.
$\epsilon = \epsilon + \Delta$.
End
Algorithm 7.3 Cont’d

Set \( O_i = C_i \cup M_i \).

\( \forall x \in O_i \) evaluate its parsimony score \( p_x \)
If \( p_x - p^* > \varepsilon \)
\( O_i = O_i - \{ x \} \).
Else
Optimize the branch length of \( x \) and evaluate \( \mathcal{L}(x) \).
End

If \( ||O_i|| < n_o \)
\( \varepsilon = \varepsilon + \Delta \).
Else if \( ||O_i|| > 2 * n_o \)
\( \varepsilon = \varepsilon - \Delta \).

Create the ranking for the offspring: \( R = \text{Rank}(O_i) \).
Find the best trees \( t^*_i \in O_i \).

If \( \mathcal{L}(t^*_i) < \mathcal{L}^* \)
\( \mathcal{L}^* = \mathcal{L}(t^*_i) \) and \( t^* = t^*_i \).
End

If \( \exists x \in O_i \) and \( y \in t^*_B \) such that \( \mathcal{L}(x) > \mathcal{L}(y) \)
\( t^*_B = t^*_B + \{ x \} - \{ y \} \).
End

Set new elite group and non-elite group: \( E_{i+1} = \phi \), \( N_{i+1} = \phi \).
Set \( k = 1 \).

Do while (\( ||E_{i+1}|| < n_e \))
If \( R(k) \notin \text{tabu list} \)
\( E_{i+1} = E_{i+1} \cup R(k) \).
\( R = R - \{ R(k) \} \).
End
\( k = k + 1 \).
End
Reset $k = 1$.

Do while ($||\mathcal{N}_{i+1}|| < (n_p - n_e)$)

    If $RN < 1 - \frac{\mathcal{L}(R(k)) - L^* + \epsilon}{\mathcal{L}(R(k))}$

        $\mathcal{N}_{i+1}' = \mathcal{N}_{i+1} \cup R(k)$.

    End

    $k = k + 1$.

End

Update tabu list.

Set $i = i + 1$.

End

Tighten the stopping conditions, $\epsilon$ and $\delta$, for branch length optimization.

Re-optimize the branch lengths of the trees in $t_B^*$.

Output $t_B^*$ and $\mathcal{L}(t_B^*)$. 
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Chapter 8

Performance of the Hybrid Method for Maximum-likelihood Phylogeny Inference

8.1 Introduction

In this chapter, we analyze the performance of the proposed hybrid method for finding the maximum-likelihood trees. We create a C++ program, GATSml, to implement the hybrid method for the maximum-likelihood phylogeny inference. This program also employs the sequential-addition technique to generate the starting trees. The detailed settings of the parameters (see Section 7.5) are described as below:

- Population size: \( n_p = 20 \).
- Offspring size: \( n_o = 60 \).
- Elite group size: \( n_e = 5 \).
- Tabu tenure = 7.
- Mutation rate: \( p_m = 0.3 \).
- \( T_{no} = 10 \).
- \( T_{stop} = 100 \).
• Threshold for parsimony score: $\varepsilon = 20$.
• Increment or decrement of parsimony threshold: $\Delta = 5$.
• Initial stopping conditions for branch length optimization: $\epsilon = 0.001, \delta = 0.5$.
• Tightened stopping conditions for branch length optimization: $\epsilon = 1.0E-6, \delta = 0.001$.

Section 8.2 provides the design of experiments for this analysis. Comparisons of the results between the GATSml and dnaml programs are presented in Section 8.3. A discussion of the performance analysis is found in Section 8.4.

8.2 Design of Experiments

The 110 data sets randomly created from the 47-taxon DNA sequence data are used again here for the performance analysis of the GATSml program. The program dnaml in Felsenstien’s PHYLIP package is used as the benchmark. The dnaml program uses F84 model as described in Section 7.3 to evaluate the likelihood of phylogenetic trees. Thus, the results derived from the GATSml and dnaml programs are comparable. Dnaml also employs sequential-addition to construct the maximum-likelihood trees. The NNI tree rearrangement method are performed to find better trees if there are more than one tree tied with the same likelihood values. We run the GATSml program on the 110 data sets with the settings of parameters described in the previous section. The results are compared with those derived from the default-setting dnaml program.

In order to assess the capability of the GATSml program in solving larger data, we run this program on the 47-taxon data set. The GATSml program is run under two different stopping conditions. The first one is as described in the previous section ($T_{stop} = 100$) while the second one is tightened ($T_{stop} = 200$). The results are compared with the dnaml program with the default settings and with the jumble option (random number seed = 1, number of runs = 5).

8.3 Assess the Performance of the Hybrid Method

We run both the GATSml and dnaml programs on the 110 data sets with number of involving taxa ranging from 10 to 20. The output likelihood values are recorded. These
results are shown in Tables 8.2 to 8.12. The summary of the comparisons is demonstrated in Fig. 8.1. The solid bars represent the number of instances the GATSml program producing better likelihood values than those produced by the dnaml program, while the striped bars represent the number of the worse instances. The GATSml program performs slightly better than the dnaml program but the difference is not significant. In average, the GATSml program performs better in 43% of instances, the same in 17% of instances and worse in 40% of instances. When reaching the reported best likelihood value, the number of likelihood evaluations is recorded and the trend of its value is shown in Fig. 8.2. When the data size becomes larger, the number of likelihood evaluations required to find the maximum-likelihood trees becomes much larger. A tighter stopping condition (larger value for $T_{stop}$) may be necessary.

We run the GATSml program on the 47-taxon data set in order to investigate the capability of the GATSml program in finding maximum-likelihood trees on larger data sets. We run the GATSml program with two different stopping conditions ($T_{stop} = 100$ and $T_{stop} = 200$). As shown in Table 8.1, the results are compared with those derived from the dnaml program with the default settings and with the jumble option. With either $T_{stop} = 100$ or $T_{stop} = 200$, the GATSml program produces better results than those produced by the default-setting dnaml program in all the instances. The GATSml program with $T_{stop} = 100$ has equally good performance as the dnaml program with the jumble option. The performance of the GATSml program is slightly improved when set $T_{stop} = 200$. The output maximum-likelihood tree is demonstrated in Fig. 8.3.

![Figure 8.1: Comparisons of the performance between the GATSml and dnaml programs.](image-url)
Figure 8.2: The trend of the number of likelihood evaluations required when reaching the reported best likelihood scores.

Table 8.1: The comparisons of the performance between the GATSml and dnaml programs on the 47-taxon data set.

<table>
<thead>
<tr>
<th>Program</th>
<th>Replication</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>GATSml</td>
<td>Rep1</td>
<td>-5934.27</td>
</tr>
<tr>
<td></td>
<td>Rep2</td>
<td>-5941.21</td>
</tr>
<tr>
<td></td>
<td>Rep3</td>
<td>-5928.63</td>
</tr>
<tr>
<td></td>
<td>Rep4</td>
<td>-5930.18</td>
</tr>
<tr>
<td></td>
<td>Rep5</td>
<td>-5940.13</td>
</tr>
<tr>
<td>GATSml</td>
<td>Rep1</td>
<td>-5929.19</td>
</tr>
<tr>
<td></td>
<td>Rep2</td>
<td>-5929.19</td>
</tr>
<tr>
<td></td>
<td>Rep3</td>
<td>-5944.04</td>
</tr>
<tr>
<td></td>
<td>Rep4</td>
<td>-5941.31</td>
</tr>
<tr>
<td></td>
<td>Rep5</td>
<td>-5928.63</td>
</tr>
<tr>
<td>dnaml (default)</td>
<td>Rep1</td>
<td>-5969.10</td>
</tr>
<tr>
<td>dnaml (jumble)</td>
<td>Rep1</td>
<td>-5934.27</td>
</tr>
</tbody>
</table>
Figure 8.3: The maximum-likelihood tree produced by the GATSml program for the 47-taxon data set.
Table 8.2: The likelihood values derived from GATSml and dnaml on data sets with number of taxa = 10.

<table>
<thead>
<tr>
<th>Program</th>
<th>Replication</th>
<th>Data1</th>
<th>Data2</th>
<th>Data3</th>
<th>Data4</th>
<th>Data5</th>
<th>Data6</th>
<th>Data7</th>
<th>Data8</th>
<th>Data9</th>
<th>Data10</th>
</tr>
</thead>
<tbody>
<tr>
<td>GATSml</td>
<td>Rep1</td>
<td>-2420.77</td>
<td>-2475.65</td>
<td>-2527.09</td>
<td>-2613.64</td>
<td>-2312.49</td>
<td>-2695.71</td>
<td>-2735.3</td>
<td>-2562.74</td>
<td>-2970.56</td>
<td>-3105.73</td>
</tr>
<tr>
<td></td>
<td>Rep2</td>
<td>-2420.77</td>
<td>-2475.65</td>
<td>-2527.09</td>
<td>-2613.64</td>
<td>-2312.49</td>
<td>-2695.71</td>
<td>-2735.3</td>
<td>-2562.74</td>
<td>-2970.56</td>
<td>-3105.73</td>
</tr>
<tr>
<td></td>
<td>Rep3</td>
<td>-2420.77</td>
<td>-2475.65</td>
<td>-2527.09</td>
<td>-2613.64</td>
<td>-2315.11</td>
<td>-2695.71</td>
<td>-2735.3</td>
<td>-2562.74</td>
<td>-2970.56</td>
<td>-3105.73</td>
</tr>
<tr>
<td></td>
<td>Rep4</td>
<td>-2420.77</td>
<td>-2475.65</td>
<td>-2527.09</td>
<td>-2613.64</td>
<td>-2312.49</td>
<td>-2695.71</td>
<td>-2735.3</td>
<td>-2562.74</td>
<td>-2970.56</td>
<td>-3105.73</td>
</tr>
<tr>
<td></td>
<td>Rep5</td>
<td>-2420.77</td>
<td>-2475.65</td>
<td>-2527.09</td>
<td>-2613.64</td>
<td>-2312.49</td>
<td>-2695.71</td>
<td>-2735.3</td>
<td>-2562.74</td>
<td>-2970.56</td>
<td>-3105.73</td>
</tr>
<tr>
<td>dnaml</td>
<td></td>
<td>-2418.58</td>
<td>-2475.65</td>
<td>-2527.09</td>
<td>-2613.64</td>
<td>-2312.49</td>
<td>-2695.71</td>
<td>-2735.3</td>
<td>-2562.74</td>
<td>-2970.56</td>
<td>-3105.73</td>
</tr>
</tbody>
</table>

Table 8.3: The likelihood values derived from GATSml and dnaml on data sets with number of taxa = 11.

<table>
<thead>
<tr>
<th>Program</th>
<th>Replication</th>
<th>Data1</th>
<th>Data2</th>
<th>Data3</th>
<th>Data4</th>
<th>Data5</th>
<th>Data6</th>
<th>Data7</th>
<th>Data8</th>
<th>Data9</th>
<th>Data10</th>
</tr>
</thead>
<tbody>
<tr>
<td>GATSml</td>
<td>Rep1</td>
<td>-2495.26</td>
<td>-2619.91</td>
<td>-2991.79</td>
<td>-2567.38</td>
<td>-2999.08</td>
<td>-3125.71</td>
<td>-2841.3</td>
<td>-2678.9</td>
<td>-2809.1</td>
<td>-2855.55</td>
</tr>
<tr>
<td></td>
<td>Rep2</td>
<td>-2495.26</td>
<td>-2619.91</td>
<td>-2991.79</td>
<td>-2567.38</td>
<td>-2999.08</td>
<td>-3125.71</td>
<td>-2841.3</td>
<td>-2678.9</td>
<td>-2809.1</td>
<td>-2855.55</td>
</tr>
<tr>
<td></td>
<td>Rep3</td>
<td>-2495.26</td>
<td>-2619.91</td>
<td>-2991.79</td>
<td>-2567.38</td>
<td>-2999.08</td>
<td>-3125.71</td>
<td>-2841.3</td>
<td>-2678.9</td>
<td>-2809.1</td>
<td>-2855.55</td>
</tr>
<tr>
<td></td>
<td>Rep4</td>
<td>-2495.26</td>
<td>-2619.91</td>
<td>-2991.79</td>
<td>-2567.38</td>
<td>-2999.08</td>
<td>-3125.71</td>
<td>-2841.3</td>
<td>-2678.9</td>
<td>-2809.1</td>
<td>-2855.55</td>
</tr>
<tr>
<td></td>
<td>Rep5</td>
<td>-2495.26</td>
<td>-2619.91</td>
<td>-2991.79</td>
<td>-2567.38</td>
<td>-2999.08</td>
<td>-3125.71</td>
<td>-2841.3</td>
<td>-2678.9</td>
<td>-2809.1</td>
<td>-2855.55</td>
</tr>
<tr>
<td>dnaml</td>
<td></td>
<td>-2500.17</td>
<td>-2512.53</td>
<td>-2991.79</td>
<td>-2567.38</td>
<td>-2999.08</td>
<td>-3127.68</td>
<td>-2809.1</td>
<td>-2678.9</td>
<td>-2800.7</td>
<td>-2855.55</td>
</tr>
</tbody>
</table>
Table 8.4: The likelihood values derived from GATSml and dnaml on data sets with number of taxa = 12.

<table>
<thead>
<tr>
<th>Program</th>
<th>Replication</th>
<th>Data1</th>
<th>Data2</th>
<th>Data 3</th>
<th>Data 4</th>
<th>Data 5</th>
<th>Data 6</th>
<th>Data 7</th>
<th>Data 8</th>
<th>Data 9</th>
<th>Data 10</th>
</tr>
</thead>
<tbody>
<tr>
<td>GATSml</td>
<td>Rep1</td>
<td>-3072.78</td>
<td>-2991.52</td>
<td>-3171.87</td>
<td>-2923.37</td>
<td>-2693.78</td>
<td>-3000.6</td>
<td>-2883.82</td>
<td>-2969.33</td>
<td>-3147.07</td>
<td>-2854.35</td>
</tr>
<tr>
<td></td>
<td>Rep2</td>
<td>-3072.78</td>
<td>-2991.52</td>
<td>-3171.87</td>
<td>-2923.37</td>
<td>-2693.78</td>
<td>-3000.6</td>
<td>-2883.82</td>
<td>-2969.33</td>
<td>-3147.07</td>
<td>-2854.35</td>
</tr>
<tr>
<td></td>
<td>Rep3</td>
<td>-3072.78</td>
<td>-2991.52</td>
<td>-3171.87</td>
<td>-2923.37</td>
<td>-2693.78</td>
<td>-3000.6</td>
<td>-2883.82</td>
<td>-2969.33</td>
<td>-3147.07</td>
<td>-2854.35</td>
</tr>
<tr>
<td></td>
<td>Rep4</td>
<td>-3072.78</td>
<td>-2991.52</td>
<td>-3171.87</td>
<td>-2923.37</td>
<td>-2693.78</td>
<td>-3000.6</td>
<td>-2883.82</td>
<td>-2969.33</td>
<td>-3147.07</td>
<td>-2854.35</td>
</tr>
<tr>
<td></td>
<td>Rep5</td>
<td>-3072.78</td>
<td>-2991.52</td>
<td>-3171.87</td>
<td>-2923.37</td>
<td>-2693.78</td>
<td>-3000.6</td>
<td>-2883.82</td>
<td>-2969.33</td>
<td>-3147.07</td>
<td>-2854.35</td>
</tr>
<tr>
<td>dnaml</td>
<td></td>
<td>-3072.78</td>
<td>-2991.52</td>
<td>-3171.87</td>
<td>-2923.37</td>
<td>-2693.78</td>
<td>-3000.6</td>
<td>-2883.82</td>
<td>-2969.33</td>
<td>-3147.07</td>
<td>-2854.35</td>
</tr>
</tbody>
</table>

Table 8.5: The likelihood values derived from GATSml and dnaml on data sets with number of taxa = 13.

<table>
<thead>
<tr>
<th>Program</th>
<th>Replication</th>
<th>Data1</th>
<th>Data2</th>
<th>Data 3</th>
<th>Data 4</th>
<th>Data 5</th>
<th>Data 6</th>
<th>Data 7</th>
<th>Data 8</th>
<th>Data 9</th>
<th>Data 10</th>
</tr>
</thead>
<tbody>
<tr>
<td>GATSml</td>
<td>Rep1</td>
<td>-3402.61</td>
<td>-3016.19</td>
<td>-2722.25</td>
<td>-3110.31</td>
<td>-3204.68</td>
<td>-3047.96</td>
<td>-3084.71</td>
<td>-2498.4</td>
<td>-2798.82</td>
<td>-3743.26</td>
</tr>
<tr>
<td></td>
<td>Rep2</td>
<td>-3402.61</td>
<td>-3016.19</td>
<td>-2722.25</td>
<td>-3110.31</td>
<td>-3204.68</td>
<td>-3047.96</td>
<td>-3084.71</td>
<td>-2498.4</td>
<td>-2798.82</td>
<td>-3743.26</td>
</tr>
<tr>
<td></td>
<td>Rep3</td>
<td>-3402.61</td>
<td>-3016.19</td>
<td>-2722.25</td>
<td>-3110.31</td>
<td>-3204.68</td>
<td>-3047.96</td>
<td>-3084.71</td>
<td>-2498.4</td>
<td>-2798.82</td>
<td>-3743.26</td>
</tr>
<tr>
<td></td>
<td>Rep4</td>
<td>-3402.61</td>
<td>-3016.19</td>
<td>-2722.25</td>
<td>-3110.31</td>
<td>-3204.68</td>
<td>-3047.96</td>
<td>-3084.71</td>
<td>-2498.4</td>
<td>-2798.82</td>
<td>-3743.26</td>
</tr>
<tr>
<td></td>
<td>Rep5</td>
<td>-3402.61</td>
<td>-3016.19</td>
<td>-2722.25</td>
<td>-3110.31</td>
<td>-3204.68</td>
<td>-3047.96</td>
<td>-3084.71</td>
<td>-2498.4</td>
<td>-2798.82</td>
<td>-3743.26</td>
</tr>
<tr>
<td>dnaml</td>
<td></td>
<td>-3404.58</td>
<td>-2981.98</td>
<td>-2759.38</td>
<td>-3091.19</td>
<td>-3201.94</td>
<td>-3048.92</td>
<td>-3084.71</td>
<td>-2481.78</td>
<td>-2801.11</td>
<td>-3743.26</td>
</tr>
</tbody>
</table>
Table 8.6: The likelihood values derived from GATSml and dnaml on data sets with number of taxa = 14.

<table>
<thead>
<tr>
<th>Program</th>
<th>Replication</th>
<th>Data1</th>
<th>Data2</th>
<th>Data 3</th>
<th>Data 4</th>
<th>Data 5</th>
<th>Data 6</th>
<th>Data 7</th>
<th>Data 8</th>
<th>Data 9</th>
<th>Data 10</th>
</tr>
</thead>
<tbody>
<tr>
<td>GATSml</td>
<td>Rep1</td>
<td>-2829.61</td>
<td>-3266.89</td>
<td>-3119.45</td>
<td>-3228.56</td>
<td>-2768.54</td>
<td>-2987.29</td>
<td>-3783.58</td>
<td>-3047.49</td>
<td>-3312.42</td>
<td>-3018.41</td>
</tr>
<tr>
<td></td>
<td>Rep2</td>
<td>-2829.61</td>
<td>-3266.89</td>
<td>-3118.94</td>
<td>-3228.56</td>
<td>-2768.54</td>
<td>-2987.29</td>
<td>-3783.58</td>
<td>-3047.44</td>
<td>-3312.42</td>
<td>-3018.41</td>
</tr>
<tr>
<td></td>
<td>Rep3</td>
<td>-2829.61</td>
<td>-3266.89</td>
<td>-3119.45</td>
<td>-3228.56</td>
<td>-2768.54</td>
<td>-2987.78</td>
<td>-3783.58</td>
<td>-3047.44</td>
<td>-3312.42</td>
<td>-3018.41</td>
</tr>
<tr>
<td></td>
<td>Rep4</td>
<td>-2829.61</td>
<td>-3266.89</td>
<td>-3119.51</td>
<td>-3228.56</td>
<td>-2768.54</td>
<td>-2987.29</td>
<td>-3783.58</td>
<td>-3047.44</td>
<td>-3312.42</td>
<td>-3018.41</td>
</tr>
<tr>
<td></td>
<td>Rep5</td>
<td>-2829.61</td>
<td>-3266.89</td>
<td>-3118.94</td>
<td>-3228.56</td>
<td>-2768.54</td>
<td>-2987.29</td>
<td>-3783.58</td>
<td>-3047.44</td>
<td>-3312.42</td>
<td>-3018.41</td>
</tr>
<tr>
<td>dnaml</td>
<td></td>
<td>-2859.16</td>
<td>-3251.60</td>
<td>-3118.98</td>
<td>-3247.47</td>
<td>-2680.23</td>
<td>-3388.51</td>
<td>-3325.83</td>
<td>-3408.39</td>
<td>-3132.82</td>
<td>-3018.41</td>
</tr>
</tbody>
</table>

Table 8.7: The likelihood values derived from GATSml and dnaml on data sets with number of taxa = 15.

<table>
<thead>
<tr>
<th>Program</th>
<th>Replication</th>
<th>Data1</th>
<th>Data2</th>
<th>Data 3</th>
<th>Data 4</th>
<th>Data 5</th>
<th>Data 6</th>
<th>Data 7</th>
<th>Data 8</th>
<th>Data 9</th>
<th>Data 10</th>
</tr>
</thead>
<tbody>
<tr>
<td>GATSml</td>
<td>Rep1</td>
<td>-3293.19</td>
<td>-3157.53</td>
<td>-3247.47</td>
<td>-2680.23</td>
<td>-3388.51</td>
<td>-3325.83</td>
<td>-3408.39</td>
<td>-3132.82</td>
<td>-3353.13</td>
<td>-3109.21</td>
</tr>
<tr>
<td></td>
<td>Rep2</td>
<td>-3293.19</td>
<td>-3157.53</td>
<td>-3247.47</td>
<td>-2680.23</td>
<td>-3388.51</td>
<td>-3325.83</td>
<td>-3408.39</td>
<td>-3132.82</td>
<td>-3353.13</td>
<td>-3109.21</td>
</tr>
<tr>
<td></td>
<td>Rep3</td>
<td>-3293.19</td>
<td>-3157.53</td>
<td>-3247.47</td>
<td>-2680.23</td>
<td>-3388.51</td>
<td>-3325.83</td>
<td>-3408.39</td>
<td>-3132.82</td>
<td>-3353.13</td>
<td>-3109.21</td>
</tr>
<tr>
<td></td>
<td>Rep4</td>
<td>-3293.19</td>
<td>-3157.53</td>
<td>-3247.47</td>
<td>-2680.23</td>
<td>-3388.51</td>
<td>-3325.83</td>
<td>-3408.39</td>
<td>-3132.82</td>
<td>-3353.02</td>
<td>-3109.21</td>
</tr>
<tr>
<td></td>
<td>Rep5</td>
<td>-3293.19</td>
<td>-3157.53</td>
<td>-3247.47</td>
<td>-2680.23</td>
<td>-3388.51</td>
<td>-3340.56</td>
<td>-3408.99</td>
<td>-3132.82</td>
<td>-3353.13</td>
<td>-3109.21</td>
</tr>
<tr>
<td>dnaml</td>
<td></td>
<td>-3237.64</td>
<td>-3158.36</td>
<td>-3259.79</td>
<td>-2663.69</td>
<td>-3388.57</td>
<td>-3309.56</td>
<td>-3372.95</td>
<td>-3132.87</td>
<td>-3325.19</td>
<td>-3087.75</td>
</tr>
</tbody>
</table>
Table 8.8: The likelihood values derived from GATSml and dnaml on data sets with number of taxa = 16.

<table>
<thead>
<tr>
<th>Program</th>
<th>Replication</th>
<th>Data1</th>
<th>Data2</th>
<th>Data 3</th>
<th>Data 4</th>
<th>Data 5</th>
<th>Data 6</th>
<th>Data 7</th>
<th>Data 8</th>
<th>Data 9</th>
<th>Data 10</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GATSml</td>
<td>Rep1</td>
<td>-3403.06</td>
<td>-2977.18</td>
<td>-3589.23</td>
<td>-3249.36</td>
<td>-3533.95</td>
<td>-3252.44</td>
<td>-3469.14</td>
<td>-3076.87</td>
<td>-3133.06</td>
<td>-3468.7</td>
</tr>
<tr>
<td></td>
<td>Rep2</td>
<td>-3403.06</td>
<td>-2977.18</td>
<td>-3589.23</td>
<td>-3249.27</td>
<td>-3533.95</td>
<td>-3252.44</td>
<td>-3469.14</td>
<td>-3067.62</td>
<td>-3133.06</td>
<td>-3468.7</td>
</tr>
<tr>
<td></td>
<td>Rep3</td>
<td>-3403.06</td>
<td>-2977.18</td>
<td>-3589.23</td>
<td>-3249.27</td>
<td>-3533.95</td>
<td>-3252.44</td>
<td>-3469.14</td>
<td>-3067.62</td>
<td>-3133.06</td>
<td>-3468.7</td>
</tr>
<tr>
<td></td>
<td>Rep4</td>
<td>-3403.06</td>
<td>-2977.18</td>
<td>-3589.23</td>
<td>-3249.27</td>
<td>-3533.95</td>
<td>-3252.44</td>
<td>-3469.14</td>
<td>-3067.62</td>
<td>-3133.06</td>
<td>-3468.7</td>
</tr>
<tr>
<td></td>
<td>Rep5</td>
<td>-3403.06</td>
<td>-2977.18</td>
<td>-3589.23</td>
<td>-3249.27</td>
<td>-3533.95</td>
<td>-3252.44</td>
<td>-3469.14</td>
<td>-3067.62</td>
<td>-3133.06</td>
<td>-3468.7</td>
</tr>
<tr>
<td>dnaml</td>
<td></td>
<td>-3415.20</td>
<td>-2926.48</td>
<td>-3607.07</td>
<td>-3217.86</td>
<td>-3539.74</td>
<td>-3253.33</td>
<td>-3455.09</td>
<td>-3039.03</td>
<td>-3090.48</td>
<td>-3480.5</td>
</tr>
</tbody>
</table>

Table 8.9: The likelihood values derived from GATSml and dnaml on data sets with number of taxa = 17.

<table>
<thead>
<tr>
<th>Program</th>
<th>Replication</th>
<th>Data1</th>
<th>Data2</th>
<th>Data 3</th>
<th>Data 4</th>
<th>Data 5</th>
<th>Data 6</th>
<th>Data 7</th>
<th>Data 8</th>
<th>Data 9</th>
<th>Data 10</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GATSml</td>
<td>Rep1</td>
<td>-3894.74</td>
<td>-3268.89</td>
<td>-3659.29</td>
<td>-3519.86</td>
<td>-3567.09</td>
<td>-2987.94</td>
<td>-3538.02</td>
<td>-3344.01</td>
<td>-3280.69</td>
<td>-3319.91</td>
</tr>
<tr>
<td></td>
<td>Rep2</td>
<td>-3894.74</td>
<td>-3268.89</td>
<td>-3659.29</td>
<td>-3519.86</td>
<td>-3567.09</td>
<td>-2987.94</td>
<td>-3538.02</td>
<td>-3280.69</td>
<td>-3319.91</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Rep3</td>
<td>-3894.74</td>
<td>-3268.89</td>
<td>-3659.29</td>
<td>-3519.86</td>
<td>-3567.09</td>
<td>-2987.94</td>
<td>-3538.02</td>
<td>-3280.69</td>
<td>-3319.91</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Rep4</td>
<td>-3894.74</td>
<td>-3268.89</td>
<td>-3659.29</td>
<td>-3519.86</td>
<td>-3567.09</td>
<td>-2987.94</td>
<td>-3538.02</td>
<td>-3280.69</td>
<td>-3319.91</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Rep5</td>
<td>-3894.74</td>
<td>-3268.89</td>
<td>-3659.29</td>
<td>-3519.86</td>
<td>-3567.09</td>
<td>-2987.94</td>
<td>-3538.02</td>
<td>-3280.69</td>
<td>-3319.91</td>
<td></td>
</tr>
<tr>
<td>dnaml</td>
<td></td>
<td>-3894.79</td>
<td>-3253.61</td>
<td>-3665.96</td>
<td>-3528.1</td>
<td>-3559.71</td>
<td>-3006.07</td>
<td>-3488.48</td>
<td>-3321.92</td>
<td>-3263.07</td>
<td>-3323.03</td>
</tr>
</tbody>
</table>
Table 8.10: The likelihood values derived from GATSml and dnaml on data sets with number of taxa = 18.

<table>
<thead>
<tr>
<th>Program</th>
<th>Replication</th>
<th>Data1</th>
<th>Data2</th>
<th>Data3</th>
<th>Data4</th>
<th>Data5</th>
<th>Data6</th>
<th>Data7</th>
<th>Data8</th>
<th>Data9</th>
<th>Data10</th>
</tr>
</thead>
<tbody>
<tr>
<td>GATSml</td>
<td>Rep1</td>
<td>-3624.05</td>
<td>-3705.45</td>
<td>-3642.99</td>
<td>-3630.84</td>
<td>-3169.62</td>
<td>-3514.44</td>
<td>-3492.38</td>
<td>-3538.14</td>
<td>-3342.76</td>
<td>-3721.89</td>
</tr>
<tr>
<td></td>
<td>Rep2</td>
<td>-3624.05</td>
<td>-3705.45</td>
<td>-3642.99</td>
<td>-3630.84</td>
<td>-3169.62</td>
<td>-3514.44</td>
<td>-3492.38</td>
<td>-3538.14</td>
<td>-3342.76</td>
<td>-3721.89</td>
</tr>
<tr>
<td></td>
<td>Rep3</td>
<td>-3624.05</td>
<td>-3705.45</td>
<td>-3642.99</td>
<td>-3630.84</td>
<td>-3169.62</td>
<td>-3514.44</td>
<td>-3492.38</td>
<td>-3538.14</td>
<td>-3342.76</td>
<td>-3721.89</td>
</tr>
<tr>
<td></td>
<td>Rep4</td>
<td>-3624.05</td>
<td>-3705.45</td>
<td>-3580.54</td>
<td>-3630.84</td>
<td>-3169.62</td>
<td>-3514.44</td>
<td>-3492.38</td>
<td>-3538.14</td>
<td>-3342.76</td>
<td>-3721.89</td>
</tr>
<tr>
<td></td>
<td>Rep5</td>
<td>-3623.07</td>
<td>-3705.45</td>
<td>-3642.99</td>
<td>-3630.84</td>
<td>-3169.62</td>
<td>-3514.44</td>
<td>-3487.86</td>
<td>-3538.14</td>
<td>-3342.76</td>
<td>-3721.89</td>
</tr>
<tr>
<td>dnaml</td>
<td></td>
<td>-3590.53</td>
<td>-3713.33</td>
<td>-3583.02</td>
<td>-3619.59</td>
<td>-3194.58</td>
<td>-3511.85</td>
<td>-3457.68</td>
<td>-3546.53</td>
<td>-3289.57</td>
<td>-3722</td>
</tr>
</tbody>
</table>

Table 8.11: The likelihood values derived from GATSml and dnaml on data sets with number of taxa = 19.

<table>
<thead>
<tr>
<th>Program</th>
<th>Replication</th>
<th>Data1</th>
<th>Data2</th>
<th>Data3</th>
<th>Data4</th>
<th>Data5</th>
<th>Data6</th>
<th>Data7</th>
<th>Data8</th>
<th>Data9</th>
<th>Data10</th>
</tr>
</thead>
<tbody>
<tr>
<td>GATSml</td>
<td>Rep1</td>
<td>-3780.01</td>
<td>-3727.91</td>
<td>-3196.28</td>
<td>-3768.28</td>
<td>-3729.8</td>
<td>-3654.79</td>
<td>-3656.8</td>
<td>-3620.78</td>
<td>-3517.55</td>
<td>-3199.84</td>
</tr>
<tr>
<td></td>
<td>Rep2</td>
<td>-3780.01</td>
<td>-3729.49</td>
<td>-3196.28</td>
<td>-3768.28</td>
<td>-3729.8</td>
<td>-3654.79</td>
<td>-3656.8</td>
<td>-3620.78</td>
<td>-3518.87</td>
<td>-3199.84</td>
</tr>
<tr>
<td></td>
<td>Rep3</td>
<td>-3780.01</td>
<td>-3729.49</td>
<td>-3196.28</td>
<td>-3766.67</td>
<td>-3724.74</td>
<td>-3654.79</td>
<td>-3656.8</td>
<td>-3620.78</td>
<td>-3518.87</td>
<td>-3199.84</td>
</tr>
<tr>
<td></td>
<td>Rep4</td>
<td>-3780.01</td>
<td>-3727.91</td>
<td>-3196.28</td>
<td>-3766.67</td>
<td>-3729.8</td>
<td>-3654.79</td>
<td>-3656.8</td>
<td>-3620.78</td>
<td>-3518.87</td>
<td>-3199.84</td>
</tr>
<tr>
<td></td>
<td>Rep5</td>
<td>-3780.01</td>
<td>-3727.91</td>
<td>-3196.28</td>
<td>-3768.28</td>
<td>-3729.8</td>
<td>-3654.79</td>
<td>-3656.8</td>
<td>-3620.78</td>
<td>-3518.87</td>
<td>-3199.84</td>
</tr>
<tr>
<td>dnaml</td>
<td></td>
<td>-3752.69</td>
<td>-3698.98</td>
<td>-3210.47</td>
<td>-3760.2</td>
<td>-3686.7</td>
<td>-3667.62</td>
<td>-3656.8</td>
<td>-3672.99</td>
<td>-3525.77</td>
<td>-3205.58</td>
</tr>
</tbody>
</table>
Table 8.12: The likelihood values derived from GATSml and dnaml on data sets with number of taxa = 20.

<table>
<thead>
<tr>
<th>Program</th>
<th>Replication</th>
<th>Data1</th>
<th>Data2</th>
<th>Data 3</th>
<th>Data 4</th>
<th>Data 5</th>
<th>Data 6</th>
<th>Data 7</th>
<th>Data 8</th>
<th>Data 9</th>
<th>Data 10</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Rep1</td>
<td>-3400.46</td>
<td>-3620.8</td>
<td>-3720.42</td>
<td>-3669.3</td>
<td>-3615.14</td>
<td>-4047.64</td>
<td>-3499.44</td>
<td>-3342.41</td>
<td>-3627.22</td>
<td>-3895.75</td>
</tr>
<tr>
<td>GATSml</td>
<td>Rep2</td>
<td>-3400.46</td>
<td>-3620.8</td>
<td>-3720.42</td>
<td>-3669.3</td>
<td>-3615.25</td>
<td>-4047.64</td>
<td>-3499.44</td>
<td>-3342.41</td>
<td>-3627.22</td>
<td>-3896.34</td>
</tr>
<tr>
<td></td>
<td>Rep3</td>
<td>-3400.46</td>
<td>-3620.8</td>
<td>-3720.42</td>
<td>-3669.3</td>
<td>-3615.25</td>
<td>-4047.64</td>
<td>-3495.02</td>
<td>-3342.41</td>
<td>-3627.22</td>
<td>-3896.17</td>
</tr>
<tr>
<td></td>
<td>Rep4</td>
<td>-3400.46</td>
<td>-3620.8</td>
<td>-3720.42</td>
<td>-3669.3</td>
<td>-3615.25</td>
<td>-4047.64</td>
<td>-3495.02</td>
<td>-3342.41</td>
<td>-3627.22</td>
<td>-3895.93</td>
</tr>
<tr>
<td></td>
<td>Rep5</td>
<td>-3400.46</td>
<td>-3620.8</td>
<td>-3720.42</td>
<td>-3669.3</td>
<td>-3615.14</td>
<td>-4047.64</td>
<td>-3499.44</td>
<td>-3342.41</td>
<td>-3627.22</td>
<td>-3895.81</td>
</tr>
</tbody>
</table>
8.4 Discussion

The experimental results demonstrated in the previous section indicate that the proposed hybrid method is capable of achieving better maximum-likelihood trees comparing to the results from the dnaml program. On small-size data sets, the GATSml program performs slightly better than the default-setting dnaml program in average. On the 47-taxon data set, the GATSml program outperforms the default-setting dnaml program in all testing instances and has equally good performance as the dnaml program with the selected jumble option.

The major problem with the GATSml program is that it takes too much computation time for finding the maximum-likelihood trees. There are several reasons causing the slow computation. For example, the evaluation procedure of likelihood value is not efficient and the branch length optimization procedure converges slowly in some cases. Further investigation for improving the computation efficiency will be given in the next chapter.
Chapter 9

Summary and Future Research Directions

9.1 Summary

In Chapter 1, we introduce the basic concept of the phylogeny inference and four widely-used tree-building techniques: distance-based methods, maximum-parsimony methods, maximum-likelihood methods, and Bayesian methods. We focus on the maximum-parsimony and maximum-likelihood phylogeny inference. Their problem formulations are given in Chapter 2. In Chapter 2, we introduce the basics of tree topologies and several commonly-used methods for constructing a tree and rearranging a tree topology. A review of known topology searching methods for finding the maximum-parsimony and maximum-likelihood phylogenetic trees is given in this Chapter. The majority of the topology searching methods is using heuristic searches such as hill-climbing methods, simulated annealing and genetic algorithms.

In Chapter 3, we present a tabu search algorithm for the maximum-parsimony phylogeny inference. A two-array structure is used to represent each tree topology. We present two methods, profile change and leaf swapping, for the tree topology rearrangement. The performance analysis of the proposed tabu search algorithm is given in Chapter 4. We create a C++ program, tabupars, to perform this analysis. From the experimental results, we show that the tabupars program can achieve the globally optimal maximum-parsimony trees faster than the branch-and-bound-based dnapenny program.
In Chapter 5, a hybrid method which combines genetic algorithm and tabu search is presented for the maximum-parsimony phylogeny inference. Each tree topology is converted to its canonical form and the Newick format is used to represent the tree. The modified subtree pruning and regrafting method and the nearest neighbor interchange method are served as the crossover operator and mutation operator, respectively. During the searching process, a population is divided into elite group and non-elite group. A large proportion of the offspring is created by performing the crossover and mutation on the members in the elite group. The trees which have been recently selected into the elite group are prohibited from being selected again for a period of time. The performance of the hybrid method is investigated in Chapter 6. Two C++ programs, GATSpars and GATSpars*, are created to implement the hybrid method for the maximum-parsimony phylogeny inference. A GA-based program, GApars, is also created for the comparison purpose. The experimental results show that the GATSpars program achieves the globally optimal maximum-parsimony trees with much fewer number of parsimony evaluations than the tabupars program. The GATSpars* program, which employs the sequential-addition technique to generate starting trees, although does not perform as good as PAUP*, shows better performance than the dnapars and GApars programs.

In Chapter 7, the hybrid method is modified for the maximum-likelihood phylogeny inference. The tree representation is revised to incorporate the branch lengths. The likelihood of each tree is evaluated based on the F84 model of evolution. We use a dynamic programming procedure and the Newton-Raphson method to optimize each branch length of a tree sequentially. In order to avoid spending too much time on evaluating the likelihood and optimizing the branch lengths of a non-optimal tree topology, a threshold is set to filter out the tree topologies with bad parsimony scores. The performance of the hybrid method for the maximum-likelihood phylogeny inference is presented in Chapter 8. We create a C++ program, GATSml, to implement this hybrid method. On the randomly generated data sets, the GATSml program shows slightly better performance than the default-setting dnaml program. On the 47-taxon data set, the GATSml program outperforms the default-setting dnaml program and has equally good performance as the dnaml program with selected jumble option.
9.2 Future Research Directions

Several suggestions for the future research are presented as follows.

1. The evaluation procedure for the parsimony scores and likelihood values needs to be improved. Studies have shown that the evaluation of a new tree produced by a topology rearrangement method, such as SPR and NNI, can be completed by simply evaluating a partial tree [28, 63]. This will greatly improve the efficiency of the searching process.

2. The branch length optimization procedure needs improvement. When a new tree is produced by a topology rearrangement method, usually not all the branch lengths need to be re-optimized [55, 63]. If the conditional likelihood of a subtree is stored in the corresponding interior node, then we are able to perform the branch length optimization only on the branches near the interior nodes where the topology rearrangement occurs.

3. In the current design of the proposed tabu search algorithm, we tabu the trees that have been selected in recent iterations. Whelan proposed a tabu search algorithm for the maximum-likelihood phylogeny inferences in 2007 [59], which will tabu the trees contain similar topologies. The tabu mechanism was shown to improve the convergency of the searching process.

4. As mentioned in Section 2.4, utilizing the information provided from the sequence data, such as re-weighting the sequence characters or partitioning the sequences according to their similarity, usually improves the convergence of the searching process [31, 45, 48]. The sequence information can also be incorporated in the tabu mechanism. For example, if two sequences are known to be distantly related, a tree which contains a clade of these two sequences should be tabued.
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