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Chapter 1

Introduction

1.1 General Introduction and Motivation

The development of financial risk management has been of active interest to regulators, researchers, specialists associated with the field, and financial institutions themselves. Much of it originates from the need to quantify, control, and report the risks that a financial institution faces, in the sense of the essential level of uncertainty about the future, comprised of market, credit, liquidity, operational, and systemic risks. The essence is that the amount of capital a financial institution needs should be determined as a buffer to absorb unexpected losses from those risks that could otherwise lead the financial institution to insolvency. Such capital is then called risk capital, and the determination of it has become prominent, since a financial institution is required to hold appropriate risk capital for keeping the possibility of insolvency acceptably low; meanwhile it must still be competitive in the capital market. At the international level, regulators such as the International Association of Insurance Supervisors and the Basel Committee on Banking Supervision (BCBS), to name but two, make many efforts to develop a set of rules for the world’s accounting, banking, or insurance systems in order to provide a safer trading environment.

Meanwhile, the concern for capital allocation arises from how the total risk capital for a multi-unit financial institution (or a combination of different portfolios) can be allocated back to each business unit (or each portfolio) within this financial institution, once the total risk capital is calculated based on a specific risk measure. In other words, each business unit requires its own capital to hold, and could benefit from the diversification effect as a reward instead of punishment, which means that the allocated capital for each business unit is less than its stand-alone risk capital. An allocation principle is a function that maps allocation problems associated with a specified risk measure into a unique allocation, and allows coping with the risk capital problem in a consistent way. Once a proper risk measure is determined to use, according to the
nature of the application and the amount of information available, the problem becomes how to estimate the measure of risk and the allocated capital based on the specified risk measure. In order to choose a more suitable estimator, evaluation of the performance of estimates calculated by different methods is investigated as well. For comprehensive reviews of risk measurement, please refer to McNeil et al. (2005) and Dowd (2005b). The former, by McNeil et al. (2005), provides core concepts, techniques and tools of quantitative modeling issues for financial risk management. It also covers the issue of capital allocation. The latter, Dowd (2005b), addresses how to measure the market risk, including estimation of VaR and ES.

This research will first review risk measures and risk capital allocation, along with the important property of coherency, and the relationships between different coherent risk measures. Secondly, relative accuracy measures will be used as model-based criteria to study whether or not bias adjustment by various bootstrap techniques could improve estimates of the expected shortfall (ES) as a risk measure. Thirdly, tests for backtesting ES will be investigated as data-based criteria of evaluating ES estimates. Fourthly, based on multivariate framework, estimation of (conditional) ES and ES risk contributions (ESC), as a principle of capital allocation, will be studied. Finally, an empirical study of estimating ES and ESC with backtesting will be carried out for historical data from Russell Indices.

1.2 Overview of Risk Measures and Capital Allocation

1.2.1 Risk Measures

Interest has been increasing in the subject of how to describe the many and various risks a financial institution faces or a portfolio is exposed to. The measurement of risk gives us a quantitative tool to tell how risky the business of a financial institution (or a portfolio) is. A risk measure, quantitative measurement of risk, is a number which is designed to evaluate the magnitude of risk and capture the primary properties of the risk.

Coherent Risk Measures

Proposed risk measures are judged by whether they satisfy specific desirable properties of risk measures, collected as the axioms of coherence, a concept developed by Artzner et al. (1999).

Definition 1.1. (Axioms of Coherent Risk Measure; Artzner et al. (1999)). Suppose that \( \mathcal{G} \) is the set of all real-valued measurable functions on the sample space \( \Omega \) of outcomes. A risk measure \( \rho : \mathcal{G} \rightarrow \mathbb{R} \cup \{+\infty\} \) is said to be coherent if it satisfies the following four axioms:

1. **Subadditivity**: For all \( X \in \mathcal{G}, Y \in \mathcal{G} \),

\[
\rho(X + Y) \leq \rho(X) + \rho(Y)
\]
2. **Monotonicity:** For all $X \in \mathcal{G}$ and $Y \in \mathcal{G}$ such that $X \leq Y$,

$$\rho(X) \geq \rho(Y)$$

3. **Positive Homogeneity:** For any number $\lambda \geq 0$ and $X \in \mathcal{G}$,

$$\rho(\lambda X) = \lambda \rho(X)$$

4. **Translation Invariance:** For any constant $k \in \mathbb{R}$,

$$\rho(X + kr) = \rho(X) - k$$

where $r$ is the price of a riskless instrument at the end of the holding period with price 1 today.

Subadditivity is necessary to incorporate the property that diversification of portfolios has a positive impact, which means that combining two portfolios does not create extra risk. Monotonicity says that if a portfolio $Y$ is always worth more than $X$, then $Y$ should not be riskier than $X$. Positive homogeneity is a limit case of subadditivity, meaning what happens when no diversification occurs. It also has the interpretation that the risk measure is independent of scale changes (e.g., currency changes) in the unit in which the risk is measured. However, it is debatable, since the risk in the position may become unacceptable in case $r$ is large enough, although it is innocuous for moderate values of $r$. Translation invariance is a natural requirement and also known as Risk-free condition. It represents that adding a sure amount of money decreases the measurement of risk by the same amount. Notice that no probability measure on $\Omega$ has been involved.

Note that no probability spaces are involved in the axioms of coherent risk measures (Definition 1.1). (Artzner et al., 1999) not only introduced the definition of coherent risk measure but also generalized the computation of SPAN margin system (SPAN, 1995), developed by the Chicago Merchantile Exchange, to scenario-based risk measures defined below. It provided a general way to construct a coherent risk measure by using a family of probability measures and quantifying risks as the worst-case expected loss.

The definition of scenario-based risk measures (SBRM) is given as follows.

**Definition 1.2. (Scenario-based Risk Measures).** The scenario-based risk measure defined by a non-empty set $\mathcal{P}$ of probability measures or generalized scenarios on the space $\Omega$ for a random variable $X$ is the function $\rho_{\mathcal{P}}$ on $\mathcal{G}$, the set of all real-valued functions on $\Omega$, defined by

$$\rho_{\mathcal{P}}(X) = \sup_{P \in \mathcal{P}} \mathbb{E}_P(-X). \quad (1.1)$$
Initially there is no particular probability measure on \( \Omega \). Artzner et al. (1999) discussed the relationship between coherence and scenario-based risk measures, along with the following two propositions.

**Proposition 1.3. (Artzner et al. (1999)).** Given the non-empty set \( \mathcal{P} \) of probability measures, or generalized scenarios, on the set \( \Omega \) of states of the world, the risk measure \( \rho_\mathcal{P} \) of Definition 1.2 is a coherent risk measure. It satisfies the relevant axioms if and only if the union of the supports of the probabilities \( P \in \mathcal{P} \) is equal to the set \( \Omega \).

**Proposition 1.4. (Artzner et al. (1999)).** A risk measure \( \rho \) is coherent if and only if there exists a family \( \mathcal{P} \) of probability measures on the set of states of nature, such that

\[
\rho_\mathcal{P}(X) = \sup_{P \in \mathcal{P}} \mathbb{E}_P(-X).
\]

Proofs of Propositions 1.3 and 1.4 are provided in Artzner et al. (1999) as well.

Furthermore, Delbaen (2002) extended Definition 1.1 to coherent risk measures on general probability spaces by characterising closed convex sets of probability measures which satisfy the property that every random variable is integrable for at least one probability measure in this set. Please refer to his context for more reference and details.

**Value at Risk**

The notion of Value-at-Risk or VaR was introduced by Morgan (1995) as a risk management tool, and made a major breakthrough in the evolution of modern risk measures. VaR has been extensively applied to determine the required risk capital which a financial institution should hold to cover its worst case loss. VaR has been employed by regulatory bodies such as the Basel Committee on Bank Supervision (BCBS) which published the 1996 Amendment (BCBS, 1996, Amendment to the capital accord to incorporate market risks). VaR is extended straightforwardly from possible maximum loss as possible maximum loss which is not exceeded within a given confidence level over a given holding period (McNeil et al., 2005). Suppose that \( X \) denotes the profit and loss (P&L) of either the business of the underlying financial institution or the specified portfolio, which takes the risk. In other words, \( X \) is the change in the value of the business of the underlying financial institution or of the specified portfolio between the date of calculation and a future date. Given the probability distribution of \( X \), the VaR at the confidence level \( \alpha \) is the smallest number \( x \) such that the probability that the loss will exceed \( x \) within a fixed time horizon, is no larger than \( 1 - \alpha \). The formal definition of VaR is given in Definition 1.5.
Definition 1.5. (Value at Risk; McNeil et al. (2005)). VaR at the confidence level $\alpha$ is defined as

$$\text{VaR}_\alpha(X) = \inf\{x \in \mathbb{R} : P(-X > x) \leq 1 - \alpha\}. $$

See McNeil et al. (2005) or Acerbi and Tasche (2002) for more discussion. This definition of VaR presumes that $X(\omega) \in \mathbb{R}$ for all $\omega \in \Omega$ where $\Omega$ is the sample space of outcomes. Furthermore,

$$\text{VaR}_\alpha(X) = q_\alpha(-X)$$

(Tasche, 2002b) where $q_\alpha(Y)$ denotes the lower $\alpha$-th quantile of $Y$. In the case where $X$ is continuous with a strictly positive density function, the cumulative distribution function (cdf) of $X$ is a continuous and strictly monotonic distribution function and $\text{VaR}(X)$ is the unique solution for $x$ of the equation

$$P(-X \leq x) = \alpha.$$

Alternatively, VaR can be interpreted as the minimum loss incurred in the $(1 - \alpha)$% worst cases of the P&L. In practice, the time horizon used is usually the one day or ten days period and the value for level $\alpha$ is quite high and close to 1, typically 95% or 99%. Despite the widespread use of VaR as a standard risk measure among practitioners in the financial market, it has many deficiencies and inconsistencies when applied in real life applications. Particularly, it is heavily criticized for failing to satisfy the subadditivity axiom of coherent risk measures defined in Definition 1.1 and therefore fails to encourage diversification, while clearly satisfying the other three axioms: monotonicity, positive homogeneity, and translation invariance (Artzner et al., 1999, l.c.). Comprehensive discussions on VaR can be found in Jorion (2001) and Holton (2003).

Expected Shortfall

An alternative to VaR is expected shortfall, of which definition is given in 1.6. Discussion on VaR and Tail VaR as risk measures can be found in Overbeck (2000). The most popular and widely-accepted risk measure, expected shortfall, has attracted a lot of attention in current development of risk measures. Under proper conditions, it is also known as tail value at risk, Tail VaR (Artzner et al. (1999)) or CTE, conditional tail expectation (Wirch and Hardy (1999)). Differences between most definitions of expected shortfall were discussed in Tasche (2002a) and Tasche (2002b). The expected shortfall is preferred as a standard risk measure presently, since it satisfies the axioms of coherence proposed by Artzner et al. (1999). Expected shortfall can be generally represented as an average of excess losses or mean shortfall and formally defined at the confidence level $\alpha$ in Definition 1.6.

\[ q_\alpha(Y) = \inf\{y : P(Y \leq y) \geq \alpha\} \text{ is the lower } \alpha\text{-th quantile of } Y \]

\[ 1 \]
Definition 1.6. (Expected Shortfall; Tasche (2002b)). Suppose that \((\Omega, \mathcal{A}, P)\) is a probability space and a fixed confidence level \(\alpha \in (0, 1)\) close to 1. Define \(X^- = \max(0, -X)\). Consider a real random variable (r.v.) \(X\) on \((\Omega, \mathcal{A}, P)\) with \(E(X^-) < \infty\) and the indicator function \(I_A\). Then

\[
\text{ES}_\alpha(X) = -(1 - \alpha)^{-1}\{E[X \cdot I_{\{X \geq \text{VaR}_\alpha(X)\}}] + \text{VaR}_\alpha(X) \cdot (\alpha - P[-X < \text{VaR}_\alpha(X)])\} \tag{1.2}
\]

is called Expected Shortfall (ES). The most popular way to define ES (Tasche, 2002b; McNeil et al., 2005) is that

\[
\text{ES}_\alpha(X) = \frac{1}{1 - \alpha} \int_\alpha^1 \text{VaR}_u(X) \, du, \tag{1.3}
\]

which is equivalent to (1.2).

Equation (1.2) was first introduced in Acerbi et al. The representation of ES in (1.3) was first established by Wirch and Hardy (1999) for \(X \geq 0\) and given by Bertsimas et al. (2000) for continuous distributions. The representation in (1.3) is easy to be described as the average of the 100(1 - \(\alpha\))% worst losses of \(X\). It follows that \(\text{ES}_\alpha(X) \geq \text{VaR}_\alpha\). The proof of the equivalence of (1.2) and (1.3) can be found in Acerbi and Tasche (2002, Proposition 3.2).

The proof of coherency of ES can be found in Acerbi and Tasche (2002). Besides, there are two alternative ways to show the coherency of ES and the detail will be summarized in Section 1.2.1 later. One of them takes advantage of the connection between ES and spectral risk measures, which will be introduced in the next section. The other way takes advantage of the connection between ES and scenario-based risk measures, described in Proposition 1.7 below.

Proposition 1.7. Suppose that given a model with distribution \(P\) and the probability space \((\Omega, \mathcal{A}, P)\). Consider the family \(Q\) of those measures which are boundedly stressed versions of \(P\), in the form of

\[
Q = \left\{ Q : \frac{dQ}{dP} \leq k \right\}, \tag{1.4}
\]

for some constant \(k > 1\). Afterwards, by taking \(k = 1/(1 - \alpha)\), the scenario-based risk measure \(\rho_Q(X) = \sup_{Q \in Q} E_Q(-X)\) turns out to be

\[
\frac{1}{1 - \alpha} \int_\alpha^1 \text{VaR}_u(X) \, du,
\]

which is exactly the ES with respect to \(P\) at confidence level \(\alpha\).

\[\text{I}_A = \begin{cases} 
1, & \text{if event } A \text{ is true} \\
0, & \text{if event } A \text{ is false}
\end{cases}\]
The discussion and proof of Proposition 1.7 can be found in Delbaen (2002). Proposition 1.7 indicates that for ES as a risk measure, there exists a family of probability measures on the set of states of nature so that ES is coherent by Proposition 1.4. Hence this gives an alternative way to show coherency of ES.

The following introduces conditional tail expectation (CTE) or namely tail conditional expectation (TCE), which is closely related to ES but does not coincide in general. CTE has received extensive attention due to its identity to ES under suitable conditions such as the continuity of the distribution function $F_X(x)$.

**Definition 1.8. (Conditional Tail Expectation (CTE)).** The conditional tail expectation for a real random variable $X$ at confidence level $\alpha$ is given by

$$CTE_\alpha(X) = E[-X|X \leq -VaR_\alpha(X)].$$

(1.5)

Generally CTE may not be coherent due to violation of subadditivity, as mentioned by Acerbi and Tasche (2002, Example 5.4) and stated by Delbaen (2002, Theorem 6.10).

The relationship between ES and CTE is synthesized as follows. Manifestly ES is continuous in $\alpha$ in (1.3) while it is not in (1.2). This is a distinguishing feature of ES which CTE and VaR do not possess.

**Proposition 1.9.** Generally, $CTE_\alpha(X) \leq ES_\alpha(X)$.

**Proposition 1.10.** $CTE_\alpha(X) = ES_\alpha(X)$ if and only if one of the following conditions holds.

1. $Pr[X \leq -VaR_\alpha(X)] = 1 - \alpha$.
2. $Pr[X < -VaR_\alpha(X)] = 0$.

Although similar statements and proofs of Proposition 1.9 and 1.10 can be found in Acerbi and Tasche (2002, Corollary 5.2 and 5.3, respectively), herein more precise and direct proofs of them are provided in Appendix A and Appendix B, respectively. It is observed from the proofs that a first sufficient condition for CTE and ES to coincide is the continuity of the distribution of $X$.

A series of papers derive analytical CTE formulas for various continuous distributions, in which cases the CTE amounts to the ES. Panjer (2002) derived the CTE formula as a function of mean and variance for the multivariate Gaussian distributions. Landsman and Valdez (2003, 2005) generalized the CTE formula to elliptical distributions and exponential dispersion models, respectively. Hardy (2003) developed the CTE formula for the regime-switching lognormal model. The CTE formula for a multivariate gamma distribution was provided by Furman and Landsman (2005). The CTE formula for the multivariate skew elliptical distributions and phase-type distributions was provided by Cai and Li (2005) and Cai and Tan (2006), respectively.
Kim (2007) derived the CTE formula for exponential family. Furthermore, Jalal and Rockinger (2006) investigated the consequences for VaR and ES of using a GARCH filter on various mis-specified process. McNeil et al. (2005) provides comprehensive formulas of conditional ES for both univariate and multivariate GARCH models. Furman and Landsman (2008) derived analytical CTE formulas for multivariate Poisson distributions, which are not continuous, and hence take notice of that its CTE does not equal to its ES.

### Spectral Risk Measures

Employing ES as the basic building block, Acerbi (2002) proposed *spectral risk measures* by generating a new class of risk measures based on ES. It turns out that spectral risk measures take explicit account of a user’s degree of subjective risk aversion which neither VaR nor ES does. Please refer to Acerbi (2002) for more details therein. An additional preliminary is needed before introducing it. Let a norm space $\mathcal{L}^1([0,1])$ be a space, where every element is represented by a class of functions which differ at most on a subset of $[0,1]$ of zero measure. The norm in this space is defined by

$$||\phi|| = \int_0^1 |\phi(p)| dp.$$  

The Spectral Risk Measure (SRM) is defined in Definition 1.11.

**Definition 1.11. (Risk Aversion Function and Spectral Risk Measure; Acerbi (2002)).**

The class of Spectral Risk Measure $M_\phi$ of a r.v. $X$, generated by an admissible risk spectrum $\phi \in \mathcal{L}^1([0,1])$, is given by all measures of the type:

$$M_\phi(X) = \int_0^1 \text{VaR}_p(X) \phi(p) \, dp,$$

where $\phi : [0,1] \to \mathbb{R}$ is then called the Risk Aversion Function of $M_\phi$, satisfying the following conditions.

- **Non-negativity**
  $$\phi(p) \geq 0 \quad \text{for all } p \in [0,1]$$

- **Normalization**
  $$||\phi|| = \int_0^1 |\phi(p)| \, dp = \int_0^1 \phi(p) \, dp = 1$$

- **Monotonicity (non-increasingness)**
  $$\phi(p_1) \geq \phi(p_2) \quad \text{for all } 0 \leq p_1 \leq p_2 \leq 1.$$
\[ \phi^{(1)}(p) \leq 0 \]

provided that the first derivative of \( \phi \) exists.

The \( \phi \) function is nothing but a weight function in (1.6) which averages the possible outcomes of the random variable \( X \). Besides, different representative functions \( \phi_1, \phi_2 \) (\( ||\phi_1 - \phi_2|| = 0 \)) of the same element \( \phi \in \mathcal{L}^1([0, 1]) \) will actually define the same measure \( M_\phi \). Furthermore, as stated in Theorem 1.12 below \( M_\phi \) defined above is coherent if and only if its risk spectrum \( \phi \) is admissible, which means it satisfies all the conditions therein.

**Theorem 1.12. (Acerbi (2002)[Theorem 4.1])** A spectral risk measure is a coherent risk measure if and only if the risk spectrum, which generates it, is admissible.\(^3\)

The Monotonicity (non-increasingness) property provides an intuitive insight of the concept of coherence. As a matter of fact, the necessary and sufficient condition for a SRM to be coherent, which states that its risk spectrum \( \phi \) should be admissible, gives a reasonable rule: a risk measure is coherent if it assigns larger weights to worse cases. For example, the risk spectra for VaR and ES can be written in the form of

\[ \delta(p - \alpha) \]

and

\[ \frac{1}{1 - \alpha} I\{\alpha \leq p \leq 1\}, \]

respectively, where \( \delta(x) \) is the Dirac Delta function defined by

\[ \int_a^b f(x) \delta(x - c) \, dx = f(c), \quad \forall c \in (a, b). \]

As a result, it is easy to see that VaR is not coherent, since its risk spectrum is not admissible. Similarly, ES is coherent, since its risk spectrum is admissible.

By the above proposition, for a spectral risk measure \( M_\phi(X) \) with admissible risk spectrum, there exists a family \( \mathcal{P} \) of probability measures on the set of states of nature, such that

\[ M_\phi(X) = \rho \mathcal{P}(X), \]

where \( \rho \mathcal{P}(X) \) is the scenario-based risk measure defined by \( \mathcal{P} \). However, it remains an open question of how to characterize the existing family \( \mathcal{P} \) of probability measures for \( M_\phi(X) \). Since ES is a special case of scenario-based risk measures and of spectral risk measures, the next sec-

\[^3\text{Notice that however, in Acerbi (2002), a coherent risk measure is simply called a risk measure.}\]
tion will discuss more on coherency and ES by exploiting the connection between ES, scenario-based risk measures and spectral risk measures, and the fact that scenario-based risk measures and spectral risk measures are all coherent.

**Supplementary**

It has been shown that ES satisfies all properties defined in Definition 1.1 and hence is coherent. By incorporating previous results in the foregoing sections, it is also easy to show the coherency of ES in two alternative ways as follows.

1. Proposition 1.7 indicates that for ES as a risk measure, there exists a family of probability measures on the set of states of nature and hence ES is a scenario-based risk measure defined by $\mathcal{P}$. Thus ES is coherent by Proposition 1.4.

2. We know that ES is a spectral risk measure generated by the admissible risk spectrum $\phi(p) = \frac{1}{1-\alpha} I(\alpha \leq p \leq 1)$. Therefore, ES is coherent by Theorem 1.12.

### 1.2.2 Capital Allocation

The capital allocation problem is that once the total risk capital for a multi-unit financial institution (or a combination of different portfolios) is computed based on a specific risk measure, the risk capital must be allocated back to each business unit (or portfolio) in a consistent way which should recognize the benefit of diversification. Different allocation methods are available; however, only some of them satisfy the nice properties which have economical meanings, while others do not. Those desirable properties were proposed as axioms of coherent allocation (Denault, 2001) and fair allocation (Kim, 2007) (adapted from Valdez and Chernih (2003) which extended Wang’s idea to the elliptical distribution class for capital allocation problem), respectively. They will be discussed in the next section.

**Axioms of Allocation Principles**

Consider an investor who can invest in a fixed set of $d$ individual investment possibilities with P&L denoted by the random variables $X_1, X_2, \ldots, X_d$. Let $C = \rho(S)$ and $C_i$ denote the overall risk capital determined by a particular risk measure, and the allocation of $C$ to the $i$-th portfolio, respectively. The P&L of the actual portfolio is of course $S = \sum_{i=1}^d X_i$. An allocation principle is a function that maps allocation problems associated with a specified risk measure into a unique allocation. Next section will cover axioms of coherent allocation principle and those of fair allocation principle.

---

Definition 1.13. (Axioms of Coherent Allocation; Denault (2001)). An allocation principle is coherent if it satisfies the following axioms:

1. **Full allocation**: The allocated risk capitals add up to the total risk capital.
   \[
   \rho(S) = \sum_{i=1}^{d} C_i \quad (1.7)
   \]

2. **No undercut**: For any subset \( M \) of \( \{1, 2, \ldots, d\} \),
   \[
   \sum_{k \in M} C_k \leq \sum_{k \in M} \rho(X_k) \quad (1.8)
   \]

3. **Symmetry**: If by joining any subset \( M \) of \( \{1, 2, \ldots, d\} \backslash \{i, j\} \), portfolios \( i \) and \( j \) have identical contribution to the risk capital, then \( C_i = C_j \).

4. **Riskless allocation**: If the \( d \)th portfolio is a riskless instrument, then
   \[
   C_d = \rho(\alpha r) = -\alpha
   \]
   where \( r \) is the price, at the end of the holding period, of a reference riskless instrument whose price is 1 at the beginning of the period.

Full allocation means that the overall risk capital is fully allocated back to the individual portfolio positions. No undercut addresses the diversification effect as a reward. That is, an investor holding the portfolio could benefit from the diversification of combination of portfolios. Symmetry ensures that the allocation of a portfolio depends only on its contribution to risk and nothing else. Riskless allocation means that when all other things are equal, a portfolio that increases its cash position results in decrease of its allocated capital by the same amount.

Definition 1.14. (Axioms of Fair Allocation). An allocation principle is fair if it satisfies the following axioms:

1. **Full allocation**: The allocated risk capitals add up to the total risk capital.
   \[
   \rho(X) = \sum_{i=1}^{d} C_i \quad (1.9)
   \]

2. **No undercut**: For any subset \( M \) of \( \{1, 2, \ldots, d\} \),
   \[
   \sum_{k \in M} C_k \leq \sum_{k \in M} \rho(X_k) \quad (1.10)
   \]
3. **Symmetry:** If by joining any subset \( M \) of \( \{1, 2, \ldots, d\} \setminus \{i, j\} \), portfolios \( i \) and \( j \) have identical contribution to the risk capital, then \( C_i = C_j \).

4. **Consistency:** For any subset \( M \) of \( \{1, 2, \ldots, d\} \) with \( |M| = m \), let \( X^* = \sum_{i \in M} X_i \) and \( \mathbf{X}_{d-m} = (X_{j_1}, \ldots, X_{j_m})' \) for all \( j_k \in \{1, 2, \ldots, d\} \setminus M \), where \( k = 1, \ldots, d - m \). Then the new hierarchical structure of the \( d \) individual portfolios becomes \( X^*, \mathbf{X}'_{d-m} \) as a combination of individual \( d - m + 1 \) portfolios. Let \( C^*_1 \) denote the allocated capital of the portfolio \( X^* \) as an individual one, computed on \( X^*, \mathbf{X}'_{d-m} \). Afterward

\[
\sum_{i \in M} C_i = C^*_1. \tag{1.11}
\]

Obviously, the definition of fair allocation adopts the first three axioms of coherent allocation but replaces the last one, riskless allocation, by **consistency**. Consistency ensures that the allocation of an individual portfolio cannot depend on the level at which allocation is calculated. For instance, consider a company consisting of multiple units of business at the top level and sub-units of business at lower level. According to the consistency axiom, the capital allocation for a unit of business at the top level must be identical whether the allocation of its sub-units has been directly computed to the company or indirectly first to the top level and later aggregated for the company. In sum, the allocated capital for one unit of business should be independent of the hierarchical structure of the company.

**Euler Capital Allocation Principle**

Consider the random variables \( X_1, X_2, \ldots, X_d \) on a common probability space \( (\Omega, \mathcal{A}, P) \) as the P&L for \( d \) individual investment possibilities. Let \( C = \rho(S) \) and \( C_i \) denote the total risk capital determined by a specified risk measure, and the allocation of \( C \) to the \( i \)-th portfolio, respectively. Furthermore, consider a set \( U \subset \mathbb{R}^d \setminus \{(0, \ldots, 0)\} \) of portfolio weights and define \( S(u) = \sum_{i=1}^d u_i X_i \) for \( u = (u_1, \ldots, u_d) \in U \). The total P&L of the actual portfolio is of course \( S(I) = \sum_{i=1}^d X_i \). Let \( \rho \) denote some risk measure defined on a set \( M \) which contains the random variables \( \{S(u) : u \in U\} \). Then introduce the associated risk-measure function \( f_\rho : U \to \mathbb{R} \)

\[
f_\rho(u) = \rho(S(u)). \tag{1.12}
\]

Thus \( f_\rho(u) \) is the required total risk capital for a position \( u \) in the set of investment possibilities.

**Definition 1.15.** Let \( f_\rho \) be a risk-measure function on some set \( U \subset \mathbb{R}^d \setminus \{(0, \ldots, 0)\} \) such that \((1, \ldots, 1) \in U \). A mapping \( \pi_{f_\rho} : U \to \mathbb{R}^d \) is called a per-unit capital allocation principle
associated with \( f_\rho \), if
\[
\sum_{i=1}^{d} u_i \pi_i = f_\rho(u),
\]
(1.13)

where \( \pi_i \) represents the \( i \)-th element of \( \pi_{f_\rho}(u) \).

This definition interprets that the \( i \)-th element of \( \pi_{f_\rho}(u) \) gives the amount of capital to one unit of \( X_i \), when the overall position has P&L \( S(u) \). The amount of capital allocated to the position \( u_i X_i \) is \( u_i \pi_i \) and the equality (1.13) is simply the full allocation property.

**Definition 1.16. (Positive Homogeneity).** A function \( f : U \subset \mathbb{R}^d \to \mathbb{R} \) is called homogeneous of degree \( k \) if for any \( \gamma > 0 \) and \( u \in U \) with \( \gamma u \in U \) the following equation holds:
\[
f(\gamma u) = \gamma^k f(u)
\]

where \( k \) is a positive integer.

Note that positive homogeneity in McNeil et al. (2005) is in fact positive homogeneity of degree 1. If the risk measure \( \rho \) is homogeneous of degree \( k \), then the risk-measure function \( f_\rho \) corresponding by (1.12) to \( \rho \) is homogeneous of degree \( k \). In the case of continuously differentiability, homogeneous functions can be characterized by Euler’s theorem as follows.

**Theorem 1.17. (Euler’s theorem).** Let \( U \subset \mathbb{R}^d \) be an open set and \( f : U \to \mathbb{R} \) be a continuously differentiable function. Then \( f \) is homogeneous of degree \( k \) if and only if it satisfies
\[
kf(u) = \sum_{i=1}^{d} u_i \frac{\partial f}{\partial u_i}(u).
\]

Therefore, by Euler’s theorem, the risk-measure function \( f_\rho(u) \) satisfies
\[
f_\rho(u) = \sum_{i=1}^{d} u_i \frac{\partial f_\rho(u)}{\partial u_i}(u)
\]
(1.14)
if and only if it is homogeneous of degree 1. Hence comparison of (1.13) and (1.14) gives Euler capital allocation principle defined in Definition 1.18.

**Definition 1.18. (Euler capital allocation principle).** Suppose that a risk-measure function \( f_\rho \) is positive homogeneous of degree 1 on some set \( U \subset \mathbb{R}^d \setminus \{(0,\ldots,0)\} \) such that \((1,\ldots,1) \in U\). Assume that \( f \) is continuously differentiable; then the per-unit Euler capital allocation principle associated with \( f_\rho \) is the mapping
\[
\pi_{f_\rho} : U \to \mathbb{R}^d, \quad \pi_{f_\rho}(u) = \left( \frac{\partial f_\rho}{\partial u_1}(u), \frac{\partial f_\rho}{\partial u_2}(u), \ldots, \frac{\partial f_\rho}{\partial u_d}(u) \right). \quad (1.15)
\]
The Euler capital allocation principle is also called *allocation by the gradients* and satisfies the full allocation property, which means that the overall risk capital $f_\rho(u)$ is fully allocated back to the individual portfolio positions. Tasche (2007, 2008) showed that the risk contributions to some risk measure $\rho$ with continuously differentiable $f_\rho$ are uniquely determined by Euler capital allocation with $u = (1, \ldots, 1)$ if and only if $f_\rho$ is positive homogeneous of degree 1. Then those risk contributions, uniquely determined by the Euler capital allocation with $u = (1, \ldots, 1)$, are called Euler contributions. A comprehensive description of the Euler capital allocation principle and more reference of it can be found in Tasche (2007, 2008). The Euler allocation principle was also justified by other authors by different approaches. Denault (2001) derived the Euler allocation principle by game theory and it was regarded as *Aumann-Shapley per-unit allocation* for homogeneous risk measures of degree one. That is, the *Aumann-Shapley per-unit allocation* is equivalent to the *Euler capital allocation*. Additionally, it is shown as a coherent allocation of risk capital as well in his paper.

In the continuous case, by employing the risk-measure function

$$\rho_{\text{ES}, \alpha}(u) = (1 - \alpha)^{-1} \int_\alpha^1 \rho_{\text{VaR}_p}(u) dp$$

where $\rho_{\text{VaR}_p}(u) = \text{VaR}_p(u)$, the Euler risk contributions corresponding to the risk measure ES is called expected shortfall contributions (ESC) and given by

$$\text{ESC}_\alpha(X_k) = -E[X_k|S \leq -\text{VaR}_\alpha(S)], \quad k = 1, \ldots, n. \quad (1.16)$$

The natural extension of CTE for capital allocation is coherent Acerbi and Tasche (1999), was also discussed in Tasche (1999), and Overbeck (2000) and briefly mentioned in Denault (2001). The capital allocation derived from the particular risk measure, CTE, is then called *CTE based capital allocation rule* and abbreviated to *CTE allocation* thereby. Notice that CTE allocation amounts to ESC given above while the two risk measures, CTE and ES coincide. It lies in the category of Euler allocation principle and is shown as not only a coherent allocation principle (Denault, 2001) but also a fair allocation (Kim, 2007). Several papers have derived analytic expressions of CTE allocation for various parametric models. Panjer (2002) proved that CTE allocation coincides with the allocation of the capital asset pricing model (CAPM), which is sometimes referred to as *covariance-based* allocation, in the special case of multivariate Gaussian distributions. Solcá (2000) derived CTE allocation as well as allocation based on covariance principle for Gaussian distributions. CTE allocation for elliptical distribution class is extended in Landsman and Valdez (2003) and Dhaene et al. (2007) where two other cases, log-elliptical distribution class and comonotonic random vector, were also discussed. Furman and Landsman (2008) derived analytical expressions for multivariate Poisson distributions.
1.2.3 Summary of Contributions

- Comprehensive literature review
- Direct and clear statements in Proposition 1.9 and 1.10 and their proofs

1.3 Overview of Thesis

All studies hereafter are started from the losses as the data, which is merely the negative value of the P&L, for convenience. In other words, suppose that a random sample $S = (S_1, \ldots, S_n)'$ of potential total losses such that $S_i = \sum_{j=1}^{m} X_{i,j}, i = 1, 2, \ldots, n$. The formulas of expected shortfall and its contributions are then given by

$$ES_{\alpha}(S) = \frac{1}{1 - \alpha} \int_{\alpha}^{1} \text{VaR}_{\alpha}(S) \, du$$

(1.17)

and

$$ESC_{\alpha}(X_k) = E[X_k | S \geq \text{VaR}_{\alpha}(S)]; \quad k = 1, \ldots, m,$$

(1.18)

respectively. Chapter 2 studies bias adjustment using bootstrap techniques for estimating ES. Chapter 3 researches evaluation criteria for risk models, divided into two aspects consisting of model-based criteria and data-based criteria, along with a simulation study of examining how the bias adjustment works for improving ES estimates using model-based criteria, and another simulation study of backtesting VaR and ES using data-based criteria. Chapter 4 introduces a multivariate framework for estimating ES and ESC. Chapter 5 carries out an empirical study of estimating ES and ESC with backtesting examination, using multivariate framework, for historical data from Russell Indexes. The final chapter gives a final summary and discussion, followed by future topics.
Chapter 2

Bias Adjustment Using Bootstrap Techniques for Estimating ES

2.1 Introduction

Dowd (2005a) and Hardy (2006) suggested creating confidence intervals for ES by the non-parametric bootstrap, and Baysal and Staum (2007) implemented it. Cotter and Dowd (2007) applied the non-parametric bootstrap to estimate financial risk measures, including ES, for future positions. Scaillet (2004) applied kernel density estimators to estimate ES and ESC along with the asymptotic properties of the kernel estimators of ES. The notion was extended to estimate conditional ES in Scaillet (2005) and Cai and Wang (2006) where conditional VaR was estimated as well. However, Chen (2008) revealed that the extra kernel smoothing (Scaillet (2004)) does not improve the HS estimate of ES, while it does in VaR case.

There are two major concerns in the recent history of ES estimation. One is heavy-tailed distributions and the other is changing volatility models. Extreme value theory (EVT) is widely applied in estimating heavy-tailed distributions, and hence for VaR and ES. Generalized autoregressive conditional heteroscedastic (GARCH) and exponentially weighted moving average (EWMA) models are popular volatility models (or volatility filters) for daily risk-factor return series, and ES derived from changing volatility models are called conditional ES since it is defined conditionally on the past. McNeil and Frey (2000) showed that EVT is preferable to model the tail of a heavy-tailed distribution such as the innovation distribution of a GARCH model, and that generalized Pareto Distribution (GPD) method is preferred to the approach based on the Hill method (Hill, 1975) for estimating high quantiles such as VaR. McNeil et al. (2005) provides comprehensive formulas of conditional ES for both univariate and multivariate GARCH models and methods of fitting an appropriate (M)GARCH model. Pattarathammas et al. (2008) showed that GARCH and EWMA are both useful in VaR and ES estimation, in
an empirical application of ten East Asian MSCI\textsuperscript{1} Country Indices, and that the conditional extreme value theory models tend to be better than other models with normality assumption, while they are not trivially different from the filtered historical simulation model (conditional HS). Jalal and Rockinger (2006) investigated the consequences for VaR and ES of using a GARCH filter on various mis-specified processes.

Accurate estimation of the ES and its variability becomes the top priority. Although the empirical ES will converge to the true one as the sample size increases, it is systematically biased and can be improved by statistical methods. For example, Kim (2007) used the bootstrap techniques to adjust the empirical estimates of VaR and CTE for bias and to estimate its variance; meanwhile, an alternative technique, non-parametric delta method employing influence function, was also provided in this material to explore the variability of the estimated risk measures. The issue of bias becomes a more serious statistical problem, especially when the sample size is quite small, although the bias tends to zero as the sample size gets larger. However, blindly adjusting an estimate for bias can be dangerous in practice due to high variability in the estimated bias. Bias adjustment may be accompanied by larger increase on the standard error, which in turn causes a larger mean square error. Thus there is a practical guideline in (Efron and Tibshirani, 1993, section 10.6) stated as follows. In case the estimated bias is small compared to the estimated standard error, it is safer to use the unadjusted estimate rather than its bias-adjusted estimate. Otherwise, if the estimated bias is large compared to the estimated standard error, then it may be better to use the bias-adjusted estimate rather than the original estimate. There arises another concern that the estimated bias should have the same sign (negative or positive) as the true bias has, in order to adjust the bias in the right direction. Therefore, the bias adjustment procedure will work well generally if the following two conditions are both satisfied: (1) The ratio of the estimated bias to the estimated standard error is large. (2) The true bias and its estimate are either both negative or both positive.\textsuperscript{2}

Section 2.2 will introduce the most common resampling methods, bootstrap techniques, and describe how to apply them to improve estimates by adjusting for bias. Then Section 2.3 will discuss how to apply bias adjustment for improving ES estimates for i.i.d. models. Finally, Section 2.4 will introduce the application of bias adjustment for ES estimates of several common types of time series models. The last section will summarize the contributions of this chapter.

\textsuperscript{1}A stock market index of 1500 ‘world’ stocks. It is maintained by MSCI Inc., formerly Morgan Stanley Capital International and is often used as a common benchmark for ‘world’ or ‘global’ stock funds.

\textsuperscript{2}Although the true bias is usually unknown, it is possible to know whether the true quantity of interest is larger than its estimate or not and hence the sign of the true bias is known.
2.2 Bootstrap Techniques

The bootstrap is particularly useful for non-parametric statistical inference since it was originally proposed to estimate or approximate the sampling distribution of a statistic and its characteristics. The essential idea is to use available data at hand to estimate or approximate some accuracy measures of a statistic (estimator) of interest, such as the bias, the variance, and the mean square error. The block-wise bootstrap (Carlstein, 1986; Shi, 1986) is designed to capture the dependence structure of the data in the resampling process under no specific model assumption made on the data and hence are less model-dependent than other residual-based modifications of bootstrap. It can work well for general stationary process with short-range dependence. Standard textbooks are available as reference for comprehensive methodology such as Davison and Hinkley (1997), Efron and Tibshirani (1993), and Shao and Tu (1995).

The bootstrap, one of the resampling methods, was introduced by Efron (1979) as a crucial step in statistical analysis. The basic idea is to model sampling from a population by the process of resampling from the sample. In other words, bootstrap mimics the relationship from the population to the sample by the relationship from the original sample or the data to the bootstrap sample. The ordinary bootstrap generates bootstrap samples by resampling simulation (with replacement) from the original sample. Then most features of the relationship of the original sample to its underlying distribution are replicated by the relationship of the bootstrap samples to the original sample. This can be demonstrated by Figure 2.1. The non-parametric bootstrap can be applied properly for both parametric and non-parametric models. However, the non-parametric bootstrap may fail in some examples such as those in which the parameter of interest depends on the smoothness of the true distribution (see Efron and Tibshirani, 1993, section 7.4 for more information therein).
2.2.1 The Ordinary Bootstrap

The fundamental procedure of the ordinary bootstrap (OB) can be briefly illustrated as follows. Suppose that the random sample \( X = (X_1, \ldots, X_n)' \) of size \( n \) is i.i.d.\(^3\) from an unknown distribution with cumulative distribution function \( F \) which is estimated by \( \hat{F}_n \). The empirical distribution function \( \hat{F}_n \) is a simple non-parametric estimator of \( F \) and defined by

\[
\hat{F}_n(x) = \frac{1}{n} \sum_{i=1}^{n} I\{X_i \leq x\}
\]

where \( I\{A\} \) is the indicator function of the set \( A \). Let \( t(F) \) be the true parameter of interest and suppose that it can be estimated by the statistic \( T = t(\hat{F}_n) \), the plug-in estimate. A pseudo sample of the same size as the original one is generated from the e.d.f. \( \hat{F}_n \) by resampling with replacement from data \( (X = (X_1, \ldots, X_n)) \) and the generated sample, denoted by \( X^* \), is called a bootstrap sample. Note that the capital letters indicate that it is a random sample as well, but from the e.d.f., indicated by superscript \( * \). The statistic of interest computed from this bootstrap sample is then expressed by \( T^* = T(X^*) \). The different bootstrap samples \( X^*_1, \ldots, X^*_B \) are generated by repeating the above resampling simulation \( B \) times. For each sample, the statistic of interest \( T^*_k \) is generated from the \( k \)-th bootstrap sample, giving \( T^*_k = T(X^*_k) \), \( k = 1, \ldots, B \). Eventually the bootstrap estimate of the expected value of a statistic \( T \) is given by

\[
E(T|\hat{F}_n) = E^*(T^*) \approx \frac{1}{B} \sum_{b=1}^{B} T^*_b.
\]

Here the condition \( \hat{F}_n \) in the first term states that the expectation is taken with respect to the e.d.f. while the true value \( t(F) \) can be written by \( E(T|F) \). Let standard bootstrap estimator \( T^*_B \) denote \( B^{-1} \sum T^*_b \).

Algorithm 2.1 below is an explicit description of the bootstrap procedure, provided by Efron and Tibshirani (1993).

**Algorithm 2.1.** (The bootstrap algorithm for estimating bias and standard error of \( T \)).

1. Generate \( B \) independent bootstrap samples \( X^*_1, X^*_2, \ldots, X^*_B \), each consisting of \( n \) data values drawn with replacement from \( X \).
2. Compute the statistic of interest corresponding to each bootstrap sample: \( T^*_b = T(X^*_b) \), \( b = 1, \ldots, B \).

\(^3\)independent and identically distributed
3. **Estimate the bias by the sample bias of the B replications**

\[
\hat{\text{bias}}_{OB} = T^*_B - t(\hat{F}_n) \quad (2.2)
\]

**Estimate the standard error by the sample standard deviation of the B replications**

\[
\hat{\text{se}}_{OB} = \left\{ \sum_{b=1}^{B} [T^*_b - T^*_B]^2 / (B - 1) \right\}^{1/2}. \quad (2.3)
\]

In other words, the unknown bias \( E(T|F) - t(F) \) is approximated by its bootstrap estimate (2.2) under B resampling along with the bootstrap estimate of the standard error for \( T \) given in (2.3). Sometimes it is possible to calculate \( E(T|\hat{F}_n) \) analytically without actually performing the resampling simulation. The bootstrap estimate will be close to the true estimated one as the resampling size \( B \) increases; that is, the bootstrap estimate converges to the true estimated one as \( B \to \infty \). The difference between them is called the resampling (simulation) error. If this is achieved, then the remaining uncertainty is only ascribed to the original statistical error. The limit of \( \hat{\text{bias}}_{OB} \) and \( \hat{\text{se}}_{OB} \) are then the ideal bootstrap estimate of \( \text{bias}_F(T) \) and \( \text{se}_F(T) \) as \( B \) goes to infinity. Ultimately the bias-adjusted estimate is yielded by

\[
t(\hat{F}_n) - \hat{\text{bias}}_{OB} = 2 \cdot t(\hat{F}_n) - T^*_B. \quad (2.4)
\]

Furthermore, if \( T = t(\hat{F}_n) \), then (2.4) can be rewritten as

\[
t(\hat{F}_n) - \hat{\text{bias}}_{OB} = 2T - T^*_B. \quad (2.5)
\]

Before applying bias adjustment by bootstrap techniques, one thing to note is that the bootstrap estimate of bias defined by

\[
E(T|\hat{F}_n) - t(\hat{F}_n)
\]

can be replaced by

\[
T^*_B - T
\]

only when \( T \) is the plug-in estimate of \( \theta \), \( t(\hat{F}_n) \). Otherwise, the true bias will not be approximated correctly by \( T^*_B - T \). It is a misconduct of bias adjustment by using \( T^*_B - T \) as the bootstrap estimate of bias, because it fails to detect the bias if \( T \) is not the plug-in estimate \( t(\hat{F}) \). That is, the bias-adjusted estimate \( 2 \cdot t(\hat{F}_n) - T^*_B \) can not be substituted by \( 2T - T^*_B \) if \( T \neq t(\hat{F}_n) \). This can be demonstrated further in Example 2.2.

**Example 2.2. (An example of misconducted bias adjustment)**
Suppose that a random sample is given from the distribution function $F$ with mean $\mu_F$ and that the statistic of interest $T$ is used to estimate the parameter $\theta = t(F)$, which can be written as a function of the distribution $F$. Furthermore, suppose that $T$ is not exactly the plug-in estimate $t(\hat{F})$ for $\theta$, where $\hat{F}$ is the empirical estimate of $F$. For instance, if $T$ is a linear function of $t(\hat{F}_n)$ given by

$$T = a \cdot t(\hat{F}_n) + b = a \cdot \bar{x}_n + b$$

for some constants $a \neq 0$ and $b \neq 0$ then obviously, $T \neq t(\hat{F}_n)$. Now here is the point as follows. The true bias defined by $E(T|F) - t(F)$ can be approximated by the bootstrap estimate $E(T|\hat{F}_n) - t(\hat{F}_n)$ rather than $T^*_B - T$. It is clear that the latter quantity

$$T^*_B - T = (a \cdot \pi^*_{n,B} + b) - (a \cdot \pi_n + b)$$

$$= a \cdot [\pi^*_{n,B} - \pi_n]$$

will fail to approximate the true bias, because it tends to be zero especially as $B$ is getting large. In other words, it is not able to approximate the true bias by the estimate $T^*_B - T$ in the case of $T \neq t(\hat{F}_n)$, and even ends up with nothing as $B$ increases. Therefore, the bias-adjusted estimate $2 \cdot t(\hat{F}_n) - T^*_B$ can not be substituted by $2T - T^*_B$ if $T \neq t(\hat{F}_n)$.

### 2.2.2 The Exact Bootstrap of $L$-statistics

In practice, it is not always possible that the replicating size $B$ of bootstrap samples gets large enough to completely eliminate the resampling error. Hutson and Ernst (2000) established the formulas for the exact bootstrap (EB) mean and variance of the $L$-statistic which is a linear function of order statistics with constant coefficients. It gives the direct calculation of bootstrap estimates without resampling process. Then the bootstrap is exact in the sense that the resampling error is entirely removed from the process or equivalently in the sense of bootstrapping with infinitely many bootstrap samples.

The formal definition of the $L$-statistic is given in Definition 2.3 and the applicable formulas are given in Theorem 2.4.

**Definition 2.3.** $L$-statistics. Let $X_{1:n} \leq X_{2:n} \leq \ldots \leq X_{n:n}$ denote the order statistics of an independent and identically distributed sample of size $n$ from a continuous distribution $F$ with support over the entire real line. An $L$-statistic (or $L$-estimator) is defined as

$$T_n = \sum_{i=1}^{n} c_i X_{i:n},$$

where the the choice of constants $c_i$ determines the properties of $T_n$. 


Theorem 2.4. (Exact bootstrap of $L$-statistic; Hutson and Ernst (2000)) The exact bootstrap (EB) of the $L$-statistic, $E(X_{(r)}|F)$, $1 \leq r \leq n$ is given by

$$E(X_{r:n}|\hat{F}_n) = \sum_{j=1}^{n} \omega_{j(r)} X_{(j)},$$

where $\omega_{j(r)} = r \binom{n}{r}[B(\frac{j}{n}; r, n-r+1) - B(\frac{j-1}{n}; r, n-r+1)]$, and $B(x; a, b) = \int_0^x t^{a-1}(1-t)^{b-1} dt$ is the incomplete beta function.

For convenience, the weight for each element of the ordered sample $X_{(n)}$, is rewritten in terms of matrix by $w$ with elements $w_{i,j} = \omega_{i(j)}$, $i = 1, \ldots, n$ and $j = 1, \ldots, n$. Then using Theorem 2.4, any $L$-statistic can be written as $T = c'X_m$ where $c$ is a column vector of size $n$. Hence the sample EB of an $L$-statistic $T$ is obtained as

$$E(T|\hat{F}_n) = E(c'X_m|\hat{F}_n) = c'E(X_m|\hat{F}_n) = c'w'X_m.$$  \hspace{1cm} (2.6)

Then the EB bias estimate is expressed by

$$\hat{\text{bias}}^{EB} = E(T|\hat{F}_n) - t(\hat{F}_n) = c'w'X_m - c'X_m.$$  \hspace{1cm} (2.7)

It follows that the bias-adjusted estimate becomes

$$t(\hat{F}_n) - \hat{\text{bias}}^{EB} = c'X_m - (c'w'X_m - c'X_m) = c'(2I - w')X_m.$$  \hspace{1cm} (2.8)

2.2.3 Blockwise Bootstrap for Dependent Data

Blindly applying the bootstrap for dependent data may lead to incorrect results such as inconsistency, since some properties that the bootstrap possesses for i.i.d. case may collapse for non-i.i.d case. To obtain the correct result and retain the properties that the bootstrap possesses, the resampling process should be modified for dependent data.

The block-wise bootstrap (BB) is proposed by modifying the resampling process for dependent data, but no specific model assumption is made on the data. The block-wise bootstrap, first proposed by Carlstein (1986) and Shi (1986), is to treat blocks of consecutive observations, instead of single observations, as the primary units of the data. Without loss of generality, suppose that $n = kh$ for two integers $k$ and $h$ such that $k \to \infty$ and $h \to \infty$ as $n \to \infty$. The data are grouped into a set of $k$ non-overlapping blocks with $h$ observations in each block: $\{X_{(j-1)h+1}, X_{(j-1)h+2}, \ldots, X_{jh}\}$, $j = 1, \ldots, k$. With the block-wise bootstrap, the idea is to choose the block size $h$ large enough so that those blocks will be nearly independent (or observations more than $h$ units apart will be nearly independent). Hence the ordinary bootstrap can be applied to the set of blocks as to the data set, the set of single observations.
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2.3 Bias Adjustment for Simple ES Estimates

Consider a random sample $X = (X_1, \ldots, X_n)'$ of potential total losses. Recall that the formula of expected shortfall is given by

$$ES_{\alpha}(X) = \frac{1}{1 - \alpha} \int_{\alpha}^{1} \text{VaR}_u(X) \, du = \frac{1}{1 - \alpha} \int_{\alpha}^{1} q_u(X) \, du,$$

where $q_u(X) = \inf\{x \in R : P(X \leq x) \geq u\} = \text{VaR}_u(X)$ is the $u$-th quantile (VaR at confidence level $u$) of $X$.

If the above formula can be derived in terms of the parameters of a particular model, then the estimation of ES can be easily implemented as long as the estimation of parameters is carried out first. Hence ES would be well-estimated if the model assumption is correct. Therefore, the basic strategy of estimating ES for a specific model is briefly summarized as follows.

- **Step 1**: Derive ES as a function of model parameters from the above formula. That is,

$$ES_{\alpha} = h(\theta; \alpha)$$

where $\theta$ is the parameter vector of the assumed model.

- **Step 2**: Estimate the model parameters by fitting the assumed model to sample data.

- **Step 3**: Estimate ES by computing the function, $h$ at $\hat{\theta}$. That is,

$$ES_{\alpha} = h(\hat{\theta}; \alpha).$$

Suppose that $\hat{ES}_\alpha$ first estimates ES at level $\alpha$ by common methods above. Then it is easy to implement bias adjustment for $\hat{ES}_\alpha$ using variants of bootstrap techniques, since they vary only with the resampling process but keep the same basic idea of adjusting $\hat{ES}_\alpha$ for bias. The central idea of bias adjustment for improving $\hat{ES}_\alpha$ is given by

$$\hat{ES}_{\alpha}^{new} = \hat{ES}_\alpha - \text{bias}(\hat{ES}_\alpha)$$

where $\hat{ES}_{\alpha}^{new}$ denotes the bias-adjusted estimate and $\text{bias}(\hat{ES}_\alpha)$ represents the bootstrapping estimate of the true bias of $\hat{ES}_\alpha$.

The following two sections will introduce, in turn, historical simulation and GPD methods to obtain a simple estimate of ES, $\hat{ES}_\alpha$, and then for each of them, describe how to implement bias adjustment through (2.9) to get various bias-adjusted estimates $\hat{ES}_\alpha^{new}$ by bootstrap techniques described in Section 2.2.
2.3.1 For HS Estimates

Historical simulation (HS) is a non-parametric approach which uses historical data for estimation by simulating from the empirical distribution of data. It is conceptually simple and easy to implement and quite extensively used. The empirical distribution is a building block in historical simulation. Suppose that the distribution function \( F(x) \) (also called the cumulative distribution function (cdf) or probability distribution function), describes the probability that a variate \( X \) takes on a value less than or equal to a number \( x \). Statistically, it is defined by

\[
F(x) = \Pr(X \leq x).
\]

The empirical distribution function (e.d.f.) \( \hat{F}_n(x) \) is a simple estimate of the true distribution function \( F(x) \) and is defined as

\[
\hat{F}_n(x) = \frac{1}{n} \sum_{k=1}^{n} I\{x_k \leq x\}, \quad x \in \mathbb{R}
\]

where \( x_1, \ldots, x_n \) are outcomes of random variables \( X_1, \ldots, X_n \) whose cumulative distribution function (c.d.f.) is \( F(x) \). Intuitively, \( \hat{F}_n(x) \) and \( F(x) \) are very closely related. In fact, it has been justified in the following theorem.

**Theorem 2.5. (Glivenko-Cantelli Theorem).** Assume that \( X_1, \ldots, X_n \) are i.i.d. random variables with c.d.f. \( F(x) \) and that \( \hat{F}_n(x) \) is the e.d.f. Define

\[
D_n = \sup_{-\infty < x < \infty} |\hat{F}_n(x) - F(x)|,
\]

which is a random variable. Then

\[
P(\lim_{n \to \infty} D_n = 0) = 1.
\]

Suppose that \( X^* \) is a random variable with the distribution function \( \hat{F}_n(x) \) and observed data \( x_1, \ldots, x_n \) for a fixed \( n \). Thus \( X^* \) is a discrete random variable with the probability distribution function

\[
P(X^* = x_k) = \frac{\sum_{i=1}^{n} I\{x_i = x_k\}}{n}, \quad k = 1, \ldots, n_m
\]

where \( 1 \leq n_m \leq n \) and \( n_m \) is the number of distinct numbers in the data set. Consequently, we have

\[
E(X^*) = \sum_{k=1}^{n_m} x_k P(X^* = x_k) = \sum_{k=1}^{n} \frac{x_k}{n} = \bar{x},
\]
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and
\[
\text{Var}(X^*) = \frac{1}{n} \sum_{k=1}^{n} (x_k - \bar{x})^2.
\]
In general, for any function \( g(\cdot) \),
\[
E[g(X^*)] = \int g(x) \, d\hat{F}_n(x) = \frac{1}{n} \sum_{i=1}^{n} g(x_i).
\]
A parameter \( \theta = t(F) \), a function of the distribution function \( F \), can be estimated as \( \hat{\theta} = t(\hat{F}_n) \) by the plug-in principle, which estimates parameters from samples without any assumption of the distribution function \( F \).

Recall that the formula of expected shortfall is given by
\[
\text{ES}_\alpha(X) = \frac{1}{1 - \alpha} \int_0^1 \text{VaR}_u(X) \, du = \frac{1}{1 - \alpha} \int_0^1 q_u(x) \, du = \frac{1}{1 - \alpha} \int_0^1 F^{-1}(u) \, du,
\]
where \( F^{-1}(u) = q_u(X) = \inf \{ x \in R : F(x) \geq u \} = \text{VaR}_u(X) \) is the lower \( u \)-th quantile (VaR at confidence level \( u \)) of \( X \) as an inverse function of \( F \). Furthermore, define the inverse function of \( \hat{F} \) as
\[
\hat{F}_n^{-1}(u) = \begin{cases} 
  x_{(1)}, & \text{if } 0 \leq u \leq 1/n \\
  x_{(j)}, & \text{if } \frac{j-1}{n} < u \leq \frac{j}{n}; j = 2, \ldots, n.
\end{cases} \tag{2.10}
\]
Or using indicator functions, it can be rewritten as
\[
\hat{F}_n^{-1}(u) = s(1) \cdot I_{\{0 \leq u \leq 1/n\}} + \sum_{j=2}^{n} s(j) \cdot I_{\{\frac{j-1}{n} < u \leq \frac{j}{n}\}}. \tag{2.11}
\]
Then by the plug-in principle, the empirical estimator of ES for a given confidence level \( \alpha \) is straightforwardly given by
\[
\hat{\text{ES}}_\alpha(X) = \frac{1}{1 - \alpha} \int_0^1 \hat{F}_n^{-1}(u) \, du
\]
\[
= \frac{1}{1 - \alpha} \left[ \int_0^{\lfloor n\alpha \rfloor + 1/n} \hat{F}_n^{-1}(u) \, du + \sum_{j=\lfloor n\alpha \rfloor + 2}^{n} \int_{\frac{j-1}{n}}^{\frac{j}{n}} \hat{F}_n^{-1}(u) \, du \right]
\]
\[
= \frac{1}{1 - \alpha} \left[ \left( \frac{\lfloor n\alpha \rfloor + 1}{n} - \alpha \right) \cdot X_{\lfloor n\alpha \rfloor + 1} + \sum_{j=\lfloor n\alpha \rfloor + 2}^{n} \frac{1}{n} \cdot X_{(j)} \right]
\]
\[
= \left( \frac{\lfloor n\alpha \rfloor + 1}{n(1 - \alpha)} \right) \cdot X_{\lfloor n\alpha \rfloor + 1} + \frac{1}{n(1 - \alpha)} \cdot \sum_{j=\lfloor n\alpha \rfloor + 2}^{n} X_{(j)}.
\]
It gives the plug-in version of empirical estimator for ES as follows.

**Proposition 2.6. (Plug-in version of empirical estimator for ES).** Define the empirical inverse function of $F$ as in (2.10). Then it yields the empirical estimator for ES as

$$
\hat{\text{ES}}_\alpha(X) = \left(\left\lfloor \frac{n\alpha}{n(1-\alpha)} \right\rfloor + 1\right) \cdot \frac{1}{n(1-\alpha)} \cdot X_{\left\lfloor \frac{n\alpha}{n(1-\alpha)} \right\rfloor + 1} + \frac{1}{n(1-\alpha)} \cdot \sum_{j=\left\lfloor \frac{n\alpha}{n(1-\alpha)} \right\rfloor + 2}^{n} X_{(j)}. \quad (2.12)
$$

If $\lfloor n\alpha \rfloor = n\alpha$, then (2.12) turns out to be

$$
\hat{\text{ES}}_\alpha(X) = \frac{1}{n(1-\alpha)} \cdot \sum_{i=\lfloor n\alpha \rfloor + 1}^{n} X_{(i)} \quad (2.13)
$$

where $\lfloor \cdot \rfloor$ is the floor function\footnote{The floor function is defined as $\lfloor x \rfloor = \max\{n \in \mathbb{Z} : n \leq x\}$ for $x \in \mathbb{R}$.}.

It is clear that equations (2.12) and (2.13) are fairly close when the computation is made for large $n$. In vector format, the random sample $X = (X_1, \ldots, X_n)'$ is given along with $X_n = (X_{(1)}, \ldots, X_{(n)})'$ as its ordered sample. Let $c = (n(1-\alpha))^{-1}(0, \ldots, 0, 1, \ldots, 1)'$ with zeros for the first $\lfloor n\alpha \rfloor$ elements. Then (2.13) can be re-written in the form

$$
\hat{\text{ES}}_\alpha(X) = c'X_n. \quad (2.14)
$$

The denominator, $n(1-\alpha)$, was replaced by $n - \lfloor n\alpha \rfloor$ in Acerbi and Tasche (2002) in the sense of that ES is an average of the tail (excess losses).

For a random loss $X$ with distribution function $F$, recall that

$$
\text{CTE}_\alpha(X) = \mathbb{E}[-X | X \leq -\text{VaR}_\alpha(X)],
$$

and it can be re-written as

$$
\frac{\int_A xdF(x)}{\int_A dF(x)}
$$

where $A := \{\omega : X(\omega) \geq \text{VaR}_\alpha(X)\}$. For the case where $X$ is continuous with strictly monotonic distribution function $F$, it is easy to show that $\text{CTE}_\alpha(X) = [\int_A xdF(x)]/(1-\alpha)$ and $\text{CTE}=\text{ES}$. Then in this case, a simple Monte Carlo estimate of CTE also gives us a simple Monte Carlo estimate of ES by

$$
\hat{\text{ES}}_\alpha = \frac{1}{1-\alpha} \left( \frac{1}{n} \sum_{x_i \in A} f(x_i) \right) \quad (2.15)
$$

with $f(x) = x$ where $x_i$'s are realizations drawn from $F$. It follows that the so-called HS estimate
Bias Adjustment for HS Estimates

Recall the central idea of bias adjustment in (2.9). To implement bias adjustment for HS estimates of ES, first compute HS estimates of ES, \( \hat{ES}_\alpha^{HS} \), by (2.13) to replace \( \hat{ES}_\alpha \) in (2.9), and then compute the bootstrapping estimate of bias for \( \hat{ES}_\alpha^{HS} \), \( \hat{\text{bias}}(\hat{ES}_\alpha^{HS}) \), using variants of bootstrap techniques. Hence the bias-adjusted estimate of ES is given by

\[
\hat{ES}_{\alpha}^{\text{new}} = \hat{ES}_\alpha^{HS} - \hat{\text{bias}}(\hat{ES}_\alpha^{HS}).
\]  

(2.16)

Kim (2007, pp.69) had provided that for i.i.d. samples, the true bias of the HS estimate of ES is negative and so is the EB estimate of bias, so that bias adjustment will work in the right direction.

Take the ordinary bootstrap as an example below to illustrate how to apply bias adjustment for HS estimate of ES. Applying the ordinary bootstrap to estimate ES at the confidence level \( \alpha \) by simply substituting the statistic of interest \( T \) by the HS estimate of ES \( \hat{ES}_\alpha \), we have the bias-adjusted estimate for ES \( \alpha \) as follows.

\[
\hat{ES}_\alpha^{OB} = \hat{ES}_\alpha - \hat{\text{bias}} = 2\hat{ES}_\alpha - \hat{ES}_\alpha^*,
\]  

(2.17)

where \( \hat{ES}_\alpha^* \) is the OB estimate of \( \hat{ES}_\alpha \), and the bootstrapping estimate of bias, \( \hat{\text{bias}} \), equals \( \hat{ES}_\alpha^* - \hat{ES}_\alpha \).

Furthermore, since the HS estimate of ES is an L-statistic, the EB bias-adjusted estimates of it can be obtained directly by applying Theorem 2.4. That is,

\[
\hat{ES}_\alpha^{EB} = c'(2I - w')X_n,
\]  

(2.18)

where \( c = (n(1 - \alpha))^{-1}(0, \ldots, 0, 1, \ldots, 1)' \) with zeros for the first \( \lfloor n\alpha \rfloor \) elements. To adjust the HS estimate of ES for bias by EB, it is worth mentioning that for efficient computation, only \( (n - \lfloor n\alpha \rfloor) \) columns of the matrix \( w \) from the \( (n - \lfloor n\alpha \rfloor + 1) \)th column to the end need to be computed due to linear algebra of (2.18). Besides, for dependent data, the HS estimate of ES may better be improved by adjusting for bias using block-wise bootstrap. In other words, the bias of \( \hat{ES}_\alpha^{HS} \) in (2.16) is better to be estimated by block-wise bootstrap to obtain BB bias-adjusted estimate of ES for dependent data. Eventually, it is simple to compute the HS estimate and then bias adjustment can be implemented to improve the HS estimate by OB and EB.
2.3.2 For GPD Estimates

Another approach could be extended from extreme value theory (EVT) originated from Embrechts et al. (1997) for modelling the tails of heavy-tailed distributions. For heavy-tailed distributions, Generalized Pareto Distribution method is applicable to estimation of ES and will be described in this section.

Traditional extreme value theory investigates limiting distributions of normalized maxima \( M_n := \max(X_1, \ldots, X_2) \) of i.i.d. random variables and concludes that the only possible non-degenerate limiting distributions for \( M_n \) belong to the generalized extreme value (GEV) family.

**Definition 2.7. (Generalized extreme value (GEV) distribution).**

The distribution function of the (standard) GEV distribution is defined by

\[
H_\xi(x) = \begin{cases} 
\exp\{-(1 + \xi x)^{-1/\xi}\}, & \xi \neq 0, \\
\exp(-e^{-x}), & \xi = 0,
\end{cases}
\]

where \( 1 + \xi x > 0 \). A three-parameter family is defined by \( H_{\xi,\mu,\sigma}(x) := H_\xi((x - \mu)/\sigma) \) for a shape parameter, a location parameter \( \mu \in \mathbb{R} \), and a scale parameter \( \sigma > 0 \).

\( H_\xi \) defines a type of distribution according to \( \xi \) and forms a family of distributions specified up to location and scaling.

**Definition 2.8. (Maximum domain of attraction).**

\( F \) is said to be in the maximum domain of attraction of \( H \), written \( F \in \text{MDA}(H) \), for some non-degenerate distribution function \( H \), if there exist sequences of real numbers \( \{d_n\} \) and \( \{c_n\} \), such that

\[
\lim_{n \to \infty} P\{(M_n - d_n)/c_n \leq x\} = \lim_{n \to \infty} F^n(c_n x + d_n) = H(x)
\]

where \( c_n > 0 \) for all \( n \).

**Theorem 2.9.** \( H \) must be a distribution of type \( H_\xi \) if \( F \in \text{MDA}(H) \) for some non-degenerate distribution function \( H \). In other words, \( H \) is a GEV distribution.

It has been shown that the distribution function \( F_\nu \) of a standard univariate Student’s \( t \) distribution with degree of freedom \( \nu \) is in the maximum domain of attraction of \( H \) (i.e. \( F_\nu \in \text{MDA}(H_\xi) \)) for some \( \xi \in \mathbb{R} \) and non-degenerate distribution function \( H \). This implies that the distribution function of a Gaussian distribution is also in the maximum domain of attraction of \( H \) (i.e. \( F_\nu \in \text{MDA}(H_\xi) \)) for some \( \xi \in \mathbb{R} \) and non-degenerate distribution function \( H \), since the limiting distribution Student’s \( t \) distribution is Gaussian as \( \nu \) goes to \( \infty \).

The generalized Pareto Distribution (GPD) plays an important role in extreme value theory as a natural model for the excess distribution over a high threshold. Precisely, GPD is the canonical distribution for modelling exceedances over a high threshold.
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Definition 2.10. (Generalized Pareto Distribution (GPD)). The distribution function (df) of the GPD is defined as

\[ G_{\xi,\beta}(x) = \begin{cases} 
1 - (1 + \xi/\beta)^{-1/\xi}, & \text{if } \xi \neq 0 \\
1 - \exp(-x/\beta), & \text{if } \xi = 0 
\end{cases} \]  

(2.19)

where \( \beta > 0 \), and \( x \geq 0 \) when \( \xi \geq 0 \) and \( 0 \leq x \leq -\beta/\xi \) when \( \xi < 0 \).

The parameter \( \xi \) and \( \beta \) are referred to as the shape and scale parameters, respectively. Define the excess distribution function \( F_u \) corresponding to \( F \) as

\[ F_u(x) = P(X - u \leq x \mid X > u) = \frac{F(x + u) - F(u)}{1 - F(u)} \]  

(2.20)

for \( 0 \leq x < x_F - u \), where \( x_F \leq \infty \) is the right endpoint of \( F \), defined by \( \sup \{ x \in \mathbb{R} : F(x) < 1 \} \).

If a random variable has distribution function \( F = G_{\xi,\beta} \), then the excess distribution function \( F_u(x) \) over the threshold \( u \) is of the form

\[ F_u(x) = G_{\xi,\beta(u)}(x), \quad \beta(u) = \beta + \xi u, \]  

(2.21)

where \( 0 \leq x < \infty \) if \( \xi \geq 0 \) and \( 0 \leq x \leq -(\beta/\xi) - u \) if \( \xi < 0 \).

Theorem 2.11. (Pickands (1975) and Balkema and de Haan (1974))

A distribution function \( F \in \text{MDA}(H_\xi) \), \( \xi \in \mathbb{R} \) if and only if there exists a positive-measurable function \( \beta(u) \) such that the corresponding excess distribution function \( F_u \)

\[ \lim_{u \to x_F} \sup_{0 \leq x < x_F - u} |F_u(x) - G_{\xi,\beta(u)}(x)| = 0. \]

Theorem 2.11 gives a mathematical result that essentially shows that GPD is a natural limiting excess distribution for a large class of underlying loss distributions. Note that ideally the excess distribution is GPD but in practice it will not exactly be GPD.

To exploit Theorem 2.11, assume that \( F \in \text{MDA}(H_\xi) \) so as to model \( F_u \) by a GPD for some suitably chosen high threshold \( u \). That is, suppose that the loss distribution \( F \) has endpoint \( x_F \) and for some high threshold \( u \), \( F_u(x) = G_{\xi,\beta(u)}(x) \) for \( 0 \leq x \leq -(\beta/\xi) - u \) for some \( \xi \in \mathbb{R} \) and \( \beta > 0 \). Define the tail probability by \( \overline{F}(x) = 1 - F(x) \). Observe that for \( x \geq u \),

\[ \overline{F}(x) = P(X > u)P(X > x \mid X > u) = \overline{F}(u)P(X - u > x - u \mid X > u) = \overline{F}(u)\overline{F}_u(x - u) = \overline{F}(u)(1 + \xi \frac{x - u}{\beta})^{-1/\xi}. \]  

(2.22)
Solving $\alpha = 1 - F(x)$ via (2.22) for $x$ yields a high quantile for the underlying distribution, which can be interpreted as a VaR if $F$ is a continuous and strictly monotonic distribution function. Hence for $\alpha \geq F(u)$, the analytical expression of VaR is given by

$$\text{VaR}_\alpha(X) = u + \frac{\beta}{\xi} \left[ \left( \frac{1 - \alpha}{F(x)} \right)^{-\xi} - 1 \right].$$

Assuming that $\xi < 1$, the analytical expression of ES is given by

$$\text{ES}_\alpha(X) = \frac{\text{VaR}_\alpha(X)}{1 - \xi} + \frac{\beta - \xi u}{1 - \xi}. \quad (2.24)$$

The following describes the practical process to estimate the tail, and hence VaR and ES, using the GPD model. Suppose that the data $X_1, \ldots, X_n$ are an observed sequence of losses with distribution function $F(x) = P(X \leq x)$. Let $N_u$ denote the random number of $X_i$'s that exceed the threshold $u$ and relabel these data as $\tilde{X}_1, \ldots, \tilde{X}_{N_u}$. For each exceedance, calculate the amount $Y_j = \tilde{X}_j - u$ of the the excess loss over the threshold $u$. It follows that writing $g_{\xi, \beta}$ as the density of the GPD, the log-likelihood may be easily calculated to be

$$\ln L(\xi, \beta; Y_1, \ldots, Y_{N_u}) = \sum_{j=1}^{N_u} g_{\xi, \beta}(Y_j)$$

$$= -N_u \ln \beta - (1 + \frac{1}{\xi}) \sum_{j=1}^{N_u} \ln(1 + \xi \frac{Y_j}{\beta}). \quad (2.25)$$

Maximizing (2.25) subject to the parameter constrains that $\beta > 0$ and $1 + \xi X_j / \beta > 0$ for all $j$ yields MLE of $\xi$ and $\beta$, $\hat{\xi}$ and $\hat{\beta}$, respectively. Furthermore, Smith (1987) first proposed an estimator for tail probabilities $F(x)$, which is given by

$$\hat{F}(x) = \frac{N_u}{n} \left( 1 + \frac{\xi}{\hat{\beta}} \frac{x - u}{\hat{\beta}} \right)^{-1/\hat{\xi}}. \quad (2.26)$$

Therefore, by fixing the number of data in the tail to be $N_u \ll n$, VaR and ES can be estimated in turn by

$$\text{VaR}_\alpha(X) = X_{(N_u+1)} + \frac{\hat{\beta}}{\xi} \left[ \left( \frac{n}{N_u} (1 - \alpha) \right)^{-\hat{\xi}} - 1 \right], \quad (2.27)$$

where $X_{(N_u+1)}$ is the $N_u + 1$-th order statistic as the effectively random threshold, and

$$\text{ES}_\alpha(X) = \frac{\text{VaR}_\alpha(X)}{1 - \hat{\xi}} + \frac{\beta - \xi u}{1 - \hat{\xi}}. \quad (2.28)$$
The estimate of ES in (2.28) is then called the GPD estimate of ES.

Write \( X_{(1)} \leq \ldots \leq X_{(n)} \) for the order statistics of the data. The Hill method gives an alternative estimator of the tail \( \widehat{F}(x) \) (Hill, 1975), given by

\[
\widehat{F}(x) = \frac{N_u}{n} \left( 1 + \frac{\hat{\xi} x - u}{\hat{\xi} u} \right)^{-1/\hat{\xi}},
\]

where

\[
\hat{\xi} = \frac{1}{k} \left( \frac{1}{k} \sum_{j=1}^{k} \log X_{(j)} - \log X_{(k)} \right)
\]

for sufficiently small \( k \). McNeil and Frey (2000) suggested that the GPD method was preferable since the estimator in (2.29) lacks the additional scale parameter \( \beta \) in (2.26) and tends to not perform well in simulated examples therein. Therefore, we will not consider the Hill method but the GPD method for the following research.

**Bias Adjustment for GPD Estimates**

Again recall the central idea of bias adjustment in (2.9). To implement bias adjustment for GPD estimates of ES, first compute GPD estimate of ES, \( \widehat{\text{ES}_\alpha}^{GPD} \), by (2.28) to replace \( \widehat{\text{ES}_\alpha} \) in (2.9), and then compute the bootstrapping estimate of bias, \( \widehat{\text{bias}} \left( \widehat{\text{ES}_\alpha}^{GPD} \right) \), for \( \widehat{\text{ES}_\alpha}^{GPD} \) using variants of bootstrap techniques. Hence the bias-adjusted estimate of ES is given by

\[
\widehat{\text{ES}_\alpha}^{\text{new}} = \widehat{\text{ES}_\alpha}^{GPD} - \widehat{\text{bias}} \left( \widehat{\text{ES}_\alpha}^{GPD} \right).
\]

Nevertheless, all bootstrap techniques except EB method, described in Section 2.2, can be applied in suitable situations to adjust GPD estimate of ES for bias, since GPD estimate is not an \( L \)-statistic. In addition, GPD method can be applied to Student’s \( t \) case since a Student’s \( t \) distribution with a small degree of freedom has heavy tail.

**2.3.3 For MLE From Elliptical Distributions**

There has been an abundance of literature so far that provided explicit and analytical formulas of ES and ESC in closed forms for a variety of common models (see for more reference in Section 1.2.1 and 1.2.2). In the midst of them, Dhaene et al. (2007) synthesized some results for elliptical distributions encompassing Gaussian and Student’s \( t \) distributions.

**Definition 2.12. (Multivariate elliptical distributions).** Consider the vector \( \mu = (\mu_1, \ldots, \mu_d)' \) and the positive semi-definite matrix \( \Sigma \) with elements \( \sigma_{ij} \) \( (i, j = 1, 2, \ldots, d) \). The random vector \( X = (X_1, \ldots, X_d)' \) is said to have an elliptical distribution with parameters \( \mu \) and \( \Sigma \) if
its characteristic function $E[\exp(it'X)]$ can be expressed as

$$\psi_X(t) = E[\exp(it'X)] = \exp(it'\mu)\phi\left(\frac{1}{2}t'\Sigma t\right),$$

(2.31)

for some scalar function $\phi$, where $t' = (t_1, t_2, \ldots, t_d)$.

Denote the elliptical distribution by $X \sim E^*_d(\mu, \Sigma, \phi)$ and refer to $\mu$ as the location vector, $\Sigma$ as the dispersion matrix and $\phi$ as the characteristic generator of the distribution. Note that the moments of $X \sim E^*_d(\mu, \Sigma, \phi)$ do not necessarily exist and that not every multivariate elliptical distribution has a probability density function (pdf). Theorem 2.13 is well-known for providing necessary and sufficient condition for the existence of an elliptical density.

Theorem 2.13. (Elliptical densities; Dhaene et al. (2007)). Suppose that $X \sim E^*_d(\mu, \Sigma, \phi)$ and $\Gamma(.)$ is the Gamma function. Then it has a density if and only if the pdf of $X$ is given by

$$f_X(x) = \frac{c_d}{\sqrt{|\Sigma|}} g_d\left(\frac{1}{2}(x - \mu)'\Sigma^{-1}(x - \mu)\right)$$

(2.32)

for some non-negative function $g_d$ satisfying the condition

$$0 < \int_0^\infty u^{d/2-1}g_d(u)du < \infty,$$

(2.33)

a normalizing constant $c_d$ given by

$$c_d = \frac{\Gamma(d/2)}{(2\pi)^{d/2}} \left[\int_0^\infty u^{d/2-1}g_d(u)du\right]^{-1},$$

(2.34)

and positive definite $\Sigma$. If $X \sim E^*_d(\mu, \Sigma, \phi)$ has a density, the notation is given by $X \sim E_d(\mu, \Sigma, g_d)$ and $g_d$ is the so-called density generator.

The following properties of elliptical distributions can be found in Landsman and Valdez (2003). Suppose that $X \sim E^*_d(\mu, \Sigma, \phi)$ where the $(i, j)$-th component of $\Sigma$ is denoted by $\sigma_{ij}$. Then the properties below hold well under appropriate conditions.

1. **Marginal distributions.** Each component $X_k$ of $X \sim E^*_d(\mu, \Sigma, \phi)$ has one-dimensional elliptical distribution with the same characteristic generator $\phi$ and the same density generator $g_1$:

$$X_k \sim E_1(\mu_k, \sigma^2_k, \phi), \quad k = 1, \ldots, d,$$

(2.35)

where $\sigma^2_k = \sigma_{kk}$. In particular, $X_k \sim E_1(\mu_k, \sigma^2_k, g_1)$ for $k = 1, 2, \ldots, d$.

2. **Linear combinations.** Linear combinations of elliptical random vectors remain elliptical
with the same characteristic generator $\phi$. Let $B \in \mathbb{R}^{k \times d}$ and $b \in \mathbb{R}^d$. Then

$$B X + b \sim E_k^* (B\mu + b, B\Sigma B',\phi).$$

As a special case, if $a \in \mathbb{R}^d$, then

$$a' X \sim E_1^* (a'\mu, a'\Sigma a, \phi)$$

3. **Sum of random variables (Special case of linear combinations).** The random variable $S$ defined by $S = \sum_{j=1}^{d} X_j = e' X$, where $e = (1, \ldots, 1)'$, is elliptically distributed with the same characteristic generator:

$$S \sim E_1^*(\mu_S, \sigma_S^2, \phi),$$

with parameters given by

$$\mu_S = e' \mu = \sum_{j=1}^{d} \mu_j \quad \text{and} \quad \sigma_S^2 = e' \Sigma e = \sum_{j=1}^{d} \sum_{k=1}^{d} \sigma_{jk},$$

respectively.

4. (a) It has been shown that the condition

$$\int_0^{\infty} g_1(u)du < \infty \quad (2.37)$$

guarantees the existence of the mean and hence the mean vector for $X \sim E_d(\mu, \Sigma, g_d)$ is $E(X) = \mu$.

(b) Suppose that the first partial derivative of function $\phi$ with respect to $t$ exists and let $\phi^{(1)}(t_0)$ denotes $\frac{\partial \phi(t)}{\partial t} |_{t=t_0}$ which is the first partial derivative of function $\phi$ with respect to $t$ evaluated at $t = t_0$. If in addition the following condition

$$|\phi^{(1)}(0)| < \infty, \quad (2.38)$$

holds, the covariance matrix exists and equals (Cambanis et al., 1981)

$$\text{Cov}(X) = -\phi^{(1)}(0) \Sigma. \quad (2.39)$$

(c) Then the characteristic generator can be chosen such that

$$\phi^{(1)}(0) = -1 \quad (2.40)$$
so that the covariance matrix above becomes

\[ \text{Cov}(X) = \Sigma. \]  

(2.41)

(d) Note that condition (2.38) is equivalent to the condition (2.37).

5. In the case of \( d = 1 \), write \( X \sim E^*(\mu, \sigma^2, \phi) \), or \( X \sim E(\mu, \sigma^2, g) \) if the condition (2.33) in Theorem 2.13 holds, and the standardized random variable \( Z = (X - \mu)/\sigma \) has a standard elliptical (oftentimes called spherical) distribution function

\[ F_Z(z) = c_1 \int_{-\infty}^{x} g_1(\frac{1}{2}u^2) \, du. \]  

(2.42)

with mean 0 and variance \( \sigma_Z^2 = 2c_1 \int_0^{\infty} u^2 g(\frac{1}{2}u^2) \, du = -\phi^{(1)}(0) \). In addition, if the characteristic generator is chosen such that condition (2.40) holds, then \( \sigma_Z^2 = 1 \).

For convenience, the notation \( d \) for dimension would be dropped for univariate cases hereafter.

Multivariate Gaussian and Student’s \( t \) distributions are two important subclasses of elliptical distributions, as described in the following two examples.

**Example 2.14. (Multivariate Gaussian distribution).** Consider the vector \( \mu = (\mu_1, \ldots, \mu_d)' \) and the positive semi-definite matrix \( \Sigma \). The \( d \)-dimensional random vector \( X = (X_1, \ldots, X_d)' \) is said to have a multivariate Gaussian distribution with parameters \( \mu \) and \( \Sigma \), denoted by \( X \sim N_d(\mu, \Sigma) \), if its characteristic function \( E[\exp(it'X)] \) is given by

\[ \psi_X(t) = E[\exp(it'X)] = \exp(it'\mu) \exp(-\frac{1}{2}t'\Sigma t). \]  

(2.43)

It is easy to verify that \( N_d(\mu, \Sigma) \) is an elliptical distribution with characteristic generator given by

\[ \phi(t) = e^{-t}. \]  

(2.44)

Furthermore, the density generator \( g_d \) and the normalizing constant \( c_d \) of \( N_d(\mu, \Sigma) \) are given by

\[ g_d(u) = e^{-u} \]  

(2.45)

and

\[ c_d = \frac{1}{(2\pi)^{d/2}}. \]  

(2.46)

respectively. Since the characteristic generator chosen in (2.44) satisfies (2.40), the covariance matrix \( \text{Cov}(X) \) amounts to the second parameter \( \Sigma \) of definition.

**Example 2.15. (Multivariate Student’s \( t \) distribution).** The random vector \( X \) is said to have a Student’s \( t \) distribution, denoted by \( X \sim t_d(\mu, \Sigma; r) \) with degree of freedom \( r > 0 \), if its
density generator can be expressed as

\[ g_d(u) = \left(1 + \frac{2u}{r}\right)^{-\frac{(r+d)}{2}}. \]  (2.47)

Its joint density could be simplified in the form below

\[ f(x) = \frac{\Gamma\left(\frac{1}{2}(r + d)\right)}{\Gamma\left(\frac{1}{2}r\right)(\pi r)^{d/2}|\Sigma|^{1/2}} \left(1 + \frac{(x - \mu)'\Sigma^{-1}(x - \mu)}{\nu}\right)^{-\frac{(r+d)}{2}}, \]

where \( \Gamma(.) \) is the Gamma function. Furthermore, by (2.34) it can be shown that the normalizing constant is

\[ c_d = \frac{\Gamma((r + d)/2)}{\Gamma(r/2)}(\pi r)^{-d/2}. \]  (2.48)

Note that \( \text{Cov}(X) = (\nu/(\nu - 2))\Sigma \) for \( \nu > 2 \); that is, \( \Sigma \) is not exactly the covariance matrix of \( X \) in the above definition of the multivariate Student’s t distribution. Please refer to Sutradhar (1986) and Hurst (1995) for explicit forms of characteristic functions of multivariate and univariate Student’s t distributions. For the univariate case where \( d = 1 \), it is the univariate Student’s t distribution with density

\[ f_X(x) = \frac{c_1}{\sigma}g_1 \left(\frac{1}{2} \left( \frac{x - \mu}{\sigma} \right)^2 \right) \]

\[ = \frac{1}{\sigma \sqrt{r} B(1/2, r/2)} \left[ 1 + \frac{(x - \mu)^2/\sigma^2}{r} \right]^{-\frac{(r+d)}{2}}, \]

where \( c_1 = [\sqrt{r}B(1/2, r/2)]^{-1} \) with the beta function \( B(\cdot, \cdot) \) defined by \( B(a, b) = \frac{\Gamma(a)\Gamma(b)}{\Gamma(a+b)} \) and \( g_1(u) = (1 + 2u/r)^{-\frac{(r+d)}{2}}. \)

Formulas of ES for Elliptical Distributions

Landsman and Valdez (2003) employed the cumulative generator defined in Definition 2.16 to derive ES formulas for elliptical distributions.

\textbf{Definition 2.16. (Cumulative generator; Landsman and Valdez (2003)).} Suppose that \( X \sim E_d(\mu, \Sigma, g_d) \). The cumulative generator is the function given by

\[ G(x) = c_1 \int_0^x g_1(u) \, du. \]  (2.49)

Now the \( \lambda \)-factor, \( \lambda_{g,\alpha} \), is to be first introduced and defined below.

\textbf{Definition 2.17.} Consider a univariate elliptical distribution denoted by \( E(\mu, \sigma^2, g) \), where \( g \) is the density generator, providing that it exists. Let \( \overline{G}(x) = G(\infty) - G(x) \) where \( G(\cdot) \) is the...
cumulative generator defined by (2.49). Then the \( \lambda \)-factor \( \lambda_{g,\alpha} \) is defined by

\[
\lambda_{g,\alpha} = \frac{G\left(\frac{1}{2}z_\alpha^2\right)}{1-\alpha},
\]

where \( z_\alpha = (\text{VaR}_\alpha(Z) - \mu)/\sigma \) or equivalently \( z_\alpha = \text{VaR}_\alpha(Z) \) for \( Z \sim \text{E}(0, 1, g) \).

The \( \lambda \)-factor plays an essential role for ES formulas as demonstrated in the following and in fact, it is the ES for standardized elliptical distributions \( \text{E}(0, 1, g) \). The general formulas of ES for the class of elliptical distributions is adapted in Theorem 2.18 below, which is originated from CTE formulas given in Landsman and Valdez (2003), since ES and CTE coincide for elliptical distributions.

**Theorem 2.18. (Formulas of ES for elliptical distributions).** Suppose that \( X \sim \text{E}(\mu, \sigma^2, g) \). Then under condition (2.37), we have ES of \( X \)

\[
\text{ES}_\alpha(X) = \mu + \sigma \cdot \lambda_{g,\alpha}
\]

where \( \lambda_{g,\alpha} \) is defined in Definition 2.17.

The proof of Theorem 2.18 is given in Appendix C. First observe that Equation (2.51) holds well even if \( \text{Var}(X) \) does not exist, since \( \sigma \) is merely a parameter of an elliptical distribution and not necessarily equal to \( \text{Var}(X) \). Therefore the condition for existence of \( \text{Var}(X) \) is not necessary for Equation (2.51). Noticeably the enhanced formula of ES at level \( \alpha \) given in Theorem 2.18 depends on the same \( \lambda_{g,\alpha} \) for any elliptical distribution with the same density generator \( g \) because the value of \( \lambda_{g,\alpha} \) varies solely with the confidence level \( \alpha \) and the density generator \( g \). Hence the ES formula is known and simple as a linear function of parameters, \( \mu \) and \( \sigma \), given the density generator \( g \) and the confidence level \( \alpha \). This is the essence of Theorem 2.18. In other words, for a subclass of elliptical distributions with the same density generator, the value of ES at a specified confidence level \( \alpha \) does not vary with \( \lambda_{g,\alpha} \) but only with those two parameters, \( \mu \) and \( \sigma \). By exploiting Theorem 2.18, the value of \( \lambda_{g,\alpha} \) has to be calculated only once as the confidence level \( \alpha \) and the density generator \( g \) is given and then the value of ES is very easy to be computed, once the two parameters have been estimated.

Compare formula (2.51) above with the original formula given by Landsman and Valdez (2003) as in the following form

\[
\text{ES}_\alpha(X) = \mu + \sigma^2 \cdot \lambda
\]

where

\[
\lambda = \frac{G\left(\frac{1}{2}z_\alpha^2\right)}{\sigma 1 - F_X(\text{VaR}_\alpha(X))}
\]

(2.53)
with the cdf of $X$, $F_X$ and
\[ z_\alpha = \frac{\text{VaR}_\alpha(X) - \mu}{\sigma}. \]

Evidently, the value of $\lambda$ given in the original version (2.53) depends not only on $g$ and $\alpha$ but also on $\sigma$, while $\lambda_{g,\alpha}$ in Theorem 2.18 only varies with $g$ and $\alpha$. Precisely, given the assumption of distribution and confidence level $\alpha$, $\lambda_{g,\alpha}$ is known and fixed but $\lambda$ is not. Besides, for elliptical distributions where $X$ is certainly a continuous random variable, $1 - F_X(\text{VaR}_\alpha(X))$ is merely $1 - \alpha$ and $z_\alpha = \text{VaR}_\alpha(Z)$ is determined only by $g$ and $\alpha$ as is $\lambda_{g,\alpha}$ in Theorem 2.18, where $Z \sim E(0,1,g)$ is the standardized random variable. Hence additional calculation of $\text{VaR}_\alpha(X)$ is not necessary in the new formula. It is quite clear that the enhanced version of ES formula given in Theorem 2.18 herein is more appealing and powerful than the original one.

For simplicity, $\lambda_{g,\alpha}$ will be denoted by $\lambda$ for the same $g$ and $\alpha$, or $\lambda_\alpha$ when it varies only with $\alpha$ for a particular subclass of elliptical distributions such as Gaussian. Taking Gaussian distributions as an example, they share the same value of $\lambda$ for a particular confidence level $\alpha$ since their generators are all the same as $g$. Therefore, it is worthwhile to have explicit and analytic forms of $\lambda$ for certain elliptical distributions subsuming Gaussian and $t$, and $\lambda$ can be interpreted as the ES for standardized elliptical distribution $E(0,1,g)$. The simplified forms of $\lambda$ for Gaussian and Student’s $t$ distributions are summarized as follows.

1. **Gaussian distribution.**
   \[ \lambda_\alpha = \frac{\varphi(\Phi^{-1}(\alpha))}{1 - \alpha}, \tag{2.54} \]
   where $\varphi(\cdot)$ and $\Phi(\cdot)$ denote respectively the density and distribution functions of a standard Gaussian distribution.

2. **Student’s $t$ distribution.** Recall that for Students’ $t$ distributions, $\sigma$ in (2.51) may not be the standard deviation (square root of variance) but definitely the parameter in the definition of elliptical distributions. For the case where $r = 1$, it is the Cauchy distribution, for which the mean does not exist so that CTE does not exist and neither does ES. ES does not exist for $r < 1$ either because the integral in its definition diverges. Then considering $r > 1$, we have
   \[ \lambda_{r,\alpha} = \frac{G\left(\frac{1}{2}z_\alpha^2\right)}{1 - \alpha}, \tag{2.55} \]
   where
   \[ G\left(\frac{1}{2}z_\alpha^2\right) = c_1 \frac{r}{r - 1} \left(1 + \frac{z_\alpha^2}{r}\right)^{-(r-1)/2} \]
   \[ = \frac{\sqrt{\pi}}{(r - 1)B\left(\frac{1}{2}, \frac{r}{2}\right)} \left(1 + \frac{z_\alpha^2}{r}\right)^{-(r-1)/2} \]
with $B(\cdot, \cdot)$ is the beta function\(^5\). Furthermore, $G(\frac{1}{2}z_0^2)$ can be rewritten for $r > 2$ in the simple form

$$\frac{c_1}{c^*} \frac{r}{r - 1} f_Z \left( \sqrt{\frac{r - 2}{r} z_0}; r - 2 \right)$$

$$= \sqrt{\frac{r}{r - 2}} \cdot f_Z \left( \sqrt{\frac{r - 2}{r} z_0}; r - 2 \right)$$

(2.56)

where $f_Z(z; m)$ is the density function of the standard $t$, $Z \sim t(0,1;m)$.

In sum, providing that the density generator $g$ exists, Theorem 2.18 not only provides a shortcut to compute ES for elliptical distributions with known parameters, but also gives a convenient way to estimate ES, since only parameters $\mu$ and $\sigma$ are left to be estimated, and $\lambda_{g,\alpha}$ is already determined by the density generator $g$ and the confidence level $\alpha$. The well-known ES formula for Gaussian distributions could also be found in McNeil et al. (2005, Example 2.18), and the ES formula for $t$ distributions in in McNeil et al. (2005, Example 2.19). Although the ES formula for a standard $t$ distribution in McNeil et al. (2005), given below, looks different from either (2.55) or (2.56), their values amount to the same thing from numerical experiments.

$$f_r(F_r^{-1}(\alpha)) \cdot \frac{r + (F_r^{-1}(\alpha))^2}{1 - \alpha}$$

where $f_r$ and $F_r$ are the pdf and cdf of $t(0,1;r)$, respectively.

**Bias Adjustment**

Consider an i.i.d. random sample from an elliptical distribution. Then $\lambda$ is already determined once the model is assumed as well as the confidence level $\alpha$ specified and hence there is no need to estimate $\lambda$ but to calculate it. Therefore the parametric estimation problem of ES pulls back to be the ordinary estimation problem of model parameters, in the sense that once the model parameters are estimated then the estimate of ES can be yielded immediately through Equation (2.51) in Theorem 2.18 by substituting corresponding estimates for parameters. It can then be foreseen that the performance of parametric estimators of ES for elliptical distributions will be mostly driven by the performance of estimated parameters from model fitting, since ES of elliptical distributions can be explicitly expressed by a linear function of parameters of the underlying distribution.

As a benchmark, MLE of ES for elliptical distributions can be easily calculated by plugging in MLE of parameters into formula (2.51), with $\lambda$ given in (2.54) for Gaussian distributions or

\(^5\) $B(a, b) = \frac{\Gamma(a)\Gamma(b)}{\Gamma(a + b)}$. 
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2.4 Bias Adjustment for Conditional ES Estimates of Time Series

For time series, the concept of conditional ES is generally adopted as the ES conditional on the past. In general, suppose that a time series \( \{X_t\}_{t \in \mathbb{Z}} \) follows a particular model with a parameter vector \( \theta \) of all involved parameters, and innovations which are a series of white noise (WN) process \( \{\varepsilon_t\}_{t \in \mathbb{Z}} \). The goal is to predict the conditional ES one-step ahead based on available data up to the current time point. It is usually able to ideally assume that the conditional ES of \( X_{T+1} \) at level \( \alpha \), \( \text{ES}_\alpha(X_{T+1}|\mathcal{F}_T) \), can be derived as a function \( h \) of the available data \( \{X_t\}_{t=1,...,T} \), parameters, and the ES of innovations. That is,

\[
\text{ES}_\alpha(X_{T+1}|\mathcal{F}_T) = h(\theta, \{X_t\}_{t=1,...,T}, \text{ES}_\alpha(\varepsilon_t)),
\]

where \( \theta \) denotes the parameter vector comprising all parameters of the time series model including parameters of the distribution of \( \varepsilon_t \), and \( \text{ES}_\alpha(\varepsilon_t) \) represents the ES of its innovations. Let

\[
\theta = \begin{pmatrix} \theta_1 \\ \theta_2 \end{pmatrix}
\]

where \( \theta_1 \) represents the parameter vector comprising all parameters of the time series model excluding parameters of the distribution of \( \varepsilon_t \) and \( \theta_2 \) the remaining parameters which are those of distributions of \( \{\varepsilon_t\}_{t \in \mathbb{Z}} \). Alternatively, (2.57)

\[
\text{ES}_\alpha(X_{T+1}|\mathcal{F}_T) = h(\theta_1, \{X_t\}_{t=1,...,T}, \text{ES}_\alpha(\varepsilon_t)).
\]

Then employing the estimation strategy proposed above, it will be easy to estimate \( \text{ES}_\alpha(X_{T+1}|\mathcal{F}_T) \) through (2.57) by plugging in the data values \( \{X_t\}_{t=1,...,T} \) and substituting estimates of \( \theta \). Similarly, \( \text{ES}_\alpha(X_{T+1}|\mathcal{F}_T) \) can also be estimated through (2.58) by plugging in the data values \( \{X_t\}_{t=1,...,T} \) and substituting estimates of \( \theta_1 \) and \( \text{ES}_\alpha(\varepsilon_t) \). In general, the value of ES estimated by (2.57) and (2.58) should be very close if the postulated model is correct. If the distribution of the innovation is known, then either (2.57) or (2.58) is appropriate to use; otherwise (2.58) is preferred.

Note that maximum likelihood estimators (MLE) are usually preferred as a benchmark in Step 2 above, because in Step 3, the proposed scheme yields an estimate of ES, a function of MLE of model parameters. Then by the invariance property, this estimate of ES is also an MLE and hence will preserve nice properties of MLE. Besides MLE of ES, the following sections will
discuss in detail how to apply bias adjustment to improve HS or GPD estimates of it under particular models.

2.4.1 Conditional ES of ARMA Processes

Let WN(0, $\sigma^2$) represent a white noise (WN) process centred with mean zero and variance $\sigma$. Define the backshift operator or lag operator $B$ by $B^k X_t = X_{t-k}$. Now suppose that the time series model is an ARMA process in Definition 2.19.

**Definition 2.19. (ARMA processes).** Let $\{\varepsilon_t\}_{t \in \mathbb{Z}}$ be WN(0, $\sigma^2_{\varepsilon}$). The time series $\{X_t\}_{t \in \mathbb{Z}}$ is a zero-mean ARMA($p, q$) process if it is a covariance stationary process such that

$$\phi(B)X_t = \psi(B)\varepsilon_t, \quad \forall t \in \mathbb{Z} \quad (2.59)$$

where $\phi(B) = 1 - \phi_1 B - \cdots - \phi_p B^p$ and $\psi(B) = 1 + \psi_1 B + \cdots + \psi_q B^q$. Furthermore, $\{X_t\}_{t \in \mathbb{Z}}$ is an ARMA process with mean $\mu$ if the centered series $\{X_t - \mu\}_{t \in \mathbb{Z}}$ is a zero-mean ARMA($p, q$) process.

It follows that for ARMA processes, the function $h(\cdot, \cdot, \cdot)$ in Equation (2.57) is determined by

$$h(\{X_t\}_{t=1, \ldots, T}, \theta, ES_\alpha(\varepsilon)) = \mu + \sum_{i=1}^p \phi_i (X_{T+1-i} - \mu) + \sum_{j=1}^q \psi_j \varepsilon_{T+1-j} + ES_\alpha(\varepsilon_t) \quad (2.60)$$

such that $ES_\alpha(X_{T+1}|\mathcal{F}_T) = h(\{X_t\}_{t=1, \ldots, T}, \theta, ES_\alpha(\varepsilon_t))$. Let $\mu_{T+1} = \sum_{i=1}^p \phi_i (X_{T+1-i} - \mu) + \sum_{j=1}^q \psi_j \varepsilon_{T+1-j}$ to be a function of $\{X_t\}_{t=1, \ldots, T}$ and $\theta$. Thus (2.60) can be simplified into

$$h(\mu_{T+1}, ES_\alpha(\varepsilon)) = \mu_{T+1} + ES_\alpha(\varepsilon_t). \quad (2.61)$$

**Prediction of Conditional ES for ARMA Processes**

Now by observing either Equation (2.60) or (2.61), prediction of conditional ES one step ahead turns out to be estimation of the quantity $\mu_{T+1} + ES_\alpha(\varepsilon_t)$ for ARMA processes. The estimation of $\mu_{T+1}$ can be obtained from the model fitting.

On the parametric side, the estimation of $ES_\alpha(\varepsilon_t)$ depends on the assumption of the distribution of $\{\varepsilon_t\}_{t \in \mathbb{Z}}$. The general idea is to derive the formula of ES for the innovations under the specified distribution conditional on the past and then to plug the estimated parameters into Equation (2.61) to obtain the estimate of $ES_\alpha(\varepsilon_t)$. With regard to the assumption of distribution, Gaussian or (scaled) Student’s $t$ distributions with mean zero and variance $\sigma^2_{\varepsilon}$ are considered as candidates. The estimation methods for i.i.d. elliptical distributions, discussed
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in Section 2.3.3, are immediately applicable since both Gaussian and Student's t are elliptical distributions. Recall that formulas of ES for elliptical distributions from Equation (2.51) is

\[ ES_\alpha(\varepsilon_t) = \mu + \sigma \cdot \lambda_{g,\alpha} \]  

(2.62)

where

\[ \lambda_{g,\alpha} = \frac{G(\frac{1}{2} z^2_\alpha)}{1 - \alpha} \]  

(2.63)

with \( z_\alpha = \text{VaR}_\alpha(Z) \) for \( Z \sim E(0, 1, g) \). Therefore, for \( N(0, 1) \), simply put \( \mu = 0 \) and \( \sigma = \sigma_\varepsilon \) in Equation (2.62), and then \( ES_\alpha(\varepsilon_t) \) can be calculated through

\[ ES_\alpha(\varepsilon_t) = \sigma_\varepsilon \cdot \lambda_\alpha \text{ for } N(0, 1), \]  

(2.64)

where \( \lambda \) is determined by Equation (2.54). Parallel to Gaussian distributions, put \( \mu = 0 \) and \( \sigma = \sqrt{(r - 2)/r} \sigma_\varepsilon \) in Equation (2.62) for \( t(0, \sigma^2; r) \) with degree of freedom \( r > 2 \) and thus get

\[ ES_\alpha(\varepsilon_t) = \sigma_\varepsilon \lambda_{r,\alpha} \sqrt{(r - 2)/r} \]  

(2.65)

where \( \lambda_{r,\alpha} \) is determined by (2.55). Again in this case, variance of \( \varepsilon_t \) is not \( \sigma^2 \) itself but \( \sigma^2_\varepsilon = r\sigma^2/(r - 2) \). Finally substitute estimates of \( \sigma \) in (2.62) and obtain an estimate of \( ES_\alpha(\varepsilon_t) \).

On the non-parametric side of estimating \( ES_\alpha(\varepsilon_t) \), the sequence of model residuals plays a major and important role, because it could be thought of as a sequence of realizations of the unobserved i.i.d. sequence \( \{\varepsilon_t\}_{t \in \mathbb{Z}} \). Hence the HS estimate of \( ES_\alpha(\varepsilon_t) \) could be adopted straightforwardly by computing the HS estimate of ES for the residuals treated as the underlying data at this moment. Therefore, bias adjustment by OB, EB, or IB in Chapter 2 can be applied as well to improve the HS estimate of ES for the residuals and gives hope to improve the estimate of ES for the ARMA process. In addition, if the sequence \( \{\varepsilon_t\}_{t \in \mathbb{Z}} \) has heavy-tailed distribution, then GPD method is applicable to estimate \( ES_\alpha(\varepsilon_t) \) as well. Hence bias-adjusted GPD estimates of \( ES_\alpha(\varepsilon_t) \) by OB or IB techniques may also gives hope to further improve the estimate of \( ES_\alpha(X_{t+1}|F_t) \) for the original data.

The following sections will describe the same idea in (2.57) for GARCH and ARMA-GARCH in detail since they are popular models of changing volatility for daily risk-factor return series.

### 2.4.2 Conditional ES of GARCH Processes

Generalized autoregressive conditional heteroscedastic (GARCH) processes are prominent models for daily risk-factor return series.

**Definition 2.20. (GARCH processes).** Let \( \{\varepsilon_t\}_{t \in \mathbb{Z}} \) be strict white noise (SWN) with mean zero and variance one. The time series \( \{X_t\}_{t \in \mathbb{Z}} \) is a GARCH\((p,q)\) process if it is strictly
stationary and if it satisfies, for all $t \in \mathbb{Z}$ and some strictly positive-valued process $\{\sigma_t\}_{t \in \mathbb{Z}}$, the equations of the form

$$X_t = \sigma_t \varepsilon_t \quad \text{and} \quad \sigma_t^2 = c_0 + \sum_{i=1}^{p} a_i X_{t-i}^2 + \sum_{j=1}^{q} b_j \sigma_{t-j}^2$$  \hspace{1cm} (2.66)$$

where $c_0 > 0$, $a_i \geq 0, \forall i$ and $b_j \geq 0, \forall j$ are constants, and $\{\varepsilon_t\} \sim i.i.d. (0, 1)$ are innovations satisfying $\{\varepsilon_t\} \perp \{X_{t-k}, k \geq 1\}, \forall t$.

The $\sigma_t$’s are the so-called volatilities. A GARCH($p,0$) process is the so-called ARCH($p$) process. Let $\mathcal{F}_t = \sigma(\{X_s : s \leq t\})$ denote the sigma algebra representing the history of the process up to time $t$ so that $\{\mathcal{F}_t\}_{t \in \mathbb{Z}}$ is the natural filtration. It follows that the conditional ES is formulated by

$$\text{ES}_\alpha(X_{t+1}|\mathcal{F}_t) = \sigma_{t+1} \text{ES}_\alpha(\varepsilon_t),$$  \hspace{1cm} (2.67)$$

where $\text{ES}_\alpha(\varepsilon)$ is the ES of $\{\varepsilon_t\}$ at level $\alpha$. Hence it can be estimated through

$$\hat{\text{ES}}_\alpha(X_{t+1}|\mathcal{F}_t) = \hat{\sigma}_{t+1} \hat{\text{ES}}_\alpha(\varepsilon_t)$$  \hspace{1cm} (2.68)$$

by plugging in the estimates of $\sigma_{t+1}$ and $\text{ES}_\alpha(\varepsilon_t)$, $\hat{\sigma}_{t+1}$ and $\hat{\text{ES}}_\alpha(\varepsilon_t)$, respectively. Now the problem becomes how to predict one-step forward the volatility at time $t + 1$, $\sigma_{t+1}$, for a GARCH($p,q$) model and estimate ES of the innovations at confidence level $\alpha$. This involves fitting a GARCH model to data, volatility forecasting, and calculating ES of the innovations.

Three model fitting strategies are suggested in McNeil et al. (2005, section 4.4.2, pp.162):

1. Fit a GARCH model with an appropriate innovation distribution to the data by (conditional) maximum likelihood (ML), and use a prediction methodology to estimate $\sigma_{t+1}$. Any further parameters of the innovation distribution ought to be estimated simultaneously in the ML estimation process.

2. Fit a GARCH model by (conditional) quasi-maximum likelihood (QML) and use a prediction methodology as in strategy (1) to estimate $\sigma_{t+1}$. Afterwards use the model residuals to find an appropriate innovation distribution and estimate its parameters in a separate second step.

3. Estimate $\sigma_{t+1}$ by EWMA (RiskMetrics, 1996). The innovation distribution could be estimated as in strategy (2) from the sequence of residuals calculated by dividing the observations by volatility estimates computed by EWMA.

Generally, the model residuals are inferred values for the unobserved innovations and recursively
calculated from the data and fitted model by

\[ \hat{R}_{t}^{\text{model}} = \frac{X_t}{\hat{\sigma}_t}, \quad \text{and} \quad \hat{\sigma}_t = \sqrt{\hat{c}_0 + \sum_{i=1}^{p} \hat{a}_i X_{t-i}^2 + \sum_{j=1}^{q} \hat{b}_j \hat{\sigma}_{t-j}^2}. \]  

(2.69)

Note that the first two strategies build the likelihood functions based on a GARCH model and the last one is a sensible model-free approach to volatility forecasting based on the classical technique of exponential smoothing.

Fitting GARCH Models to Data

For a GARCH\((p,q)\) model of the form in (2.66), assume that the data is of size \(n + p\) and labelled as \(X_{-p+1}, \ldots, X_0, X_1, \ldots, X_n\) and let \(g(\cdot)\) denote the density function of the innovations. Let \(\theta = (\alpha_0, \ldots, \alpha_p, \beta_1, \ldots, \beta_q)'\), \(X = (X_1, \ldots, X_n)'\), \(X_0 = (X_{-p+1}, \ldots, X_0)'\), and \(\sigma_0 = (\sigma_{-q+1}, \ldots, \sigma_{-1}, \sigma_0)'\). Then the likelihood can be built conditionally on the initial values of \(X_{-p+1}, \ldots, X_0\) (observed) and \(\sigma_{-q+1}, \ldots, \sigma_{-1}, \sigma_0\) (unobserved) as follows. Since

\[ f_{X|X_0,\sigma_0}(X|X_0,\sigma_0) = \prod_{t=1}^{n} f_{X_t|X_{t-1},\ldots,X_0}(X_t|X_{t-1},\ldots,X_0), \]  

(2.70)

a conditional likelihood given \(X_0, \sigma_0\) is of the form

\[ L(\theta; X|X_0,\sigma_0) = \prod_{t=1}^{n} \frac{1}{\sigma_t} g\left(\frac{X_t}{\sigma_t}\right), \]  

(2.71)

where \(\sigma_t = \sqrt{\hat{c}_0 + \sum_{i=1}^{p} \hat{b}_i X_{t-i}^2 + \sum_{j=1}^{q} \hat{a}_j \hat{\sigma}_{t-j}^2}\). Since the required values of \(\sigma_0, \sigma_{-1}, \ldots, \sigma_{-q+1}\) are not actually observed, this is usually implemented by choosing starting values such as the sample variance of \(X_1, \ldots, X_n\), or even simply zero. It follows that the log-likelihood is of the form

\[ \ln L(\theta; X|X_0,\sigma_0) = \sum_{t=1}^{n} l_t(\theta|X_0,\sigma_0), \]  

(2.72)

where \(l_t\) denotes the log-likelihood contribution arising from the \(t\)-th observation. Hence the MLE of \(\theta\) is a solution that maximizes the conditional log-likelihood in (2.72) and as a local maximum in general, solves the likelihood equations

\[ \frac{\partial}{\partial \theta} \ln L(\theta; X|X_0,\sigma_0) = \sum_{t=1}^{n} \frac{\partial l_t(\theta|X_0,\sigma_0)}{\partial \theta}, \]  

(2.73)
where the left-hand side is also known as the *score vector* of the conditional likelihood. For Gaussian innovations, (2.71) is the so-called Gaussian likelihood and its conditional log-likelihood is simply

$$\sum_{t=1}^{n} (\ln \sigma_t^2 + X_t^2/\sigma_t^2), \quad (2.74)$$

where $\sigma_t^2 = c_0 + \sum_{i=1}^{p} b_i X_{t-i}^2 + \sum_{j=1}^{q} a_j \sigma_{t-j}^2$. Apart from Gaussian distributions, scaled t distributions with mean zero and variance one are also frequently used forms of $g(\cdot)$. The Equations (2.72) are usually solved numerically using modified Newton-Raphson procedures. A particular method which is applied for GARCH models is the BHHH method of Berndt et al. (1974).

The last step is to check the validity of the whole model assumption used in the fitting procedure. Since the model residuals are supposed to behave like a strict white noise, correlograms of raw and absolute values can be constructed and portmanteau tests of strict white noise (see McNeil et al., 2005, Section 4.2.3) applied to investigate it. Assuming that the hypothesis of strict white noise is not rejected, so that the model has been satisfactorily fitted, the validity of the innovation distribution used in the ML fitting can be examined by QQ plots and goodness-of-fit tests for the Gaussian or scaled t distributions. Essentially, the Gaussian likelihood, for which $g(\cdot)$ is assumed as the Gaussian density function, is treated as an objective function to maximized, and may still give reasonable parameter estimates if Gaussian is not the true innovation distribution. If the Gaussian MLEs seem to estimate the dynamics reasonably but the residuals do not behave like i.i.d. Gaussian observations, then *quasi-maximum likelihood* (QML) method comes in and the estimates obtained are QMLEs. This is sometimes called *pre-whitening* (McNeil et al., 2005) of the data and a separate second stage needs to be done by modelling the the innovation distribution using the residuals from the GARCH model as data. This is the so-called *two-stage analysis* (McNeil et al., 2005) and may be a useful approach in higher-dimensional modelling.

**Volatility Forecasting for GARCH Processes**

Suppose that the model has been fitted from a sample of size $n$ and its parameters estimated. To estimate $\sigma_{t+1}$ in Equation (2.67) requires a prediction methodology for volatility forecasting to enable the volatility prediction one step ahead. Take the GARCH(1,1) model as an example, from which general procedure for more complex models could be analogized. A natural volatility prediction based on GARCH(1,1) models is given by

$$E(X_{n+1}^2 | \mathcal{F}_n) = \sigma_{n+1}^2 = c_0 + aX_n^2 + b\sigma_n^2. \quad (2.75)$$
In practice, an approximation has to be made based on formula (2.75) because the infinite series of past values that would allow the calculation of $\sigma^2_{n+1}$ is unavailable. It is intuitive to approximate $\sigma^2_n$ by an estimate of squared volatility $\hat{\sigma}^2_n$ calculated recursively by Equations (2.69). Therefore, the approximate prediction of the squared volatility at time $n+1$ can be made by

$$\hat{\sigma}^2_{n+1} = \hat{E}(X_{n+1}^2 | F_n) = \hat{c}_0 + \hat{a}X_n^2 + \hat{b}\hat{\sigma}^2_n.$$  (2.76)

Alternatively, the exponentially weighted moving-average (EWMA) can be applied as a sensible model-free approach to volatility forecasting, based on the classical technique of exponential smoothing. A recursive scheme for one-step-ahead volatility forecasting could thus be defined by

$$\hat{\sigma}^2_{t+1} = (1 - \lambda)X_t^2 + \lambda\hat{\sigma}^2_t$$  (2.77)

for the decay factor $\lambda$, typically taken to be 0.94 by RiskMetrics for daily VaR estimation.

**Approaches to Estimating ES of GARCH Innovations**

The innovations of a GARCH model $\{\varepsilon_t\}_{t \in \mathbb{Z}}$ are herein treated as the target data. Similar to ARMA process but subject to the constraint that $\{\varepsilon_t\}$ has mean zero and variance one, estimation methods are described in the following. On the parametric side, the estimation of ES for the innovations depends on the assumption of its distribution. The general idea remains to derive the formula of ES for the innovations under the specified distribution conditional on the past and then to plug the estimated parameters into this formula to obtain the estimated ES for the innovations. With regard to the assumption of innovation distribution, a Gaussian or (scaled) Student’s $t$ distributions with mean zero and variance one are usually candidates. The estimation methods for i.i.d. elliptical distributions, discussed in Section 2.3.3 is applicable since both Gaussian and Student’s $t$ distributions are special elliptical distributions. Recall that formula of ES for elliptical distributions from Equation (2.51) is

$$\text{ES}_\alpha(\varepsilon_t) = \mu + \sigma \cdot \lambda_\alpha$$  (2.78)

where

$$\lambda_\alpha = \frac{G(\frac{1}{2} z^2_\alpha)}{1 - \alpha}$$  (2.79)

with $z_\alpha = \text{VaR}_\alpha(Z)$ for $Z \sim E(0, 1, g)$. Therefore, simply put $\mu = 0$ and $\sigma = 1$ in Equation (2.78), and then ES of Gaussian innovations under a GARCH model can be calculated by

$$\text{ES}_\alpha(\varepsilon_t) = \lambda_\alpha \quad \text{for } N(0, 1),$$  (2.80)
where $\lambda_r$ is determined by Equation (2.54). Parallel to Gaussian distributions, put $\mu = 0$ and $\sigma = \sqrt{(r-2)/r}$ in Equation (2.78) for scaled Student’s $t$, $t(0, \frac{r-2}{r}; r)$ with degree of freedom $r > 2$, such that its variance would be 1 instead of $r/(r-2)$ for standard Student’s $t$. Thus

$$
ES_{\alpha}(\varepsilon_t) = \sigma \lambda_{r,\alpha} \\
= \sqrt{\frac{r-2}{r}} \lambda_{r,\alpha} \quad \text{for } t(0, \frac{r-2}{r}; r),
$$

(2.81)

where $\lambda_{r,\alpha}$ is determined by (2.55). Recall that for $r > 2$,

$$
\lambda_{r,\alpha} = \frac{1}{1-\alpha} \sqrt{\frac{r}{r-2}} \cdot f_Z \left( \sqrt{\frac{r-2}{r} z_\alpha}; r-2 \right).
$$

Hence (2.81) turns out to be of the simple form

$$
ES_{\alpha}(\varepsilon_t) = f_z \left( \sqrt{\frac{r-2}{r} z_\alpha}; r-2 \right) / (1-\alpha) := \eta_{r,\alpha},
$$

(2.82)

where $f_z$ is a density of standard $t$ distribution, $t(0,1;r)$, and $\eta_{r,\alpha}$ represents the ES of scaled $t$ with mean zero and variance one.

On the non-parametric side of estimating $ES_{\alpha}(\varepsilon_t)$, the sequence of model residuals still plays a major and more important role because it could be thought of as a sequence of realizations of the unobserved i.i.d. innovations. Hence non-parametric estimation of $ES_{\alpha}(\varepsilon_t)$ for GARCH processes is the same as that for ARMA processes discussed previously. Furthermore, if the GARCH process is fitted to data by two-stage analysis via QML when the model residuals do not behave like i.i.d. Gaussian, then non-parametric methods of estimating $ES_{\alpha}(\varepsilon_t)$ based on model residuals may give better estimate of conditional ES, $ES_{\alpha}(X_{t+1} | F_t)$.

### 2.4.3 Conditional ES of ARMA-GARCH Processes

An approach similar to that described in the foregoing can be used to predict the conditional ES one-step forward for an ARMA models with GARCH errors, namely ARMA-GARCH process.

**Definition 2.21. (ARMA-GARCH processes).** Let $\{\varepsilon_t\}_{t \in \mathbb{Z}}$ be strict white noise with mean zero and variance one. The time series $\{X_t\}_{t \in \mathbb{Z}}$ is said to be an ARMA($p_1,q_1$) process with GARCH($p_2,q_2$) errors $\{Z_t\}_{t \in \mathbb{Z}}$: if it is covariance stationary and if it satisfies, for all $t \in \mathbb{Z}$ and some strictly positive-valued process $\{\sigma_t\}_{t \in \mathbb{Z}}$, the equations of the form

$$
\phi(B)(X_t - \mu) = \psi(B)Z_t \quad \text{and} \quad Z_t = \sigma_t \varepsilon_t
$$

(2.83)
with

\[ \sigma_t^2 = c_0 + \sum_{i=1}^{p_2} a_i (X_{t-i} - \mu_{t-i})^2 + \sum_{j=1}^{q_2} b_j \sigma_{t-j}^2 \]

where \( \phi(B) = 1 - \phi_1 B^1 - \cdots - \phi_{p_1} B^{p_1}, \psi(B) = 1 - \psi_1 B^1 - \cdots - \psi_{q_1} B^{q_1}, c_0 > 0, a_i \geq 0, i = 1, \ldots, p_2, b_j \geq 0, j = 1, \ldots, q_2, \sum_{i=1}^{p_2} a_i + \sum_{j=1}^{q_2} b_j < 1, \) and \( \mu_t = \mu + \sum_{i=1}^{p_1} \phi_i (X_{t-i} - \mu) + \sum_{j=1}^{q_1} \psi_j \sigma_{t-j} \varepsilon_{t-j}. \)

Let ARMA\((p_1,q_1)\)-GARCH\((p_2,q_2)\) represents the ARMA-GARCH model with particular \( p_1, q_1, p_2, \) and \( q_2. \) Equation (2.83) can also be written as

\[ X_t = \mu_t + \sigma_t \varepsilon_t, \quad (2.84) \]

where

\[ \mu_t = \mu + \sum_{i=1}^{p_1} \phi_i (X_{t-i} - \mu) + \sum_{j=1}^{q_1} \psi_j \sigma_{t-j} \varepsilon_{t-j}, \]

and

\[ \sigma_t^2 = c_0 + \sum_{i=1}^{p_2} a_i (X_{t-i} - \mu_{t-i})^2 + \sum_{j=1}^{q_2} b_j \sigma_{t-j}^2. \]

Therefore, incorporating concepts of previous sections with (2.57) for ARMA-GARCH processes, the ES of \( X_{t+1} \) at level \( \alpha \) conditional on the past history up to time \( t \) is of the form

\[ \text{ES}_\alpha(X_{t+1}|F_t) = \mu_t + \sigma_{t+1} \text{ES}_\alpha(\varepsilon_t), \quad (2.85) \]

where \( \text{ES}_\alpha(\varepsilon_t) \) is the ES of \( \{\varepsilon_t\} \) at level \( \alpha. \) Similarly, the estimation methods of conditional ES for GARCH processes can also be applied for ARMA-GARCH processes. That is, in Equation (2.85), \( \mu_t \) can be estimated by fitting ARMA-GARCH models to data, then \( \sigma_{t+1} \) predicted from the estimated model, and finally \( \text{ES}_\alpha(\varepsilon_t) \) predicted by the standardized residuals from model.

### 2.5 Summary of Contributions

The contributions in the chapter are summarized below.

- Historical simulation (HS) estimate of ES
- ES formula for elliptical distributions (Landsman and Valdez, 2003) through \( \lambda \)-factor
- Applications of the above formula:
  - ES formula for Student’s \( t \) distributions (Landsman and Valdez, 2003)
- ES formulas for ARMA-GARCH processes (special cases: ARMA and GARCH processes)

- Application of bootstrap techniques for bias adjustment.
Chapter 3

Evaluation of the Performance of Risk Models

To evaluate different estimators of the same parameter of interest, there are two major aspects to be investigated: model-based criteria and data-based criteria. Bias, mean square error, and consistency lies in the category of model-based criteria. Nonetheless, relative accuracy measures will be considered, because the true value of ES varies with volatilities as volatilities vary with time.

3.1 Model-based Criteria

Proposed estimators are usually evaluated by consistency and their accuracy measures, including bias and mean square error (MSE). However, under changing volatility models based on GARCH models, the true value of ES is not a constant, but varies with volatilities while volatilities vary with time. Due to this special feature, relative accuracy measures have to be taken into account.

Note that MLEs are typically consistent under certain regularity conditions, asymptotically efficient in general, and asymptotically normally distributed. The most useful property of MLE is known as the invariance property of maximum likelihood estimators. Therefore, once ES or ESC can be written as a function of the parameters, thereafter it can be estimated by the function of MLEs of those parameters. In this way, the estimated ES turns out to be an MLE of ES and can be regarded as a benchmark to compare other estimators of ES (or ESC) with it.
### 3.1.1 Existent Large Sample Properties of HS Estimates for ES

In Acerbi and Tasche (2002, Proposition 4.1) and Acerbi (2004), it has been shown that at the confidence level \( \alpha \), the HS estimator of ES, given as

\[
\hat{ES}_\alpha = \frac{1}{n(1 - \alpha)} \sum_{t=\lfloor n\alpha \rfloor + 1}^{n} X(t),
\]

is consistent for an independent sequence \( \{X_t\}_{t=1}^{n} \) of random variables and that it also converges to the true value of ES in \( L_1 \) if the random variable \( X \) of the potential loss is integrable. For a large class of time series, it may be inferred from Puri and Ruymgaart (1993) that the HS estimator of ES as a linear function of \( L \)-statistics is consistent provided that its variance exists.

In Chen (2008), the non-parametric estimator of ES is given by

\[
\sum_{i=1}^{n} \frac{Y_1 1_{\{Y_i \geq \text{VaR}_\alpha\}}}{\sum_{i=1}^{n} 1_{\{Y_i \geq \text{VaR}_\alpha\}}} = (n - \lfloor n\alpha \rfloor)^{-1} \sum_{i=1}^{n} Y_1 1_{\{Y_i \geq \text{VaR}_\alpha\}},
\]

where \( Y \) is defined as the negative log return (or loss) and \( \text{VaR}_\alpha \) is the VaR of \( Y \), and shown that under proper conditions, the asymptotic normality holds. Precisely, under proper conditions, we have

\[
\sqrt{n}(1 - \alpha)\sigma_0^{-1}(\alpha; n)(\hat{ES}_\alpha - ES_\alpha) \xrightarrow{d} N(0, 1)
\]

where \( \sigma_0^2(\alpha; n) = \{\text{Var}[(Y_1 - \text{VaR}_\alpha)1_{\{Y_1 \leq \text{VaR}_\alpha\}}] + 2\sum_{k=1}^{n-1} \gamma(k)\} \) with

\[
\gamma(k) = \text{Cov}[(Y_1 - \text{VaR}_\alpha)1_{\{Y_1 \leq \text{VaR}_\alpha\}}, (Y_{k+1} - \text{VaR}_\alpha)1_{\{Y_{k+1} \leq \text{VaR}_\alpha\}}]
\]

for positive integer \( k \). Note that the non-parametric estimator of ES (3.2) used in Chen (2008) required the estimation of VaR prior to it but the HS estimator (3.1) used in this study does not require any estimation of VaR. As a matter of fact, the non-parametric estimator of ES (3.2) used in Chen (2008) is the empirical estimator of the so-called CTE (conditional tail expectation)

\[
E[Y | Y \geq \text{VaR}_\alpha(Y)]
\]

rather than of ES in general. See Section 1.2.1 for more information about the difference between ES and CTE.

For an independent sequence \( \{X_t\}_{t=1}^{n} \) of random variables with its ordered statistics \( X_{i:n} \), \( i = 1, \ldots, n \), define the \( L \)-statistic as

\[
L_n = \sum_{i=1}^{n} c_i X_{i:n} = \frac{1}{n} \sum_{i=1}^{n} J\left( \frac{i}{n} \right) X_{i:n} = \int_{-\infty}^{\infty} x J(\hat{F}_n(x)) d\hat{F}_n(x) = \int_{0}^{1} \hat{F}_n^{-1}(u) J(u) du
\]
where \( J(u) \) is a function of \( u \) \((0 \leq u \leq 1)\) such that \( J(i/n) = nc_i(1 \leq i \leq n) \) and \( \hat{F}_n \) is the empirical c.d.f. It is a linear function of order statistics. Define

\[
\mu(J, F) = \int_{-\infty}^{\infty} xJ(F(x))dF(x) = \int_{0}^{1} J(u)F^{-1}(u)du \tag{3.5}
\]

and

\[
\sigma^2(J, F) = 2\int_{\infty<x<y<\infty} J(F(x))J(F(y))[F(x)(1 - F(y))]dx \, dy
= 2\int_{0<u<v<1} J(u)J(v)u(1 - v)dF^{-1}(u)dF^{-1}(v). \tag{3.6}
\]

The following theorem in David and Nagaraja (2003, section 11.4) presents the asymptotic normality of the \( L \)-statistic under some regularity conditions.

**Theorem 3.1. (David and Nagaraja (2003))** Assume that \( \text{Var}(X_1) < \infty \) and that \( J(u) \) is bounded and continuous a.e. \( F^{-1} \). Then

\[
\lim_{n \to \infty} nE(L_n) = \mu(J, F), \quad \lim_{n \to \infty} n \cdot \text{Var}(L_n) = \sigma^2(J, F),
\]

and if \( \sigma^2(J, F) > 0, \)

\[
L^*_n = \frac{L_n - E(L_n)}{\sigma(J, F)} \xrightarrow{d} N(0, 1). \tag{3.7}
\]

Furthermore, \( L^* \) in (3.7) can be replaced by

\[
L^0_n = n^{1/2}\frac{[L_n - \mu(J, F)]}{\sigma(J, F)}
\]

when the two conditions below hold:
(a) \( \int_{0}^{1} [u(1 - u)]^{1/2}dF^{-1}(u) < \infty \), a condition almost equivalent to having finite variance.
(b) \( J \) is bounded and satisfies a Lipschitz\(^1\) condition of order \( p > \frac{1}{2} \) except perhaps at a finite number of discontinuity points of \( F^{-1} \),

\[
\lim_{n \to \infty} n^{1/2}[E(L_n) - \mu(J, F)] = 0.
\]

Hence for an i.i.d. random sample under some regularity conditions, the HS estimator of ES at confidence level \( \alpha \), given in (3.1), is asymptotically unbiased and its asymptotic variance is \( \sigma^2(J, F) \) defined in (3.6) with \( J(u) = (1 - \alpha)^{-1} \forall u \in [0, 1] \).

For a large class of time series (non i.i.d.) under some regularity conditions, it can be

\(^1\)A function \( f(x) \) satisfies a Lipschitz condition of order \( p \) on an interval if there is a constant such that \( |f(x) - f(y)| \leq c|x - y|^p \) for all \( x \) and \( y \) in the interval.
inferred from Puri and Ruymgaart (1993) that the HS estimator of ES at confidence level \( \alpha \) remains asymptotically unbiased.

### 3.1.2 Relative Accuracy Measures

First of all, note that due to the GARCH model assumption, the value of the ES at a fixed time for each simulation run will not be identical, because it depends on the value of the volatility at the time where it is predicted. Therefore the traditional accuracy measures, bias and mean square error (MSE), are no longer reliable and then the relative accuracy measures will be introduced below to evaluate estimates of ES. Firstly, for a fixed time point, the relative bias is defined by

\[
ReBias = E \left( \frac{\hat{ES}_\alpha - ES_\alpha}{ES_\alpha} \right)
\]  

(3.8)

where \( X, ES_\alpha, \hat{ES}_\alpha \), are the observation, true value of ES, and estimates of ES, respectively. For example, if the model is fitted by a GARCH model, then \( X = X_t, ES_\alpha = ES_\alpha(X_t|F_{t-1}) \), and \( ES_\alpha = \hat{ES}_\alpha(X_t|F_{t-1}) \). Secondly, the relative MSE is defined in the similar fashion by

\[
ReMSE = E \left[ \left( \frac{\hat{ES}_\alpha - ES_\alpha}{ES_\alpha} \right)^2 \right].
\]  

(3.9)

### 3.1.3 Simulation Study

The following simulation study has been conducted to investigate the performance of those estimators of ES proposed in the this chapter through examining their relative accuracy measures. Four different sizes, 50, 250, 500 and 1,000, of samples were simulated from a stationary GARCH(1,1) process with scaled Student’s \( t \) innovations in the form of

\[
X_t = \sigma_t \varepsilon_t \quad \text{and} \quad \sigma_t^2 = c_0 + aX_{t-1}^2 + b\sigma_{t-1}^2
\]

where \( b = 0.75, a = 4(1 - b)/5 \) and \( c_0 = v(1 - a - b) \) with \( v = 0.00004 \), which is the long-term variance such that the long-term volatility is square root of it, 0.63%. Precisely, the innovations are generated from the scaled Student’s \( t \) with degree of freedom 4; that is, \( \varepsilon_t \sim t(0, 1/2; 4) \) such that the variance of \( \varepsilon_t \) would be one. The simulation was replicated for 1,000 times. The confidence level of ES was set to be \( \alpha = 0.95 \).

As mentioned in Section 2.3.3, it can be foreseen that the performance of parametric estimates of ES for elliptical distributions will be mostly driven by the goodness of model fitting, since ES of elliptical distributions can be explicitly expressed by a linear function of parameters of the underlying distribution. It is also true for conditional ES estimates of time series with
errors of elliptical distributions, since the underlying distribution conditional on the past is to be elliptical as well, and hence conditional ES can be estimated by a function of past realizations and estimated model parameters by appropriately applying Theorem 2.18.

Here is a summary of methods of estimating ES considered:

1. Without volatility filter:
   - Gaussian model (GM)
   - HS
   - GPD.

   All above estimates may be improved by adjusting for bias by applying appropriate bootstrap techniques: (1) ordinary bootstrap (OB), (2) block-wise bootstrap (BB). The bootstrap sample sizes are 50, 250, 400, and 400 for sample size 50, 250, 500, 1000, respectively. Note that the exact bootstrap (EB) is only applicable to HS estimates of ES.

2. With volatility filter: Model fitting and volatility prediction:
   - GARCH
   - EWMA.

   ES estimation of GARCH model errors:
   - one-staged: Gaussian and Student’s t
   - two-staged: HS and GPD.

   All above estimates may be improved by adjusting for bias by applying OB. Again, EB is only applicable to HS estimates of ES for model errors.

Hence the relative accuracy measures defined in Section 3.1.2 will be reported from Monte Carlo simulation. That is, the relative bias is approximated by

\[ ReBias = \frac{1}{N} \sum_{i=1}^{N} \frac{\hat{ES}_{\alpha,i} - ES_{\alpha,i}}{ES_{\alpha,i}}, \quad (3.10) \]

and the relative MSE is approximated by

\[ ReMSE = \frac{1}{N-1} \sum_{i=1}^{N} \left( \frac{\hat{ES}_{\alpha,i} - ES_{\alpha,i}}{ES_{\alpha,i}} \right)^2, \quad (3.11) \]

where \( X_i, \hat{ES}_{\alpha,i}, ES_{\alpha,i} \), are the observation, true value of ES, and estimates of ES, for the \( i \)-th simulation respectively, and \( N \) is the total number of simulations. For example, if the model
is fitted by a GARCH model, then for each simulation, $X = X_t$, $\text{ES}_t^\alpha = \text{ES}_\alpha(X_t|\mathcal{F}_{t-1})$, and $\hat{\text{ES}}_t^\alpha = \hat{\text{ES}}_\alpha(X_t|\mathcal{F}_{t-1})$, respectively.

The following sections are simulation results for different sample sizes: 50, 250, 500, and 1000. The results include absolute values of relative bias and values of relative MSE along with their standard errors. For convenience, “Simple”, “GARCH-N”, “EWMA-N” and “GARCH-t” denote the simple estimating methods without volatility filter, GARCH model with Gaussian innovations, EWMA method of volatility prediction for GARCH-N, and GARCH model with Student’s $t$ innovations, respectively. The combination of a specific model and a specific estimating method means ES is estimated by plugging estimates of this model parameters, estimated by this method, in the ES formula for that model. For example, the combination of Simple and ML means ES is estimated by substituting parameters by corresponding estimates in the ES formula for Gaussian models. Furthermore, for the combination of a changing volatility model, such as GARCH, and HS (or GPD) method means that the model is estimated by two-stage QML and the ES of innovations is estimated using model residuals by HS (or GPD). Besides, let “ReBias” and “ReMSE” denote relative bias and relative MSE, respectively. Those ES estimates without bias adjustment are called original estimates herein. In addition, values are multiplied by 100 for better reading; that is, the unit is %.

Results for Sample of Size 50

Now let’s take a look at results of the simulation study when sample size is 50. The relative MSE of original ES estimates for sample of size 50 are shown in Table 3.1. From the plot of the table, it is easy to see that ML is likely to outperform HS and GPD with smaller ReMSE for each model. For ML, GARCH-t has the smallest ReMSE as expected, GARCH-N is in the second place, and Simple has the largest ReMSE. Additionally, GPD is likely to outperform HS for EWMA-N and GARCH-t and otherwise for Simple and GARCH-N. From Table 3.2 for Simple, it shows that OB and BB both reduce ReBias for ML insignificantly, according to the standard errors, and none of them reduces ReMSE simultaneously. Table 3.3 for GARCH-N, Table 3.4 for EWMA-N and 3.5 for GARCH-t all show that OB reduce ReBias for GARCH-N fitted by ML insignificantly, according to the standard errors, and it does not reduce ReMSE simultaneously. In sum, bias adjustment does not work well when sample size is 50.

Results for Sample of Size 250

Let us take a look at results of the simulation study when sample size is 250. Table 3.6 shows that for the original ES estimates overall, ML is likely to dominate GPD with smaller ReMSE, and GPD is likely to dominate HS. It is as same as the result for sample size of 50 that GARCH-t still has the smallest ReMSE, that GARCH-N has second smallest ReMSE, and that Simple
Table 3.1: Relative MSE of Original ES Estimates (Sample Size = 50) in %

<table>
<thead>
<tr>
<th></th>
<th>ML</th>
<th>HS</th>
<th>GPD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simple</td>
<td>19.87  (2.63)</td>
<td>49.27  (8.44)</td>
<td>50.08  (9.39)</td>
</tr>
<tr>
<td>GARCH-N</td>
<td>7.87   (0.53)</td>
<td>14.06  (1.16)</td>
<td>14.07  (1.21)</td>
</tr>
<tr>
<td>EWMA-N</td>
<td>8.55   (0.68)</td>
<td>26.85  (2.68)</td>
<td>25.76  (2.59)</td>
</tr>
<tr>
<td>GARCH-t</td>
<td>7.34   (0.37)</td>
<td>15.63  (1.27)</td>
<td>14.76  (1.18)</td>
</tr>
</tbody>
</table>
Table 3.2: Relative Accuracy Measures of Simple ES Estimates (Sample Size = 50)

1. Relative Bias (%)

<table>
<thead>
<tr>
<th>%</th>
<th>Original</th>
<th>OB</th>
<th>EB</th>
<th>BB</th>
</tr>
</thead>
<tbody>
<tr>
<td>ML</td>
<td>-3.85 (1.41)</td>
<td>-1.84 (1.45)</td>
<td>-1.41 (1.46)</td>
<td></td>
</tr>
<tr>
<td>HS</td>
<td>19.20 (2.14)</td>
<td>25.78 (2.32)</td>
<td>20.33 (2.39)</td>
<td>25.86 (2.34)</td>
</tr>
<tr>
<td>GPD</td>
<td>16.60 (2.18)</td>
<td>21.67 (2.33)</td>
<td></td>
<td>22.69 (2.41)</td>
</tr>
</tbody>
</table>

2. Relative MSE (%)

<table>
<thead>
<tr>
<th>%</th>
<th>Original</th>
<th>OB</th>
<th>EB</th>
<th>BB</th>
</tr>
</thead>
<tbody>
<tr>
<td>ML</td>
<td>19.87 (2.63)</td>
<td>21.09 (2.89)</td>
<td></td>
<td>21.44 (2.86)</td>
</tr>
<tr>
<td>HS</td>
<td>49.27 (8.44)</td>
<td>60.28 (10.20)</td>
<td>61.03 (11.80)</td>
<td>61.46 (10.18)</td>
</tr>
<tr>
<td>GPD</td>
<td>50.08 (9.39)</td>
<td>58.92 (11.17)</td>
<td></td>
<td>63.32 (11.90)</td>
</tr>
</tbody>
</table>
Table 3.3: Relative Accuracy Measures of ES Estimates for GARCH-N (Sample Size = 50)

<table>
<thead>
<tr>
<th></th>
<th>Original</th>
<th>OB</th>
<th>EB</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>1. Relative Bias (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ML</td>
<td>-13.00</td>
<td>-11.33</td>
<td>-19.22</td>
</tr>
<tr>
<td>HS</td>
<td>5.27</td>
<td>10.70</td>
<td>-19.22</td>
</tr>
<tr>
<td>GPD</td>
<td>2.19</td>
<td>6.44</td>
<td>10.70</td>
</tr>
<tr>
<td><strong>2. Relative MSE (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ML</td>
<td>7.87</td>
<td>7.94</td>
<td>10.70</td>
</tr>
<tr>
<td>HS</td>
<td>14.06</td>
<td>17.40</td>
<td>30.14</td>
</tr>
<tr>
<td>GPD</td>
<td>14.07</td>
<td>16.66</td>
<td>30.14</td>
</tr>
</tbody>
</table>
Table 3.4: Relative Accuracy Measures of ES Estimates for EWMA (Sample Size = 50)

<table>
<thead>
<tr>
<th></th>
<th>Original</th>
<th>OB</th>
<th>EB</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>1. Relative Bias (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ML</td>
<td>-4.77 (0.91)</td>
<td>-2.50 (0.97)</td>
<td></td>
</tr>
<tr>
<td>HS</td>
<td>18.16 (1.54)</td>
<td>24.55 (1.68)</td>
<td>-22.50 (1.96)</td>
</tr>
<tr>
<td>GPD</td>
<td>15.07 (1.53)</td>
<td>20.10 (1.65)</td>
<td></td>
</tr>
<tr>
<td><strong>2. Relative MSE (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ML</td>
<td>8.55 (0.68)</td>
<td>9.37 (0.82)</td>
<td></td>
</tr>
<tr>
<td>HS</td>
<td>26.85 (2.68)</td>
<td>34.29 (3.59)</td>
<td>43.50 (3.85)</td>
</tr>
<tr>
<td>GPD</td>
<td>25.76 (2.59)</td>
<td>31.17 (3.14)</td>
<td></td>
</tr>
</tbody>
</table>
Table 3.5: Relative Accuracy Measures of ES Estimates for GARCH-t (Sample Size = 50)

<table>
<thead>
<tr>
<th></th>
<th>Original</th>
<th>OB</th>
<th>EB</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>1. Relative Bias (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ML</td>
<td>-11.28 (0.78)</td>
<td>-9.30 (0.82)</td>
<td></td>
</tr>
<tr>
<td>HS</td>
<td>7.29 (1.23)</td>
<td>12.58 (1.33)</td>
<td>5.20 (1.31)</td>
</tr>
<tr>
<td>GPD</td>
<td>3.61 (1.21)</td>
<td>7.61 (1.30)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Original</th>
<th>OB</th>
<th>EB</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>2. Relative MSE (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ML</td>
<td>7.34 (0.37)</td>
<td>7.54 (0.49)</td>
<td></td>
</tr>
<tr>
<td>HS</td>
<td>15.63 (1.27)</td>
<td>19.15 (1.62)</td>
<td>17.39 (1.43)</td>
</tr>
<tr>
<td>GPD</td>
<td>14.76 (1.18)</td>
<td>17.35 (1.44)</td>
<td></td>
</tr>
</tbody>
</table>
Table 3.6: Relative MSE of Original ES Estimates (Sample Size = 250)

<table>
<thead>
<tr>
<th>%</th>
<th>ML</th>
<th>HS</th>
<th>GPD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simple</td>
<td>40.57 (10.09)</td>
<td>77.08 (21.90)</td>
<td>75.90 (22.27)</td>
</tr>
<tr>
<td>GARCH-N</td>
<td>3.33 (0.20)</td>
<td>4.09 (0.37)</td>
<td>3.94 (0.33)</td>
</tr>
<tr>
<td>EWMA-N</td>
<td>20.10 (6.45)</td>
<td>26.53 (8.13)</td>
<td>25.40 (7.97)</td>
</tr>
<tr>
<td>GARCH-t</td>
<td>2.49 (0.10)</td>
<td>3.29 (0.20)</td>
<td>3.13 (0.17)</td>
</tr>
</tbody>
</table>
Table 3.7: Relative Accuracy Measures of Simple ES Estimates (Sample Size = 250)

### 1. Relative Bias (%)

<table>
<thead>
<tr>
<th>%</th>
<th>Original</th>
<th>OB</th>
<th>EB</th>
<th>BB</th>
</tr>
</thead>
<tbody>
<tr>
<td>ML</td>
<td>8.99 (1.99)</td>
<td>9.76 (2.02)</td>
<td></td>
<td>11.23 (2.14)</td>
</tr>
<tr>
<td>HS</td>
<td>27.41 (2.64)</td>
<td>28.94 (2.69)</td>
<td>24.10 (2.69)</td>
<td>31.08 (2.88)</td>
</tr>
<tr>
<td>GPD</td>
<td>24.99 (2.64)</td>
<td>26.30 (2.72)</td>
<td></td>
<td>28.01 (2.85)</td>
</tr>
</tbody>
</table>

### 2. Relative MSE (%)

<table>
<thead>
<tr>
<th>%</th>
<th>Original</th>
<th>OB</th>
<th>EB</th>
<th>BB</th>
</tr>
</thead>
<tbody>
<tr>
<td>ML</td>
<td>40.57 (10.09)</td>
<td>41.79 (10.33)</td>
<td></td>
<td>47.07 (12.05)</td>
</tr>
<tr>
<td>HS</td>
<td>77.08 (21.90)</td>
<td>80.50 (22.98)</td>
<td>78.23 (23.69)</td>
<td>92.63 (27.58)</td>
</tr>
<tr>
<td>GPD</td>
<td>75.90 (22.27)</td>
<td>80.89 (24.39)</td>
<td></td>
<td>88.90 (27.15)</td>
</tr>
</tbody>
</table>
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Table 3.8: Relative Accuracy Measures of ES Estimates for GARCH-N (Sample Size = 250)

<table>
<thead>
<tr>
<th></th>
<th>Original</th>
<th>OB</th>
<th>EB</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Relative Bias (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ML</td>
<td>-9.99 (0.48)</td>
<td>-9.52 (0.49)</td>
<td></td>
</tr>
<tr>
<td>HS</td>
<td>1.39 (0.64)</td>
<td>2.49 (0.65)</td>
<td>-9.40 (0.74)</td>
</tr>
<tr>
<td>GPD</td>
<td>-1.25 (0.63)</td>
<td>-0.45 (0.64)</td>
<td></td>
</tr>
<tr>
<td>2. Relative MSE (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ML</td>
<td>3.33 (0.20)</td>
<td>3.33 (0.21)</td>
<td></td>
</tr>
<tr>
<td>HS</td>
<td>4.09 (0.37)</td>
<td>4.24 (0.39)</td>
<td>6.29 (0.71)</td>
</tr>
<tr>
<td>GPD</td>
<td>3.94 (0.33)</td>
<td>4.05 (0.34)</td>
<td></td>
</tr>
</tbody>
</table>
Table 3.9: Relative Accuracy Measures of ES Estimates for EWMA (Sample Size = 250)

<table>
<thead>
<tr>
<th></th>
<th>Original</th>
<th>OB</th>
<th>EB</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Relative Bias (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ML</td>
<td>-0.93 (1.42)</td>
<td>-0.22 (1.48)</td>
<td></td>
</tr>
<tr>
<td>HS</td>
<td>12.83 (1.58)</td>
<td>13.99 (1.59)</td>
<td>-19.85 (0.87)</td>
</tr>
<tr>
<td>GPD</td>
<td>10.15 (1.56)</td>
<td>11.09 (1.59)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Original</th>
<th>OB</th>
<th>EB</th>
</tr>
</thead>
<tbody>
<tr>
<td>2. Relative MSE (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ML</td>
<td>20.10 (6.45)</td>
<td>21.86 (7.41)</td>
<td></td>
</tr>
<tr>
<td>HS</td>
<td>26.53 (8.13)</td>
<td>27.26 (8.22)</td>
<td>11.44 (0.95)</td>
</tr>
<tr>
<td>GPD</td>
<td>25.40 (7.97)</td>
<td>26.45 (8.39)</td>
<td></td>
</tr>
</tbody>
</table>
Table 3.10: Relative Accuracy Measures of ES Estimates for GARCH-t (Sample Size = 250)

<table>
<thead>
<tr>
<th>1. Relative Bias (%)</th>
<th>Original</th>
<th>OB</th>
<th>EB</th>
</tr>
</thead>
<tbody>
<tr>
<td>ML</td>
<td>-9.74 (0.39)</td>
<td>-9.21 (0.40)</td>
<td></td>
</tr>
<tr>
<td>HS</td>
<td>1.46 (0.57)</td>
<td>2.51 (0.58)</td>
<td>-3.30 (0.57)</td>
</tr>
<tr>
<td>GPD</td>
<td>-1.46 (0.56)</td>
<td>-0.68 (0.57)</td>
<td></td>
</tr>
</tbody>
</table>

2. Relative MSE (%)

<table>
<thead>
<tr>
<th></th>
<th>Original</th>
<th>OB</th>
<th>EB</th>
</tr>
</thead>
<tbody>
<tr>
<td>ML</td>
<td>2.49 (0.10)</td>
<td>2.47 (0.11)</td>
<td></td>
</tr>
<tr>
<td>HS</td>
<td>3.29 (0.20)</td>
<td>3.41 (0.21)</td>
<td>3.34 (0.16)</td>
</tr>
<tr>
<td>GPD</td>
<td>3.13 (0.17)</td>
<td>3.23 (0.17)</td>
<td></td>
</tr>
</tbody>
</table>
Table 3.11: Relative MSE of Original ES Estimates (Sample Size = 500)

<table>
<thead>
<tr>
<th></th>
<th>ML</th>
<th>HS</th>
<th>GPD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simple</td>
<td>69.96 (44.20)</td>
<td>105.79 (60.57)</td>
<td>95.40 (54.98)</td>
</tr>
<tr>
<td>GARCH-N</td>
<td>2.46 (0.27)</td>
<td>2.30 (0.23)</td>
<td>2.13 (0.19)</td>
</tr>
<tr>
<td>EWMA-N</td>
<td>14.30 (3.74)</td>
<td>21.10 (5.35)</td>
<td>19.15 (5.23)</td>
</tr>
<tr>
<td>GARCH-t</td>
<td>1.85 (0.15)</td>
<td>1.68 (0.12)</td>
<td>1.56 (0.10)</td>
</tr>
</tbody>
</table>

has the largest ReMSE. Table 3.7 shows that for Simple, EB reduces ReBias for HS, but not significantly according to the standard errors, and it does not reduce ReMSE simultaneously. Table 3.8 shows that for GARCH-N, OB slightly reduces ReBias for ML and GPD insignificantly, according to the standard errors, and it reduce an insignificant amount of ReMSE only for ML simultaneously. Table 3.9 shows that for EWMA-N, OB reduces ReBias for ML insignificantly, according to the standard errors, and it does not reduce ReMSE simultaneously; however, EB reduces ReMSE for HS insignificantly, according to the standard errors. Table 3.10 shows that for GARCH-t, OB reduces ReBias for ML and GPD insignificantly, according to the standard errors, and it reduce ReMSE only for ML simultaneously but insignificantly, according to the standard errors.

**Results for Sample of Size 500**

Let us proceed to examine the results for sample size of 500. The result for the original ES estimates in Table 3.11 shows that for GARCH-N and GARCH-t, GPD is likely to outperform
Table 3.12: Relative Accuracy Measures of Simple ES Estimates (Sample Size = 500)

1. Relative Bias (%)

<table>
<thead>
<tr>
<th>%</th>
<th>Original</th>
<th>OB</th>
<th>EB</th>
<th>BB</th>
</tr>
</thead>
<tbody>
<tr>
<td>ML</td>
<td>15.41 (2.60)</td>
<td>15.99 (2.64)</td>
<td></td>
<td>17.08 (2.85)</td>
</tr>
<tr>
<td>HS</td>
<td>34.41 (3.07)</td>
<td>35.22 (3.12)</td>
<td>30.24 (2.92)</td>
<td>36.00 (3.39)</td>
</tr>
<tr>
<td>GPD</td>
<td>29.89 (2.94)</td>
<td>30.55 (2.97)</td>
<td></td>
<td>31.24 (3.11)</td>
</tr>
</tbody>
</table>

2. Relative MSE (%)

<table>
<thead>
<tr>
<th>%</th>
<th>Original</th>
<th>OB</th>
<th>EB</th>
<th>BB</th>
</tr>
</thead>
<tbody>
<tr>
<td>ML</td>
<td>69.96 (44.20)</td>
<td>72.40 (45.82)</td>
<td></td>
<td>84.17 (55.60)</td>
</tr>
<tr>
<td>HS</td>
<td>105.79 (60.57)</td>
<td>109.77 (63.51)</td>
<td>94.11 (53.28)</td>
<td>127.58 (80.07)</td>
</tr>
<tr>
<td>GPD</td>
<td>95.40 (54.98)</td>
<td>97.64 (56.51)</td>
<td></td>
<td>106.47 (64.06)</td>
</tr>
</tbody>
</table>
Table 3.13: Relative Accuracy Measures of ES Estimates for GARCH-N (Sample Size = 500)

<table>
<thead>
<tr>
<th></th>
<th>Original</th>
<th>OB</th>
<th>EB</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>1. Relative Bias (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ML</td>
<td>-9.34 (0.40)</td>
<td>-9.04 (0.41)</td>
<td></td>
</tr>
<tr>
<td>HS</td>
<td>2.34 (0.47)</td>
<td>2.87 (0.48)</td>
<td>-4.83 (0.72)</td>
</tr>
<tr>
<td>GPD</td>
<td>-1.71 (0.46)</td>
<td>-1.28 (0.46)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Original</th>
<th>OB</th>
<th>EB</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>2. Relative MSE (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ML</td>
<td>2.46 (0.27)</td>
<td>2.49 (0.30)</td>
<td></td>
</tr>
<tr>
<td>HS</td>
<td>2.30 (0.23)</td>
<td>2.34 (0.23)</td>
<td>5.34 (2.29)</td>
</tr>
<tr>
<td>GPD</td>
<td>2.13 (0.19)</td>
<td>2.15 (0.19)</td>
<td></td>
</tr>
</tbody>
</table>
Table 3.14: Relative Accuracy Measures of ES Estimates for EWMA (Sample Size = 500)

<table>
<thead>
<tr>
<th></th>
<th>Original</th>
<th>OB</th>
<th>EB</th>
</tr>
</thead>
<tbody>
<tr>
<td>ML</td>
<td>0.18 (1.20)</td>
<td>0.62 (1.21)</td>
<td></td>
</tr>
<tr>
<td>HS</td>
<td>14.13 (1.38)</td>
<td>14.74 (1.39)</td>
<td>-15.04 (0.82)</td>
</tr>
<tr>
<td>GPD</td>
<td>10.05 (1.35)</td>
<td>10.46 (1.35)</td>
<td></td>
</tr>
</tbody>
</table>

2. Relative MSE (%)

<table>
<thead>
<tr>
<th></th>
<th>Original</th>
<th>OB</th>
<th>EB</th>
</tr>
</thead>
<tbody>
<tr>
<td>ML</td>
<td>14.30 (3.74)</td>
<td>14.72 (3.82)</td>
<td>9.03 (0.82)</td>
</tr>
<tr>
<td>HS</td>
<td>21.10 (5.35)</td>
<td>21.45 (5.38)</td>
<td></td>
</tr>
<tr>
<td>GPD</td>
<td>19.15 (5.23)</td>
<td>19.16 (5.05)</td>
<td></td>
</tr>
</tbody>
</table>
Table 3.15: Relative Accuracy Measures of ES Estimates for GARCH-t (Sample Size = 500)

<table>
<thead>
<tr>
<th></th>
<th>Original</th>
<th>OB</th>
<th>EB</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>1. Relative Bias (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ML</td>
<td>-9.08 (0.32)</td>
<td>-8.76 (0.34)</td>
<td></td>
</tr>
<tr>
<td>HS</td>
<td>2.25 (0.40)</td>
<td>2.79 (0.41)</td>
<td>-2.31 (0.40)</td>
</tr>
<tr>
<td>GPD</td>
<td>-1.96 (0.39)</td>
<td>-1.52 (0.40)</td>
<td></td>
</tr>
<tr>
<td><strong>2. Relative MSE (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ML</td>
<td>1.85 (0.15)</td>
<td>1.89 (0.19)</td>
<td></td>
</tr>
<tr>
<td>HS</td>
<td>1.68 (0.12)</td>
<td>1.75 (0.13)</td>
<td>1.67 (0.10)</td>
</tr>
<tr>
<td>GPD</td>
<td>1.56 (0.10)</td>
<td>1.60 (0.11)</td>
<td></td>
</tr>
</tbody>
</table>
HS, and HS is likely to outperform ML, and that for Simple and EWMA-N, ML may be the best and HS may be the worst. From Table 3.12 for Simple, it shows that EB reduces ReBias for HS and also reduces ReMSE simultaneously, but the reduction is insignificant, according to the standard errors. From Table 3.13 for GARCH-N, although OB reduce ReBias for ML and GPD insignificantly, according to the standard errors, and it does not reduce ReMSE for any of them. From Table 3.14 for EWMA-N, bias adjustment fails to reduce ReBias but surprisingly EB reduces a quite large amount of ReMSE for HS significantly. From Table 3.15 for GARCH-t, although OB reduces ReBias for ML and GPD insignificantly, according to the standard errors, and it does not reduce ReMSE for any of them. However, it is surprising that EB reduces ReMSE for EWMA even though it fails to reduce ReBias.

Results for Sample of Size 1000

From the result for the original ES estimates in Table 3.16, it shows that ML is likely to be the best for Simple and EWMA-N while GPD is likely to be in the second place. In addition, GPD is
Table 3.17: Relative Accuracy Measures of Simple ES Estimates (Sample Size = 1000)

1. Relative Bias (%)

<table>
<thead>
<tr>
<th></th>
<th>Original</th>
<th>OB</th>
<th>EB</th>
<th>BB</th>
</tr>
</thead>
<tbody>
<tr>
<td>ML</td>
<td>17.53 (1.49)</td>
<td>17.90 (1.51)</td>
<td></td>
<td>19.08 (1.59)</td>
</tr>
<tr>
<td>HS</td>
<td>33.86 (1.65)</td>
<td>34.26 (1.66)</td>
<td>40.28 (1.80)</td>
<td>34.99 (1.70)</td>
</tr>
<tr>
<td>GPD</td>
<td>29.98 (1.60)</td>
<td>30.27 (1.61)</td>
<td></td>
<td>30.78 (1.63)</td>
</tr>
</tbody>
</table>

2. Relative MSE (%)

<table>
<thead>
<tr>
<th></th>
<th>Original</th>
<th>OB</th>
<th>EB</th>
<th>BB</th>
</tr>
</thead>
<tbody>
<tr>
<td>ML</td>
<td>25.35 (2.65)</td>
<td>25.88 (2.72)</td>
<td></td>
<td>28.81 (3.40)</td>
</tr>
<tr>
<td>HS</td>
<td>38.77 (3.07)</td>
<td>39.32 (3.12)</td>
<td>48.50 (3.88)</td>
<td>41.21 (3.49)</td>
</tr>
<tr>
<td>GPD</td>
<td>34.67 (2.80)</td>
<td>34.96 (2.81)</td>
<td></td>
<td>35.89 (2.98)</td>
</tr>
</tbody>
</table>
Table 3.18: Relative Accuracy Measures of ES Estimates for GARCH-N (Sample Size = 1000)

<table>
<thead>
<tr>
<th>Method</th>
<th>Relative Bias (%)</th>
<th>Original</th>
<th>OB</th>
<th>EB</th>
</tr>
</thead>
<tbody>
<tr>
<td>ML</td>
<td>-9.44 (0.27)</td>
<td>-9.29 (0.27)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HS</td>
<td>0.93 (0.34)</td>
<td>1.20 (0.34)</td>
<td>1.44 (0.41)</td>
<td></td>
</tr>
<tr>
<td>GPD</td>
<td>-2.45 (0.33)</td>
<td>-2.26 (0.33)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

2. Relative MSE (%)

<table>
<thead>
<tr>
<th>Method</th>
<th>Original</th>
<th>OB</th>
<th>EB</th>
</tr>
</thead>
<tbody>
<tr>
<td>ML</td>
<td>1.59 (0.07)</td>
<td>1.57 (0.07)</td>
<td></td>
</tr>
<tr>
<td>HS</td>
<td>1.14 (0.08)</td>
<td>1.15 (0.09)</td>
<td>1.74 (0.18)</td>
</tr>
<tr>
<td>GPD</td>
<td>1.12 (0.07)</td>
<td>1.12 (0.07)</td>
<td></td>
</tr>
</tbody>
</table>
Table 3.19: Relative Accuracy Measures of ES Estimates for EWMA (Sample Size=1000)

1. Relative Bias (%)

<table>
<thead>
<tr>
<th></th>
<th>Original</th>
<th>OB</th>
<th>EB</th>
</tr>
</thead>
<tbody>
<tr>
<td>ML</td>
<td>-1.25 (0.94)</td>
<td>-1.02 (0.95)</td>
<td></td>
</tr>
<tr>
<td>HS</td>
<td>11.15 (1.05)</td>
<td>11.48 (1.06)</td>
<td>-8.04 (0.83)</td>
</tr>
<tr>
<td>GPD</td>
<td>7.96 (1.03)</td>
<td>8.18 (1.03)</td>
<td></td>
</tr>
</tbody>
</table>

2. Relative MSE (%)

<table>
<thead>
<tr>
<th></th>
<th>Original</th>
<th>OB</th>
<th>EB</th>
</tr>
</thead>
<tbody>
<tr>
<td>ML</td>
<td>8.83 (0.98)</td>
<td>8.98 (1.02)</td>
<td></td>
</tr>
<tr>
<td>HS</td>
<td>12.29 (1.26)</td>
<td>12.44 (1.27)</td>
<td>7.46 (0.55)</td>
</tr>
<tr>
<td>GPD</td>
<td>11.13 (1.16)</td>
<td>11.24 (1.17)</td>
<td></td>
</tr>
</tbody>
</table>
Table 3.20: Relative Accuracy Measures of ES Estimates for GARCH-t (Sample Size = 1000)

<table>
<thead>
<tr>
<th></th>
<th>Original</th>
<th>OB</th>
<th>EB</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Relative Bias (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ML</td>
<td>-9.34 (0.21)</td>
<td>-9.14 (0.21)</td>
<td></td>
</tr>
<tr>
<td>HS</td>
<td>0.74 (0.28)</td>
<td>0.99 (0.28)</td>
<td>3.30 (0.32)</td>
</tr>
<tr>
<td>GPD</td>
<td>-2.74 (0.27)</td>
<td>-2.56 (0.27)</td>
<td></td>
</tr>
<tr>
<td>2. Relative MSE (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ML</td>
<td>1.30 (0.04)</td>
<td>1.28 (0.04)</td>
<td></td>
</tr>
<tr>
<td>HS</td>
<td>0.78 (0.04)</td>
<td>0.79 (0.04)</td>
<td>1.13 (0.06)</td>
</tr>
<tr>
<td>GPD</td>
<td>0.80 (0.03)</td>
<td>0.80 (0.04)</td>
<td></td>
</tr>
</tbody>
</table>
likely to outperform HS for GARCH-N while HS is likely to outperform ML surprisingly. Lastly, HS is likely to dominate GPD for GARCH-t while GPD is likely to dominate ML surprisingly. Table 3.17 shows that for Simple, bias adjustment fails to reduce either ReBias or ReMSE. From Table 3.18 for GARCH-N, it shows that OB reduces both ReBias and ReMSE for ML and GPD insignificantly, according to their standard errors. From Table 3.19 for EWMA-N, it shows that EB reduces both ReBias and ReMSE for HS significantly, according to their standard errors, while OB reduce ReBias for ML insignificantly, according to their standard errors, and fails to reduce ReMSE. From Table 3.19 for EWMA-N, it shows that OB slightly reduces both ReBias and ReMSE for ML and GPD, but reduces ReMSE only for ML slightly; however, each reduction is not significant, according to the standard errors.

Conclusion

Bias adjustment by the exact bootstrap for two-stage analysis, EWMA with HS, works pretty well for sample size 1,000, according to the largely reduced relative bias and relative MSE. For the method of EWMA with HS, the relative MSEs are largely reduced by the exact bootstrap for sample sizes of 250 and 500 surprisingly, although their relative biases are not reduced. Therefore, it is still worthwhile to do bias adjustment for the method of EWMA with HS, because most data from financial field have high frequency and EWMA has been widely used.

3.2 Data-based Criteria (Backtesting)

The purpose of backtesting a risk measure in practice is to test if a given procedure of predicting the risk measure deserves the label “good” based on the available data. Thus those tests for backtesting ES lie in the category of data-based criteria to evaluate the performance of a prediction of ES in the past based on historical data from the real world. The underlying heuristic is that any estimator which performed well in the past is likely to perform well in the future. Suppose that the underlying time series is a GARCH\((p,q)\) process of the form \(X_t = \sigma_t \varepsilon_t\). Let

\[
I_{t+1} = I\{X_{t+1} > \text{VaR}_\alpha(X_{t+1}|\mathcal{F}_t)\} \tag{3.12}
\]

and

\[
Y_{t+1} = (X_{t+1} - \text{ES}_\alpha(X_{t+1}|\mathcal{F}_t))I_{t+1}. \tag{3.13}
\]

Define the violation indicators

\[
\hat{I}_{t+1} := I\{X_{t+1} > \overline{\text{VaR}}_\alpha(X_{t+1}|\mathcal{F}_t)\}
\]
Then for an arbitrary process \( \{X_t\}_{t \in \mathbb{Z}} \) the process \( \{Y_t\}_{t \in \mathbb{Z}} \) forms a martingale difference series satisfying \( E(Y_{t+1}|F_t) = 0 \). Furthermore, if \( \{X_t\}_{t \in \mathbb{Z}} \) is an ARMA-GARCH process as defined in Definition 2.20, then it is easy to show that
\[
Y_{t+1} = \sigma_{t+1}(\varepsilon_{t+1} - \text{ES}_\alpha(X_{t+1}|F_t)) I_{\{\varepsilon_{t+1} > \text{VaR}_\alpha(X_t)\}}.
\]
In practice, this suggests that when ES and volatility are estimated, the violation residuals of the following form could be formed
\[
\hat{R}_{t+1} = \hat{Y}_{t+1}/\hat{\sigma}_{t+1}
\]
where
\[
\hat{Y}_{t+1} = [X_{t+1} - \hat{\text{ES}}_\alpha(X_{t+1}|F_t)] \hat{I}_{t+1}.
\]
These violation residuals are expected to behave like realizations of i.i.d. random variables from a distribution with mean zero and an atom of probability mass of size \( \alpha \) at zero. The above preliminary of backtesting ES for GARCH models can be found in McNeil et al. (2005).

Accordingly, to backtest ES, the sequence of violation residuals should be examined whether or not it is i.i.d. distributed with mean zero and an atom of probability mass of size \( \alpha \) at zero. By observing the sequence of violation residuals \( \{\hat{R}_t\} \) where \( t \in \{1, 2, \ldots, T\} \), it can be recorded by the sequence of violation indicators along with non-zero violation residuals. For example, a sequence of violation residuals \((0, 0, 0, x, 0, 0, 0, 0, 0, y, 0, 0, 0, 0)\) can be recorded by the sequence of violation indicators \((0, 0, 1, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0)\) and the extraction of non-zero violation residuals, \((x, y)\). The sequence of violation indicators is usually called hit sequence in related literature of backtesting VaR since it provides the information of whether a single data value exceeds the VaR or not. For convenience, let \( p_0 = 1 - \alpha \) be the unconditional coverage rate, \( \hat{\text{ES}}_\alpha \) denote \( \text{ES}_\alpha(X_{t+1}|F_t) \), which is the one-step-forward predicted ES at time \( t \), and \( \text{VaR}_\alpha^t \) represent the one-step-forward predicted VaR at time \( t \), namely \( \text{VaR}_\alpha(X_{t+1}|F_t) \). The following sections will then discuss how to perform appropriate tests for backtesting estimates of ES under the setting, that \( T, n_1 \) and \( n_0 = T - n_1 \) denote the total number of violation residuals, the number of one’s, and the number of zero’s, respectively.

### 3.2.1 Tests of Unconditional Coverage

Since \( P(R_{t+1} = 0) = \alpha = P(I_{t+1} = 0) = \alpha \) and \( P(I_{t+1} = 1) = 1 - \alpha \), testing the null hypothesis that the hit sequence is a series of i.i.d. random variables from Bernoulli with probability of \((1 - \alpha)\) at one, maybe also be applicable to testing for the null hypothesis that the sequence of violation residuals is i.i.d. from the common distribution with an atom of probability mass of size \( \alpha \) at zero. Hence it can be easily implemented by a Binomial test performed on the hit
sequence since $\sum_{t=1}^{T} I_t \sim \text{Binomial}(T, p_0)$ under the null hypothesis

$$H_0 : p = p_0.$$ 

In fact, this testing procedure has been widely used for the well-known unconditional coverage test for VaR, where $(1 - \alpha)$ represents the unconditional coverage rate.

Moreover, the likelihood ratio (LR) test by first-order Markov chain approach can be found in Christofferson (1998) as an alternative of unconditional coverage test for VaR and hence is applicable here for our purpose as well. The notion of this test is described as follows. Let the hit sequence be denoted by $\mathbf{I}$ hereafter; that is, $\mathbf{I} = (I_1, I_2, \ldots, I_T)'$. The likelihood function of $\mathbf{I}$ is built by

$$L(\pi | \mathbf{I}) = \pi^{n_1} (1 - \pi)^{n_0}. \quad (3.14)$$

Let $\hat{\pi} = n_1/(n_0 + n_1)$ be the MLE of $\pi$. Then the test statistic of the form

$$Q^{LR}_{uc} = -2 \ln \left[ L(p_0 | \mathbf{I}) / L(\hat{\pi} | \mathbf{I}) \right] \quad (3.15)$$

is approximately distributed as a chi squared distribution with degree of freedom one under the null hypothesis

$$H_0 : \pi = p_0,$$

when $T$ is sufficiently large.

Both of the unconditional coverage tests above do not take account of the alternative hypothesis that zeros and ones come clustered together in a time-dependent fashion. In the unconditional coverage tests, the order of zeros and ones in the hit sequence does not matter but only the total number of ones does. To make up for this deficiency, the tests of independence and joint tests of independence and correct coverage will be discussed in turn as the following two sections discuss.

### 3.2.2 Tests of Independence

Testing for no-clustering is equivalent to testing for independence on the sequence of violation residuals and can then be simplified to testing on the hit sequence. Those tests of independence for backtesting VaR, developed for testing for no-clustering on the hit sequence, accordingly can be used as a part of backtesting ES as well. In the literature of backtesting VaR, the first-order Markov tests (Christofferson, 1998) and the duration-based tests (Christofferson and Pelletier, 2004) are suggested to test the null hypothesis of no violation clustering upon the idea that clustered violations indicates a signal of risk model misspecification as violation clustering implies catastrophic capital losses which could result in bankruptcy. These tests
examine whether or not the likelihood of a violation occurred on day \( t \) depends on a violation on the previous day \( t - 1 \). If the underlying risk model accurately reflects the portfolio risk then the chance of day violation should be independent of whether or not yesterday’s violation for daily data. Tests of independence will then be introduced along with duration-based tests as follows.

**First-order Markov Test of Independence**

The first-order Markov test can be found in Christofferson (1998) and Christofferson and Pelletier (2004). The first-order Markov test of independence tests the independence against an explicit alternative that the hit sequence follows a binary first-order Markov chain with transition probability matrix

\[
\Pi = \begin{bmatrix}
1 - \pi_{01} & \pi_{01} \\
1 - \pi_{11} & \pi_{11}
\end{bmatrix},
\]  

(3.16)

where \( \pi_{ij} = \Pr(I_t = j | I_{t-1} = i) \) represents the probability of an \( i \) on day \( t - 1 \) being followed by a \( j \) on day \( t \). The approximate likelihood function for the process \( I \) is then given by

\[
L(\Pi|I) = (1 - \pi_{01})^{n_{00}}\pi_{01}^{n_{01}}(1 - \pi_{11})^{n_{10}}\pi_{11}^{n_{11}}.
\]  

(3.17)

where \( n_{ij} \) denotes the number of observations with the value \( i \) followed by \( j \). It follows that the LR test statistic is given by

\[
Q_{\text{Markov ind}} = -2 \ln \left[ \frac{L(\hat{\Pi}_0|I)/L(\tilde{\Pi}|I)}{L(\tilde{\Pi}|I)} \right] 
\]

\[
\xrightarrow{d} \chi^2(1) \quad \text{as} \quad T \to \infty,
\]  

(3.18)

under the null hypothesis

\( H_0 : \pi_{01} = \pi_{11} \),

where \( \hat{\Pi}_0 \) is the MLE for

\[
\Pi_0 = \begin{bmatrix}
1 - \pi_0 & \pi_0 \\
1 - \pi_0 & \pi_0
\end{bmatrix}
\]

with \( \hat{\pi}_0 = (n_{01} + n_{11})/(n_{00} + n_{10} + n_{01} + n_{11}) \) and \( \tilde{\Pi} \), the MLE for \( \Pi \) in the form of

\[
\tilde{\Pi} = \begin{bmatrix}
\frac{n_{00}}{n_{00} + n_{01}} & \frac{n_{01}}{n_{00} + n_{01}} \\
\frac{n_{10}}{n_{10} + n_{11}} & \frac{n_{11}}{n_{10} + n_{11}}
\end{bmatrix}.
\]
Table 3.21: Contingency Table for Pearson’s χ² Test of Independence

<table>
<thead>
<tr>
<th></th>
<th>( I_t = 0 )</th>
<th>( I_t = 1 )</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>( I_{t-1} = 0 )</td>
<td>( n_{00} )</td>
<td>( n_{01} )</td>
<td>( R_0 = n_{00} + n_{01} )</td>
</tr>
<tr>
<td>( I_{t-1} = 1 )</td>
<td>( n_{10} )</td>
<td>( n_{11} )</td>
<td>( R_1 = n_{10} + n_{11} )</td>
</tr>
<tr>
<td>( C_0 = n_{00} + n_{10} )</td>
<td>( C_1 = n_{01} + n_{11} )</td>
<td>( N )</td>
<td></td>
</tr>
</tbody>
</table>

**Pearson’s χ² Test of Independence**

Unlike the first-order Markov test which assumes the hit sequence is of first-order Markov structure, an alternate test without additional assumptions for the alternative hypothesis will be first proposed as follows. Suppose that \( p_{ij} = \Pr( I_{t-1} = i \cap I_t = j ) \) for \( i, j \in 0, 1 \), which is a different setting from the first-order Markov test in the previous section. It is a Pearson’s χ² test based on a \( 2 \times 2 \) contingency table that records violations on adjacent days as in Table 3.21. Thus testing for independence is equivalent to testing the null hypothesis

\[
H_0 : p_{0j} = p_{1j}; j = 1, 2
\]

or simply

\[
H_0 : p_{01} = p_{11}
\]

as well.

**Proposition 3.2.** The Pearson’s Chi-squared statistic is given by

\[
Q_{\chi^2} = \sum_{i=0}^1 \sum_{j=0}^1 \frac{(n_{ij} - R_i C_j / N)^2}{R_i C_j / N} = N \frac{(n_{00} n_{11} - n_{01} n_{10})^2}{R_0 R_1 C_0 C_1}
\]

\[
d \to \chi^2(1) \quad as \quad N \to \infty.
\]

The asymptotic distribution of \( Q_{\chi^2} \) is shown in Appendix G.

**Duration-based Test of Independence**

The first-order Markov test above would do a reasonable job of detecting the temporal dependence in the hit sequence which follows a simple first-order Markov chain. Now consider the daily data without loss of generality, then the following will introduce the duration-based test (Christofferson and Pelletier, 2004) with power against more general forms of dependence.
but simple estimation of only a few parameters. Corresponding to violation clustering, dependence in the hit sequence may present an excessive number of relatively short no-hit durations (volatile periods) and relatively long no-hit durations (calm periods). The duration-based test is motivated by this intuition by considering the duration (no-hit duration) of time (in days) between two adjacent violations as

\[ D_i = t_i - t_{i-1} \]  

where \( t_i \) represents the day of violation number \( i \). Under the null hypothesis of no clustering, the duration \( D \) is distributed as Geometric\((p_0)\), with a mean duration of \( 1/p_0 \) days and no-hit duration have no memory (memoryless). A duration distribution can be characterized by its hazard function defined as the probability of getting a violation at day \( D \) after \( D-1 \) days have been gone without a violation. It implies a flat discrete hazard function for \( D \) as shown below

\[ \kappa(x) := \frac{\Pr(D = x)}{1 - \sum_{j=1}^{x-1} \Pr(D = j)} = p_0. \]  

Hence the test of independence could be transformed into testing

\[ H_0 : a = 1 \quad \text{vs.} \quad H_1 : a \neq 1 \]

by specifying the distribution of \( D \) as Weibull\((a, b)\) being continuous time limit of the above discrete time process. In other words,

\[ f(D = x | a, b) = abx^{a-1}\exp(-bx^a) \]  

with a closed form of hazard function, namely

\[ \kappa(x) = \frac{f(x)}{1 - F(x)} = abx^{a-1}. \]  

Under the null hypothesis of \( a = 1 \), the Weibull distribution becomes the exponential distribution with a flat hazard function, while the Weibull will have a decreasing hazard function as \( a < 1 \), which corresponds to an excess of relatively short and an excess of relatively long no-hit durations. Accordingly, when \( a < 1 \), it could be viewed as evidence of misspecified volatility dynamics in the risk model.

Let \( \overline{F}(x) = 1 - F(x) \) be the survival function and \( N(T) \) be the total number of durations. Taking account of the fact that the first and the last observations may be censored, the log-
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The likelihood is then developed below

\[ l(\theta | D) := \ln L(\theta | D) \]

\[ = C_1 \ln F(D_1) + (1 - C_1) \ln f(D_1) + \sum_{i=2}^{N(T)-1} \ln f(D_i) \]

\[ + C_{N(T)} \ln F(D_{N(T)}) + (1 - C_{N(T)}) \ln f(D_{N(T)}) , \]

where \( C_1 = 0 \) if the first observation of the hit sequence starts with a 1 or \( C_1 = 1 \) otherwise, and likewise \( C_{N(T)} = 0 \) if the last observation of the hit sequence is a 1 or \( C_{N(T)} = 1 \) otherwise.

Hence the likelihood-ratio (LR) test statistic is given by

\[ Q_{\text{ind}}^D = -2 \cdot \log \left( \frac{\sup_{\theta \in \Theta_0} L(\theta | D)}{\sup_{\theta \in \Theta} L(\theta | D)} \right) \]

\[ = 2[\sup_{\theta \in \Theta} l(\theta | D) - \sup_{\theta \in \Theta_0} l(\theta | D)] , \]

where \( \Theta_0 = \{ \theta : \theta = (a,b)', a = 1, b > 0 \} \) and \( \Theta = \{ \theta : \theta = (a,b)', a > 0, b > 0 \} \). It may be worth mentioning here that

\[ Q_{\text{ind}}^D \xrightarrow{d} \chi^2(1) \quad \text{as} \quad N(T) \rightarrow \infty \]

although (Christofferson and Pelletier, 2004) did not point out this fact. Since the MLEs are no longer available in closed form, \( Q_{\text{ind}}^D \) has to be computed by numerically optimizing the log-likelihood \( l(\theta | D) \) for \( \theta \in \Theta_0 \) and \( \theta \in \Theta \), separately. Furthermore, the optimization can be done by maximizing \( l(\theta | D) \) over only one parameter since for a given value of \( a \), an explicit solution to \( b \) is of the form

\[ \hat{b} = \left( \frac{N(T) - C_1 - C_{N(T)}}{\sum_{i=1}^{N(T)} D_i^a} \right)^{1/a} , \]

which attains the unique maximum of the log-likelihood for a fixed \( a \) by solving the equation

\[ \frac{\partial}{\partial b} l(\theta | D) = 0 \]

for \( b \) since its second derivative is negative for all \( b > 0 \).

Although the sample size of the hit sequence can be reasonably large, the scarcity of violations renders the effective sample size of the durations small. Christofferson and Pelletier (2004) suggested using Monte Carlo testing technique to overcome it for test of independence; however, we argued that it is suitable for the joint test of coverage and independence because of the null hypothesis. We therefore suggest the permutation testing technique, which is very useful to overcome it for the test of independence and will be introduced as follows. It com-
parses the observed test statistic $Q_0 = Q_{\text{ind}}^D$ to $N$ independent realizations of the test statistic, $Q_i^*; i = 1, \ldots, N$, each one of which is calculated from a shuffling of the hit sequence. The shuffling of the hit sequence is actually the resampling without replacement. According to Davison and Hinkley (1997), the p-value of the permutation test for discrete data is therefore obtained by

$$\hat{p}(Q_0) = \frac{k + 1}{N + 1}$$

(3.27)

where

$$k = \sum_{i=1}^{N} I\{Q_i^* \geq Q_0\}$$

(3.28)

due to the duration sequence is counted in discrete times. Since the continuous distribution is used for the duration sequence which is counted in discrete times, to account for the discreteness bias, Christofferson and Pelletier (2004) also suggested the value $k$ differently as

$$k = 1 - \sum_{i=1}^{N} I\{Q_i^* < Q_0\} + \sum_{i=1}^{N} I\{Q_i^* = Q_0\} I\{U_i^* \geq U_0\}$$

(3.29)

where $U_i; 1, 2, \ldots, N$ are drawn independently from a Uniform distribution on the interval $[0, 1]$.

### 3.2.3 Joint Tests of Coverage and Independence

A joint test of coverage and independence is suggested as a complete test of correct conditional coverage, which combines two tests, one for unconditional coverage and the other for independence. The tests of independence discussed in the foregoing could be modified into joint tests of conditional coverage and independence by forming the composite null hypothesis into constraints $h(\theta) = 0$ of $\theta$, vector of all parameters of the postulated distribution for durations. The following two sections will describe the details from this point of view and point out the fact that the test statistics are all asymptotically distributed as a $\chi^2$ distribution with degree of freedom two.

**First-order Markov Test of Coverage and Independence**

The first-order Markov joint test of coverage and independence has been already suggested in (Christofferson, 1998) and Christofferson and Pelletier (2004). It becomes much simpler to start from the essential notion that that the null hypothesis could be formed as a constraint of the parameters of the first-order Markov structure. That is, with $\theta = (\pi_{01}, \pi_{11})'$, the null hypothesis

$$H_0 : \pi_{01} = \pi_{11} = p_0$$
is equivalent to the constraint

\[ h(\theta) = \begin{pmatrix} \pi_{01} - p_0 \\ \pi_{11} - p_0 \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \end{pmatrix}. \]

Recall that \( p_0 = 1 - \alpha \) with the confidence level \( \alpha \) and

\[ \hat{\Pi} = \begin{bmatrix} \frac{n_{00}}{n_{00} + n_{01}} & \frac{n_{01}}{n_{00} + n_{01}} \\ \frac{n_{10}}{n_{10} + n_{11}} & \frac{n_{11}}{n_{10} + n_{11}} \end{bmatrix}, \]

It follows that the LR test statistic for the Markov joint test is of the form

\[ Q_{\text{Markov joint}}^\text{Markov} = -2 \ln \left[ \frac{L(\Pi_0^* | I)}{L(\hat{\Pi} | I)} \right] \xrightarrow{d} \chi^2(2) \quad \text{as} \quad T \to \infty, \tag{3.30} \]

where

\[ \Pi_0^* = \begin{bmatrix} 1 - p_0 & p_0 \\ 1 - p_0 & p_0 \end{bmatrix}. \]

**Pearson’s \( \chi^2 \) Test of Coverage and Independence**

For testing the null hypothesis

\[ H_0 : p_{01} = p_{11} = p_0 = 1 - \alpha \]

or equivalently

\[ H_0 : h(\theta) = \begin{pmatrix} p_{01} - p_0 \\ p_{11} - p_0 \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \end{pmatrix}, \]

it is easy to modify the \( \chi^2 \) test of independence into a joint \( \chi^2 \) test of coverage and independence.

**Proposition 3.3.** The Pearson’s \( \chi^2 \) test statistic for the joint test of coverage and independence is given by

\[ Q_{\text{joint}}^\chi^2 = \sum_{i=0}^{1} \sum_{j=0}^{1} \frac{(n_{ij} - e_{ij})^2}{e_{ij}} \quad \text{as} \quad N \to \infty, \tag{3.31} \]

where \( e_{ij} = R_i \cdot p_j \) with \( p_j = \alpha^1-j(1 - \alpha)^j \) for \( j \in \{0, 1\} \) according to the contingency table, Table 3.21.

The asymptotic distribution of \( Q_{\text{joint}}^\chi^2 \) is shown in Appendix H.
Duration-based Test of Coverage and Independence

Parallel to the first-order Markov joint test above, the joint test of unconditional coverage and independence extended from the duration-based approach in Section 3.2.2 will be first proposed as follows. Since under $a = 1$, the flat hazard function has the value $b$ from the Weibull distribution and the fixed value $p_0$ theoretically from the setting of the backtesting problem, it follows that $b = p_0$. Hence the null hypothesis becomes $H_0 : a = 1, b = p_0$. Let $\theta = (a, b)'$ and then the null hypothesis, $H_0 : \theta = (1, p_0)'$, can be thought of as a constraint

$$h(\theta) := \theta - \theta^*_0 = \begin{pmatrix} 0 \\ 0 \end{pmatrix},$$

where

$$\theta^*_0 = (1, p_0)' .$$

Accordingly, the implementing procedure of the duration-based test in Section 3.2.2 remains the same overall except that $Q_{ind}^D$ in (3.18) has to be replaced by

$$Q_{joint}^D = 2[\sup_{\theta \in \Theta} l(\theta | D) - l(\theta^*_0 | D)]$$

$$\overset{d}{\to} \chi^2_{(2)} \quad \text{as} \quad N(T) \to \infty,$$

and that the permutation testing technique has to be replaced by Monte Carlo testing technique such that it compares the observed test statistic $Q_0 = Q_{joint}^D$ to $N$ independent realizations of the test statistic, $Q^*_i; i = 1, \ldots, N$, which are calculated from i.i.d. Bernoulli($p_0$) samples.

3.2.4 The Bootstrap Test of Zero-mean Behaviour

To test for the zero-mean behaviour of violation residuals, a bootstrap test (Efron and Tibshirani, 1993, p. 224, Section 16.4) is appropriate to be performed on the sequence of violation residuals since it makes no assumption about the distribution. Let $\bar{R}$ be the average of violation residuals and $\hat{\sigma}$ the standard error of them. Recall that $T$ denotes the total number of violation residuals, and calculate the statistic $t_{obs}$ by

$$t_{obs} := t(R) = \frac{\bar{R} - \mu}{\hat{\sigma}/\sqrt{T}} ,$$

where $R$ represents the sequence of violation residuals and $\mu = 0$ under null hypothesis. To proceed the bootstrap test, generate $B$ bootstrap replications of violation residuals $R^*_1, R^*_2, \ldots, R^*_B$. 
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For each bootstrap replication \( R^*_b \), calculate the statistic

\[
t(R^*_b) = \frac{\overline{R}^* - \overline{R}}{\hat{\sigma}^*/\sqrt{T}}
\]

where \( \overline{R}^* \) is the mean of \( R^*_b \) and \( \hat{\sigma}^* \) the standard error of \( R^*_b \). Then compute the approximate achieved significance level (ASL) of the test for the two-sided alternatives by

\[
\hat{\text{ASL}} = \frac{\# \{ t^2(R^*_b) \geq t^2_{\text{obs}} \} }{B},
\]

where \( \hat{\text{ASL}} \) is the approximation of the probability of observing at least that large a value when the null hypothesis is true. The smaller the value of \( \hat{\text{ASL}} \), the stronger the evidence against the null hypothesis.

### 3.2.5 Simulation Study of Backtesting

The simulation study has been carried out to compare those tests proposed in this chapter through examining their power functions. The total number of simulations is 4,000, for each comparison study, and there are 1,000 rolling windows of length 500 for each simulation. For each simulation, a stationary GARCH\((1,1)\) process of length 1,500 is simulated in the form of

\[
X_t = \sigma_t \varepsilon_t \quad \text{and} \quad \sigma_t^2 = c_0 + a X_{t-1}^2 + b \sigma_{t-1}^2
\]

where \( \varepsilon_t \sim N(0, 1) \), \( b = 0.75 \), \( a = 4(1 - b)/5 \) and \( c_0 = v(1 - a - b) \) with \( v = 0.00004 \), which is the long-term variance such that the long-term volatility is square root of it, 0.63%. The confidence level of ES is set to be \( \alpha = 0.95 \) for estimating ES and ESC, such that the unconditional coverage rate is \( 1 - \alpha = 0.05 \), and the significance level of a test to be 0.05, which is also known as the size of the test or Type I error. Since for a GARCH model, the estimate of ES based on a simple Gaussian model (GM) is known for violating independence property while the pseudo estimate of ES (the true value of ES) is supposed to satisfy the independence property and has the correct coverage rate, which equals the confidence level \( \alpha \) of ES, these two types of ES estimates are considered here to examine the power functions of those available tests. The simulation results are reported in the following; that is the values of the power function was displayed, along with their standard errors in brackets.

**Comparison of Power Functions for Tests of Unconditional Coverage**

The null hypothesis for the test of unconditional coverage is

\[
H_0: \text{coverage rate} = 0.05
\]
The first column in Table 3.22 and Table 3.23 displays the size of the test under the above null hypothesis, since in this case, both the pseudo and GM estimates of VaR are estimated at the same coverage rate 0.05, the one in the null hypothesis. The rest of the columns in Table 3.22 and Table 3.23 reports the power of the test, since in those cases, the pseudo and GM estimates of VaR are estimated at different coverage rates other than 0.05, the one assumed in the null hypothesis. Figure 3.1 and 3.2 are plots of Table 3.22 and Table 3.23, respectively. They all show that those powers increase towards one, as the coverage rate goes up. The result suggests that both approaches detect the wrong coverage rate pretty well.
Figure 3.1: Sizes and Powers for Tests of Unconditional Coverage (Pseudo Estimate of VaR)

Table 3.22: Sizes and Powers for Tests of Unconditional Coverage (Pseudo Estimate of VaR)

<table>
<thead>
<tr>
<th>Coverage Rate</th>
<th>0.05</th>
<th>0.055</th>
<th>0.06</th>
<th>0.065</th>
<th>0.07</th>
<th>0.075</th>
<th>0.08</th>
<th>0.085</th>
<th>0.09</th>
<th>0.095</th>
<th>0.1</th>
<th>0.15</th>
<th>0.2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Binomial</td>
<td>0.044</td>
<td>0.1</td>
<td>0.271</td>
<td>0.517</td>
<td>0.735</td>
<td>0.894</td>
<td>0.966</td>
<td>0.991</td>
<td>0.998</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>(0.005)</td>
<td>(0.007)</td>
<td>(0.008)</td>
<td>(0.007)</td>
<td>(0.005)</td>
<td>(0.003)</td>
<td>(0.001)</td>
<td>(0.001)</td>
<td>(0.000)</td>
<td>(0.000)</td>
<td>(0.000)</td>
<td>(0.000)</td>
<td>(0.000)</td>
</tr>
<tr>
<td>1st order Markov</td>
<td>0.052</td>
<td>0.102</td>
<td>0.271</td>
<td>0.517</td>
<td>0.735</td>
<td>0.894</td>
<td>0.966</td>
<td>0.991</td>
<td>0.998</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>(0.005)</td>
<td>(0.007)</td>
<td>(0.008)</td>
<td>(0.007)</td>
<td>(0.005)</td>
<td>(0.003)</td>
<td>(0.001)</td>
<td>(0.001)</td>
<td>(0.000)</td>
<td>(0.000)</td>
<td>(0.000)</td>
<td>(0.000)</td>
<td>(0.000)</td>
</tr>
</tbody>
</table>
Figure 3.2: Sizes and Powers for Tests of Unconditional Coverage (GM Estimate of VaR)

Table 3.23: Sizes and Powers for Tests of Unconditional Coverage (GM Estimate of VaR)

<table>
<thead>
<tr>
<th>Coverage Rate</th>
<th>0.05</th>
<th>0.055</th>
<th>0.06</th>
<th>0.065</th>
<th>0.07</th>
<th>0.075</th>
<th>0.08</th>
<th>0.085</th>
<th>0.09</th>
<th>0.095</th>
<th>0.1</th>
<th>0.15</th>
<th>0.2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Binomial</td>
<td>0.142</td>
<td>0.145</td>
<td>0.215</td>
<td>0.326</td>
<td>0.462</td>
<td>0.596</td>
<td>0.716</td>
<td>0.818</td>
<td>0.889</td>
<td>0.929</td>
<td>0.955</td>
<td>0.999</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>(0.006)</td>
<td>(0.006)</td>
<td>(0.007)</td>
<td>(0.008)</td>
<td>(0.008)</td>
<td>(0.007)</td>
<td>(0.006)</td>
<td>(0.006)</td>
<td>(0.005)</td>
<td>(0.004)</td>
<td>(0.003)</td>
<td>(0.000)</td>
<td></td>
</tr>
<tr>
<td>1st order Markov</td>
<td>0.164</td>
<td>0.155</td>
<td>0.222</td>
<td>0.328</td>
<td>0.464</td>
<td>0.598</td>
<td>0.718</td>
<td>0.818</td>
<td>0.89</td>
<td>0.93</td>
<td>0.955</td>
<td>0.999</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>(0.006)</td>
<td>(0.006)</td>
<td>(0.007)</td>
<td>(0.008)</td>
<td>(0.008)</td>
<td>(0.007)</td>
<td>(0.006)</td>
<td>(0.006)</td>
<td>(0.005)</td>
<td>(0.004)</td>
<td>(0.003)</td>
<td>(0.000)</td>
<td></td>
</tr>
</tbody>
</table>
Comparisons of Power Functions for Tests of Independence

The null hypothesis for the test of independence is that the sequence of the violation residuals or the hit sequence has no clustering. Figure 3.3 and Table 3.24 displays sizes of the test, according to the fact that pseudo estimates of VaR along the time horizon are independent. Those dash lines draw confident bands for the sizes of the test and the blue dash line draws the true size. Those sizes are all around the significance level of the test 0.05, but several confidence intervals of them exclude the true size, 0.05, which may not be good, although most of them are reasonable overall. Figure 3.4 and Table 3.25 presents the power of the test, according to the fact that the hits of GM estimates of VaR tends to have clustering under the GARCH model.
Figure 3.3: Sizes for Tests of Independence (Pseudo Estimate of VaR)

Table 3.24: Sizes for Tests of Independence (Pseudo Estimate of VaR)

<table>
<thead>
<tr>
<th>Coverage Rate</th>
<th>0.05</th>
<th>0.055</th>
<th>0.06</th>
<th>0.065</th>
<th>0.07</th>
<th>0.075</th>
<th>0.08</th>
<th>0.085</th>
<th>0.09</th>
<th>0.095</th>
<th>0.1</th>
<th>0.15</th>
<th>0.2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st order Markov</td>
<td>0.083</td>
<td>0.077</td>
<td>0.062</td>
<td>0.058</td>
<td>0.058</td>
<td>0.056</td>
<td>0.06</td>
<td>0.055</td>
<td>0.059</td>
<td>0.055</td>
<td>0.057</td>
<td>0.058</td>
<td>0.054</td>
</tr>
<tr>
<td></td>
<td>(0.004)</td>
<td>(0.004)</td>
<td>(0.004)</td>
<td>(0.004)</td>
<td>(0.004)</td>
<td>(0.004)</td>
<td>(0.004)</td>
<td>(0.004)</td>
<td>(0.004)</td>
<td>(0.004)</td>
<td>(0.004)</td>
<td>(0.004)</td>
<td>(0.004)</td>
</tr>
<tr>
<td>Pearson’s</td>
<td>0.036</td>
<td>0.037</td>
<td>0.041</td>
<td>0.039</td>
<td>0.049</td>
<td>0.046</td>
<td>0.047</td>
<td>0.046</td>
<td>0.052</td>
<td>0.051</td>
<td>0.048</td>
<td>0.056</td>
<td>0.053</td>
</tr>
<tr>
<td></td>
<td>(0.003)</td>
<td>(0.003)</td>
<td>(0.003)</td>
<td>(0.003)</td>
<td>(0.003)</td>
<td>(0.003)</td>
<td>(0.003)</td>
<td>(0.003)</td>
<td>(0.004)</td>
<td>(0.003)</td>
<td>(0.003)</td>
<td>(0.004)</td>
<td>(0.004)</td>
</tr>
<tr>
<td>Duration-based</td>
<td>0.053</td>
<td>0.054</td>
<td>0.052</td>
<td>0.052</td>
<td>0.048</td>
<td>0.045</td>
<td>0.049</td>
<td>0.056</td>
<td>0.056</td>
<td>0.052</td>
<td>0.052</td>
<td>0.053</td>
<td>0.046</td>
</tr>
<tr>
<td></td>
<td>(0.004)</td>
<td>(0.004)</td>
<td>(0.004)</td>
<td>(0.003)</td>
<td>(0.003)</td>
<td>(0.003)</td>
<td>(0.003)</td>
<td>(0.004)</td>
<td>(0.004)</td>
<td>(0.004)</td>
<td>(0.004)</td>
<td>(0.003)</td>
<td>(0.003)</td>
</tr>
</tbody>
</table>
Figure 3.4: Powers for Tests of Independence (GM Estimate of VaR)

Table 3.25: Powers for Tests of Independence (GM Estimate of VaR)

<table>
<thead>
<tr>
<th>Coverage Rate</th>
<th>0.05</th>
<th>0.055</th>
<th>0.06</th>
<th>0.065</th>
<th>0.07</th>
<th>0.075</th>
<th>0.08</th>
<th>0.085</th>
<th>0.09</th>
<th>0.095</th>
<th>0.1</th>
<th>0.15</th>
<th>0.2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st order Markov</td>
<td>0.635</td>
<td>0.649</td>
<td>0.657</td>
<td>0.661</td>
<td>0.662</td>
<td>0.661</td>
<td>0.669</td>
<td>0.672</td>
<td>0.666</td>
<td>0.67</td>
<td>0.673</td>
<td>0.593</td>
<td>0.48</td>
</tr>
<tr>
<td>(0.008)</td>
<td>(0.008)</td>
<td>(0.008)</td>
<td>(0.007)</td>
<td>(0.007)</td>
<td>(0.007)</td>
<td>(0.007)</td>
<td>(0.007)</td>
<td>(0.007)</td>
<td>(0.007)</td>
<td>(0.007)</td>
<td>(0.007)</td>
<td>(0.008)</td>
<td>(0.008)</td>
</tr>
<tr>
<td>Pearson’s</td>
<td>0.718</td>
<td>0.716</td>
<td>0.723</td>
<td>0.719</td>
<td>0.722</td>
<td>0.712</td>
<td>0.722</td>
<td>0.716</td>
<td>0.713</td>
<td>0.713</td>
<td>0.709</td>
<td>0.619</td>
<td>0.496</td>
</tr>
<tr>
<td>(0.007)</td>
<td>(0.007)</td>
<td>(0.007)</td>
<td>(0.007)</td>
<td>(0.007)</td>
<td>(0.007)</td>
<td>(0.007)</td>
<td>(0.007)</td>
<td>(0.007)</td>
<td>(0.007)</td>
<td>(0.007)</td>
<td>(0.007)</td>
<td>(0.008)</td>
<td>(0.008)</td>
</tr>
<tr>
<td>Duration-based</td>
<td>0.836</td>
<td>0.813</td>
<td>0.787</td>
<td>0.761</td>
<td>0.728</td>
<td>0.69</td>
<td>0.642</td>
<td>0.599</td>
<td>0.541</td>
<td>0.485</td>
<td>0.435</td>
<td>0.086</td>
<td>0.012</td>
</tr>
<tr>
<td>(0.006)</td>
<td>(0.006)</td>
<td>(0.006)</td>
<td>(0.007)</td>
<td>(0.007)</td>
<td>(0.007)</td>
<td>(0.008)</td>
<td>(0.008)</td>
<td>(0.008)</td>
<td>(0.008)</td>
<td>(0.008)</td>
<td>(0.004)</td>
<td>(0.002)</td>
<td></td>
</tr>
</tbody>
</table>
Comparisons of Power Functions for Joint Tests of Coverage and Independence

The null hypothesis is that the coverage rate is 0.05 and that the hit sequence has no clustering. The first column in Table 3.26 presents the size of the test, since the pseudo estimate of VaR is computed at the correct coverage rate 0.05 and its hit sequence is independent. Otherwise, their power all increase dramatically as the coverage rate increases between 0.05 and 0.10. Figure 3.6 and Table 3.27 displays the power of the test, according to the fact that GM estimates of VaR are not independent. As the coverage rate goes up, those powers increase as well towards one.
Figure 3.5: Sizes and Powers for Joint Tests of Coverage and Independence (Pseudo Estimate of VaR)

Table 3.26: Sizes and Powers for Joint Tests of Coverage and Independence (Pseudo Estimate of VaR)

<table>
<thead>
<tr>
<th>Coverage Rate</th>
<th>0.05</th>
<th>0.055</th>
<th>0.06</th>
<th>0.065</th>
<th>0.07</th>
<th>0.075</th>
<th>0.08</th>
<th>0.085</th>
<th>0.09</th>
<th>0.095</th>
<th>0.1</th>
<th>0.15</th>
<th>0.2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st order Markov</td>
<td>0.061</td>
<td>0.101</td>
<td>0.24</td>
<td>0.454</td>
<td>0.672</td>
<td>0.849</td>
<td>0.943</td>
<td>0.986</td>
<td>0.996</td>
<td>0.999</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>(0.004)</td>
<td>(0.005)</td>
<td>(0.007)</td>
<td>(0.008)</td>
<td>(0.007)</td>
<td>(0.006)</td>
<td>(0.004)</td>
<td>(0.002)</td>
<td>(0.001)</td>
<td>(0.001)</td>
<td>(0.000)</td>
<td>(0.000)</td>
<td>(0.000)</td>
</tr>
<tr>
<td>Pearson’s</td>
<td>0.048</td>
<td>0.11</td>
<td>0.269</td>
<td>0.496</td>
<td>0.709</td>
<td>0.872</td>
<td>0.957</td>
<td>0.99</td>
<td>0.998</td>
<td>0.999</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>(0.005)</td>
<td>(0.007)</td>
<td>(0.008)</td>
<td>(0.007)</td>
<td>(0.005)</td>
<td>(0.003)</td>
<td>(0.002)</td>
<td>(0.001)</td>
<td>(0.000)</td>
<td>(0.000)</td>
<td>(0.000)</td>
<td>(0.000)</td>
<td>(0.000)</td>
</tr>
<tr>
<td>Duration-based</td>
<td>0.056</td>
<td>0.08</td>
<td>0.188</td>
<td>0.364</td>
<td>0.581</td>
<td>0.766</td>
<td>0.905</td>
<td>0.966</td>
<td>0.99</td>
<td>0.998</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>(0.004)</td>
<td>(0.006)</td>
<td>(0.008)</td>
<td>(0.007)</td>
<td>(0.005)</td>
<td>(0.003)</td>
<td>(0.002)</td>
<td>(0.001)</td>
<td>(0.000)</td>
<td>(0.000)</td>
<td>(0.000)</td>
<td>(0.000)</td>
<td>(0.000)</td>
</tr>
</tbody>
</table>
Figure 3.6: Powers for Joint Tests of Coverage and Independence (GM Estimate of VaR)

Table 3.27: Powers for Joint Tests of Coverage and Independence (GM Estimate of VaR)

<table>
<thead>
<tr>
<th>Coverage Rate</th>
<th>0.05</th>
<th>0.055</th>
<th>0.06</th>
<th>0.065</th>
<th>0.07</th>
<th>0.075</th>
<th>0.08</th>
<th>0.085</th>
<th>0.09</th>
<th>0.095</th>
<th>0.1</th>
<th>0.15</th>
<th>0.2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st order Markov</td>
<td>0.616</td>
<td>0.627</td>
<td>0.651</td>
<td>0.708</td>
<td>0.768</td>
<td>0.828</td>
<td>0.888</td>
<td>0.927</td>
<td>0.958</td>
<td>0.972</td>
<td>0.982</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>(0.008)</td>
<td>(0.008)</td>
<td>(0.008)</td>
<td>(0.007)</td>
<td>(0.007)</td>
<td>(0.006)</td>
<td>(0.005)</td>
<td>(0.004)</td>
<td>(0.003)</td>
<td>(0.003)</td>
<td>(0.002)</td>
<td>(0.000)</td>
<td>(0.000)</td>
<td></td>
</tr>
<tr>
<td>Pearson’s</td>
<td>0.686</td>
<td>0.698</td>
<td>0.741</td>
<td>0.786</td>
<td>0.834</td>
<td>0.882</td>
<td>0.922</td>
<td>0.953</td>
<td>0.97</td>
<td>0.978</td>
<td>0.987</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>(0.007)</td>
<td>(0.007)</td>
<td>(0.007)</td>
<td>(0.006)</td>
<td>(0.006)</td>
<td>(0.005)</td>
<td>(0.004)</td>
<td>(0.003)</td>
<td>(0.003)</td>
<td>(0.002)</td>
<td>(0.002)</td>
<td>(0.000)</td>
<td>(0.000)</td>
<td></td>
</tr>
<tr>
<td>Duration-based</td>
<td>0.819</td>
<td>0.8</td>
<td>0.804</td>
<td>0.824</td>
<td>0.855</td>
<td>0.89</td>
<td>0.924</td>
<td>0.951</td>
<td>0.972</td>
<td>0.984</td>
<td>0.991</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>(0.006)</td>
<td>(0.006)</td>
<td>(0.006)</td>
<td>(0.006)</td>
<td>(0.006)</td>
<td>(0.005)</td>
<td>(0.004)</td>
<td>(0.003)</td>
<td>(0.003)</td>
<td>(0.002)</td>
<td>(0.002)</td>
<td>(0.000)</td>
<td>(0.000)</td>
<td></td>
</tr>
</tbody>
</table>
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Conclusion

From the results of the simulation study, both proposed approaches, the Pearson’s $\chi^2$ test and the duration-based test for testing the coverage rate and independence jointly perform as well as those for testing independence. Hence the Pearson’s $\chi^2$ test could be a good alternative to the duration-based test. As a practical guideline, we recommend that it may be convenient to perform the joint tests first. If the null hypothesis of the joint tests is rejected, then it would be worthwhile to proceed to perform the test of the unconditional coverage and the test of independence separately to see if both null hypotheses or only one of them are rejected. Otherwise, it may not be necessary to perform all of them separately if the null hypothesis of the joint test is not rejected.

3.3 Summary of Contributions

The major contributions in this chapter are summarized below.

- Model-based criteria: (for evaluating the performance of bias adjustment)
  - Application of relative accuracy measures
  - Simulation study

- Data-based criteria (backtesting):
  - Pearson’s $\chi^2$ test for both test of independence and joint test of coverage and independence
  - Duration-based approach for both test of independence and joint test of coverage and independence
  - Simulation study for evaluating backtesting procedures.
Chapter 4

Multivariate Framework for Estimating ES and ESC

4.1 Introduction

Caillault and Guégan (2004) suggested several non-parametric and parametric models to compute VaR and ES: the RiskMetrics methodology (EWMA), the multivariate GARCH models (indeed, Vector GARCH models in McNeil et al. (2005)), the multivariate Markov-switching models, the empirical histogram and dynamic copulas. The ES and ESC formulas for multivariate Gaussian distributions have been derived in Landsman and Valdez (2003) and will be enhanced, exploited, and extended to multivariate changing volatility models. This chapter will comprehensively introduce the multivariate framework to estimate individual ES, aggregate ES, and ESC for multivariate elliptical distributions along with the conditional version of them for multivariate changing volatility models, multivariate GARCH (MGARCH) and EWMA. Section 4.2 will discuss the multivariate framework without any volatility filter and then Section 4.3 will cover multivariate changing volatility models. The last section will introduce the relative excess function of ESC parallel to that of ES for backtesting issue.

4.2 Methods Without a Volatility Filter

4.2.1 Multivariate Version of Historical Simulation

Recall that the formula of risk contributions derived from ES, ESC, is given by

\[ \text{ESC}_\alpha(X_k) = E[X_k | S \geq \text{VaR}_\alpha(S)] = E[X_k | S \geq q_\alpha(S)] \quad ; k = 1, \ldots, d, \]
where $F^{-1}(u) = q_u(S) = \inf\{s \in R : F(s) \geq u\} = \text{VaR}_u(S)$ is the lower $u$-th quantile (VaR at confidence level $u$) of $S$ as an inverse function of $F$. Suppose that the random sample $S = (S_1, \ldots, S_n)'$, such that $S_i = \sum_{j=1}^d X_{i,j}, i = 1, 2, \ldots, n$, is given with $S_n = (S(1), \ldots, S(n))'$ as its ordered sample. Parallel to the plug-in version of empirical estimator for ES in (2.12), the plug-in principle would also yield an empirical estimator for ESC as well. And when $\lfloor n\alpha \rfloor = n\alpha$, the empirical estimator is simply of the form in (4.1) as introduced in Proposition 4.1.

**Proposition 4.1. (HS estimates of ESC).** For a specific business unit, say $k$, the empirical estimate of the expected shortfall contribution (ESC) of it is proposed herein as:

$$\hat{ESC}_\alpha(X_k|S) = \frac{1}{n(1-\alpha)} \sum_{i=\lfloor n\alpha \rfloor + 1}^{n} X_{\nu_i,k},$$

where $\nu_1, \ldots, \nu_n$ is a permutation such that $S(i) = S_{\nu_i} = \sum_{j=1}^d X_{\nu_i,j}$. In other words, $\nu_i$ is the position of $S(i)$ in the original sample $(S_1, \ldots, S_n)'$.

The formula in (4.1) is in accordance with the ES formula in (2.13) when $\lfloor n\alpha \rfloor = n\alpha$. Let $c = (n(1-\alpha))^{-1}(0, \ldots, 0, 1, \ldots, 1)'$ with zeros for the first $\lfloor n\alpha \rfloor$ elements. The HS estimator of ESC at confidence level $\alpha$ can be re-written in matrix form by

$$\hat{ESC}_\alpha(X_k|S) = c'X_k,$$

where $\nu_1, \ldots, \nu_n$ are permutations such that $S(i) = S_{\nu_i} = \sum_{j=1}^d X_{\nu_i,j}$ and

$$X_k = (X_{\nu_1,k}, X_{\nu_2,k}, \ldots, X_{\nu_n,k})'$$

is the vector of $k$-th components of $S_n$. In other words, $\nu_i$ is the position of $S(i)$ in the original sample $(S_1, \ldots, S_n)'$.

### 4.2.2 Multivariate Elliptical Distributions

The following theorem is originated from formulas of aggregate ES and ESC given in Landsman and Valdez (2003, Theorem 2 and Theorem 3) and extended from Theorem 2.18 for individual ES.

**Theorem 4.2. (Formulas of ES and ESC for multivariate elliptical distributions).** Suppose that $X \sim E_d(\mu, \Sigma, g_d)$ where $\mu = (\mu_1, \ldots, \mu_d)'$ and $(\Sigma)_{ij} = \sigma_{ij}$. Denote the $k$-th component of $X_i$ by $X_{k,t} = e_k'X_i$, and the sum of all components by $S_t = \sum_{j=1}^d X_{k,t} = 1'X$, where $e_k$ is the vector of zeros but one at the $k$-th location and $1 = (1, \ldots, 1)'$ the vector of ones with dimension $d$. Let $\lambda_{\gamma, \alpha}$ be the $\lambda$-factor, defined in Definition 2.17. Then under condition (2.37) which guarantees the existence of the mean vector such that $E(X) = \mu$:
1. The individual ES of $X_k$ for $k = 1, \ldots, d$ is given by

$$ES_\alpha(X_k) = \mu_k + \lambda_{g_1, \alpha} \cdot \sigma^*_k,$$  \hspace{1cm} (4.3)

where $\sigma^*_k = \sqrt{\sigma_{kk}}$.

2. Let $\tilde{\sigma}_{k,S} = \text{Cov}(X_k, S) = \sum_{j=1}^{d} \sigma_{kj}$. The aggregate ES of $S$ can be represented by

$$ES_\alpha(S) = \mu_S + \lambda_{g_1, \alpha} \cdot \sigma^*_S,$$  \hspace{1cm} (4.4)

where $\mu_S = \sum_{j=1}^{d} X_j$ and $\sigma^*_S = \sqrt{\sum_{i=1}^{d} \sum_{j=1}^{d} \sigma_{ij}} = \sqrt{\sum_{k=1}^{d} \tilde{\sigma}_{k,S}}$.

3. The risk contribution of $X_k$ to the total ES, $ESC_\alpha(X_k)$, for $k = 1, \ldots, d$ can be represented by

$$ESC_\alpha(X_k) = \mu_k + \lambda_{g_1, \alpha} \cdot \sigma^*_k \cdot \rho_{k,S}$$  

$$= \mu_k + \lambda_{g_1, \alpha} \cdot \frac{\tilde{\sigma}_{k,S}}{\sigma^*_S},$$  \hspace{1cm} (4.5)

where $\rho_{k,S} = \frac{\tilde{\sigma}_{k,S}}{\sigma^*_k \sigma^*_S}$.

The proof of Theorem 4.2 is provided in Appendix D. Under this development, ESC is definitely smaller than ES for each component and hence it obviously leads to satisfaction of the full allocation and no-undercut axioms of coherent and fair allocation principles, as the coherency and fairness of ESC has been proved. Obviously the formulas given above all depend on the same $\lambda_\alpha$ and hence the estimating problem of conditional ESC, individual ES, and aggregate ES is pulled back to be the ordinary problem of estimating model parameters for multivariate elliptical distributions. It means that estimated parameters will immediately yield estimates of ESC, individual ES, and aggregate ES through Equations (4.5), (4.3), and (4.4), respectively, by substituting corresponding estimates for parameters. The simplified forms of $\lambda_\alpha$ for Gaussian and Student’s $t$ distributions are the same as those in (2.54) and (2.55), respectively, discussed in Section 2.3.3.

As mentioned in Section 1.2.2, Panjer (2002) has shown that ESC, which is the Euler allocation derived from ES, coincides with the allocation formula of CAPM, which is literally a covariance-based allocation, in case of multivariate Gaussian distributions. By taking advantage of Theorem 4.2 and following the same argument in Panjer (2002), it is easy to show in Proposition 4.3 that ESC coincides to the allocation formula of CAPM for all elliptical distributions as well.

**Proposition 4.3. (Identity of internal beta and beta of CAPM).** For all elliptical distributions, the internal beta, which is the ratio of ESC to total ES, is identical to the beta
of CAPM, which represents the proportion of the total risk capital allocated back to the specific component.

4.3 Conditional ES and ESC for MGARCH Processes

The multivariate GARCH (MGARCH) process is defined as follows.

**Definition 4.4. (Multivariate GARCH (MGARCH) processes).** Suppose that \( \{Z_t\} \) is a vector of strict white noises, with mean \( \mathbf{0} \) and variance-covariance matrix \( I_d \). The process \( \{X_t\} \) is said to be a multivariate GARCH (MGARCH) process if it is strictly stationary and satisfies equations of the form

\[
X_t = \Sigma_t^{1/2}Z_t, \quad t \in \mathbb{Z},
\]

(4.6)

where \( \Sigma_t^{1/2} \in \mathbb{R}^{d \times d} \) is the Cholesky factor of a positive-definite matrix \( \Sigma_t \) which is measurable with respect to \( F_{t-1} = \sigma\{X_s : s \leq t-1\} \), the history of the process up to time \( t-1 \).

Any distribution with mean zero and variance-covariance matrix \( I_d \) is permissible for \( Z_t \). In practice the innovations are generally taken to be from either a multivariate Gaussian distribution or, more realistically for daily returns, an appropriate scaled spherical multivariate \( t \) distribution. In other words, \( Z_t \) is either from \( N_d(\mathbf{0}, I_d) \) or \( t_d(\mathbf{0}, (r-2)I_d/r; r) \).

Now consider that the innovations of a MGARCH processes are from a multivariate elliptical distribution with mean \( \mathbf{0} \) and variance-covariance matrix \( I_d \) such as multivariate Gaussian or multivariate \( t \). Precisely, \( Z_t \sim E_d(\mathbf{0}, W_d, g_d) \) such that \( \text{Cov}(Z_t) = I_d \), providing that the density generator \( g_d \) exists. It follows that the distribution of \( X_t \) conditional on \( F_{t-1} \) turns out to be \( E_d(\mathbf{0}, V_t, g_d) \) with

\[
V_t = \Sigma_t^{1/2}W_d(\Sigma_t^{1/2})',
\]

\[
= \Sigma_t^{1/2}W_d\Sigma_t^{1/2},
\]

providing that \( \Sigma_t^{1/2} \) is symmetric. Note that a sequence of the form \( \{v' \cdot X_t\} \) may not be a univariate GARCH process and that the distribution of this sequence depends on the structure of \( \Sigma_t \) and \( W_d \). Let \( v_{t,ij} \) denote the \( ij \)-th element of \( V_t \), and \( v_{t,k} = \sqrt{v_{t,kk}} \). Denote the \( k \)-th component of \( X_t \) by \( X_{k,t} = e_k'X_t \), and the sum of all components \( S_t = \sum_{j=1}^d X_{k,t} = 1'X \), where \( e_k \) and \( 1 \) are defined in Section 4.2.2. The following results are thus obtained by exploiting Theorem 4.2.

**Theorem 4.5. (Conditional ES and ESC for MGARCH processes with elliptical innovations).** Suppose that \( Z_t \sim E_d(\mathbf{0}, W_d, g_d) \) such that \( \text{Cov}(Z_t) = I_d \), providing that the
density generator $g_d$ exists. Assume that the condition (2.37), which guarantees the existence of the mean vector such that $E(Z) = 0$, holds. Define $\lambda_{g,\alpha} = \frac{G\left(\frac{z}{\alpha}\right)}{1 - \alpha}$ where $G(\cdot)$ is the cumulative generator defined in Definition 2.16 and $z_\alpha = \text{VaR}_\alpha(Z)$ with $Z \sim E(0,1,g_1)$.

Then for a general MGARCH process $\{X_t\}_{t \in \mathbb{Z}}$ of the form $X_t = \Sigma^{-1/2}Z_t$, we have the following results.

1. For $k = 1, 2, \ldots, d$, the individual ES of $X_{k,t+1}$ conditional on the history $F_t$ is given by

$$\text{ES}_\alpha(X_{k,t+1}|F_t) = \lambda_{g_1,\alpha}v^*_{t+1,k},$$

where $v^*_{t+1,k} = \sqrt{\sigma_{t+1,kk}}$.

2. Let $\tilde{v}_{t+1,kS} = \text{Cov}(X_{t+1,k}, S_{t+1}) = \sum_{j=1}^d v_{t+1,kj}$. The aggregate ES is of the form

$$\text{ES}_\alpha(S_{t+1}|F_t) = \lambda_{g_1,\alpha}v^*_{S_{t+1}},$$

where $v^*_{S_{t+1}} = \sqrt{\sum_{i=1}^d \sum_{j=1}^d v_{t+1,kj} = \sqrt{\sum_{k=1}^d \tilde{v}_{t+1,kS}}}$.

3. ESC for the $k$-th component of $X_{t+1}$ is of the form

$$\text{ESC}_\alpha(X_{k,t+1}|F_t) = \lambda_{g_1,\alpha}v^*_{t+1,k} \cdot \rho_{t+1,k},$$

where $\rho_{t+1,k} = \frac{\tilde{v}_{t+1,kS}}{v^*_{t+1,k}v^*_{S_{t+1}}}$ or equivalently $\rho_{t+1,k} = \frac{\tilde{v}_{t+1,kS}}{v^*_{t+1,k} \sqrt{\sum_{i=1}^d \tilde{v}_{t+1,kS}}}$.

The proof of Theorem 4.5 is provided in Appendix F. Note that $\lambda_{g_1,\alpha}$ remains the same as given in (2.50) for a specified subclass of elliptical distributions with the same density generator $g_d$.

4.3.1 Conditional ES and ESC for MGARCH-Gaussian Process

Suppose that $Z_t \sim N_d(0, I_d)$ such that $\{X_t\}_{t \in \mathbb{Z}}$ is a MGARCH-Gaussian process, and hence $X_{t+1}|F_t \sim N_d(0, \Sigma_t)$. Denote $\sigma^*_{t,k} = \sqrt{\sigma_{t,kk}}$. Then applying Theorem 4.5 by replacing $W_d$ with $I_d$ and $V_t$ with $\Sigma_t$ such that $v_{t,ij} = \sigma_{t,ij}$, it gives the conditional ES and ESC for MGARCH-Gaussian processes as stated in Example 4.6 below.

**Example 4.6. (Conditional ES and ESC for MGARCH-Gaussian processes).** Let $\lambda_\alpha$ be the $\lambda$-factor given by (2.54) for Gaussian distributions. Then for the MGARCH-Gaussian process $\{X_t\}_{t \in \mathbb{Z}}$, we have the following results.

1. For $k = 1, 2, \ldots, d$, the individual ES of $X_{k,t+1}$ conditional on the history $F_t$ is given by

$$\text{ES}_\alpha(X_{k,t+1}|F_T) = \sigma^*_{t+1,k} \cdot \lambda_\alpha.$$ (4.10)
2. Let $\tilde{\sigma}_{t+1,kS} = \text{Cov}(X_{k,t+1}, S_{t+1}) = \sum_{i=1}^{d} \sigma_{t+1,ki}$. The aggregate ES is of the form

$$\text{ES}_\alpha(S_{t+1}|F_t) = \sigma_{S_{t+1}}^* \cdot \lambda_\alpha$$

(4.11)

where $\sigma_{S_{t+1}}^* = \sqrt{\sum_{i=1}^{d} \sum_{j=1}^{d} \sigma_{t+1,kj}} = \sqrt{\sum_{k=1}^{d} \tilde{\sigma}_{t+1,kS}}$.

3. ESC for the $k$-th component of $X_{t+1}$ is of the form

$$\text{ESC}_\alpha(X_{k,t+1}|F_t) = \lambda_\alpha \sigma_{t+1,k} \cdot \rho_{t+1,k}$$

(4.12)

$$= \lambda_\alpha \tilde{\sigma}_{t+1,kS} / \sigma_{S_{t+1}}^*,$$

where $\rho_{t+1,k} = \frac{\tilde{\sigma}_{t+1,kS}}{\sigma_{t+1,k} \sigma_{S_{t+1}}^*}$.

Note that $\lambda_\alpha$ remains the same as given in (2.54) for Gaussian distributions.

### 4.3.2 Conditional ES and ESC for MGARCH-$t$ Processes

Now suppose that $Z_t \sim t_d(0, W_d)$ such that $\{X_t\}_{t \in \mathbb{Z}}$ is a MGARCH-$t$ process where $W_d = \frac{r-2}{r} I_d$ such that $\text{Cov}(Z_t) = I_d$. It follows that $X_{t+1}|F_t \sim t_d(0, V_t)$ where $V_t = \frac{r-2}{r} \Sigma_t$. Then by Theorem 4.5 again by replacing $W_d$ with $\frac{r-2}{r} I_d$ and $V_t$ with $\frac{r-2}{r} \Sigma_t$ such that $v_{t,ij} = \frac{r-2}{r} \sigma_{t,ij}$, it gives the conditional ES and ESC for MGARCH-$t$ processes as stated in Example 4.7 below.

**Example 4.7. (Conditional ES and ESC for MGARCH-$t$ processes).** Let $\lambda_\alpha$ be the $\lambda$-factor given by (2.55) for $t$ distributions. Then for a MGARCH-$t$ process $\{X_t\}_{t \in \mathbb{Z}}$, we have the following results.

1. For $k = 1, 2, \ldots, d$, the individual ES of $X_{k,t+1}$ conditional on the history $F_t$ is given by

$$\text{ES}_\alpha(X_{k,t+1}|F_T) = \eta_{r,\alpha} \sigma_{t+1,k}.$$ 

(4.13)

2. Let $\tilde{\sigma}_{t+1,kS} = ((r-2)/r) \text{Cov}(X_{k,t+1}, S_{t+1}) = \sum_{i=1}^{d} \sigma_{t+1,ki}$. The aggregate ES is of the form

$$\text{ES}_\alpha(S_{t+1}|F_t) = \eta_{r,\alpha} \sigma_S$$

(4.14)

where $\sigma_S = \sqrt{\sum_{i=1}^{d} \sum_{j=1}^{d} \sigma_{t+1,kj}} = \sqrt{\sum_{k=1}^{d} \tilde{\sigma}_{t+1,kS}}$.

3. ESC for the $k$-th component of $X_{t+1}$ is to be of the form

$$\text{ESC}_\alpha(X_{k,t+1}|F_t) = \eta_{r,\alpha} \sigma_{t+1,k} \cdot \rho_{t+1,k}$$

(4.15)

$$= \eta_{r,\alpha} \tilde{\sigma}_{t+1,kS} / \sigma_S,$$

where $\rho_{t+1,k} = \frac{\tilde{\sigma}_{t+1,kS}}{\sigma_{t+1,k} \sigma_S}$. 
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Note also that $\lambda_\alpha$ remains the same as given in (2.55) for $t$ distributions.

### 4.3.3 Estimation Strategies

Without any volatility filter, MLE of ES from a Gaussian model, and HS estimates of ESC are easy to compute from available data $\{X_t\}_{t \in \mathbb{Z}}$ as discussed in Section 4.2.1, while HS estimates of individual ES and aggregate ES are able to be obtained as discussed in Section 2.3.1. Note that HS method is directly applied to the original data rather than model residuals for MGARCH processes.

With a volatility filter, the estimation of conditional ESC, conditionally individual ES, and conditionally aggregate ES can be implemented by the general scheme discussed in Section 4.2.2, since the conditional distributions of MGARCH processes are assumed to be multivariate elliptical distributions. The first step is to fit a MGARCH model to data and then make one-step ahead prediction of the conditional variance-covariance matrix $\Sigma_{t+1}$. The Baba-Engle-Kraft-Kroner (BEKK-GARCH) model (Engle and Kroner, 1995) will be considered to fit a MGARCH model for the empirical study in next chapter, because it not only can easily guarantee the positive definiteness of the conditional variance-covariance matrix but also has moderate number of parameters to be estimated. The conditional variance-covariance matrix of a $d$-dimensional BEKK-GARCH($p, q$) is defined as

$$
\Sigma_t = A_0 A_0' + \sum_{i=1}^{p} A_i \Sigma_{t-i} A_i' + \sum_{j=1}^{q} B_j Z_{t-j} Z_{t-j}' B_j',
$$

where $A_0$, $A_i$ and $B_j$ are $d \times d$ matrices and $A_0$ is triangular for identification purposes. Nonetheless, the EWMA or exponential smoothing procedure could be used as a simple alternative to GARCH volatility prediction as seen in Section 2.4.2. It can then be extended to predict the conditional variance-covariance matrix $\Sigma_{t+1}$ one-step ahead. The multivariate analogue of the univariate EWMA updating scheme is given by

$$
\hat{\Sigma}_{t+1} = (1 - \lambda) \sum_{i=0}^{n-1} \lambda^i X_{t-i} X_{t-i}',
$$

as is consistent with the idea of estimating $\Sigma_{t+1}$ by a weighted sum of past values of the matrices $X_t X_t'$, where the weights decay exponentially. Then the multivariate analogue of the univariate EWMA recursive scheme (2.77) is given by

$$
\hat{\Sigma}_{t+1} = (1 - \lambda) X_t X_t' + \lambda \hat{\Sigma}_t,
$$

(4.16)

where $\lambda$ is typically taken to be 0.94 by RiskMetrics. The second step is to substitute corre-
sponding estimates for model parameters and predictions for conditional variance-covariance matrix in Equations (4.9), (4.7) and (4.8), and hence obtain estimates of conditional ESC, conditionally individual ES, and conditionally aggregate ES, respectively.

4.4 Backtesting of ESC

Because backtesting is all about making sure that things that are supposed to happen in theory actually do happen in practice, it is necessary to implement backtesting of ESC. Given an arbitrary bivariate process \( \{X_t\}_{t \in \mathbb{Z}} \) where \( X_t = (X_{1,t}, X_{2,t})' \), define

\[
Y_{i,t} = [X_{i,t} - \text{ESC}_\alpha(X_{i,t}|\mathcal{F}_{t-1})] I_{\{S_t > \text{VaR}_\alpha(S_t|\mathcal{F}_{t-1})\}} \quad \text{for} \quad i = 1, 2
\]

where \( S_t = X_{1,t} + X_{2,t} \). Then the processes \( \{Y_{i,t}\}_{t \in \mathbb{Z}}; i = 1, 2 \) form two martingale difference series satisfying

\[
E(Y_{i,t}|\mathcal{F}_{t-1}) = 0; \quad \forall i = 1, 2.
\]

Let \( \widehat{Y}_{i,t} = I_{\{S_t > \text{VaR}_\alpha(S_t|\mathcal{F}_{t-1})\}} \). Then in practice, this follows an argument, similar to that of backtesting ES, that when ESC and volatility are estimated, then the sequences, given by

\[
\widehat{Y}_{i,t} = [X_{i,t} - \widehat{\text{ESC}}_\alpha(X_{i,t}|\mathcal{F}_{t-1})] \widehat{I}_t; \quad \forall i = 1, 2
\]

are expected to behave like realizations of i.i.d. random variables from a distribution with mean zero and an atom of probability mass of size \( \alpha \) at zero. Therefore, for each component \( X_{i,t} \), the bootstrap test is applicable to be implemented on \( \widehat{Y}_{i,t} \) in order to test for the zero-mean behavior of \( \widehat{Y}_{i,t} \).

4.5 Summary of Contributions

- HS formulas of ESC (Landsman and Valdez, 2003)
- ESC formula for elliptical distributions (Landsman and Valdez, 2003) through \( \lambda \)-factor
- ES and ESC formulas for multivariate GARCH (MGARCH) processes: MGARCH-Gaussian and MGARCH-\( t \)
- Backtesting of ESC
Chapter 5

Empirical Study

As mentioned in the foregoing, it can be foreseen that the performance of parametric estimators of ES for elliptical distributions will be mostly driven by the performance of estimated parameters from model fitting, since ES of elliptical distributions can be explicitly expressed by a linear function of parameters of the underlying distribution. It is also true for conditional ES and ESC estimates of MGARCH processes with innovations of elliptical distributions, since the underlying distribution conditional on the past is to be elliptical as well. Besides, conditional ES could be estimated by a function of past realizations and estimated model parameters by Theorem 4.2, and so could conditional ESC.

The structure of the empirical study is shown in Figure 5.1. The empirical study investigates two Russell Indices, Russell 1000 Index and Russell 2000 Index, using their “Value Without Dividend” from June 1st, 1995 to December 31st, 2008 in a bivariate framework. Data have to be transformed into losses which are the negative of daily returns first for the purpose of interest. More precisely, the 3,427 losses are dated from June 2nd, 1995 to December 31st, 2008 of the form

\[ X_t = -\log(Y_t/Y_{t-1}) \]

where \( Y_t \)'s are the original data. The length of rolling window is chosen to be 1904 and the total number of windows is 1523 such that the last window will predict ES for December 31st, 2008 for the purpose of backtesting. The confidence level \( \alpha \) of ES and ESC is set to be 0.95. The first window consisting of data from day 1 to day 1904 is used to predict ES for 1905th day as the first prediction. The second predicted ES is estimated by moving to the second window from day 2 to day 1905. Then keep moving the window one day forward and predict ES until reaching the last window. Hence the sequences of violation residuals and hit sequences can be easily calculated for backtesting.

Now, let us take a look at two graphics to have the first insight of the original data and the calculated losses. Figure 5.2 is the plot of the daily values for these two indexes. Figure 5.3 is
Figure 5.1: Structure of The Empirical Study
the plot of the daily losses for them and shows that to fit a model using a volatility filter such as GARCH is applicable.

Hereafter, the notation “HS”, “GM”, “BEKK” and “EWMA” stand for “Historical Simulation method”, “Gaussian model”, “BEKK-GARCH model”, “EWMA method”, respectively. Besides, “Russell 1000” and “Russell 2000” are short for “Russell 1000 Index” and “Russell 2000 Index”, respectively. “Aggregate Index” represents the sum of these two single indexes. The significance level is set to be 0.01 for all tests except as specified.
Figure 5.2: Plot of Daily Values
Figure 5.3: Plot of Daily Losses
Method for prediction: HS

Method for prediction: Gaussian

Method for prediction: BEKK–GARCH

Method for prediction: EWMA

Figure 5.4: Plot of Russell 1000 Index and the Predicted ES
Figure 5.5: Plot of Russell 2000 Index and the Predicted ES
Figure 5.6: Plot of Aggregate Index and the Predicted ES
Figure 5.7: Plot of Russell 1000 Index and the Predicted ESC
Method for prediction: HS

Method for prediction: Gaussian

Method for prediction: BEKK–GARCH

Method for prediction: EWMA

Figure 5.8: Plot of Russell 2000 Index and the Predicted ESC
Table 5.1: P-values of the Bootstrap Test of Zero-mean Behaviour for ES

<table>
<thead>
<tr>
<th></th>
<th>Russell 1000</th>
<th>Russell 2000</th>
<th>Aggregate Index</th>
</tr>
</thead>
<tbody>
<tr>
<td>HS</td>
<td>0.063</td>
<td>0.015</td>
<td>0.044</td>
</tr>
<tr>
<td>Gaussian</td>
<td>0.017</td>
<td>0.001</td>
<td>0.006</td>
</tr>
<tr>
<td>BEKK</td>
<td>0.022</td>
<td>0.100</td>
<td>0.148</td>
</tr>
<tr>
<td>EWMA</td>
<td>0.857</td>
<td>0.320</td>
<td>0.644</td>
</tr>
</tbody>
</table>

Table 5.2: P-values of the Duration-based Test of Coverage and Independence

<table>
<thead>
<tr>
<th></th>
<th>Russell 1000</th>
<th>Russell 2000</th>
<th>Aggregate Index</th>
</tr>
</thead>
<tbody>
<tr>
<td>HS</td>
<td>0.002</td>
<td>0.002</td>
<td>0.002</td>
</tr>
<tr>
<td>Gaussian</td>
<td>0.002</td>
<td>0.002</td>
<td>0.002</td>
</tr>
<tr>
<td>BEKK</td>
<td>0.002</td>
<td>0.998</td>
<td>0.515</td>
</tr>
<tr>
<td>EWMA</td>
<td>0.060</td>
<td>0.004</td>
<td>0.006</td>
</tr>
</tbody>
</table>

5.1 Backtesting VaR and ES

Before proceeding to backtesting, plots of losses together with predicted ES or ESC for each index is to give a visual sense of how well those predictions are. From Figures 5.4, 5.5, 5.6, 5.7 and 5.8, they all show that the prediction by HS and a Gaussian model are most likely flat, while the prediction of ES by BEKK-GARCH and EWMA vary with volatilities and stay close to the true losses but not exceed too many times. Therefore, the prediction either by BEKK-GARCH or by EWMA is expected to outperform that either by HS or by a GM. The following sections reports the p-values of each test for backtesting ES.

5.1.1 The Bootstrap Test of Zero-mean Behaviour

Table 5.1 reports p-values of the test, and shows that only EWMA passes the bootstrap test of zero-mean behaviour for all indexes, while BEKK passes it for Russell 2000 Index and the aggregate index; neither HS or GM passes the test for any index.

5.1.2 Joint Tests of Coverage and Independence

Table 5.2 reports p-values of the joint test by duration-based approach, and shows that the null hypothesis tends to be rejected for both HS and Gaussian by the duration-based test of independence. Then from p-values of joint test by Pearson’s approach in Table 5.3, the result is similar to the corresponding results from Table 5.2.
Table 5.3: $P$-values of Pearson’s $\chi^2$ Test of Coverage and Independence

<table>
<thead>
<tr>
<th></th>
<th>Russell 1000</th>
<th>Russell 2000</th>
<th>Aggregate Index</th>
</tr>
</thead>
<tbody>
<tr>
<td>HS</td>
<td>0.009</td>
<td>0.005</td>
<td>0.038</td>
</tr>
<tr>
<td>Gaussian</td>
<td>0.004</td>
<td>0.002</td>
<td>0.038</td>
</tr>
<tr>
<td>BEKK</td>
<td>0.008</td>
<td>0.305</td>
<td>0.155</td>
</tr>
<tr>
<td>EWMA</td>
<td>0.321</td>
<td>0.077</td>
<td>0.100</td>
</tr>
</tbody>
</table>

Table 5.4: $P$-values of the Duration-based Test of Independence

<table>
<thead>
<tr>
<th></th>
<th>Russell 1000</th>
<th>Russell 2000</th>
<th>Aggregate Index</th>
</tr>
</thead>
<tbody>
<tr>
<td>HS</td>
<td>0.002</td>
<td>0.002</td>
<td>0.002</td>
</tr>
<tr>
<td>Gaussian</td>
<td>0.002</td>
<td>0.002</td>
<td>0.002</td>
</tr>
<tr>
<td>BEKK</td>
<td>0.012</td>
<td>0.986</td>
<td>0.359</td>
</tr>
<tr>
<td>EWMA</td>
<td>0.024</td>
<td>0.002</td>
<td>0.002</td>
</tr>
</tbody>
</table>

5.1.3 Test of Independence

Table 5.4 and Table 5.5 report the $p$-values of the duration-based and Pearson’s $\chi^2$ tests for testing independence. It shows that the null hypothesis tends to be rejected for both HS and Gaussian while the null hypothesis is also rejected for EWMA for Russell 2000 Index and the aggregate index.

5.1.4 The Unconditional Coverage Test

Table 5.6 reports $p$-values of the unconditional coverage test by Binomial approach, and shows that almost all predicting methods pass the unconditional coverage test.

Table 5.5: $P$-values of Pearson’s $\chi^2$ Test of Independence

<table>
<thead>
<tr>
<th></th>
<th>Russell 1000</th>
<th>Russell 2000</th>
<th>Aggregate Index</th>
</tr>
</thead>
<tbody>
<tr>
<td>HS</td>
<td>0.092</td>
<td>0.001</td>
<td>0.026</td>
</tr>
<tr>
<td>Gaussian</td>
<td>0.063</td>
<td>0.0003</td>
<td>0.026</td>
</tr>
<tr>
<td>BEKK</td>
<td>0.619</td>
<td>0.126</td>
<td>0.062</td>
</tr>
<tr>
<td>EWMA</td>
<td>0.371</td>
<td>0.030</td>
<td>0.035</td>
</tr>
</tbody>
</table>
Table 5.6: $P$-values of the Unconditional Coverage Test by Binomial Approach

<table>
<thead>
<tr>
<th></th>
<th>Russell 1000</th>
<th>Russell 2000</th>
<th>Aggregate Index</th>
</tr>
</thead>
<tbody>
<tr>
<td>HS</td>
<td>0.007</td>
<td>0.549</td>
<td>0.123</td>
</tr>
<tr>
<td>Gaussian</td>
<td>0.003</td>
<td>0.805</td>
<td>0.123</td>
</tr>
<tr>
<td>BEKK</td>
<td>0.002</td>
<td>0.916</td>
<td>0.473</td>
</tr>
<tr>
<td>EWMA</td>
<td>0.244</td>
<td>0.646</td>
<td>0.823</td>
</tr>
</tbody>
</table>

Table 5.7: $P$-values of the Bootstrap Test of Zero-mean Behaviour for ESC

<table>
<thead>
<tr>
<th></th>
<th>Russell 1000</th>
<th>Russell 2000</th>
</tr>
</thead>
<tbody>
<tr>
<td>HS</td>
<td>0.113</td>
<td>0.013</td>
</tr>
<tr>
<td>Gaussian</td>
<td>0.029</td>
<td>0.001</td>
</tr>
<tr>
<td>BEKK</td>
<td>0.459</td>
<td>0.104</td>
</tr>
<tr>
<td>EWMA</td>
<td>0.637</td>
<td>0.554</td>
</tr>
</tbody>
</table>

5.2 Backtesting ESC

Table 5.7 reports $p$-values of the bootstrap test of zero-mean behaviour for ESC, and shows that the null hypothesis is rejected for Gaussian for both indices, while it is rejected for HS only for Russell 1000. Both BEKK and EWMA pass the test as expected.

5.3 Conclusions

Combining all the evidence, we tend to reject most of the null hypotheses for both HS and GM and hence these two risk models may be misspecified. Both BEKK method and EWMA tend to pass most tests and hence these two risk models deserve a good label for predicting VaR, ES, and ESC. For Russell Indices, multivariate changing volatility models are better risk models than simple models without a volatility filter, as expected.
Chapter 6

Conclusion and Future Topics

6.1 Conclusion

1. From the simulation study of bias adjustment: Bias adjustment by the exact bootstrap for two-stage analysis, EWMA with HS, works pretty well for sample size 1,000, according to the largely reduced relative bias and relative MSE. For the method of EWMA with HS, the relative MSEs are largely reduced by the exact bootstrap for sample sizes of 250 and 500 surprisingly, although their relative biases are not reduced. Therefore, it is still worthwhile to do bias adjustment for the method of EWMA with HS, because most data from financial field have high frequency and EWMA has been widely used.

2. From the simulation study of backtesting: From the results of the simulation study, both proposed approaches, the Pearson’s $\chi^2$ test and the duration-based test for testing the coverage rate and independence jointly perform as well as those for testing independence. Hence the Pearson’s $\chi^2$ test could be a good alternative to the duration-based test. As a practical guideline, we recommend that it may be convenient to perform the joint tests first. If the null hypothesis of the joint tests is rejected, then it would be worthwhile to proceed to perform the test of the unconditional coverage and the test of independence separately to see if both null hypotheses or only one of them are rejected. Otherwise, it may not be necessary to perform all of them separately if the null hypothesis of the joint test is not rejected.

3. From the empirical study for Russell Indices: Overall, we tend to reject most of the null hypotheses for both HS and GM and hence these two risk models may be misspecified. Both BEKK method and EWMA tend to pass most tests and hence these two risk models deserve a good label for predicting VaR, ES, and ESC. For Russell Indices, multivariate
changing volatility models are better risk models than simple models without a volatility filter, as expected.

6.2 Future Topics

6.2.1 Sequential Estimation of ESC for Higher Dimensional MGARCH

The consistency axiom of fair allocation (Definition 1.14) facilitates iterative calculation of expected shortfall (risk) contributions (ESC). Therefore the prediction of ESC for a multivariate GARCH (MGARCH) model with dimension $d > 2$ may be achieved by repeating allocation of a bivariate GARCH (BGARCH) model $Y_t = (S_t(j + 1), X_{j,t})'$ for $j = 2, \ldots, (d - 1)$ where $S_t(k) = \sum_{i=k}^d X_{i,t}$, because it is always easier to fit a BGARCH model to data than to fit the full model of MGARCH. Besides, the prediction by the above scheme can be compared with that by sequential-BEKK multivariate GARCH models proposed by Xu and Lin (2008).

6.2.2 Improvement of GPD Method With Optimal Threshold

Since the choice of the threshold in GPD method may cause severe impact on the tail estimation, it has been an important issue in EVT. Jalal and Rockinger (2006, Section 2.3) discussed available methods of threshold selection. An optimal choice of the threshold may also help obtain a better estimator of ES derived from GPD approach.

6.2.3 Other Estimation Methods for GARCH Models

Fan and Yao (2003, section 4.2.3, pp.156) addressed three types of estimators for parameters in a GARCH model: the conditional maximum likelihood estimator (MLE), Whittle’s estimator (Giraitis and Robinson, 2001), and the least absolute deviation estimator (Peng and Yao, 2002). The first one is the same ML method as discussed in McNeil et al. (2005) and has been widely used in the banking industry as a benchmark estimator. The last one is more appealing for models with heavy-tailed innovations. Therefore it may also give better estimator of ES.
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Appendix A

Proof of Proposition 1.9

Generally, $\text{CTE}_\alpha(X) \leq \text{ES}_\alpha(X)$.

Proof. We want to show that $\text{CTE}_\alpha(X) \leq \text{ES}_\alpha(X)$. It is equivalent to show that $\text{ES}_\alpha(X) - \text{CTE}_\alpha(X) \geq 0$. Recall that

$$\text{CTE}_\alpha(X) := E[-X | X \leq -\text{VaR}_\alpha(X)]. \quad (A.1)$$

Denote $A$ and $\tilde{x}$ as $\{\omega: X(\omega) < -\text{VaR}_\alpha(X)\}$ and $-\text{VaR}_\alpha(X)$, respectively. Rewrite (A.1) as

$$\text{CTE}_\alpha(X) = \frac{1}{P(X \leq -\text{VaR}_\alpha(X))} \cdot E[-X \cdot I_{\{X \leq -\text{VaR}_\alpha(X)\}}]$$

$$= \frac{1}{P(A) + P(X = \tilde{x})} \cdot E[-X \cdot I_{\{X \leq \tilde{x}\}}]$$

$$= \frac{1}{P(A) + P(X = \tilde{x})} \cdot \{E[-X \cdot I_A] - \tilde{x} \cdot P(X = \tilde{x})\}. \quad (A.2)$$

Since the definition of ES in (1.2) can be rewritten as

$$\text{ES}_\alpha(X) = k \cdot E_P[-X \cdot I_A] - \tilde{x} \cdot k' \cdot P(X = \tilde{x}) \quad (A.3)$$

where $k := 1/(1 - \alpha)$, and $k'$ satisfies $0 \leq k' \leq k$ and is determined by the equation

$$k \cdot P(X < \tilde{x}) + k' \cdot P(X = \tilde{x}) = 1.$$
Let \( e = E_P[-X \cdot I_A] \), \( p = P(X = \tilde{x}) \), and \( a = P(A) \). Then

\[
\text{ES}_\alpha(X) - \text{CTE}_\alpha(X) = [k \cdot e - k' \tilde{x} \cdot p] - \left\{ \frac{e - \tilde{x} \cdot p}{a + p} \right\}
\]

\[
= \frac{1}{a + p} [\tilde{x} \cdot p - e + (a + p) \cdot (k \cdot e - k' \cdot \tilde{x} \cdot p)]
\]

\[
= \frac{1}{a + p} [\tilde{x} \cdot p + k \cdot e \cdot (a + p) - e - k' \cdot \tilde{x} \cdot p \cdot (a + p)]
\]

\[
= \frac{1}{a + p} \{\tilde{x} \cdot p \cdot [1 - k' \cdot (a + p)] + e \cdot [k(a + p) - 1].\}
\]

Note that \( k \cdot r + k' \cdot p = 1 \) and \( 0 \leq k' \leq k \) infers \( 0 \leq 1 - k(a + p) \leq 1 - k'(a + p) \leq 1 \) and \( k(a + p) \geq 1 \). Hence

\[
\text{ES}_\alpha(X) - \text{CTE}_\alpha(X) \geq \frac{1}{a + p} \{\tilde{x} \cdot p \cdot [1 - k \cdot (a + p)] + e \cdot [k(a + p) - 1]\}
\]

\[
= \frac{1}{a + p} \cdot [k(a + p) - 1] \cdot [e - \tilde{x} \cdot p]
\]

\[
\geq \frac{1}{a + p} \cdot (1 - 1) \cdot [e - \tilde{x} \cdot p] = 0.
\]
Appendix B

Proof of Proposition 1.10

\[ \text{CTE}_\alpha(X) = \text{ES}_\alpha(X) \] \hspace{1cm} (B.1)

holds if and only if one of the following conditions is true.

1. \[ \Pr[X \leq -\text{VaR}_\alpha(X)] = 1 - \alpha. \] \hspace{1cm} (B.2)

2. \[ \Pr[X < -\text{VaR}_\alpha(X)] = 0. \] \hspace{1cm} (B.3)

**Proof.** Recall from (A.3) and (A.2) that

\[ \text{ES}_\alpha(X) = k \cdot \text{E}_P[-X \cdot I_A] - \tilde{x} \cdot k' \cdot P(X = \tilde{x}) \]

and

\[ \text{CTE}_\alpha(X) = \frac{1}{P(A) + P(X = \tilde{x})} \cdot \{\text{E}[-X \cdot I_A] - \tilde{x} \cdot P(X = \tilde{x})\} \]

where \( \tilde{x} := -\text{VaR}_\alpha(X) \), \( A := \{\omega : X(\omega) < \tilde{x}\} \), \( k := 1/(1 - \alpha) \), and \( k' \) is determined by the equation

\[ k \cdot P(X < \tilde{x}) + k' \cdot P(X = \tilde{x}) = 1. \]

**B.1 To show (B.1) holds if either (B.2) or (B.3) is true**

Note first that obviously both \( \text{ES}_\alpha(X) \) in (A.3) and \( \text{CTE}_\alpha(X) \) in (A.2) are reduced to \( k \cdot \text{E}_P[-X \cdot I_A] \) if \( P[X = -\text{VaR}_\alpha(X)] = 0 \). However, it is just a sufficient but not necessary condition to make (B.1) holds.

First, we want to show that \( \text{CTE}_\alpha(X) = \text{ES}_\alpha(X) \) holds if (B.2) is true. i.e. suppose the
following is true.
\[ P[X \leq -\text{VaR}_\alpha(X)] = 1 - \alpha. \] (B.4)

And it is known that
\[ P[X \leq \tilde{x}] = 1 - \alpha := 1/k \] (B.5)

where \( \tilde{x} := -\text{VaR}_\alpha(X) \). Besides, we know that
\[ k \cdot P(X < \tilde{x}) + k' \cdot P(X = \tilde{x}) = 1. \]

Then
\[
1 = k \cdot [P(X \leq \tilde{x}) - P(X = \tilde{x})] + k' \cdot P(X = \tilde{x}) \\
= k \cdot \frac{1}{k} + (k - k') \cdot P(X = \tilde{x}) \\
= 1 - (k - k') \cdot P(X = \tilde{x})
\]

and hence we get
\[
(k - k') \cdot P(X = \tilde{x}) = 0.
\]
i.e.
\[
k - k' = 0 \text{ or } P(X = \tilde{x}) = 0.
\]

When \( P(X = \tilde{x}) = 0 \), it has been shown previously that \( \text{CTE}_\alpha(X) = \text{ES}_\alpha(X) \) holds. When \( k - k' = 0 \) or equivalently \( k = k' \), then both \( \text{ES}_\alpha(X) \) in (A.3) and \( \text{CTE}_\alpha(X) \) in (A.2) are reduced to
\[
k \cdot \{E_P[-X \cdot I_A] - \tilde{x} \cdot P(X = \tilde{x})\}.
\]

Finally, we want to show that \( \text{CTE}_\alpha(X) = \text{ES}_\alpha(X) \) holds if (B.3) is true. Suppose that
\[
\text{Pr}[X < -\text{VaR}_\alpha(X)] = 0.
\]

Then both \( \text{ES}_\alpha(X) \) in (A.3) and \( \text{CTE}_\alpha(X) \) in (A.2) are reduced to \( \text{VaR}_\alpha(X) \).

Therefore, we can conclude that the equality, \( \text{CTE}_\alpha(X) = \text{ES}_\alpha(X) \), holds, if one of the following statements is true: \( P[X \leq -\text{VaR}_\alpha(X)] = 1 - \alpha \) and \( P[X < -\text{VaR}_\alpha(X)] = 0. \)
B.2 To show either (B.2) or (B.3) is true, if (B.1) holds

Suppose that $\text{CTE}_\alpha(X) = \text{ES}_\alpha(X)$. Denote $B$ as the set $\{X \leq \tilde{x}\}$ and rewrite (A.3) and (A.2) as

$$\text{ES}_\alpha(X) = k \cdot \{E[\cdot - X \cdot I_B] - \tilde{x} \cdot [P(X \leq \tilde{x}) - k^{-1}]\} \quad (B.6)$$

and

$$\text{CTE}_\alpha(X) = \frac{1}{P(B)} \cdot E[-X \cdot I_B] \quad (B.7)$$

respectively. Now set (B.6) and (B.7) equal and then get

$$k \cdot \{E[\cdot - X \cdot I_B] - \tilde{x} \cdot [P(X \leq \tilde{x}) - (1 - \alpha)]\} = \frac{1}{P(B)} \cdot E[-X \cdot I_B].$$

Let $b = P(B)$ and $e_B = E[-X \cdot I_B]$. Thus we obtain

$$b \cdot k \cdot e_B + b \cdot k \cdot \tilde{x} \cdot [b - k^{-1}] = e_B$$

$$\Rightarrow (k \cdot \tilde{x}) \cdot b + [k \cdot e_B - k \cdot \tilde{x} \cdot k^{-1}] \cdot b - e_B = 0$$

$$\Rightarrow (k \cdot \tilde{x}) \cdot b^2 + [k \cdot e_B - \tilde{x}] \cdot b - e_B = 0$$

$$\Rightarrow (k \cdot b - 1) \cdot (\tilde{x} \cdot b + e_B) = 0$$

$$\Rightarrow b = \begin{cases} 1/k, & \text{if } k \neq 0 \\ -e_B/\tilde{x}, & \text{if } \tilde{x} \neq 0. \end{cases}$$

In terms of the original notation, we have

$$P(B) = \begin{cases} (1 - \alpha), & \text{if } \alpha \neq 1 \\ -E[-X \cdot I_B]/\tilde{x}, & \text{if } \tilde{x} \neq 0. \end{cases} \quad (B.8)$$

i.e.

$$P[X \leq \text{VaR}_\alpha(X)] = 1 - \alpha \quad \text{if } \alpha \neq 1, \quad (B.9)$$

or

$$- E[-X \cdot I_B] = \tilde{x} \cdot P(B). \quad (B.10)$$
(B.10) needs more derivation as follows.

\[-E[-X \cdot I_B] = \tilde{x} \cdot P(B)\]
\[\Rightarrow -E[-X \cdot I_B]/P(B) = \tilde{x}\]
\[\Rightarrow -\text{CTE}_\alpha(X) = \tilde{x} = -\text{VaR}_\alpha(X)\]
\[\Rightarrow \text{CTE}_\alpha(X) = \text{VaR}_\alpha(X).\]

Now we have to prove the following claim by transposition:

\[\text{CTE}_\alpha(X) = \text{VaR}_\alpha(X) \Rightarrow \Pr[X < -\text{VaR}_\alpha(X)] = 0,\] (B.11)

That is, we want to show its contrapositive statement is true. If \(\Pr[X < -\text{VaR}_\alpha(X)] \neq 0\), then \(\Pr[X < -\text{VaR}_\alpha(X)] > 0\). If \(\text{CTE}_\alpha(X) = \text{VaR}_\alpha(X)\), then \(\text{CTE}_\alpha(X) > \text{VaR}_\alpha(X)\). Suppose that \(\Pr[X < -\text{VaR}_\alpha(X)] > 0\) and we’d like to show that \(\text{CTE}_\alpha(X) > \text{VaR}_\alpha(X)\). Then

\[E[-X \cdot I_B] = \int_{X \leq \tilde{x}} (-X) \, dP\]
\[> \int_{X \leq \tilde{x}} (-\tilde{x}) \, dP \text{ since } \Pr[X < -\text{VaR}_\alpha(X)] > 0\]
\[= (-\tilde{x}) \cdot P(B).\]

Thus we get \(E[-X \cdot I_B]/P(B) > -\tilde{x}\) and hence \(\text{CTE}_\alpha(X) > \text{VaR}_\alpha(X)\). It results in the conclusion that \(\Pr[X < -\text{VaR}_\alpha(X)] = 0\) if \(\text{CTE}_\alpha(X) = \text{VaR}_\alpha(X)\). \(\square\)
Appendix C

Proof of Theorem 2.18

Suppose that $X \sim E(\mu, \sigma, g)$. Then under condition (2.37), we have ES of $X$

$$\text{ES}_\alpha(X) = \mu + \sigma \cdot \lambda_{g,\alpha}$$

where $\lambda_{g,\alpha}$ is defined in Definition 2.17.

Proof. Suppose that $X \sim E(\mu, \sigma, g)$ and let $c = c_1$ and $g(\cdot) = g_1(\cdot)$ are respectively the normalizing constant and density generator. It has been shown in Dhaene et al. (2007) that

$$\text{ES}_\alpha(X) = \mu + \sigma \frac{c}{1-\alpha} \int_{\frac{z_\alpha^2}{2}}^{\infty} g(x)dx$$

where $z_\alpha = \text{VaR}_{\alpha}(X) - \mu$. It is easy to show that $z_\alpha = \text{VaR}_\alpha(Z)$ where $Z \sim E(0,1,g)$ and examples for Gaussian and $t$ distributions can be found in McNeil et al. (2005, Example 2.14). Then by definition of $\overline{G}(x) = G(\infty) - G(x)$ where $G(\cdot)$ is the cumulative generator, it is trivial to show that $\overline{G}(\frac{1}{2}z_\alpha^2) = \int_{\frac{1}{2}z_\alpha^2}^{\infty} g(x)dx$. Hence

$$\text{ES}_\alpha(X) = \mu + \sigma \cdot \lambda_{g,\alpha}$$

where

$$\lambda_{g,\alpha} = \frac{\overline{G}(\frac{1}{2}z_\alpha^2)}{1-\alpha}$$

with $z_\alpha = \text{VaR}_\alpha(Z)$ for $Z \sim E(0,1,g)$.

Alternatively, the proof is done by changing $\lambda$ to $\lambda_{g_1,\alpha}$ with corresponding corrections that

$$\sigma^2 \lambda = \sigma \lambda_{g_1,\alpha}$$
Appendix D

Proof of Theorem 4.2

Suppose that $X \sim E_d(\mu, \Sigma, g_d)$ where $\mu = (\mu_1, \ldots, \mu_d)'$ and $(\Sigma)_{ij} = \sigma_{ij}$. Denote the $k$-th component of $X_t$ by $X_{k,t} = e_k'X_t$, and the sum of all components by $S_t = \sum_{j=1}^d X_{k,t} = 1'X_t$, where $e_k$ is the vector of zeros but one at the $k$-th location, and $1 = (1, \ldots, 1)'$ the vector of ones with dimension $d$. Let $\lambda_{g_1, \alpha}$ be the $\lambda$-factor, defined in Definition 2.17. Then under condition (2.37) which guarantees the existence of the mean vector such that $E(X) = \mu$:

1. The individual ES of $X_k$ for $k = 1, \ldots, d$ is given by

   $$ES_{\alpha}(X_k) = \mu_k + \lambda_{g_1, \alpha} \cdot \sigma_k^*,$$

   where $\sigma_k^* = \sqrt{\sigma_{kk}}$.

2. Let $\tilde{\sigma}_{k,S} = \text{Cov}(X_k, S) = \sum_{j=1}^d \sigma_{kj}$. The aggregate ES of $S$ can be represented by

   $$ES_{\alpha}(S) = \mu_S + \lambda_{g_1, \alpha} \cdot \sigma_S^*,$$

   where $\mu_S = \sum_{j=1}^d X_j$ and $\sigma_S^* = \sqrt{\sum_{i=1}^d \sum_{j=1}^d \sigma_{ij}} = \sqrt{\sum_{k=1}^d \tilde{\sigma}_{k,S}}$.

3. The risk contribution of $X_k$ to the total ES, $\text{ESC}_{\alpha}(X_k)$, for $k = 1, \ldots, d$ can be represented by

   $$\text{ESC}_{\alpha}(X_k) = \mu_k + \lambda_{g_1, \alpha} \cdot \sigma_k^* \cdot \rho_{k,S}$$

   $$= \mu_k + \lambda_{g_1, \alpha} \cdot \tilde{\sigma}_{k,S} / \sigma_S^*,$$

   where $\rho_{k,S} = \frac{\tilde{\sigma}_{k,S}}{\sigma_k^* \sigma_S^*}$.

Proof. Suppose that $X \sim E_d(\mu, \Sigma, g_d)$. Since Theorem 4.2 is originated from that in Landsman and Valdez (2003, Theorem 2 and Theorem 3), the proof of aggregate ES and ESC is done by changing $\lambda$ to $\lambda_{g_1, \alpha}$ with corresponding corrections that $\sigma^2 \lambda = \sigma \lambda_{g_1, \alpha}$.
Let $\boldsymbol{\mu} = (\mu_1, \ldots, \mu_d)'$, $(\Sigma)_{ij} = \sigma_{ij}$ and $\sigma_k^* = \sqrt{\sigma_{kk}}$. Then it is easy to show by Theorem 2.18 that the individual ES of $X_k$ for $k = 1, \ldots, d$ is given by

$$\text{ES}_{\alpha}(X_k) = \mu_k + \lambda_\alpha \cdot \sigma_k^*$$

since $X_k \sim E(\mu_k, \sigma_k^{1/2}, g_1)$. \qed
Appendix E

Proof of Proposition 4.3

For all elliptical distributions, the internal beta, which is the ratio of ESC to total ES, is identical to the beta of CAPM, which represents the proportion of the total risk capital allocated back to the specific component.

Proof. Suppose that $X \sim E_d(\mu, \Sigma, g_d)$ where $\mu = (\mu_1, \ldots, \mu_d)'$ and $(\Sigma)_{ij} = \sigma_{ij}$. Denote the $k$-th component of $X_t$ by $X_{k,t} = e_k'X_t$, and the sum of all components by $S_t = \sum_{j=1}^d X_{j,t} = 1'X$, where $e_k$ is the vector of zeros but one at the $k$-th location and $1 = (1, \ldots, 1)'$ the vector of ones with dimension $d$. Define the $\lambda$-factor as

$$\lambda_\alpha = \frac{G\left(\frac{1}{2}z_\alpha^2\right)}{1 - \alpha}$$

(E.1)

where $z_\alpha = \text{VaR}_\alpha(Z)$ with $Z \sim E(0, 1, g_1)$ and $\overline{G}(x) = G(\infty) - G(x)$ is the cumulative generator defined in Definition 2.16. Let $\tilde{\sigma}_{k,S} = \text{Cov}(X_k, S) = \sum_{j=1}^d \sigma_{kj}$.

Then by Theorem 4.2 under condition (2.37), for $k = 1, \ldots, d$, we have

The aggregate ES of $S$ can be represented by

$$\text{ES}_\alpha(S) = \mu_S + \lambda_\alpha \cdot \sigma_S^*,$$

(E.2)

where $\mu_S = \sum_{j=1}^d X_j$ and

$$\sigma_S^* = \sum_{i=1}^d \sum_{j=1}^d \sigma_{ij}$$

$$\quad = \sum_{k=1}^d \tilde{\sigma}_{k,S}.$$
and

\[
\text{ESC}_\alpha(X_k) = \mu_k + \lambda_\alpha \cdot \sigma_k^* \cdot \rho_{k,S} \\
= \mu_k + \lambda_\alpha \cdot \tilde{\sigma}_{k,S}/\sigma_S^*,
\]

(E.3)

where

\[
\rho_{k,S} = \frac{\tilde{\sigma}_{k,S}}{\sigma_k^* \sigma_S^*}.
\]

Define the \textit{internal beta} by

\[
\beta_k = \frac{\text{ESC}_\alpha(X_k) - \mu_k}{\text{ES}_\alpha(S) - \mu_S} \\
= \frac{\tilde{\sigma}_{k,S}}{(\sigma_S^*)^2}.
\]

(E.4)

Then the internal beta is exactly the same as the beta in the CAPM. \qed
Appendix F

Proof of Theorem 4.5

Suppose that $Z_t \sim E_d(0, W_d, g_d)$ such that Cov$(Z_t) = I_d$ is a function of $W_d$, providing that the density generator $g_d$ exists. Assume that the condition (2.37), which guarantees the existence of the mean vector such that $E(Z) = 0$, holds. Define $\lambda_{g, \alpha} = \frac{G\left(\frac{1}{2}z_{\alpha}\right)}{1-\alpha}$ where $G(\cdot)$ is the cumulative generator defined in Definition 2.16 and $z_{\alpha} = \text{VaR}_\alpha(Z)$ with $Z \sim E(0,1,g_1)$.

Then for a general MGARCH process $\{X_t\}_{t \in \mathbb{Z}}$ of the form $X_t = \Sigma_t^{1/2}Z_t$, we have the following results.

1. For $k = 1, 2, \ldots, d$, the individual ES of $X_{k,t+1}$ conditional on the history $F_t$ is given by

   $$\text{ES}_\alpha(X_{k,t+1}\mid F_t) = \lambda_{g_1, \alpha} v^*_t, \quad v^*_t = \sqrt{v_{t+1, kk}}.$$

2. Let $\tilde{v}_{t+1, kS} = \text{Cov}(X_{t+1, k}, S_{t+1}) = \sum_{j=1}^d v_{t+1, kj}$. The aggregate ES is of the form

   $$\text{ES}_\alpha(S_{t+1}\mid F_t) = \lambda_{g_1, \alpha} v^*_S,$$

   where $v^*_S = \sqrt{\sum_{i=1}^d \sum_{j=1}^d v_{t+1, kj}^2} = \sqrt{\sum_{k=1}^d \tilde{v}_{t+1, kS}}$.

3. ESC for the $k$-th component of $X_{t+1}$ is of the form

   $$\text{ESC}_\alpha(X_{k,t+1}\mid F_t) = \lambda_{g_1, \alpha} v^*_t \cdot \rho_{t+1, k},$$

   where $\rho_{t+1, k} = \frac{\tilde{v}_{t+1, kS}}{v^*_t \sqrt{\sum_{i=1}^d v_{t+1, ik}^2}}$ or equivalently $\rho_{t+1, k} = \frac{\tilde{v}_{t+1, kS}}{v^*_t \sqrt{\sum_{i=1}^d \tilde{v}_{t+1, ikS}}}$.

Proof. Consider that the innovations of a MGARCH processes are from a multivariate elliptical distribution with mean and variance-covariance matrix $I_d$ such as multivariate Gaussian or multivariate t. Precisely, $Z_t \sim E_d(0, W_d, g_d)$ providing that the density generator $g_d$ exists.
such that Cov($Z_t$) = $I_d$ is a function of $W_d$. It follows that the distribution of $X_t$ conditional on $\mathcal{F}_{t-1}$ turns out to be $E_d(0, V_t, g_d)$ with

$$V_t = \Sigma_t^{1/2} W_d (\Sigma_t^{1/2})'$$

$$= \Sigma_t^{1/2} W_d \Sigma_t^{1/2}.$$ 

Take notice of that a sequence of the form $\{v' \cdot X_t\}$ may not be a univariate GARCH process and that it depends on the structure of $\Sigma_t$ and $W_d$. Let $v_{t,ij}$ denote the $ij$-th element of $V_t$, and $v_{t,k}^* = \sqrt{v_{t,kk}}$. The following results are thus obtained by applying Theorem 4.2 to conditional distributions. Define

$$\lambda_{g,\alpha} = G\left(\frac{1}{2} z_\alpha^2\right) \frac{1}{1 - \alpha}$$ 

where $G(\cdot)$ is the cumulative generator defined in Section 2.3.3 and $z_\alpha = \text{VaR}_\alpha(Z)$ with $Z \sim E(0, 1, g_1)$.

1. For $k = 1, 2, \ldots, d$, the $k$-th component of $X_{k,t+1}^* = e_k' X_t$ conditional on the history $\mathcal{F}_t$ is $E(e_k' 0 e_k, e_k' V_{t+1} e_k) = E(0, v_{t,k}^*, g_1)$. By Theorem 4.2, for $k = 1, 2, \ldots, d$, the individual ES of $X_{k,t+1}^*$ conditional on the history $\mathcal{F}_t$ is given by

$$\text{ES}_\alpha(X_{k,t+1}\mid \mathcal{F}_T) = v_{t+1,k}^* \cdot \lambda_{g_1,\alpha}. \quad (F.1)$$

2. Let $S_t = 1' \cdot X_t = \sum_{i=1}^d X_{i,t}$ denote the sum of components of $X_t$. Then the conditional distribution of $S_{t+1}$ is to be $E(1' 0 1, 1' V_{t+1} 1)$ and hence $E(0, v_{S_t+1}^2)$ where

$$v_{S_t+1}^* = \sqrt{\sum_{i=1}^d \sum_{j=1}^d v_{t+1,kj}}$$

$$= \sqrt{\sum_{k=1}^d \tilde{v}_{t+1,k} S_t}.$$

Thus by Theorem 4.2, the aggregate ES is of the form

$$\text{ES}_\alpha(S_{t+1}\mid \mathcal{F}_T) = v_{S_t+1}^* \cdot \lambda_{g_1,\alpha}. \quad (F.2)$$

3. By Theorem 4.2, the ESC for the $k$-th component of $X_{t+1}$ is to be

$$\text{ESC}_\alpha(X_{k,t+1}\mid \mathcal{F}_T) = v_{t+1,k}^* \cdot \rho_{t+1,k} \cdot \lambda_{g_1,\alpha} \quad (F.3)$$
where
\[ \rho_{t+1,k} = \frac{\tilde{v}_{t+1,k,S}}{v^*_t v^*_S} \]
or equivalently
\[ \rho_{t+1,k} = \frac{\tilde{v}_{t+1,k,S}}{v^*_t \sqrt{\sum_{i=1}^d \tilde{v}_{t+1,k,S}}} \]
Appendix G

Proof of Proposition 3.2

We want to show that

\[ \chi^2_{\text{ind}} = \sum_{i=0}^{1} \sum_{j=0}^{1} \frac{(n_{ij} - R_iC_j/N)^2}{R_iC_j/N} = \frac{N(n_{00}n_{11} - n_{01}n_{10})^2}{R_0R_1C_0C_1} \]

\[ \xrightarrow{d} \chi^2_{(1)} \quad \text{as} \quad N \to \infty \]  

according to the contingency table, Table 3.21.

Proof. Denote hits (violation indicators) by \( X_t \sim \text{i.i.d. Bernoulli}(p) \); \( t > 0 \). Define new indicators by \( Y_{i,j,t} = 1_{X_t=i \cap X_{t+1}=j} \); \( i, j \in \{0, 1\}, t > 0 \). Let \( p_i = p^i(1-p)^{1-i}; i \in \{0, 1\} \). Obviously, \( p_0 + p_1 = 1 \). Then we have moments in the following:

\[ E(Y_{i,j,t}) = P(X_t = i \cap X_{t+1} = j) = p^i(1-p)^{1-i} p^j(1-p)^{1-j} = p_ip_j; \]

\[ E(Y_{i,j,t}Y_{i',j',t}) = \delta_{i,i'}\delta_{j,j'}p_ip_j; \]

\[ E(Y_{i,j,t}Y_{i',j',t+1}) = \delta_{i,i'}p(X_t = i \cap X_{t+1} = j \cap X_{t+2} = j') = \delta_{i,i'}p_ip_jp_j'; \]

\[ E(Y_{i,j,t}Y_{i',j',t-1}) = E(Y_{i,j,t+1}Y_{i',j',t}) = \delta_{i,i'}p_ip_jp_j'; \]

\[ E(Y_{i,j,t}Y_{i',j',t'}) = p_ip_jp_jp_j', \quad \lvert t - t' \rvert > 1. \]
Therefore,

\[ \chi_{\text{ind}}^2 = \frac{N(n_00n_{11} - n_01n_{10})^2}{R_0R_1C_0C_1} \]

\[ \approx \frac{N(\Delta n_{00}N^2p_1 + \Delta n_{11}Np_0^2 - \Delta n_{01}Np_0p_1 - \Delta n_{10}Np_0p_1)^2}{N^4p_0^2p_1^2} \]

(by Slutsky’s theorem)

\[ = \left( \frac{\Delta n_{00}p_1^2 + \Delta n_{11}p_0^2 - \Delta n_{01}p_0p_1 - \Delta n_{10}p_0p_1}{\sqrt{N}p_0p_1} \right)^2, \]

where

\[ \Delta n_{ij} = n_{ij} - Np_ip_j. \]

Write

\[ Z_{\text{ind}} = \frac{\Delta n_{00}p_1^2 + \Delta n_{11}p_0^2 - \Delta n_{01}p_0p_1 - \Delta n_{10}p_0p_1}{\sqrt{N}p_0p_1}. \]

Now we argue that if \( Z_{\text{ind}} \) is asymptotically Normal, then it will follow that \( Z_{\text{ind}}^2 \) is asymptotically \( \chi^2 \) by the Continuous Mapping Theorem (CMT) (DasGupta, 2008, p.8, Theorem 1.14). Because the indicators \( Y_{i,j,t} \) are not independent, the standard Central Limit Theorem (CLT) is not applicable to assert asymptotic normality of \( Z_{\text{ind}} \); however, they are \( m \)-dependent\(^1\) (specifically, 1-dependent), so instead a CLT for \( \alpha \)-mixing\(^2\) sequences (Billingsley, 1995, p.364, Theorem 27.4) can be used, since an \( m \)-dependent sequence is \( \alpha \)-mixing with \( \alpha_n = 0 \) for \( n > m \).

To verify the asymptotically normality, re-write \( Z_{\text{ind}} \) as

\[ Z_{\text{ind}} = \frac{S_N}{(\sqrt{N}p_0p_1)} \]

where

\[ V_t = p_1^2(Y_{0,0,t} - p_0^2) + p_0^2(Y_{1,1,t} - p_1^2) - p_0p_1(Y_{0,1,t} - p_0p_1) - p_1p_0(Y_{1,0,t} - p_1p_0) \]

\[ = p_1^2Y_{0,0,t} + p_0^2Y_{1,1,t} - p_0p_1Y_{0,1,t} - p_1p_0Y_{1,0,t} \]

such that \( S_N = \sum_{t=1}^{N} V_t \). Besides 1-dependency, \( V_t \) is stationary because the distribution of the random vector \( (V_n, V_{n+1}, \ldots, V_{n+j}) \) does not depend on \( n \). It is easy to verify that \( E(V_t) = 0, \)

\(^1\)A sequence of random variables, \( \{X_t\} \), is \( m \)-dependent if \( (X_1, \ldots, X_k) \) and \( (X_{k+n}, \ldots, X_{k+n+t}) \) whenever \( n > m \) for a given fixed \( m \).

\(^2\)A sequence of random variables, \( \{X_n\} \), is said to be \( \alpha \)-mixing, if

\[ \Pr(A \cap B) - \Pr(A)\Pr(B) \leq \alpha_n \to 0 \]

for a number \( \alpha_n \), \( A \in \sigma(X_1, \ldots, X_k) \), \( B \in \sigma(X_{k+n}, X_{k+n+1}, \ldots) \), and \( k \geq 1, n \geq 1 \).
and hence \( \text{Var}(V_t) = \mathbb{E}(V_t^2) \), \( \mathbb{E}(Z_{\text{ind}}) = 0 \). Since the \( Y_s \) are indicators of a partition, we have \( Y_{i,j,t}^2 = Y_{i,j,t} \) and \( Y_{i,j,t} Y_{i',j',t} = \delta_{i,i'} \delta_{j,j'} \). It then follows that

\[
V_t^2 = p_1^4 Y_{0,0,t} + p_1^4 Y_{1,1,t} + (p_0 p_1)^2 Y_{0,1,t} + (p_1 p_0)^2 Y_{1,0,t},
\]

and

\[
\mathbb{E}(V_t^2) = p_1^4 p_0^2 + p_1^4 p_1^2 + (p_0 p_1)^2 p_0 p_1 + (p_1 p_0)^2 p_1 p_0
= p_1^2 p_0^2 (p_1^2 + p_1^2 + 2p_0 p_1)
= p_0^2 p_1^2.
\]

Similarly, \( Y_{i,j,t} Y_{i',j',t+1} = 0 \) if \( i' \neq j \), so

\[
V_t V_{t+1} = p_1^2 Y_{0,0,t} p_1^2 Y_{0,0,t+1} - p_1^2 Y_{0,0,t} p_0 p_1 Y_{0,1,t+1}
+ p_0^2 Y_{1,1,t} p_0^2 Y_{1,1,t+1} - p_0^2 Y_{1,1,t} p_1 p_0 Y_{1,0,t+1}
- p_0 p_1 Y_{0,1,t} p_0^2 Y_{1,1,t+1} + p_0 p_1 Y_{0,1,t} p_1 p_0 Y_{1,0,t+1}
- p_1 p_0 Y_{1,0,t} p_1^2 Y_{0,0,t+1} + p_1 p_0 Y_{1,0,t} p_0 p_1 Y_{0,1,t+1}
\]

and

\[
\mathbb{E}(V_t V_{t+1}) = 0.
\]

Hence we have \( \text{Var}(Z_{\text{ind}}) = 1 \). Now let \( \sigma^2 = \mathbb{E}(V_1^2) + 2 \sum_{t=1}^{\infty} \mathbb{E}(V_1 V_{1+k}) \) and then we have

\[
\sigma = \sqrt{\mathbb{E}(V_1^2) + 2 \mathbb{E}(V_1 V_2)} = p_0 p_1 > 0.
\]

Then by the CLT for \( \alpha \)-mixing sequences, \( Z_{\text{ind}} = S_N / (\sigma \sqrt{N}) \) is asymptotically \( \mathbb{N}(0,1) \) and hence \( Z_{\text{ind}}^2 \) is asymptotically \( \chi^2_1 \) by CMT. Therefore, \( \chi_{\text{ind}}^2 \) is asymptotically \( \chi^2_1 \). \( \square \)
Appendix H

Proof of Proposition 3.3

We want to show that

\[ \chi^2_{\text{joint}} = \sum_{i=0}^{1} \sum_{j=0}^{1} \frac{(n_{ij} - e_{ij})^2}{e_{ij}} \]

(H.1)

\[ \xrightarrow{d} \chi^2_{(2)} \text{ as } N \to \infty \]

where \( e_{ij} = R_i \cdot p_j \) with \( p_j = \alpha^1 - j(1 - \alpha)^j \) for \( j \in \{0, 1\} \) according to the contingency table, Table 3.21.

**Proof.** Recall definitions of \( n_{ij}, \Delta n_{ij}, Y_{i,j,t} \), and the moments of \( Y_{i,j,t} \) from Appendix G. Rewrite \( \chi^2_{\text{joint}} \) as follows.

\[
\chi^2_{\text{joint}} = \sum_{i=0}^{1} \sum_{j=0}^{1} \frac{(n_{ij} - R_i p_j)^2}{R_i p_j}
\]

\[ = \sum_{i=0}^{1} \frac{(n_{i0} p_1 - n_{i1} p_0)^2}{R_i p_0 p_1} \]

\[ = \sum_{i=0}^{1} \frac{(\Delta n_{i0} p_1 - \Delta n_{i1} p_0)^2}{R_i p_0 p_1} \]

\[ = \sum_{i=0}^{1} \frac{(\Delta n_{i0} p_1 - \Delta n_{i1} p_0)^2}{N p_i p_0 p_1} \left( \frac{R_i}{p_i} \right) \]

\[ \approx \sum_{i=0}^{1} \frac{(\Delta n_{i0} p_1 - \Delta n_{i1} p_0)^2}{N p_i p_0 p_1} \]
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(since \( \frac{R_i/N}{p_i} \to 1 \) in law as \( N \to \infty \))

\[
= \sum_{i=0}^{1} \left( \frac{\Delta n_{i0}p_1 - \Delta n_{i1}p_0}{\sqrt{Np_ip_0p_1}} \right)^2.
\]

Let

\[
Z_{\text{joint},i} = \frac{\Delta n_{i0}p_1 - \Delta n_{i1}p_0}{\sqrt{Np_ip_0p_1}}
\]

and

\[
Z_{\text{joint}} = \begin{pmatrix} Z_{\text{joint},0} \\ Z_{\text{joint},1} \end{pmatrix}.
\]

Clearly \( E(Z_{\text{joint}}) = 0 \), and it is easy to show that

\[
\text{Var}(Z_{\text{joint}}) = I_2.
\]

Write \( W_i = Z_{\text{joint},i}/\sqrt{\left( \frac{R_i/N}{p_i} \right)} \) for \( i \in \{0,1\} \). Now we argue that if \( Z_{\text{joint}} \) is asymptotically \( N(0,I_2) \), then \( W \) is also asymptotically \( N(0,I_2) \) by Slutsky’s Theorem, because \( \frac{R_i/N}{p_i} \to 1 \) in probability as \( N \to \infty \) for all \( i \), and hence \( \sqrt{\left( \frac{R_i/N}{p_i} \right)} \to 1 \) in probability as well by the Continuous Mapping Theorem (CMT). Furthermore, if \( W \) is asymptotically \( N(0,I_2) \), then \( \chi^2_{\text{joint}} = W'W \) is asymptotically \( \chi^2_2 \) by CMT. Thus the remaining is to verify the asymptotic normality of \( Z_{\text{joint}} \). We then argue that if \( c'Z_{\text{joint}} \) is asymptotically \( N(c'\mathbf{0},c'I_2c) = N(0,(a^2 + b^2)) \) for any given \( c = (a,b)' \in \mathbb{R}^2 \), then the characteristic function of \( Z_{\text{joint}} \) converges pointwise to that of \( N(0,I_2) \), and it implies that \( Z_{\text{joint}} \) is asymptotically \( N(0,I_2) \) by Levy’s continuity theorem.

Hence we still need to show that \( c'Z_{\text{joint}} \) is asymptotically \( N(0,(a^2 + b^2)) \) for any given
\[ c = (a, b)' \in \mathbb{R}^2. \] For any given \( c = (a, b)' \in \mathbb{R}^2, \)

\[
c'Z_{\text{joint}} = (a, b)Z_{\text{joint}}
\]

\[
= \frac{1}{\sqrt{N}} \sum_{t=1}^{N} (a, b) \begin{pmatrix} V_{0,t}/\sigma_0 \\ V_{1,t}/\sigma_1 \end{pmatrix}
\]

\[
= \frac{1}{\sqrt{N}} \sum_{t=1}^{N} (a \cdot V_{0,t}/\sigma_0 + b \cdot V_{1,t}/\sigma_1)
\]

\[
= \frac{1}{\sqrt{N}} \sum_{t=1}^{N} U_t
\]

\[
= \frac{1}{\sqrt{N}} S_N
\]

where \( V_{i,t} = \Delta n_{i0}p_1 - \Delta n_{i1}p_0 \) and \( \sigma_i = \sqrt{p_i p_0 p_1} \) for \( i \in \{0, 1\} \), and \( U_t = a \cdot V_{0,t}/\sigma_0 + b \cdot V_{1,t}/\sigma_1 \) and \( S_N = \sum_{t=1}^{N} U_t \). It is easy to verify that \( U_t \) is stationary and 1-dependent with \( E(U_t) = 0 \). Furthermore, \( E(U_1^2) = a^2 + b^2 \) and \( E(U_1 U_2) = 0 \). Let \( \sigma^2 = E(U_1^2) + 2 \sum_{t=1}^{\infty} E(U_1 U_{1+k}) \) and hence we have

\[
\sigma = \sqrt{E(U_1^2) + 2E(U_1 U_2)} = \sqrt{a^2 + b^2} > 0.
\]

Then by the CLT for \( \alpha \)-mixing sequences, \( S_N/\sqrt{N} \) is asymptotically \( N(0, \sigma^2) \).