ABSTRACT

ROBERTS, LOREN P. Nonlinear Weighted Flux Methods for Solving Multidimensional Transport Problems. (Under the direction of Dmitriy Y. Anistratov.)

The goal of the research presented in this dissertation is to develop new parameterized flux methods for the accurate and efficient solution of multidimensional transport problems in Cartesian geometry. Development of such iterative methods are necessary for consideration of the interaction of radiation with matter using detailed descriptions of underlying physical phenomena. The primary application area considered is radiative transfer problems which contain diffusive subdomains. An accurate solution within diffusive material regions requires a transport method to possess the asymptotic diffusion limit in that the method must limit to an accurate form of the diffusion equation with boundary conditions that closely approximate that known from analysis of the transport equation.

We develop the NWF methods for the 1D slab geometry transport equation. The methods are derived by integrating the transport equation over $-1 \leq \mu \leq 0$ and $0 \leq \mu \leq 1$ with weight $1 + \beta |\mu|^\alpha$, where $\alpha \geq 0$. The asymptotic diffusion limit analysis enabled us to determine a particular method of this family the solution of which satisfies an accurate approximation of the diffusion limit. Note that none of the $\alpha$-weighted nonlinear ($\alpha$-WN) methods possess this combination of properties. The convergence properties are similar to that of the diffusion-synthetic acceleration (DSA), quasidiffusion (QD), and DSA-like $\alpha$-WN methods.

The NWF methods are derived for 2D Cartesian geometry with linear and bilinear polynomial weights. Asymptotic diffusion limit analysis reveals conditions on the weights necessary for an accurate approximation of the diffusion equation. A degree of freedom remains for the bilinear weight and is utilized to improve the method’s boundary condition in the diffu-
sion limit. Numerical results are presented to confirm the theoretical results and demonstrate performance of the NWF methods. The convergence properties are analyzed via Fourier analysis and numerical problems to show that the method is stable and that, for a wide range of problems, the NWF methods exhibit convergence properties very similar to DSA, QD, SQD, and ADR.
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Chapter 1

INTRODUCTION

1.1 Overview

With present day computing power and having known the Boltzmann equation for more than a century, researchers still work on development of efficient methods for solving particle transport and radiative transfer problems. This is because of the complexity of the physical phenomena being modeled. In addition to innovative discretization methods and high-performance computers, iterative acceleration schemes are necessary for transport calculations. The required accuracy for today’s exacting science and engineering calculations and applications has risen significantly. It is now necessary to consider the interaction of particles (radiation) with matter using detailed descriptions of underlying physical phenomena based on complicated multiphysics models. Coupling faster computers, parallel processing architectures, and innovative numerical methods to solve the transport equation (Linear Boltzmann) permits sophisticated physical models to be used rather than extremely simplified approximations. Most importantly, this yields results closer to the truth and allows for better decision-making in many
fields, without costly experimentation.

The work in this dissertation is applicable to science and engineering problems such as radiative transfer, reactor physics, radiation shielding, radiation effects, astrophysics, atmospheric sciences, etc. An example is the current effort being made in the United States to completely replace underground testing of nuclear weapons with the capability to fully simulate their performance and radiation effects on materials. This herculean task, and many others, can not be accomplished without improved numerical solution methods of the transport equation to model the inherent radiation physics. The research presented here is focused on the development of new nonlinear methods with necessary properties for the accurate and efficient solution of this class of problems.

The overall goal of the presented research is to develop a new family of flux methods which possess an accurate asymptotic diffusion limit for efficient solution of multidimensional transport problems that contain diffusive regions.

1.2 Background and Problem Descriptions

This work is particularly focused on developing numerical methods for the solution of the transport equation for radiative transfer problems. In this class of problems, material regions typically contain highly diffusive subdomains where particles (radiation) have short mean free paths and the physics are dominated by scattering (absorption and re-emission). The particle transport equation is an integro-differential equation. It can be written in abstract form as $L\psi = S\psi + Q$. Here, $L$ is a particle streaming and removal operator. $S$ is a scattering operator. $Q$ is a general external source. In general, the transport equation depends upon seven
dimensions, namely space, time, angle, and energy (frequency). In this work, the steady-state monoenergetic transport equation with isotropic scattering,

\[
\Omega_x \frac{\partial}{\partial x} \psi(\vec{r}, \vec{\Omega}) + \Omega_y \frac{\partial}{\partial y} \psi(\vec{r}, \vec{\Omega}) + \sigma_t(\vec{r}) \psi(\vec{r}, \vec{\Omega}) = \frac{1}{4\pi} \sigma_s(\vec{r}) \int_0^{2\pi} \int_0^{\pi} \psi(\vec{r}, \vec{\Omega'}) d\Omega' + \frac{1}{4\pi} q(\vec{r}),
\]

is considered for Cartesian geometry, where \( \vec{D} = \{0 \leq x \leq X, 0 \leq y \leq Y\} \). Here, \( \Omega_x \) and \( \Omega_y \) are directional cosines that define the direction of travel, \( \psi \) is the angular flux. Probabilities of interaction of particles (radiation) per unit path length are quantified by the total and scattering cross sections, \( \sigma_t \) and \( \sigma_s \) respectively. An external source is represented by \( q \). It is reasonable to consider this form of the transport equation because the solution of deterministic energy dependent problems are generally discretized into coupled monoenergetic transport problems that are solved individually. Coupling between energy groups is through scattering and fission which is contained within the external source in (1.1). Thus, the performance properties of a method in solving (1.1) will be indicative of the performance for solving each monoenergetic equation of a coupled multi-group system.

Because of the structure of the transport equation, iterative methods must be used to solve it. The most basic iterative scheme is source iterations (SI)

\[
\psi^{[k+1]} = L^{-1}[S\psi^{[k]} + Q],
\]
where $k$ is the iteration index. The iterative procedure is outlined as:

$$
\Omega_x \frac{\partial}{\partial x} \psi^{[k+1/2]}(\vec{r}, \Omega) + \Omega_y \frac{\partial}{\partial y} \psi^{[k+1/2]}(\vec{r}, \Omega) + \sigma_t(\vec{r}) \psi^{[k+1/2]}(\vec{r}, \Omega) = \frac{1}{4\pi} \left( \sigma_s(\vec{r}) \phi^{[k]}(\vec{r}) + q(\vec{r}) \right),
$$

(1.6)

$$
\phi^{[k+1]} = \int_{4\pi} \psi^{[k+1/2]}(\vec{r}', \Omega') d\Omega',
$$

(1.7)

where $\phi$ is known in the nuclear-physics community as the scalar flux. This scheme has very poor convergence properties for the case of diffusive media. The spectral radius for an infinite medium is given by the scattering ratio $c = \sigma_s/\sigma_t$, which for diffusive media $c \approx 1$ and then $\rho \rightarrow 1$. To accelerate transport iterations, nonlinear projective-iteration (NPI) methods have been developed [1, 2]. Among these methods are the Quasidiffusion method [3], the First-Flux (FF) (averaged flux) method [4, 5], Second-Flux (SF) method [6], $\alpha$-Weighted Nonlinear ($\alpha$-WN) methods [7], nonlinear S$_2$-like methods [8], Angular Dependent Rebalance [9], and others [2].

The idea of NPI methods is to average the transport equation over the angular variable to produce a set of moment equations with lower dimensionality which can then be solved with less effort. The way in which the low-order problem is defined differentiates the resulting methods and their properties. The iteration scheme then consists of solving nonlinearly coupled high-order (transport equation) and low-order equations. The resulting nonlinear system of equations is equivalent to the original linear transport problem. They are coupled through nonlinear factors that are weakly dependent on the angular flux, particularly its shape and not its magnitude. This weak dependence results in fast convergence.

NPI methods have a distinct advantage in that they do not need to be discretized consistently with the transport equation. Note that the Diffusion-Synthetic Acceleration (DSA)
method must be consistently discretized with the transport discretization for stability. If a consistent discretization is used, then the solution of the high and low-order equations do not differ and a pure acceleration method results. If an independent discretization is used, then NPI methods give two solutions of the scalar flux, namely the high-order and low-order flux, which differ by a truncation error. These two solutions limit to each other for a fine mesh. NPI methods possess certain advantages for their use in multiphysics applications. NPI methods have some flexibility in coupling, for instance, radiative transfer and hydrodynamics equations.

In order for a method to accurately and efficiently solve radiative transfer problems with diffusive regions, it must possess certain properties. First, it is required to have an accurate asymptotic diffusion limit. In other words, the leading order solution of the method should limit to the solution of a correct diffusion equation inside of diffusive material regions. Also, the boundary condition fit by this diffusion equation should be accurate to the known analytic form from the transport equation. Second, a method must converge fast. Procedures to analyze the asymptotic diffusion limit and convergence properties have been developed and are summarized in this chapter. Next, a summary of previously developed transport acceleration methods is presented.

1.2.1 Synthetic Acceleration

Synthetic acceleration methods were developed beginning in the 1960’s as a way to speed up the solution of the transport equation. The idea is to improve the current iterate’s value of $\psi^{[k+1/2]}$ to be more accurate by the solving of another set of equations (preconditioner). The choice of equations (preconditioner) is what defines specific synthetic methods and their individual properties. In order to describe synthetic acceleration, first consider the transport
equation in operator form

$$L\psi^{[k+1/2]} = S\psi^{[k]} + q.$$  \hspace{1cm} (1.8)

Now, subtract Eq. (1.8) from the exact transport equation $L\psi = S\psi + q$ to get an equation in terms of an additive correction, namely $(\psi - \psi^{[k+1/2]})$,

$$(L - S)(\psi - \psi^{[k+1/2]}) = S(\psi^{[k+1/2]} - \psi^{[k]}).$$ \hspace{1cm} (1.9)

This equation can be solved for the exact solution, $\psi$, but then the operator $(L - S)$ must be inverted. Of course, this is not any easier than solving the original problem itself.

An approximation to $(L - S)$ must be made that is computationally cheaper to solve, yet is also close to the original operator in some physical sense. Approximating $M \approx (L - S)^{-1}$ yields

$$\psi^{[k+1]} = \psi^{[k+1/2]} + MS(\psi^{[k+1/2]} - \psi^{[k]}).$$ \hspace{1cm} (1.10)

The synthetic solution algorithm is now comprised of equations (1.8) and (1.10) which represent the high-order and low-order problems, respectively. The solution of the low-order equations will satisfy the original transport equation no matter what the choice of $M$ is, although method properties such as convergence rate will inherently vary based on the choice of $M$. It is possible to express the synthetic acceleration scheme as a preconditioned Richardson iteration scheme.

The development of synthetic acceleration schemes independently began with Kopp [10] and Lebedev [11]. Kopp introduced the idea of synthetic acceleration while Lebedev introduced KP acceleration schemes. The idea of both is to accelerate the convergence of the transport solution using at least one low-order equation solve. Other methods that have resulted from this line of work are the Diffusion Synthetic Acceleration (DSA), S2, and Transport Synthetic Acceleration (TSA).
The idea of using a diffusion operator as a preconditioner began in the West with Gelbard and Hageman to accelerate $S_n$ iterations [12]. Note that Lebedev also studied a diffusion operator in the context of the KP methods. It was shown that the spectral radius of Gelbard and Hageman’s method in continuous form was $< 0.2247c$, where $c$ is the scattering ratio. For the discretized form, problems arise for meshes with optically thick cells [13]. A remedy for this is to derive the low-order discretization consistently with the transport equation discretization and was shown by Alcouffe in 1976 [14, 15]. The Four-Step method for defining consistent discretizations of the DSA method with respect to the transport discretization was later introduced [16, 17] which provides a recipe for deriving stable DSA discretizations. The development of an unconditionally stable acceleration scheme for the first-order form of the transport equation had and continues to have great impact on research and engineering applications.

Instead of a diffusion operator, the low-order $S_2$-like operator was studied in 1986 [18]. The $S_2$-like equations solve the discrete ordinates form of the transport equation in terms of an additive correction factor for two directions in 1D geometry. Continuous form, infinite medium Fourier analysis shows that the $S_2$-like methods have the same convergence properties as DSA in 1D. An advantage of the $S_2$-like methods is that the equations have a similar form to the transport equation and the same discretization methods can be utilized. On the other hand, the equations are harder to solve, do not have a small spectral radius in multidimensional geometry, and are only cheap to solve for the case of 1D geometry.

The TSA scheme was developed as a generalization of Morozov’s method [19] to be used for multidimensional geometry [20]. The $S_2$-like method is contained within TSA as a specific case resulting from the choice of low-order quadrature. For example, an $S_2$ or $S_4$ angular
quadrature could be used with TSA. The equations of TSA are to be solved in multidimensional geometry for an additive correction factor to the scalar flux, but the solution is iterative and termed inner iterations. Iterative methods for the inner iterations include source iteration and other algebraic acceleration schemes. There also exists a free parameter, $\beta$, which partially determines the method’s performance and whose optimal value is problem dependent. The iterative properties can degrade if one does not converge the low-order TSA equations in an inner iteration, for anisotropic scattering, multidimensional geometry, and some choices of the parameter $\beta$.

To describe each synthetic acceleration scheme, consider the monoenergetic 1D slab geometry transport equation with isotropic scattering,

$$
\mu \frac{\partial}{\partial x} \psi^{[k+1/2]}(x, \mu) + \sigma_t(x) \psi^{[k+1/2]}(x, \mu) = \frac{\sigma_s}{2} \phi^{[k]}(x) + \frac{q(x)}{2},
$$

(1.11)

which can be written in terms of an additive correction factor

$$
f^{[k+1/2]}(x, \mu) = \psi(x, \mu) - \psi^{[k+1/2]}(x, \mu),
$$

(1.12)

for the angular flux as

$$
\mu \frac{\partial}{\partial x} f^{[k+1/2]}(x, \mu) + \sigma_t(x) f^{[k+1/2]}(x, \mu) - \frac{\sigma_s}{2} \int_{-1}^{1} f^{(k+1/2)}(x, \mu') d\mu' = \frac{\sigma_s}{2} (\phi^{[k+1/2]}(x) - \phi^{[k]}(x)).
$$

(1.13)

The iterative procedure begins with an initial guess of $\phi^{[k]}$ which is used to solve the transport equation for $\psi^{[k+1/2]}$, i.e. a high-order transport sweep. Then, a low-order set of equations is solved in some manner for the additive correction factor. Next, the scalar flux in the scattering term of the transport equation is updated and another transport sweep is performed, and so on. There is an added cost in solving a low-order problem, but this is (ideally) justified by the improved iterative convergence properties of the new algorithm.
Then, the DSA method’s low-order equations for Eq. (1.13) take the form:

\[- \frac{d}{dx} \frac{1}{3\sigma_t(x)} \frac{dF^{[k+1/2]}}{dx}(x) + \sigma_a(x)F^{[k+1/2]}(x) = \sigma_s(x) \left( \phi^{[k+1/2]} - \phi^{[k]} \right), \tag{1.14}\]

where

\[F^{[k+1/2]}(x) = \int_{-1}^{1} f^{[k+1/2]}(x,\mu) d\mu, \tag{1.15}\]

\[\phi^{[k+1]}(x) = \phi^{[k+1/2]}(x) + F^{[k+1/2]}(x). \tag{1.16}\]

Obviously, this is the diffusion equation written in terms of the correction factor. The slowest converging components of the SI method are those with weak spatial and angular dependence. This method suppresses the flat error modes which are the source of trouble for SI by obtaining improved estimates of the scalar flux through the solution of the diffusion equation.

The low-order equations of the $S_2$-like method are formulated in terms of additive correction factors in the plus and minus directions. The system of equations are:

\[\pm \frac{1}{\sqrt{3}} \frac{df^{[k+1/2]}_{\pm}}{dx} + \sigma_t(x) f^{[k+1/2]}_{\pm}(x) - \frac{\sigma_s(x)}{2} \left( f^{[k+1/2]}_{+}(x) + f^{[k+1/2]}_{-}(x) \right) = \frac{\sigma_s(x)}{2} \left( \phi^{[k+1/2]}(x) - \phi^{[k]}(x) \right), \tag{1.17}\]

and the equation to update the scalar flux,

\[\phi^{[k+1]}(x) = \phi^{[k+1/2]}(x) + f^{[k+1/2]}_{+}(x) + f^{[k+1/2]}_{-}(x). \tag{1.18}\]

Note the similarity of the form of Eq. (1.17) and Eq. (1.11). This is the advantage of these methods in that transport discretizations can be used with the low-order problem.

The TSA method also involves the solution of a low-order problem in terms of a correction factor. The TSA method can be written in discrete ordinates form as

\[\mu \frac{df^{[k+1/2]}_{\pm}}{dx} + [\sigma_t(x) - \beta \sigma_s(x)] f^{[k+1/2]}_{\pm}(x) - \frac{(1 - \beta)\sigma_s(x)}{2} F^{[k+1/2]}(x) = \]
\[
\frac{\sigma_s(x)}{2} \left( \phi_{[k+1/2]}(x) - \phi_k(x) \right), \tag{1.19}
\]

where

\[
f_n^{[k+1/2]}(x) = \psi(x, \mu_n) - \psi_n^{[k+1/2]}(x), \tag{1.20}
\]

\[
F^{[k+1/2]}(x) = \sum_{n=1}^{N} \zeta_n f_n^{[k+1/2]}(x), \tag{1.21}
\]

\[n = 1, \ldots, N,\]

which is termed the \(\beta\)-TSA form, and \(\zeta_n\) are quadrature weights. Here, \(\beta\) is a free parameter that is optimally set based on the problem specifications and ranges from \([0,1]\). Note that for \(\beta = 0\) this TSA scheme is equivalent to the \(S_N\) scheme. For \(\beta = 1\), there is no scattering and the Larsen-Miller method results which converges in one sweep. The value of \(\beta\) affects the convergence properties of the method by adjusting the scattering cross section while keeping the absorption cross section constant. This equation for general \(\beta\) can be solved by inner source iterations or accelerated by some means. Thus, the computational burden may be a disadvantage without a generally efficient solution algorithm.

Finally, note that there exists many more “synthetic” type methods, of which these are a representative few.

### 1.2.2 Quasidiffusion Method

The Quasidiffusion (QD) method represents a historically and algorithmically very distinct approach to solving and accelerating the solution of the transport equation as compared to the synthetic methods. Its development began with Gol’din in the 1960’s when the nonlinear QD method was introduced [3]. The QD method is again based on the solution of a low-order system of equations. These equations are formulated in terms of the scalar flux and current,
but also may be written in terms of a multiplicative correction factor. There is no requirement that the QD equations be discretized consistently with the transport equation for stability. This presents an opportunity to improve the quality of the low-order solution through discretizations of higher accuracy, without putting forth extra effort in the high-order problem.

The concept of the QD method is based upon projecting the transport equation’s unknowns onto a subspace of lesser dimension. Namely, the angular dependence is removed. It is then computationally cheaper to operate within this subspace. This is accomplished through closing the low-order system of QD equations with nonlinear factors that are comprised of integrals of the angular flux over the angular domain. These factors have the property that they depend weakly on the angular flux. That is, they depend on the shape of the angular flux, not its magnitude. This results in fast convergence properties for the QD method. The equations of the low-order QD method in 1D are derived by integrating the transport equation (1.11) over the angular domain with weights of 1 and $\mu$ to give:

$$\frac{d}{dx} J^{[k+1]}(x) + \sigma_t(x)\phi^{[k+1]}(x) = \sigma_s(x)\phi^{[k+1]}(x) + q(x), \quad (1.22)$$

$$\frac{d}{dx} \left( E^{[k+1/2]}(x)\phi^{[k+1]}(x) \right) + \sigma_s(x)J^{[k+1]}(x) = 0, \quad (1.23)$$

$$J^{[k+1]}(0) = C_L^{[k+1/2]}\phi^{[k+1]}(0), \quad (1.24)$$

$$J^{[k+1]}(X) = C_R^{[k+1/2]}\phi^{[k+1]}(X), \quad (1.25)$$

where

$$E^{[k+1/2]}(x) = \int_{-1}^{1} \mu^2 \psi^{[k+1/2]}(x, \mu) d\mu / \int_{-1}^{1} \psi^{[k+1/2]}(x, \mu) d\mu, \quad (1.26)$$

$$C_L^{[k+1/2]} = \int_{-1}^{0} \mu \psi^{[k+1/2]}(0, \mu) d\mu / \int_{-1}^{0} \psi^{[k+1/2]}(0, \mu) d\mu, \quad (1.27)$$

$$C_R^{[k+1/2]} = \int_{0}^{1} \mu \psi^{[k+1/2]}(X, \mu) d\mu / \int_{0}^{1} \psi^{[k+1/2]}(X, \mu) d\mu, \quad (1.28)$$
and J is the particle (radiation) current. E is the linear fractional factor that is defined to close the system of equations. The QD boundary conditions are defined by relating the current and scalar flux on the boundary to each other through the linear fractional factors $C_L$ and $C_R$. Note that the QD equations are easily manipulated into a diffusion-like equation.

### 1.2.3 Flux Methods

Flux methods came into being after QD, albeit initially under different names, through the work of Germogenova [4, 21] and Gol’din [5, 22]. Specific flux methods have been defined such as the First Flux (FF) method [1], Second Flux (SF) method [23], and a generalized flux method termed the $\alpha$-Weighted methods ($\alpha$-WN) [7]. These methods can be generally interpreted as the solving of the transport equation averaged over angular subdomains. The unknowns are partial scalar fluxes defined over these angular subdomains.

The FF method’s equations are zeroth angular moments of the transport equation, the SF method’s equations are first angular moments, and the $\alpha$-WN method is a general parameterized flux method of which the former methods are a subset. An attractive feature of the flux methods is that discretization schemes similar to transport differencing schemes can be used to approximate their low-order equations. Note that for stability of these methods, there is no need to discretize the transport and low-order equations consistently. However, neither the FF method nor the SF method satisfies the diffusion limit unless the discretization of the low-order equations is consistent with the transport differencing scheme, which itself satisfies the diffusion limit [7, 1].

The low-order problem of the QD method, defined in terms of the scalar flux and current, is an elliptic one and the solution in any spatial point depends on the solution in all
other points. However, when particles stream without scattering in some direction, the nature of the relationship of the solution amongst various spatial points is different and based on the properties of the hyperbolic differential operator of the transport equation. The low-order equations of the flux and $\alpha$-WN methods are formulated for the partial scalar fluxes and possess such a feature. The flux methods have been used successfully, for instance, to solve electron transport problems with highly anisotropic scattering and radiative transfer problems [22].

The family of the nonlinear $\alpha$-weighted methods is the generalization of the flux methods [7]. In case of 1D slab geometry, these methods are derived by integrating the transport equation over $-1 \leq \mu \leq 0$ and $0 \leq \mu \leq 1$ with weight $|\mu|^\alpha$, $\alpha \geq 0$. The method with $\alpha = 0$ reduces to the FF method, and the method with $\alpha = 1$ is equivalent to the SF method. The study of the nonlinear $\alpha$-weighted methods showed that the method with $\alpha \approx 0.366$ has convergence properties similar to the DSA method, and the equations of this method can be reduced to the diffusion equation in the diffusive regions. However, the solution of this method does not satisfy an accurate approximation of the asymptotic boundary condition in the diffusive problems. The work by Anistratov and Larsen [7] pointed out that a particular weight could be defined in order to obtain the desired property of optimal convergence.

The flux methods are defined here by the general $\alpha$-WN method. First, the partial scalar fluxes are given as

$$\phi^{+[k+1/2]}(x) = \int_{0}^{1} \psi^{[k+1/2]}(x, \mu)d\mu, \quad (1.29)$$

$$\phi^{-[k+1/2]}(x) = \int_{-1}^{0} \psi^{[k+1/2]}(x, \mu)d\mu. \quad (1.30)$$

Nonlinear factors, in the same spirit as the QD factors developed earlier, are defined in order
to close the system of equations

\[ A^\pm[k+1/2](x) = (\alpha + 1) \int_0^{\pm 1} \mu |^{\alpha+1} \psi^{[k+1/2]}(x, \mu) d\mu, \quad (1.31) \]

\[ B^{[k+1/2]}(x) = (\alpha + 1) \int_0^{\pm 1} \mu |^{\alpha} \psi^{[k+1/2]}(x, \mu) d\mu. \quad (1.32) \]

Then, the two low-order equations are given by

\[ \pm \frac{d}{dx} A^{\pm[k+1/2]}(x) \phi^{\pm[k+1]}(x) + \sigma_t(x) B^{\pm[k+1/2]}(x) \phi^{\pm[k+1]}(x) = \frac{\sigma_s(x)}{2} \left( \phi^{+[k+1]}(x) + \phi^{-[k+1]}(x) \right) + q(x). \quad (1.33) \]

The form of the low-order equations are similar to that of the \( S_2 \) form of the transport equation. Thus, the 1D flux methods are like solving the transport equation averaged over two directions. Finally, note that a linear version of these methods can be formed [7].

1.2.4 Angular Dependent Rebalance Methods

Rebalance methods were conceived early on as a simple way to accelerate the solution of transport problems [24, 25]. The idea is to solve a low-order system of equations that enforces a particle balance over individual coarse mesh cells. The terms “coarse” and “fine” are used to refer to the low-order and high-order meshes, respectively. The coarse mesh can be the same as the fine mesh, which is termed Fine Mesh Rebalance (FMR) [26]. Coarse Mesh Rebalance (CMR) uses a mesh that is comprised of groups of fine-mesh cells. The coarse-mesh balance equation is formulated in terms of rebalance factors. These factors are then used to update the solution in each fine-mesh cell. Rebalance methods are easy to conceptualize and implement in codes. This simplicity is offset by the user determining the coarse mesh in order to optimize performance. In general, rebalance diverges for problems of small optical thickness or scattering ratios near one.
In 1986, Adams and Martin presented a new approach to synthetic acceleration termed Boundary Projection Acceleration (BPA) [27]. Low-order equations are defined by projecting corrections to the solution of the high-order equations onto a coarse angular mesh and only on cell boundaries. The BPA method is derived for general projection operators and can be applied regardless of geometry, discretization, and mesh shape. The choice of projection operator then defines the form of the low-order equations (preconditioner). Results of a Fourier Analysis of the BPA method in slab geometry for the diamond differencing (DD), step differencing (SD), linear discontinuous (LD), and linear moments (LM) spatial discretization schemes with coarse-mesh angular subspaces of $\text{DP}_0$ and $\text{DP}_1$ were presented in [28]. The Fourier analysis showed that the BPA methods are unconditionally stable with the slowest method having a spectral radius $\rho \leq \frac{c}{3}$ and that the selection of projection operator significantly affects convergence properties. At the same time, Lawrence independently developed another BPA method called Interface-Current Synthetic Acceleration [29].

Adams introduced a nonlinear form of BPA termed NLBPA in 1993 [8]. This method has similarities to the nonlinear $\alpha$-WN and QD methods in that the low-order equations use angular shape functions that depend only on the shape of the angular flux, not the magnitude. In this work, Adams formulates the low-order equations as generally-weighted angular integrals of spatially-discretized $S_N$ equations resulting in an $S_2$-like form. As with BPA, the low-order equations are derived only for cell boundaries. The linearized form of the NLBPA method is equivalent to an $S_2$-like BPA method. Adams analyzed this method with a Fourier analysis and found that it is always stable for a choice of weight function proportional to $|\mu|$. He also showed that the NLBPA methods can be independently discretized from the high-order problem. The
Angular Dependent Rebalance (ADR) family of methods were presented by Cho and others in 1997 and 2001 [9, 30] to address the convergence deficiencies of rebalance. The ADR methods are identical to Adam’s NLBPA method, except that Cho considers a $DP_N$ form of the low-order equations. Thus the $S_2$-like NLBPA equations are a member of the ADR family of methods, specifically the $DP_0$ case. Note that linearized ADR is also equivalent to the BPA method.

The development of the Additive Angular Dependent Rebalance (AADR) [30, 31] scheme builds upon the earlier work of ADR, BPA, and NLBPA. AADR is formulated linearly such that the rebalance factor is an additive correction rather than multiplicative. In deriving the low-order rebalance equations a general angular dependent weighting function is used, which is similar to the projection operator of Adam’s BPA method. The form of the weighting function is chosen to optimize the convergence rate via Fourier analysis. Park and Cho consider weights of $\Upsilon_n = 1, |\mu_n|$, and $\frac{1+|\mu_n|}{2}$ for use with the Linear Multiple Balance (LMB) discretization in slab geometry [30]. It is found that the AADR method with LMB discretization and weight $\Upsilon_n = \frac{1+|\mu_n|}{2}$ has a spectral radius $\rho < 0.2069c$. Note that DSA has a spectral radius $\rho < 0.2247c$. AADR also has generality with respect to the choice of discretization, geometry, and mesh shape. As an example, the AADR scheme in $S_2$-like form is given for the transport equation (1.11) and general weight function $\Upsilon(\mu)$ as

$$l_1 \frac{d}{dx} f^{+[k+1]} + l_0 \sigma_t f^{+[k+1]} = l_0 \frac{\sigma_s}{2} \left( \phi^{[k+1]} - \phi^{[k]} \right) ,$$

$$-l_1 \frac{d}{dx} f^{-[k+1]} + l_0 \sigma_t f^{-[k+1]} = l_0 \frac{\sigma_s}{2} \left( \phi^{[k+1]} - \phi^{[k]} \right) ,$$

where

$$f^{+[k+1]} = \psi^{[k+1]}(\mu) - \psi^{[k+1/2]}(\mu) , \mu > 0 ,$$

$$f^{-[k+1]} = \psi^{[k+1]}(\mu) - \psi^{[k+1/2]}(\mu) , \mu < 0 ,$$
The scalar flux is updated by

\[ l_0 = \int_0^1 \Upsilon(\mu) d\mu, \quad (1.38) \]

\[ l_1 = \int_0^1 \mu \Upsilon(\mu) d\mu. \quad (1.39) \]

The scalar flux is updated by

\[ \phi[k+1] = \phi[k+1/2] + f^+[k+1] + f^-[k+1] \quad (1.40) \]

with

\[ \phi[k+1/2] = \int_{-1}^{1} \psi[k+1/2](\mu) d\mu. \quad (1.41) \]

The rebalance factors in \( S_2 \)-like form are \( f^+ \) and \( f^- \). Note that the AADR method can be derived as \( S_N \)-like and \( DP_N \)-like schemes. The AADR method has been extended to 2D Cartesian geometry in [31] using angularly dependent weights. The rebalance factors are defined over a varying number of angular domain ranges which in turn varies the number of unknowns in the low-order equations. This generally results in faster convergence as more rebalance factors are solved for, but creates an increased computational burden requiring efficient solution of the resulting low-order equations.

1.2.5 Asymptotic Diffusion Limit Analysis

We consider radiative transfer problems which typically have regions that are very optically thick. The total cross section can be greater than \( 10^6 \) cm\(^{-1} \) for such problems. We are particularly interested in regions that are highly optically thick, highly scattering, and have small external sources of radiation. Such regions will be referred to as “diffusive”.

An example of such a radiative transfer problem where a diffusive region is contained within non-diffusive material is shown in Figure 1.1 as an approximation of a piece of the larger
more complex radiative transfer problem of the Wolf-Rayet star WR124 and nebula in the constellation Sagittarius. It is characterized by a diffusive region surrounded by non-diffusive material which has properties unlike that of the diffusive material. This is typical of a radiative transfer problem where photons encounter both materials that are highly optically thick to their frequency and materials that are not. The physics are that an angular flux in the non-diffusive region enters the diffusive region with some angular distribution. Within a few mean free paths (mfp) beyond the interface the angular flux fully transitions to isotropic. The term “corner” is defined for later use as a location along the diffusive region material interface where an angular flux from the non-diffusive region enters a local volume of the diffusive region from more than one side. This results in an angular flux with multidimensional spatial dependence at the corner. This type of diffusive problem will be used throughout this work for analysis of

Figure 1.1: An example radiative transfer problem with diffusive region.
and obtaining numerical results for transport algorithms in one and two dimensions.

It is known that the diffusion equation is an asymptotic limit of the transport equation in diffusive regions [32]. Consider the 1D monoenergetic slab geometry transport equation with isotropic scattering

\[
\mu \frac{\partial}{\partial x} \psi(x, \mu) + \sigma_t(x) \psi(x, \mu) = \frac{\sigma_s}{2} \int_{-1}^{1} \psi(x, \mu) d\mu + \frac{q(x)}{2},
\]

\(-1 \leq \mu \leq 1, 0 \leq x \leq X,
\]

where,

\[
\psi(0, \mu) = f(\mu), 0 < \mu \leq 1,
\]

\[
\psi(X, \mu) = g(\mu), -1 \leq \mu < 0.
\]

To examine the asymptotic limit of the transport equation (1.42), a scaling of the cross sections and source is made as

\[
\sigma_t(x) = \frac{\bar{\sigma}_t(x)}{\varepsilon}, \quad \sigma_a(x) = \varepsilon \bar{\sigma}_a(x), \quad q(x) = \varepsilon \bar{q}(x),
\]

(1.45)

where \( \varepsilon \to 0, \sigma_s = \sigma_t - \sigma_a, \) and each cross section and source are \( O(1). \) The physical interpretation of this small parameter is

\[
\varepsilon = \frac{\text{typical mean free path of the problem}}{\text{typical dimension in mfp of the problem}},
\]

(1.46)

This is not the only possible scaling, but it does have the desirable properties that it does not depend on the physical size of the problem, gives an infinite-medium solution and diffusion length \( (L = (3\sigma_a\sigma_t)^{-1/2}) \) that are \( O(1), \) and the diffusion equation is invariant with respect to this scaling. An asymptotic diffusion limit analysis of the transport equation (1.42) proceeds as:
1. The scaled cross sections and external source (1.45) are introduced into (1.42).

2. The angular flux is assumed to be able to be expanded in a power series of $\varepsilon$ as

$$
\psi(x, \mu) = \sum_{l=0}^{\infty} \varepsilon^l \psi^{[l]}(x, \mu).
$$

3. The previous ansatz is substituted into the scaled transport equation.

4. The coefficients of each power of epsilon are equated to obtain a system of equations for the expansion coefficients $\psi^{[l]}$.

5. The system of equations are recursively solved to obtain an equation comprised solely of leading order terms. These equations are then unscaled by performing the reverse of step 1.

The leading order solution of the transport equation in the asymptotic diffusion limit then fits the diffusion equation

$$
-\frac{d}{dx} \frac{1}{3\sigma_t} \frac{d}{dx} \phi^{[0]}(x) + \sigma_a(x)\phi^{[0]}(x) = q(x).
$$

Further analysis at the boundary of the diffusive region (material interface) yields that the leading-order solution of equation (1.42) in a diffusive region satisfies the Dirichlet boundary conditions [32, 33, 34]

$$
\phi^{[0]}(0) = 2 \int_0^1 W(\mu) f(\mu) d\mu,
$$

$$
\phi^{[0]}(X) = 2 \int_{-1}^0 W(-\mu) g(\mu) d\mu,
$$

where

$$
W(\mu) = \frac{\mu}{X(-\mu)} \left( \int_0^1 \frac{s}{X(-s)} ds \right)^{-1},
$$

$$
W(\mu) \approx \hat{W}(\mu) = 0.956 \mu + 1.565 \mu^2.
$$
\[ \sup_{0 \leq \mu \leq 1} |W(\mu) - \hat{W}(\mu)| = 0.0035. \] (1.53)

The function \( X(-\mu) \) is tabulated in [34] and \( W(\mu) \) is termed the asymptotic boundary condition weight function.

This analysis has been used in 1D for the interior of diffusive regions which allowed for the evaluation and downselection of many commonly used discretization schemes [35]. Consider that even with modern computers it is not feasible to treat most practical problems with a fine enough mesh (on the scale of \( \varepsilon \)) to fully resolve the solution’s true behavior at the interior of diffusive region material interfaces. This analysis was extended in order to determine the leading order asymptotic boundary condition for the diffusion equation in diffusive regions with unresolved boundary layers [36, 37]. This is important because any errors in the asymptotic boundary condition cause inaccuracies inside the diffusion region. It is not uncommon for the solution to be in error by a factor of two. The asymptotic diffusion limit analysis is a powerful tool and continues to be applied to all forms and discretization schemes of the transport equation that are used to solve problems containing diffusive regions [37, 38, 39, 40].

In order for a method to produce an accurate solution in diffusive regions on a coarse mesh (relative to a mfp) it must have two properties:

1. The leading order solution of the method must limit to a stable and consistent discretization of the diffusion equation.

2. The method must suitably resolve boundary layers at interfaces of diffusive regions.

Asymptotic analysis of methods in continuous and discrete form provide a pathway for developing methods that possess the asymptotic diffusion limit. In the following chapters, asymptotic diffusion limit analysis will be performed for transport methodologies in continuous form, dis-
cretized form, inside diffusive regions, and at diffusive region interfaces far from corners in terms of mfp to determine their properties. The same basic steps will be used as shown above. The analysis predicts precisely how methods behave in such problems.

1.2.6 Fourier Analysis

Characterization of any iterative method would not be complete without an analysis of the method’s stability properties. Most simply, the performance of the NWF methods may be tested on numerical problems with varying parameters such as optical thickness and scattering ratio by numerically estimating the spectral radius. Iterative matrix analysis can be used to determine the spectral radius of an iterative process by formulating the system $x^{(k+1)} = Ax^{(k)}$. This is for finite domain problems. A powerful tool for determining the convergence properties of an iterative method for infinite domain problems is Fourier analysis.

A Fourier analysis has been used to analytically determine the spectral radius of linear transport methods in continuous and discretized form [16, 13]. Fourier analysis is a classic and well-known tool, but the methods must be linear in order to use it. Since the NWF methods are nonlinear, they must first be linearized. This is accomplished by linearizing the method around the solution of a special class of infinite medium problems before performing the analysis [41]. The iterative solution is assumed to begin “near” that of an infinite medium homogenous problem’s flat solution with an initial error. Then, the iterative behavior of this error is analyzed with a standard Fourier analysis. The rate at which this error changes gives the spectral radius of the iterative scheme. The spectral radius depends upon the scattering ratio, cell optical thickness, and of course the formulation of the method itself.
1.3 Main Results Presented for the Defense

The goal of this research is the development of a new parameterized family of Nonlinear Weighted Flux (NWF) methods with advanced properties for the accurate solution of the transport equation in multidimensional Cartesian geometry. In this dissertation we present the following results:

1. A new 1D family of flux methods is developed that satisfies an accurate approximation of the diffusion equation and asymptotic boundary condition in diffusive regions which converges fast.

2. The new family of flux methods is developed for 2D Cartesian geometry.

3. The 2D methods are analyzed by asymptotic diffusion limit analysis and a specific method formulated that limits to the diffusion equation with accurate boundary conditions in the asymptotic diffusion limit.

4. The convergence properties of the 2D methods are analyzed by Fourier analysis and numerical problems.

The results of item 1 have been published and presented at the American Nuclear Society (ANS) Mathematics and Computation (M&C) division’s topical meeting in September, 2005 [42]. A full version of this paper has been published in the journal Transport Theory and Statistical Physics [43]. The initial 2D results have been published and presented at the ANS M&C topical meeting in April, 2007 [44]. An extended version of the 2D work will be submitted to the journal Nuclear Science and Engineering.
1.4 Dissertation Organization

The dissertation is organized as follows:

**Chapter 2:** The NWF family of methods is developed in 1D Cartesian geometry, discretized, and analyzed by both asymptotic diffusion limit analysis and Fourier analysis. Numerical results are presented.

**Chapter 3:** The NWF family of methods is developed in 2D Cartesian geometry in general form and discretized. An asymptotic diffusion limit analysis is applied to the 2D NWF methods in differential and discretized form in order to define specific methods within the family with the desired property of an accurate diffusion limit. Numerical results are presented.

**Chapter 4:** A Fourier analysis of the 2D NWF family of methods is presented in differential form. Numerical convergence results are presented.

**Chapter 5:** Conclusions and recommendations for future work are presented.
Chapter 2

DEVELOPMENT AND ANALYSIS OF THE 1D NWF METHOD

In this chapter, the development of the 1D Nonlinear Weighted Flux methods is shown. It is the objective of the 1D work to develop a new nonlinear flux-type method with an accurate asymptotic diffusion limit. This is necessary to guide the development of the NWF methods in 2D.

A new parameterized family of iterative methods for the 1D slab geometry transport equation is presented. The new methods are derived by integrating the transport equation over angular subdomains with general weights of the directional cosine, $\mu$. The asymptotic diffusion analysis enables the determination of a particular method of this family the solution of which satisfies an accurate approximation of both the diffusion equation and asymptotic boundary condition in the diffusive regions. The iterative convergence properties of the new family of methods are analyzed by Fourier analysis. Finally, numerical results are presented
to demonstrate the performance of the derived method. The results presented in this chapter were published in [42, 43].

2.1 Formulation of the Family of Methods

Consider the one-group transport equation for 1D slab geometry with isotropic scattering:

$$
\mu \frac{\partial}{\partial x} \psi(x, \mu) + \sigma_t(x)\psi(x, \mu) = \frac{1}{2}\sigma_s(x) \int_{-1}^{1} \psi(x, \mu')d\mu' + \frac{1}{2}q(x) ,
$$

(2.1)

$$
-1 \leq \mu \leq 1, \quad 0 \leq x \leq L ,
$$

with the reflective boundary condition at $x = 0$

$$
\psi(0, \mu) = \psi(0, -\mu) , \quad \text{for} \quad \mu > 0 ,
$$

(2.2)

and an incident flux at $x = L$

$$
\psi(L, \mu) = \Psi_{in}(\mu) , \quad \text{for} \quad \mu < 0 .
$$

(2.3)

Here $\psi(x, \mu)$ is the angular flux, $\sigma_t$ and $\sigma_s$ are total and scattering cross sections, correspondingly, $q$ is an external source of particles.

The approach of developing transport methods using various weight functions was proposed and applied in [4, 5, 7]. The $\alpha$-WN methods are derived with a general weight $|\mu|^{\alpha}$ (See 1.2.3) where it is possible to optimize the value of $\alpha$ to achieve an optimal convergence rate, or to get low-order equations that can be reduced to the diffusion equation. It is this idea that a general weight can be fixed in order to obtain necessary properties of a method for a specific class of problems that is expanded upon in this work.
To derive the new family of flux methods, we formulate the low-order equations in terms of the partial scalar fluxes

\[ \phi^- (x) = \int_{-1}^{0} \psi(x, \mu) d\mu, \quad (2.4) \]
\[ \phi^+ (x) = \int_{0}^{1} \psi(x, \mu) d\mu, \quad (2.5) \]

by operating on the transport equation (Eq. (2.1)) with the following weights:

\[ \gamma \int_{-1}^{0} (1 + \beta |\mu|^\alpha) |\mu| \psi(x, \mu) d\mu, \quad (2.6) \]
\[ \gamma \int_{0}^{1} (1 + \beta |\mu|^\alpha) \psi(x, \mu) d\mu. \quad (2.7) \]

Here, \( \alpha \geq 0 \) and \( \beta \) are parameters, and

\[ \gamma = \left( 1 + \frac{\beta}{\alpha + 1} \right)^{-1}. \quad (2.8) \]

This general linear weight is selected for study for two reasons known apriori. First, the absolute value of \( \mu \) is considered so that the resulting weight is a well-defined real function over the angular domain for arbitrary \( \alpha \geq 0 \). Second, this weight has one more degree of freedom than the \( \alpha \)-WN methods.

Operating on the transport equation (Eq. 2.1) with the weights (Eqs. 2.6 and 2.7) results in the following equations

\[ -\frac{d}{dx} \left( \gamma \int_{-1}^{0} (1 + \beta |\mu|^\alpha) |\mu| \psi(x, \mu) d\mu \right) + \sigma_t(x) \gamma \int_{0}^{1} (1 + \beta |\mu|^\alpha) \psi(x, \mu) d\mu = \frac{1}{2} (\sigma_s(x) \phi + q(x)), \quad (2.9) \]
\[ \frac{d}{dx} \left( \gamma \int_{0}^{1} (1 + \beta |\mu|^\alpha) |\mu| \psi(x, \mu) d\mu \right) + \sigma_t(x) \gamma \int_{0}^{1} (1 + \beta |\mu|^\alpha) \psi(x, \mu) d\mu = \frac{1}{2} (\sigma_s(x) \phi + q(x)). \quad (2.10) \]
These equations must be closed, and this is done by defining the linear fractional factors

\[ G^\pm(x) = \frac{\gamma \int_0^{\pm 1} (1 + \beta|\mu|^\alpha)\psi(x, \mu) d\mu}{\int_0^{\pm 1} \psi(x, \mu) d\mu}, \quad (2.11) \]

\[ F^\pm(x) = \frac{\gamma \int_0^{\pm 1} |\mu|(1 + \beta|\mu|^\alpha)\psi(x, \mu) d\mu}{\int_0^{\pm 1} \psi(x, \mu) d\mu}, \quad (2.12) \]

which nonlinearly depend on the transport solution. The physical interpretation of the factors are an average value of the polynomial weight of directional cosines with the angular flux as the averaging function. Using the factors (2.11)-(2.12) in (2.9)-(2.10) and formulating in terms of the partial scalar fluxes gives the low-order NWF equations as

\[ -\frac{d}{dx} \left( F^-(x) \phi^-(x) \right) + \left( \sigma_t(x) G^-(x) - \frac{1}{2} \sigma_s(x) \right) \phi^-(x) = \frac{1}{2} \left( \sigma_s(x) \phi^+(x) + q(x) \right), \quad (2.13) \]

\[ \frac{d}{dx} \left( F^+(x) \phi^+(x) \right) + \left( \sigma_t(x) G^+(x) - \frac{1}{2} \sigma_s(x) \right) \phi^+(x) = \frac{1}{2} \left( \sigma_s(x) \phi^-(x) + q(x) \right), \quad (2.14) \]

The nonlinear weighted flux (NWF) methods are defined by the following set of equations:

\[ \mu \frac{\partial}{\partial x} \psi^{(k+1/2)}(x) + \sigma_t \psi^{(k+1/2)}(x) = \frac{1}{2} \left( \sigma_s \phi^{(k)} + q \right), \quad (2.15) \]

\[ \psi^{(k+1/2)}(0, \mu) = \psi^{(k+1/2)}(0, -\mu), \quad \text{for } \mu > 0, \quad (2.16) \]

\[ \psi^{(k+1/2)}(L, \mu) = \Psi_{in}(\mu), \quad \text{for } \mu < 0, \quad (2.17) \]

\[ G^{\pm(k+1/2)} = \frac{\gamma \int_0^{\pm 1} (1 + \beta|\mu|^\alpha)\psi^{(k+1/2)} d\mu}{\int_0^{\pm 1} \psi^{(k+1/2)} d\mu}, \quad (2.18) \]

\[ F^{\pm(k+1/2)} = \frac{\gamma \int_0^{\pm 1} |\mu|(1 + \beta|\mu|^\alpha)\psi^{(k+1/2)} d\mu}{\int_0^{\pm 1} \psi^{(k+1/2)} d\mu}, \quad (2.19) \]
\[-\frac{d}{dx} \left( F^{-(k+1/2)} \phi^{-(k+1)} \right) + \left( \sigma_t G^{-(k+1/2)} - \frac{1}{2} \sigma_s \right) \phi^{-(k+1)} = \frac{1}{2} \left( \sigma_s \phi^{+(k+1)} + q \right), \quad (2.20)\]

\[ \frac{d}{dx} \left( F^{+(k+1/2)} \phi^{+(k+1)} \right) + \left( \sigma_t G^{+(k+1/2)} - \frac{1}{2} \sigma_s \right) \phi^{+(k+1)} = \frac{1}{2} \left( \sigma_s \phi^{-(k+1)} + q \right), \quad (2.21)\]

\[ \phi^{+(k+1)}(0) = \phi^{-(k+1)}(0), \quad (2.22)\]

\[ \phi^{-(k+1)}(L) = \Phi_{\text{in}}, \quad \text{where} \quad \Phi_{\text{in}} = \int_{-1}^{0} \psi_{\text{in}}(\mu) d\mu, \quad (2.23)\]

\[ \phi^{(k+1)} = \phi^{+(k+1)} + \phi^{-(k+1)}. \quad (2.24)\]

Here \( k \) is the iteration index. The structure of Eqs. (2.20)-(2.21) is similar in form to that of the transport equation. Note that no approximation has been made in deriving this system of equations. As a result, the system of equations (2.1)-(2.3) and (2.11)-(2.14) is equivalent to the original linear transport problem. Boundary conditions are easy to define in the context of partial scalar fluxes as shown by Eqs. (2.23) and (2.22).

The nonlinear iteration scheme consists of three stages:

1. A transport sweep to calculate the angular flux \( \psi^{(k+1/2)} \) (Eqs. (2.15)-(2.17)).

2. The calculation of the factors \( G^{\pm(k+1/2)} \) and \( F^{\pm(k+1/2)} \) from \( \psi^{(k+1/2)} \) (Eqs. (2.18)-(2.19)).

3. Solving the low-order problem (Eqs. (2.20)-(2.23)) for \( \phi^{\pm(k+1)} \) using \( G^{\pm(k+1/2)} \) and \( F^{\pm(k+1/2)} \).

The initial guess is generated by solving the low-order equations with factors evaluated with an isotropic angular flux.

### 2.2 Discretization

We now spatially discretize the equations of the NWF methods using independent differencing schemes for the transport and low-order equations. A discretization method that
is known to work well for the transport equation can be utilized because of the similar form of the low-order equations. This will produce a method which is not purely an acceleration method, but a fast convergent transport iterative method.

The approximation of the low-order equations is based on the linear discontinuous (LD) finite element method that was formulated for the transport equation [45, 46]. It has been shown to be very accurate in the asymptotic diffusion limit of 1D problems [36]. The spatial mesh \( \{ x_{j-1/2}, \ j = 1, \ldots, N, \ x_{1/2} = 0, \ x_{N+1/2} = L \} \) is introduced. Cell average unknowns are denoted by \( X_j \) and cell edge unknowns as \( X_{j \pm 1/2} \). The equations (2.20) and (2.21) are integrated over the \( j \)th cell with weights 1 and \( x - x_j \), where \( x_j = 0.5(x_{j+1/2} + x_{j-1/2}) \). Then, the auxiliary conditions are formulated using the assumption that \( \phi^\pm \) in the cell are linear functions defined by their zeroth and first spatial moments. The resulting discretized low-order equations of the NWF methods have the following form:

\[
-(F_{j+1/2}^- \phi_{j+1/2}^- - F_{j-1/2}^- \phi_{j-1/2}^-) + (\sigma_{t,j} G_j^+ - 0.5\sigma_{s,j}) \phi_j^- \Delta x_j = 0.5(\sigma_{s,j} \phi_j^+ + q_j) \Delta x_j , \quad (2.25)
\]

\[
F_{j+1/2}^+ \phi_{j+1/2}^+ - F_{j-1/2}^+ \phi_{j-1/2}^+ + (\sigma_{t,j} G_j^- - 0.5\sigma_{s,j}) \phi_j^+ \Delta x_j = 0.5(\sigma_{s,j} \phi_j^- + q_j) \Delta x_j , \quad (2.26)
\]

\[
-\theta_j(F_{j+1/2}^- \phi_{j+1/2}^- + F_{j-1/2}^- \phi_{j-1/2}^- - 2F_j^- \phi_j^-) + (\sigma_{t,j} G_j^- - 0.5\sigma_{s,j}) \hat{\phi}_j^- \Delta x_j \\
= 0.5(\sigma_{s,j} \hat{\phi}_j^+ + \hat{q}_j) \Delta x_j , \quad (2.27)
\]

\[
\theta_j(F_{j+1/2}^+ \phi_{j+1/2}^+ + F_{j-1/2}^+ \phi_{j-1/2}^+ - 2F_j^+ \phi_j^+) + (\sigma_{t,j} G_j^+ - 0.5\sigma_{s,j}) \hat{\phi}_j^+ \Delta x_j \\
= 0.5(\sigma_{s,j} \hat{\phi}_j^- + \hat{q}_j) \Delta x_j , \quad (2.28)
\]

\[
\hat{\phi}_j^- = \phi_j^- - \phi_{j-1/2}^- , \quad (2.29)
\]

\[
\hat{\phi}_j^+ = \phi_{j+1/2}^+ - \phi_j^+ , \quad (2.30)
\]
\[
\phi_{1/2}^+ = \phi_{1/2}^- , \\
\phi_{N+1/2}^- = \Phi_{in}^- , \\
F_j^\pm = 0.5(F_{j+1/2}^\pm + F_{j-1/2}^\pm) , \\
G_j^\pm = 0.5(G_{j+1/2}^\pm + G_{j-1/2}^\pm) , \\
\]

where
\[
\hat{\phi}_j^\pm = \frac{6}{\Delta x_j^2} \int_{x_{j-1/2}}^{x_{j+1/2}} (x - x_j)\phi(x)dx , \\
\hat{q}_j = \frac{6}{\Delta x_j^2} \int_{x_{j-1/2}}^{x_{j+1/2}} (x - x_j)q(x)dx , \\
\Delta x_j = x_{j+1/2} - x_{j-1/2} . 
\]

Again, integer \( \pm \frac{1}{2} \) subscripts refer to cell-edge quantities, and integer subscripts refer to cell-average quantities. Here \( \theta_j \) is a “lumping” parameter; \( \theta_j = 3 \) corresponds to the standard LD method; \( \theta_j = 1 \) corresponds to a lumped LD method [36] that is used for optically thick cells. Lumping adds robustness to a method, although usually at the cost of accuracy. In this case, it turns out that lumping is necessary in order to obtain the correct form of the discretized diffusion equation in the asymptotic diffusion limit. In case the \( j \)th interval is optically thick, the values of the cell-average factors are defined in terms of downstream located factors
\[
F_j^- = F_{j-1/2}^- , \quad G_j^- = G_{j-1/2}^- , \\
F_j^+ = F_{j+1/2}^+ , \quad G_j^+ = G_{j+1/2}^+ . 
\]

To solve the transport equation, the Step Characteristic (SC) method is used
\[
\mu_m(\psi_{m,j+1/2} - \psi_{m,j-1/2}) + \sigma_{t,j}\Delta x_j(T_{m,j}\psi_{m,j-1/2} + (1 - T_{m,j})\psi_{m,j+1/2}) \\
= 0.5(\sigma_{s,j}\phi_j + q_j)\Delta x_j , 
\]
\[ T_{m,j} = \frac{1}{\tau_{m,j}} - \frac{1}{e^{\tau_{m,j}} - 1} \], where \[ \tau_{m,j} = \frac{\sigma_{t,j} \Delta x_j}{\mu_m} \]. \hspace{1cm} (2.41)

\[ m = 1, ..., M \]. \hspace{1cm} (2.42)

The subscript \( m \) denotes the discrete ordinates number. This provides a monotonic and non-negative angular flux solution for the calculation of the low-order factors (2.18) and (2.19). The SC method is solved by sweeping cells in the mesh for each angle.

### 2.3 Continuous Form Asymptotic Diffusion Analysis

The focus of this work is in the development of methods the low-order equations of which can be reduced to the diffusion equation in an optically thick medium. Preliminary to putting forth the effort of a full discretized asymptotic diffusion limit analysis of the NWF methods, an asymptotic analysis is performed for the continuous form of the method. Following the procedure outlined in the introduction (see Section 1.2.5), scaled cross sections (1.45) and the ansatz (1.47) are substituted into Eqs. (2.15), and (2.18)-(2.21). Then coefficients of equal order of \( \varepsilon \) are equated to form a set of linear equations.

As a result of analyzing the scaled and expanded Eq. (2.15), the leading order angular flux, \( \psi^{[0]}(x, \mu) \), is isotropic. Then,

\[ G^\pm = 1 \], \hspace{1cm} (2.43)

\[ F^\pm = \zeta \], \hspace{1cm} (2.44)

where

\[ \zeta = \left( \frac{1}{2} + \frac{\beta}{\alpha + 2} \right) \left( 1 + \frac{\beta}{\alpha + 1} \right)^{-1}. \] \hspace{1cm} (2.45)
After some straightforward manipulations, the resulting equations from the low-order equations (2.20) and (2.21) are:

\[ O(\varepsilon^{-1}) : \]

\[ \phi^{\pm[0]} = \frac{1}{2}\phi^{[0]}, \quad (2.46) \]

\[ O(1) : \]

\[ \zeta \frac{d}{dx} \left( \phi^{[0]} + \phi^{-[0]} \right) = \bar{\sigma}_t \left( \phi^{-[1]} - \phi^{+[1]} \right), \quad (2.47) \]

\[ O(\varepsilon^1) : \]

\[ \zeta \frac{d}{dx} \left( \phi^{-[1]} - \phi^{+[1]} \right) - \bar{\sigma}_a \phi^{[0]} = -\bar{q}. \quad (2.48) \]

Next, equations (2.43)-(2.48) are easily reduced and unscaled to the following second-order equation for the partial scalar fluxes:

\[ -\zeta^2 \frac{d}{dx} \frac{1}{\sigma_t} \frac{d}{dx} \phi^{[0]} + \sigma_a \phi^{[0]} = q, \quad (2.49) \]

where

\[ \phi^{[0]} = \phi^{+[0]} + \phi^{-[0]}, \quad (2.50) \]

\[ \sigma_a = \sigma_t - \sigma_s, \quad (2.51) \]

are the leading-order scalar flux and the absorption cross section, respectively. The diffusion coefficient of this equation is given by \( \zeta^2 \). Clearly, if

\[ \zeta = \frac{1}{\sqrt{3}}, \quad (2.52) \]

then Eq. (2.49) is equivalent to the diffusion equation with the correct diffusion coefficient, \( \frac{1}{3\sigma_t} \). Equation (2.52) is the first condition on the \( \alpha \) and \( \beta \) parameters of the methods. Another
important issue of the asymptotic diffusion limit is related to boundary conditions. The detailed asymptotic analysis presented below (see Section 2.4) provides the second condition on these parameters.

2.4 Discretized Form Asymptotic Diffusion Analysis

An asymptotic diffusion analysis [37] of the discretized equations of the NWF methods is performed in order to determine if they limit to a stable and consistent diffusion equation. We analyze the form of the asymptotic boundary condition and determine the remaining constraint on $\alpha$ and $\beta$. The analysis proceeds as outlined in Section 1.2.5, except the discretized equations are used. A brief summary of the steps is reproduced here.

First, define a small parameter $\varepsilon$, scaled cross sections and sources

$$
\sigma_{t,j} = \frac{\bar{\sigma}_{t,j}}{\varepsilon}, \quad \sigma_{a,j} = \varepsilon \bar{\sigma}_{a,j}, \quad q_j = \varepsilon \bar{q}_j, \quad \hat{q}_j = \varepsilon \bar{\hat{q}}_j,
$$

and consider the transport problem as $\varepsilon \to 0$. It is assumed that the solution can be expanded in an asymptotic power series in $\varepsilon$:

$$
\psi_{m,j+1/2} = \sum_{l=0}^{\infty} \varepsilon^l \psi_{m,j+1/2}^{[l]}, \quad \phi_j^+ = \sum_{l=0}^{\infty} \varepsilon^l \phi_j^{+,[l]}, \quad \phi_{j+1/2}^+ = \sum_{l=0}^{\infty} \varepsilon^l \phi_{j+1/2}^{+,[l]}, \quad \hat{\phi}_j^+ = \sum_{l=0}^{\infty} \varepsilon^l \hat{\phi}_j^{+,[l]},
$$

and introduce (2.54) into Eqs. (2.25)-(2.32) and (2.38)-(2.41). The angular flux is again isotropic in the leading order term and the factors $G_{j-1/2}^\pm$ and $F_{j-1/2}^\pm$ have values of 1 and $\zeta$ at each interior cell edge where they are calculated, respectively.

Next, the coefficients of different powers of $\varepsilon$ are equated. After simple manipulations, the resulting equations are:
\( O(\varepsilon^{-1}) : \)
\[
\phi_j^{\pm[0]} = \frac{1}{2} \phi_j^{[0]},
\]
\( (2.55) \)
\[
\bar{\phi}_j^{\pm[0]} = \frac{1}{2} \bar{\phi}_j^{[0]},
\]
\( (2.56) \)
\( O(1) : \)
\[
\phi_j^{\pm[0]} = \frac{1}{2} \phi_j^{+1/2},
\]
\( (2.57) \)
\[
\bar{\phi}_j^{[0]} = \frac{1}{2} \left( \phi_j^{+1/2} - \phi_j^{-1/2} \right),
\]
\( (2.58) \)
\[
\phi_j^{[0]} = \frac{1}{2} \left( \phi_j^{-1/2} + \phi_j^{+1/2} \right),
\]
\( (2.59) \)
\[
\phi_j^{-1/2} - \phi_j^{+1/2} = \frac{\zeta}{\bar{\sigma}_{t,j} \Delta x_j} \left( \phi_j^{[0]} - \phi_j^{[0]} \right),
\]
\( (2.60) \)
\[ O(\varepsilon^1) : \]
\[
\phi_j^{[-1]} - \phi_j^{+[1]} = \frac{\zeta}{\bar{\sigma}_{t,j} \Delta x_j} \left( \phi_j^{[0]} - \phi_j^{[0]} \right),
\]
\( (2.61) \)
\[
\phi_j^{+1/2} - \phi_j^{-1/2} = \frac{\Delta x_j}{\gamma} \left( \bar{\sigma}_{a,j} \phi_j^{[0]} - \bar{\eta}_j \right),
\]
\( (2.62) \)

where \( \Delta x_j = x_{j+1/2} - x_{j-1/2} \).

The analysis of the obtained scaled and expanded equations shows that the leading-order solution satisfies the following equation in the interior of the diffusion region:
\[
-\zeta^2 \left( \frac{1}{\bar{\sigma}_{t,j+1} \Delta x_{j+1}} \phi_j^{[0]} - \frac{1}{\bar{\sigma}_{t,j} \Delta x_j} \phi_j^{[0]} + \bar{\sigma}_{t,j} \Delta x_{j+1} \phi_j^{[0]} - \frac{1}{\bar{\sigma}_{t,j} \Delta x_j} \phi_j^{[0]} \right) + 0.5(\sigma_{a,j} \Delta x_j + \sigma_{a,j+1} \Delta x_{j+1}) \phi_j^{[0]} + 0.5 \left( (q_j + \bar{\eta}_j) \Delta x_j + (q_{j+1} - \bar{\eta}_{j+1}) \Delta x_{j+1} \right) = 0.5 \phi_j^{+1/2},
\]
\( (2.63) \)

which is easily recognized as a discretized form of the diffusion equation over two cells. The diffusion coefficient is generally given by \( \zeta^2 / \sigma_{t,j} \) in each cell. This is the same as the continuous
form analysis result. These results demonstrate that if $\zeta = \frac{1}{\sqrt{3}}$, the leading-order solution meets a reasonable spatial approximation of the correct diffusion equation that represents a stable and consistent discretization of this partial differential equation. At this point, the one remaining degree of freedom still remains unfixed.

Next, the asymptotic analysis is applied to the method in the boundary cell (2.32) to determine the asymptotic boundary condition. Eqs. (2.55)-(2.62) are considered for $j = N$, the right hand side boundary cell. Note that only the linear-fractional factors for outgoing directions on the boundary edge will be calculated from isotropic angular fluxes. Incoming direction factors are evaluated with the incoming angular flux. An equation for the leading-order cell-edge scalar flux at the boundary is algebraically solved for. As a result, the boundary condition for the leading order solution (2.63) is defined as

$$\phi_{N+1/2}^0 = 2 \frac{F_{N+1/2}^-}{\zeta} \phi_{N+1/2}^-,$$

where

$$F_{N+1/2}^- = \sum_{\mu_m \leq 0} |\mu_m| (1 + \beta |\mu_m|^\alpha) \psi_{in}(\mu_m) w_m,$$

$$\phi_{N+1/2}^- = \sum_{\mu_m \leq 0} \psi_{in}(\mu_m) w_m,$$

and $w_m$ are quadrature weights. Rewriting gives

$$\phi_{N+1/2}^0 = \frac{2}{1 + \beta} \sum_{\mu_m \leq 0} (|\mu_m| + \beta |\mu_m|^{\alpha+1}) \psi_{in}(\mu_m) w_m.$$

Remember from Section 1.2.5 that the asymptotic diffusion analysis of the transport equation in continuous form yields that the leading-order solution meets the boundary condition

$$\phi(L) = 2 \int_{-1}^{0} W(-\mu) \psi_{in}(\mu) d\mu,$$
where
\[ W(\mu) = \frac{\mu}{X(-\mu)} \left( \int_{0}^{1} \frac{s}{X(-s)} ds \right)^{-1} \approx 0.956\mu + 1.565\mu^2. \] (2.70)

The NWF method’s boundary condition satisfied by the leading-order solution (Eq. 2.68) can be interpreted as an approximation of the following boundary condition in continuous form:
\[ \phi^{[0]}(L) = 2 \int_{-1}^{0} \frac{\bar{W}(-\mu)}{\beta} \Psi_m(\mu) d\mu, \] (2.71)

where
\[ \bar{W}(\mu) = \frac{1}{\sqrt{\mu^2 + \beta}}(\mu + \beta\mu^{\alpha+1}). \] (2.72)

Notice that the polynomial of \( \mu \) is quadratic in Eq. (2.70) and of order \( \alpha + 1 \) in Eq. (2.72). It is then natural to take \( \alpha = 1 \) as the second requirement on the linear weight which then fixes \( \beta = \sqrt{3} \) by using the earlier requirement on the diffusion coefficient. This defines a particular member of the NWF family of methods with desired properties. The NWF method with \( \alpha = 1 \) and \( \beta = \sqrt{3} \) gives rise to
\[ \zeta = \frac{1}{\sqrt{3}}, \] (2.73)
\[ \bar{W}(\mu) = \frac{2\sqrt{3}}{2 + \sqrt{3}}(\mu + \sqrt{3}\mu^2) \approx 0.9282\mu + 1.608\mu^2. \] (2.74)

The comparison between the quadratic polynomial approximation of \( W(\mu) \) and the function \( \bar{W}(\mu) \) over interval \( 0 \leq \mu \leq 1 \) shows that
\[ \max_{0 \leq \mu \leq 1} |W(\mu) - \bar{W}(\mu)| = 0.0177, \] (2.75)
\[ \|W(\mu) - \bar{W}(\mu)\|_{L_1} = 0.0043, \] (2.76)

and in discrete form with the double \( S_8 \) Gauss-Legendre quadrature set
\[ \max_m |W(\mu_m) - \bar{W}(\mu_m)| = 0.0138, \] (2.77)
which are all small quantities.

The NWF method with such set of parameters \( \alpha \) and \( \beta \) generates the solution in
the diffusive regions that satisfies a reasonable approximation of the diffusion equation and
asymptotic boundary condition. This is a combination of properties that no other flux method
in 1D is known to possess.

### 2.5 Fourier Analysis

In order to determine how effective an iterative method is, the convergence properties
must be studied. The convergence rate will be a function of the method, the optical thickness of
the mesh, and the scattering ratio. The convergence rate is determined by performing a Fourier
analysis of the discretized equations, but it is first necessary to linearize the NWF method.

The NWF methods in discretized form are linearized around an exact solution of an
infinite-medium problem with constant cross sections and source of the following form:

\[
\psi_{m,j+1/2} = \frac{q}{2\sigma_a}. \quad (2.78)
\]

Then consider such iterations that the estimation of the solution begins close to the exact
solution and assume that

\[
\psi^{(k+1/2)}_{m,j} = \frac{q}{\sigma_a} \left( \frac{1}{2} + \epsilon \eta^{(k+1/2)}_{m,j} \right), \quad (2.79)
\]

\[
\phi^{+,(k)}_{j+1/2} = \frac{q}{\sigma_a} \left( \frac{1}{2} + \epsilon \xi^{+,(k)}_{j+1/2} \right), \quad (2.80)
\]

\[
\phi^{-,(k)}_{j+1/2} = \frac{q}{\sigma_a} \left( \frac{1}{2} + \epsilon \xi^{-,(k)}_{j+1/2} \right), \quad (2.81)
\]

\[
\phi^{+(k)}_{j} = \frac{q}{\sigma_a} \left( 1 + \epsilon \xi^{+(k)}_{j} \right), \quad (2.82)
\]

\[
\phi^{-(k)}_{j} = \frac{q}{\sigma_a} \left( 1 + \epsilon \xi^{-(k)}_{j} \right), \quad (2.83)
\]
where $\epsilon \ll 1$. The rate at which the error terms in the equations go to zero will give the convergence rate of the method for this class of problems.

The next step in linearization is to introduce this ansatz (Eqs. (2.79)-(2.82)) into Eqs. (2.25)-(2.30), and (2.40), taking into account the iteration process (2.15)-(2.24). All terms in the equations are expanded and grouped by powers of $\epsilon$. The $O(1)$ terms cancel out because they directly satisfy the original equations of the method. Neglect the quadratic and higher $\epsilon$ terms. Finally, the following set of linearized equations are obtained,

$$\mu_m \eta_{m,j+1/2}^{(k+1/2)} - \eta_{m,j-1/2}^{(k+1/2)} + \sigma_t \Delta x_j (T_m \eta_{m,j-1/2}^{(k+1/2)} + (1 - T_m) \eta_{m,j+1/2}^{(k+1/2)}) = 0.5 \sigma_s \Delta x_j \xi_j^{(k)}, \quad (2.83)$$

$$-\zeta (\xi_{j+1/2}^{(k+1)} - \xi_{j-1/2}^{(k+1)}) + (\sigma_t - 0.5 \sigma_s) \Delta x_j \xi_j^{(k+1)} - 0.5 \sigma_s \Delta x_j \xi_j^{(k+1)} + 1/2 - f_j^{-(k+1/2)} = f_j^{-(k+1/2)} - f_j^{-(k+1/2)} - 0.5 \sigma_t \Delta x_j (g_j^{-(k+1/2)} + g_j^{+(k+1/2)}), \quad (2.84)$$

$$\zeta (\xi_{j+1/2}^{-(k+1)} - \xi_{j-1/2}^{-(k+1)}) + (\sigma_t - 0.5 \sigma_s) \Delta x_j \xi_j^{+(k+1)} - 0.5 \sigma_s \Delta x_j \xi_j^{-(k+1)} = f_j^{+(k+1/2)} - f_j^{+(k+1/2)} - 0.5 \sigma_t \Delta x_j (g_j^{+(k+1/2)} + g_j^{-(k+1/2)}), \quad (2.85)$$

$$-\theta \zeta (\xi_{j+1/2}^{-(k+1)} + \xi_{j-1/2}^{-(k+1)} - 2 \xi_j^{-(k+1)}) + (\sigma_t - 0.5 \sigma_s) \Delta x_j (\xi_j^{-(k+1)} - \xi_j^{-(k+1)}) - 0.5 \sigma_s \Delta x_j (\xi_j^{+1/2} - \xi_j^{-(k+1)} = 0, \quad (2.86)$$

$$\theta \zeta (\xi_{j+1/2}^{+(k+1)} + \xi_{j-1/2}^{+(k+1)} - 2 \xi_j^{+(k+1)}) + (\sigma_t - 0.5 \sigma_s) \Delta x_j (\xi_j^{+(k+1)} - \xi_j^{+(k+1)}) - 0.5 \sigma_s \Delta x_j (\xi_j^{-(k+1)} - \xi_j^{-(k+1)} = 0, \quad (2.87)$$

$$\xi_j^{(k+1)} = \xi_j^{-(k+1)} + \xi_j^{+(k+1)}, \quad (2.88)$$

where

$$g_j^{+(k+1/2)} = \sum_{\mu_m \neq 0} (\gamma (1 + \beta |\mu_m|) - 1) \eta_{m,j+1/2}^{(k+1/2)}, \quad (2.89)$$
\[ f_{j+1/2}^{(k+1/2)} = \sum_{\mu_m \geq 0} \left( \gamma |\mu_m| (1 + \beta |\mu_m|^0) - \zeta \right) \eta_{m,j+1/2}^{(k+1/2)} w_m. \]  

The set of equations (2.83)-(2.90) represent the linearized form of the 1D NWF methods for the special class of infinite-medium problems considered.

A Fourier analysis is applied to the linearized discretized equations for the case of a uniform spatial mesh. Introduce the following Fourier ansatz:

\[ \eta_{m,j+1/2}^{(k+1/2)} = a_m \omega e^{i \lambda t x_{j+1/2}} , \]  

\[ \xi_{j+1/2}^{(k)} = A^\pm \omega e^{i \lambda_{t,j+1/2}} , \]  

\[ \xi_{j}^{(k)} = B^\pm \omega e^{i \lambda_{t,j}} , \]  

\[ \xi_{j}^{(k)} = \omega e^{i \lambda_{t,j}} , \]  

into Eqs. (2.83)-(2.90). Upon this substitution, a system of equations in terms of the eigenvalue spectrum and the magnitudes of the error modes, namely \( \omega(\lambda), A^\pm \) and \( B^\pm \) is obtained. It is then found that

\[ \omega(\chi) = \frac{\sigma_s P (\zeta \nu_t \nu_a (0.5 \sigma_t \Delta x g_1 - f_0) \tan^2 \chi - \sigma_t \Delta x (0.5 \sigma_t \Delta x g_0 + f_1 \tan^2 \chi) (P + 2 \zeta \nu_a \tan^2 \chi))}{\sigma_t \sigma_a \Delta x^2 (P + 2 \zeta \nu_t \tan^2 \chi) (P + 2 \zeta \nu_a \tan^2 \chi) + 4 \zeta^2 \nu_t^2 \nu_a^2 \tan^2 \chi} , \]  

\[ \chi = 0.5 \lambda \sigma_t \Delta x , \]  

\[ \nu_t = 2 \zeta \theta + \sigma_t \Delta x , \]  

\[ \nu_a = 2 \zeta \theta + \sigma_a \Delta x , \]  

\[ P = \nu_t \nu_a + \sigma_t \sigma_a \Delta x^2 \tan^2 \chi , \]  

\[ g_n = \sum_{\mu_m \geq 0} \left( \gamma (1 + \beta |\mu_m|^0) - 1 \right) b_{n,m} w_m , \quad n = 0, 1 , \]  

\[ f_n = \sum_{\mu_m \geq 0} \left( \gamma \mu_m (1 + \beta |\mu_m|^0) - \zeta \right) b_{n,m} w_m , \quad n = 0, 1 , \]
\[ b_{0,m} = \left( 1 + \frac{1 + e^{-\tau_m}}{1 - e^{-\tau_m}} \right)^2 \tan^2 \chi \]^{-1}, \tag{2.102} \\
\[ b_{1,m} = \frac{1 + e^{-\tau_m}}{1 - e^{-\tau_m}} b_{0,m}, \tag{2.103} \]
\[ \tau_m = \frac{\sigma_t \Delta x}{\mu_m}. \tag{2.104} \]

where the \( \lambda \) dependence of \( \omega \) is now contained in the parameter \( \chi \). The spectral radius is defined by

\[ \rho = \sup_{0 \leq \chi \leq \frac{\pi}{2}} |\omega(\chi)|. \tag{2.105} \]

A similar Fourier analysis of the convergence properties of the NWF methods in the differential form was also performed. This analysis shows that in the vicinity of the solution of the considered special class of infinite medium problems one gets

\[ \omega(\lambda) = c \left( \frac{1}{1 + \lambda^2 \zeta^2 - c} \right) \left[ (1 + \lambda^2 \zeta^2) \tan^{-1} \frac{\lambda}{\zeta} - 1 \right], \quad c = \frac{\sigma_s}{\sigma_t}. \tag{2.106} \]

If the condition (2.52) is met, then Eq. (2.106) leads to the formula for the DSA method and linearized QD method [41]. In such case the value of the spectral radius as \( c \to 1 \) equals 0.2247.

Table 2.1 contains the theoretically estimated spectral radii of the NWF method with \( \alpha = 1 \) and \( \beta = \sqrt{3} \) using the formula (2.95). The double S5 Gauss-Legendre quadrature set was utilized to calculate Eqs. (2.100) and (2.101).

Table 2.1: Theoretically Estimated Spectral Radii \( \rho \) for the Discretized NWF Method with \( \alpha = 1 \) and \( \beta = \sqrt{3} \) versus \( \sigma_t h \) and \( c \).

<table>
<thead>
<tr>
<th>( c )</th>
<th>( \sigma_t h )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.9999</td>
<td>0.01</td>
</tr>
<tr>
<td>0.99</td>
<td>2.2E-1</td>
</tr>
<tr>
<td>0.9</td>
<td>1.9E-1</td>
</tr>
<tr>
<td>0.7</td>
<td>1.4E-1</td>
</tr>
</tbody>
</table>
The data in Table 2.1 exhibit trends of the iterative convergence properties. First, as the optical thickness of the mesh is decreased, there is an increase of the spectral radius. This is evidenced by each value of $c$ considered. This is caused by the discretized equations approaching the continuous form of the method. Note, that as $c \to 1$ for optically thin mesh the spectral radius approaches that of the preceding differential form Fourier analysis for $c = 1$. Second, the spectral radius increases as the scattering ratio increases. This demonstrates theoretically that the convergence is fast and stable for a wide range of scattering ratios and optical thicknesses of mesh intervals for the specific method with $\alpha = 1$ and $\beta = \sqrt{3}$.

In summary, this chapter shows that a new family of flux methods have been developed for 1D slab geometry which are accurate in the diffusion limit and converge fast. The most important acceleration needs of the transport equation are for optically thick mesh and high scattering ratios, which the NWF method with $\alpha = 1$ and $\beta = \sqrt{3}$ has been shown to perform very well for.

### 2.6 Numerical Results

To demonstrate the performance of the proposed NWF method with the particular linear weight function ($\alpha = 1$ and $\beta = \sqrt{3}$), numerical results are presented for problems that test the convergence properties of the proposed method and its behavior in the diffusive domains. Note that in the calculations below the lumping parameter $\theta_j = 1$ if $\sigma_{t,j}\Delta x_j \geq 5$. It should be noted that all derived quantities presented are derived from the low-order equations’ solution, not that of the transport equation (high-order).
2.6.1 Problem 1

This problem tests the convergence properties of the method as optical thickness is varied. Consider a slab geometry problem with constant cross sections and source to be $\sigma_t = 1$, $\sigma_s = 0.99$, $q = 1$, a reflecting boundary at $x = 0$, and a vacuum boundary at $x = L$ [41]. $L = 10^3 h$ is used, where $h$ is the width of the spatial cell. For a large $h$, the problem approaches that of an infinite medium. The angular quadrature is double $S_5$ Gauss-Legendre. The relative pointwise convergence criterion

$$\max_j \left| 1 - \frac{\phi_j^{(k)}}{\phi_j^{(k-1)}} \right| < \tilde{\epsilon} \quad (2.107)$$

with $\tilde{\epsilon} = 10^{-12}$ is used.

Table 2.2 contains the numerically estimated spectral radii that were determined by means of the formula

$$\rho = \frac{\|\phi^{(k)} - \phi^{(k-1)}\|_{L_2}}{\|\phi^{(k-1)} - \phi^{(k-2)}\|_{L_2}} \quad (2.108)$$

for the last iteration in each problem. The value at the last iteration is used because the method is “near” to the converged solution at this point as was assumed in the linearization process. Generally, the numerical spectral radius calculated at each iteration will approach a limiting value after a few iterations and this can be best sampled by the last iteration’s spectral radius.

Table 2.2: Numerically Estimated Spectral Radii $\rho$ for the Discretized NWF Method with $\alpha = 1$ and $\beta = \sqrt{3}$ versus $\sigma_t h$ for Problem No. 1 ($c=0.99$).

<table>
<thead>
<tr>
<th>$\sigma_t h$</th>
<th>0.01</th>
<th>0.1</th>
<th>1.0</th>
<th>2.0</th>
<th>3.0</th>
<th>5.0</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho$</td>
<td>1.9E-1</td>
<td>1.9E-1</td>
<td>1.4E-1</td>
<td>8.0E-2</td>
<td>4.2E-2</td>
<td>4.2E-3</td>
<td>4.9E-4</td>
</tr>
</tbody>
</table>

These results enable us to compare theoretically and numerically estimated values. Looking back at the $c = 0.99$ row of Table 2.1 shows that the numerical spectral radii closely correspond to the analytic values and behave according to the same trend across varying optical
thicknesses. The reason that the numerical values are lower is that this problem is not infinite in dimension, although it is optically thick. Particles (radiation) are able to leak from the right side boundary, effectively killing them before their lifetime would have ended in a truly infinite-medium problem with such a high scattering ratio. Note that the Fourier analysis then approximately predicts the values of the spectral radii for the proposed NWF method.

2.6.2 Problem 2

This is a practical, yet simple problem, for which convergence results have been published for other iterative methods [47, 7]. Consider a slab $0 \leq x \leq 20$ having $\sigma_t = 1$, $\sigma_s = 0.97$, and $q = 0$. The left boundary has an isotropic incident flux with magnitude unity, and the right boundary is reflecting [47]. A spatial mesh consisting of $J$ equal cells with cell width $h = 20/J$ is used. The double $S_4$ Gauss-Legendre quadrature set is utilized. The relative pointwise convergence criterion with $\tilde{\epsilon} = 10^{-12}$ is imposed.

Table 2.3 shows the numbers of iterations for the NWF method with $\alpha = 1$ and $\beta = \sqrt{3}$, as well as for the $\alpha$-WN method with $\alpha=0.366$, the QD and DSA methods that were taken from [7, 47]. The iteration counts of each method obey the expected trend of faster convergence on optically thick coarse cells. Note that the NWF, $\alpha$-WN, and QD methods each use the step characteristics method to solve the high-order problem.

<table>
<thead>
<tr>
<th>$\sigma_t h$</th>
<th>5.</th>
<th>2.</th>
<th>1.</th>
<th>0.5</th>
<th>0.25</th>
<th>0.125</th>
</tr>
</thead>
<tbody>
<tr>
<td>NWF Method ($\alpha = 1$, $\beta = \sqrt{3}$)</td>
<td>7</td>
<td>12</td>
<td>15</td>
<td>17</td>
<td>17</td>
<td>17</td>
</tr>
<tr>
<td>$\alpha$-WN method ($\alpha=0.366$)</td>
<td>7</td>
<td>11</td>
<td>13</td>
<td>15</td>
<td>16</td>
<td>16</td>
</tr>
<tr>
<td>QD method</td>
<td>10</td>
<td>14</td>
<td>14</td>
<td>15</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td>DSA Method</td>
<td>14</td>
<td>16</td>
<td>16</td>
<td>16</td>
<td>16</td>
<td>16</td>
</tr>
</tbody>
</table>
The results of problems 1 and 2 show that the developed method converges fast, and its convergence properties are close to those of the \( \alpha \)-WN method with \( \alpha = 0.366 \), the QD and DSA methods.

2.6.3 Problem 3

The purpose of this problem is to test the ability of a method to reproduce an accurate solution in the interior of a diffusive region which has an unresolved boundary layer. It is generally not practical to refine a spatial mesh to resolve boundary layers when cross sections can be on the order of \( 10^6 \) in radiative transfer problems. This situation corresponds directly to the asymptotic diffusion limit analysis performed in Section 2.4.

Consider a slab \( 0 \leq x \leq 11 \) with pure absorbing \( (0 \leq x \leq 1) \) and diffusive \( (1 \leq x \leq 11) \) regions [36]. The parameters of the problem are listed in Table 2.4. The right boundary is vacuum. There is an isotropic incident angular flux \( \psi(x, \mu) = 1 \) on the left boundary. A spatial mesh has 10 uniform cells in each region. The double \( S_8 \) Gauss-Legendre quadrature set is utilized.

Table 2.4: Parameters of Problem No. 3.

<table>
<thead>
<tr>
<th>Region</th>
<th>Domain</th>
<th>( \sigma_t )</th>
<th>( \sigma_s )</th>
<th>( q )</th>
<th>( h )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( 0 \leq x \leq 1 )</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0.1</td>
</tr>
<tr>
<td>2</td>
<td>( 1 \leq x \leq 11 )</td>
<td>100</td>
<td>100</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

The numerical solution obtained with the proposed NWF method is demonstrated in Figure 2.1. Both the cell-edge and cell-average scalar fluxes calculated from the low-order equations are plotted. The markers that indicate the cell-average values have smaller size compared to those for the cell-edge values. The results calculated by means of other flux
methods, namely, the FF, SF, and \( \alpha \)-WN (\( \alpha = 0.366 \)) methods are also shown. The low-order equations of these methods were discretized by the lumped LD method, and the SC method was used for the transport equation [7]. The relative pointwise convergence criterion with \( \tilde{\epsilon} = 10^{-7} \) is used. All methods converged in 3 iterations.

![Graph of scalar flux](image)

**Figure 2.1:** Problem 3. The scalar flux \( \phi \) obtained by the NWF, FF, SF, and \( \alpha \)-WN methods discretized with the lumped LD method.

The physics of this problem is straightforward, but it is hard to reproduce with a numerical method. The incoming angular flux will pass through two mean free paths (mfp) of pure absorbing material and become partially attenuated and anisotropic. The mesh is 0.2 mfp thick in this region. This anisotropic flux will enter the diffusive region where each cell is 100 mfp thick and the solution varies significantly across the first cell’s width. The true solution is that the angular flux will become isotropic within a distance of a few \( \varepsilon \) (\( \varepsilon = 1E-2 \)) upon passing the material interface and the scalar flux will rise in magnitude as particles are trapped in the pure scatterer. Then, the scalar flux will decrease linearly to zero at the right side boundary.
Because the scattering region is not resolved, it is generally expected that the numerical solution will take at least one full cell’s width to obtain a correct magnitude. The NWF methods have the property that they limit to the solution of a diffusion equation in diffusive regions which is fit to a boundary condition that is inherent to the method. Thus, it is a goal of this work for the NWF method to reproduce the correct solution throughout the whole of the diffusive region. An accurate solution calculated by the QD method on a suitably fine mesh is shown and can be taken as representative of the true physical behavior of the scalar flux. Note that the QD method possesses the diffusion limit and the boundary layer is well resolved for this case.

A physical understanding of the asymptotic diffusion limit boundary condition can be grasped by examining Figure 2.1. The solution in the interior of the diffusive region is linear and can be extrapolated back to the material interface at $x = 1$. This intercept value is the numerical value of the asymptotic boundary condition satisfied by the two methods that limit to the diffusion equation, namely the latter two in the figure. Note that the value of the exact QD solution is much lower than this at $x = 1$ and does not correspond. This is because the asymptotic boundary condition is the value necessary to reproduce the correct solution inside, not the true value of the solution at the boundary!

These results show that the proposed NWF method with $\alpha = 1$ and $\beta = \sqrt{3}$ performs very well in the thick diffusive region. The solution is close to the exact solution and quickly rises to the correct magnitude after the material interface. Note that the solutions of FF and SF methods have large errors in the diffusive region. The reason is that the low-order equations of these methods do not reduce to the diffusion equation in this case. The solution of the
\(\alpha\)-WN method \((\alpha=0.366)\) is considerably better, because it satisfies a good discretization of the diffusion equation. However, it is not well enough due to an inaccurate asymptotic boundary condition that this method generates at the interface with the diffusive region. The relative errors in the scalar flux in the diffusive region versus position for the NWF and \(\alpha\)-WN methods are presented in Table 2.5. These data show that in the thick diffusive region (after the boundary layer) the new method generates the solution with significantly higher accuracy than the \(\alpha\)-WN method with \(\alpha=0.366\). This exemplifies the effect of having an accurate asymptotic boundary condition for problems containing unresolved boundary layers.

Table 2.5: Problem 3. Relative Errors in the Scalar Flux in the Diffusive Region.

<table>
<thead>
<tr>
<th>x</th>
<th>(\alpha)-WN ((\alpha=0.366))</th>
<th>NWF ((\alpha=1, \beta=\sqrt{3}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>-4.1E-2</td>
<td>-7.1E-2</td>
</tr>
<tr>
<td>2.</td>
<td>2.6E-2</td>
<td>8.2E-5</td>
</tr>
<tr>
<td>3.</td>
<td>2.5E-2</td>
<td>9.2E-5</td>
</tr>
<tr>
<td>4.</td>
<td>2.5E-2</td>
<td>-1.1E-4</td>
</tr>
<tr>
<td>5.</td>
<td>2.5E-2</td>
<td>-3.1E-4</td>
</tr>
<tr>
<td>6.</td>
<td>2.4E-2</td>
<td>-5.0E-4</td>
</tr>
<tr>
<td>7.</td>
<td>2.4E-2</td>
<td>-5.5E-4</td>
</tr>
<tr>
<td>8.</td>
<td>2.4E-2</td>
<td>-4.9E-4</td>
</tr>
<tr>
<td>9.</td>
<td>2.3E-2</td>
<td>-3.7E-4</td>
</tr>
<tr>
<td>10.</td>
<td>2.4E-2</td>
<td>-3.7E-4</td>
</tr>
</tbody>
</table>
Chapter 3

DEVELOPMENT AND ASYMPTOTIC ANALYSIS OF THE 2D NWF METHOD

In this chapter, the development of the 2D Nonlinear Weighted Flux methods is shown. It is the objective of this chapter to extend the methods developed for 1D into 2D and maintain the desirable properties that were obtained in 1D. This chapter presents the definition and discretization of the 2D NWF methods in general form. An asymptotic diffusion limit analysis of the 2D NWF methods is presented for Cartesian geometry with uniform grids. The asymptotic analysis enables the determination of a particular method of this family the solution of which satisfies a good approximation of both the diffusion equation and asymptotic boundary condition in optically thick diffusive regions. It is performed for the continuous form equations, discretized equations, and the discretized equations at an unresolved boundary layer. The 2D
work has been published in [44].

3.1 Formulation Of The Family Of 2D NWF Methods

We consider the one-group steady-state transport equation in 2D Cartesian geometry with isotropic scattering and source:

\[
\Omega_x \frac{\partial}{\partial x} \psi(\vec{r}, \vec{\Omega}) + \Omega_y \frac{\partial}{\partial y} \psi(\vec{r}, \vec{\Omega}) + \sigma_t(\vec{r}) \psi(\vec{r}, \vec{\Omega}) = \frac{1}{4\pi} \sigma_s(\vec{r}) \int_\Omega \psi(\vec{r}, \vec{\Omega}') d\vec{\Omega}' + \frac{1}{4\pi} q(\vec{r}), \quad \vec{r} \in \mathcal{D},
\]

(3.1)

\[
\psi(\vec{r}, \vec{\Omega}) \bigg|_{\vec{r} \in \partial \mathcal{D}} = \psi^{in}(\vec{r}_b, \vec{\Omega}), \quad \vec{\Omega} \cdot \vec{n} < 0, \quad \vec{r}_b \in \partial \mathcal{D},
\]

(3.2)

where \( \mathcal{D} = \{0 \leq x \leq X, \ 0 \leq y \leq Y\} \). The total probability of interaction per unit path length for a particle is given by \( \sigma_t(\vec{r}) \), and the probability of scattering per unit path length is \( \sigma_s(\vec{r}) \).

An external source of particles is represented by \( q(\vec{r}) \)

To derive the low-order equations of the NWF family of methods, we operate on the transport equation (3.1) by

\[
\gamma_m \int_{\omega_m} w(\Omega_x, \Omega_y)(\bullet) d\vec{\Omega}
\]

(3.3)

over spherical angular quadrants \( \omega_m, \ m = 1, \ldots, 4 \), where \( w(\Omega_x, \Omega_y) \) is a generally defined weight function of directional cosines,

\[
\omega_1 = \{0 \leq \gamma \leq \frac{\pi}{2}, 0 \leq \theta \leq \pi\},
\]

\[
\omega_2 = \{\frac{\pi}{2} \leq \gamma \leq \pi, 0 \leq \theta \leq \pi\},
\]

\[
\omega_3 = \{\pi \leq \gamma \leq \frac{3\pi}{2}, 0 \leq \theta \leq \pi\},
\]

\[
\omega_4 = \{\frac{3\pi}{2} \leq \gamma \leq 2\pi, 0 \leq \theta \leq \pi\},
\]

(3.4)
and
\[
\gamma_m = \frac{\int_{\omega_m} d\Omega}{\int_{\omega_m} \omega(\Omega_x, \Omega_y) d\Omega}.
\] (3.5)

Partial scalar fluxes defined over angular quadrants are used to define the low-order system of equations and are written as
\[
\phi_m = \int_{\omega_m} \psi d\Omega.
\] (3.6)

The family of 2D NWF methods are then defined by the following high-order problem for the angular flux \(\psi\) and low-order problem for the partial scalar fluxes (3.6)

\[
\Omega_x \frac{\partial}{\partial x} \psi + \Omega_y \frac{\partial}{\partial y} \psi + \sigma_t \psi = \frac{1}{4\pi} \sigma_s \phi + \frac{1}{4\pi} q,
\] (3.7)

\[
G_m = \gamma_m \int_{\omega_m} w(\Omega_x, \Omega_y) \psi d\Omega / \int_{\omega_m} \psi d\Omega,
\] (3.8)

\[
F_m^\alpha = \gamma_m \int_{\omega_m} |\Omega_\alpha| w(\Omega_x, \Omega_y) \psi d\Omega / \int_{\omega_m} \psi d\Omega,
\] (3.9)

\[
\alpha = x, y, \ m = 1, \ldots, 4,
\]

\[
\frac{\partial}{\partial x} (F^x_1 \phi_1) + \frac{\partial}{\partial y} (F^y_1 \phi_1) + \sigma_t G_1 \phi_1 = \frac{1}{4} (\sigma_s \phi + q),
\] (3.10)

\[
- \frac{\partial}{\partial x} (F^x_2 \phi_2) + \frac{\partial}{\partial y} (F^y_2 \phi_2) + \sigma_t G_2 \phi_2 = \frac{1}{4} (\sigma_s \phi + q),
\] (3.11)

\[
- \frac{\partial}{\partial x} (F^x_3 \phi_3) - \frac{\partial}{\partial y} (F^y_3 \phi_3) + \sigma_t G_3 \phi_3 = \frac{1}{4} (\sigma_s \phi + q),
\] (3.12)

\[
- \frac{\partial}{\partial x} (F^x_4 \phi_4) - \frac{\partial}{\partial y} (F^y_4 \phi_4) + \sigma_t G_4 \phi_4 = \frac{1}{4} (\sigma_s \phi + q),
\] (3.13)

\[
0 \leq x \leq X, \ 0 \leq y \leq Y,
\]

\[
\phi = \sum_{m=1}^{4} \phi_m,
\] (3.14)

with the following boundary conditions for the low-order equations (3.10)-(3.13):

\[
\phi_m \big|_{x=0} = \int_{\omega_m} \psi^{in} \big|_{x=0} d\Omega, \ m = 1, 4, \ 0 \leq y \leq Y,
\] (3.15)
\begin{align}
\phi_m & = \int_{\omega_m} \psi_{x=X} \ d\vec{\Omega}, \ m = 2, 3, 0 \leq y \leq Y, \quad (3.16) \\
\phi_m & = \int_{\omega_m} \psi_{y=0} \ d\vec{\Omega}, \ m = 1, 2, 0 \leq x \leq X, \quad (3.17) \\
\phi_m & = \int_{\omega_m} \psi_{y=Y} \ d\vec{\Omega}, \ m = 3, 4, 0 \leq x \leq X. \quad (3.18)
\end{align}

Standard notations are used. Note that reflective and albedo boundary conditions can be defined by relating partial scalar fluxes. The low-order equations (3.10)-(3.13) have a similar form to the transport equation (3.7). There are streaming terms represented by the first-order derivatives, a removal term, and a coupling of partial scalar fluxes in the scattering source. The system of equations (3.7)-(3.18) is equivalent to the original linear transport problem (3.1) and (3.2).

The equations (3.7)-(3.18) are solved by means of the following iterative process:

\begin{align}
\Omega_x \frac{\partial}{\partial x} \psi^{(k+1/2)} + \Omega_y \frac{\partial}{\partial y} \psi^{(k+1/2)} + \sigma_t \psi^{(k+1/2)} &= \frac{1}{4\pi} \sigma_s \phi^{(k)} + \frac{1}{4\pi} q, \quad (3.19) \\
G_m^{(k+1/2)} &= \gamma_m \int_{\omega_m} w(\Omega_x, \Omega_y) \psi^{(k+1/2)} d\vec{\Omega} \quad \int_{\omega_m} \psi^{(k+1/2)} d\vec{\Omega}, \quad (3.20) \\
F_m^{(k+1/2)} &= \gamma_m \int_{\omega_m} |\Omega_\alpha| w(\Omega_x, \Omega_y) \psi^{(k+1/2)} d\vec{\Omega} \quad \int_{\omega_m} \psi^{(k+1/2)} d\vec{\Omega}, \quad (3.21)
\end{align}

\begin{align}
\frac{\partial}{\partial x} \left( F_1^{(k+1/2)} \phi_1^{(k+1)} \right) + \frac{\partial}{\partial y} \left( F_1^{(k+1/2)} \phi_2^{(k+1)} \right) + \sigma_t G_1^{(k+1/2)} \phi_1^{(k+1)} &= \frac{1}{4} \sigma_s \phi^{(k+1)} + q, \quad (3.22) \\
- \frac{\partial}{\partial x} \left( F_2^{(k+1/2)} \phi_2^{(k+1)} \right) + \frac{\partial}{\partial y} \left( F_2^{(k+1/2)} \phi_2^{(k+1)} \right) + \sigma_t G_2^{(k+1/2)} \phi_2^{(k+1)} &= \frac{1}{4} \sigma_s \phi^{(k+1)} + q, \quad (3.23) \\
- \frac{\partial}{\partial x} \left( F_3^{(k+1/2)} \phi_3^{(k+1)} \right) - \frac{\partial}{\partial y} \left( F_3^{(k+1/2)} \phi_3^{(k+1)} \right) + \sigma_t G_3^{(k+1/2)} \phi_3^{(k+1)} &= \frac{1}{4} \sigma_s \phi^{(k+1)} + q, \quad (3.24) \\
- \frac{\partial}{\partial x} \left( F_4^{(k+1/2)} \phi_4^{(k+1)} \right) - \frac{\partial}{\partial y} \left( F_4^{(k+1/2)} \phi_4^{(k+1)} \right) + \sigma_t G_4^{(k+1/2)} \phi_4^{(k+1)} &= \frac{1}{4} \sigma_s \phi^{(k+1)} + q, \quad (3.25)
\end{align}

\begin{align}
0 \leq x \leq X, 0 \leq y \leq Y.
\end{align}
\[
\phi^{(k+1)} = \sum_{m=1}^{4} \phi^{(k+1)}_m , \tag{3.26}
\]

where

\[
\phi^{(k+1)}_m \bigg|_{x=0} = \int_{\omega_m} \psi^{in} \bigg|_{x=0} d\Omega , \quad m = 1, 4, \quad 0 \leq y \leq Y , \tag{3.27}
\]

\[
\phi^{(k+1)}_m \bigg|_{x=X} = \int_{\omega_m} \psi^{in} \bigg|_{x=X} d\Omega , \quad m = 2, 3, \quad 0 \leq y \leq Y , \tag{3.28}
\]

\[
\phi^{(k+1)}_m \bigg|_{y=0} = \int_{\omega_m} \psi^{in} \bigg|_{y=0} d\Omega , \quad m = 1, 2, \quad 0 \leq x \leq X , \tag{3.29}
\]

\[
\phi^{(k+1)}_m \bigg|_{y=Y} = \int_{\omega_m} \psi^{in} \bigg|_{y=Y} d\Omega , \quad m = 3, 4, \quad 0 \leq x \leq X . \tag{3.30}
\]

The iterative process is defined by the following three stages:

1. A transport sweep to calculate the angular flux \(\psi^{(k+1/2)}\) (Eq. (3.19)).

2. The calculation of the factors \(G_m^{(k+1/2)}\) and \(F_m^{\alpha(k+1/2)}\) from \(\psi^{(k+1/2)}\) (Eqs. (3.20)-(3.21)).

3. Solving the low-order problem (Eqs. (3.22)-(3.30)) for \(\phi^{(k+1)}_m\) using \(G_m^{(k+1/2)}\) and \(F_m^{\alpha(k+1/2)}\).

On the initial iteration \((k = 0)\) the transport sweep is not performed. Instead, the factors \(G_m^{(1/2)}\) and \(F_m^{\alpha(1/2)}\) are calculated using an isotropic angular flux and used to complete a low-order solve.

### 3.2 Discretization Of The 2D NWF Methods

Many discretization schemes have been developed for use with the transport equation and for problems that are diffusive in nature. Selecting a transport discretization with good performance and applying it to the low-order problem gives a reasonable expectation of attaining similar properties.
The low-order equations are discretized by the lumped bilinear-discontinuous (BLD) method \cite{48, 49}. The BLD discretization has been studied for diffusive problems and is known to limit to a stable and consistent form of the diffusion equation in the diffusion limit. We consider orthogonal spatial grids

\[ x_{i+1/2} = x_{i-1/2} + \Delta x_i, \quad i = 1, \ldots, N_x; \quad x_{1/2} = 0, \quad x_{N_x+1/2} = X, \]

\[ y_{j+1/2} = y_{j-1/2} + \Delta y_j, \quad j = 1, \ldots, N_y; \quad y_{1/2} = 0, \quad y_{N_y+1/2} = Y. \]

The BLD approximation of the partial scalar fluxes in the \((i, j)\)-cell is

\[ \phi_m(x, y) = \phi_{m, i, j} + 2 \frac{\Delta x_i}{\Delta x_i} (x - x_i) \phi_{x, m, i, j}^x + 2 \frac{\Delta y_j}{\Delta y_j} (y - y_j) \phi_{y, m, i, j}^y + 4 \frac{\Delta x_i \Delta y_j}{\Delta x_i \Delta y_j} (x - x_i)(y - y_j) \phi_{xy, m, i, j}, \quad (3.31) \]

where the partial scalar flux spatial moments are defined as

\[ \phi_{x, m, i, j}^x = \frac{6}{\Delta x_i^2 \Delta y_j} \int_{x_{i-1/2}}^{x_{i+1/2}} dx \int_{y_{j-1/2}}^{y_{j+1/2}} dy (x - x_i) \phi_m(x, y), \quad (3.32) \]

\[ \phi_{y, m, i, j}^y = \frac{6}{\Delta x_i \Delta y_j^2} \int_{x_{i-1/2}}^{x_{i+1/2}} dx \int_{y_{j-1/2}}^{y_{j+1/2}} dy (y - y_j) \phi_m(x, y), \quad (3.33) \]

\[ \phi_{xy, m, i, j} = \frac{36}{\Delta x_i^2 \Delta y_j^2} \int_{x_{i-1/2}}^{x_{i+1/2}} dx \int_{y_{j-1/2}}^{y_{j+1/2}} dy (x - x_i)(y - y_j) \phi_m(x, y), \quad (3.34) \]

and \(x_i\) and \(y_j\) are midpoints of the corresponding intervals. Thus, the partial scalar fluxes in each cell are defined in terms of the cell average partial scalar flux and the spatial moments.

The discretization of the low-order equations of the NWF method is discussed here. First, we integrate equations (3.22)-(3.25) over the \((i, j)\)-cell which gives four balance equations. This is repeated with the equations weighted by \(2 \frac{\Delta x_i}{\Delta x_i} (x - x_i), 2 \frac{\Delta y_j}{\Delta y_j} (y - y_j), \) and \(4 \frac{\Delta x_i \Delta y_j}{\Delta x_i \Delta y_j} (x - x_i)(y - y_j)\) to give twelve moment equations (three for each direction). These equations relate unknowns within each cell for the \(m^{th}\) direction as

\[ \nu_m^x \Delta y_j (F_{m, i+1/2, j}^x \phi_{m, i+1/2, j}^x - F_{m, i-1/2, j}^x \phi_{m, i-1/2, j}^x) + \nu_m^y \Delta x_i (F_{m, i, j+1/2}^y \phi_{m, i, j+1/2}^y - F_{m, i, j-1/2}^y \phi_{m, i, j-1/2}^y) \]
\[ + \sigma_{t,j} G_m \phi_m \Delta x_1 \Delta y_j = \frac{1}{4} \Delta x_1 \Delta y_j (\sigma_{s,j} \phi_{i,j} + q_{i,j}) , \]  
\[ \theta_x \nu_x^x \Delta y_j (F_{m,i+1/2,j} \phi_m + F_{m,i-1/2,j} \phi_m - 2 F_{m,i,j} \phi_m) + \gamma_y \nu_y^y \Delta x_1 (F_{m,i,j+1/2} \phi_m + F_{m,i,j-1/2} \phi_m) - \]  
\[ \gamma_x \nu_x^x \Delta y_j (F_{m,i+1/2,j} \phi_y^y_m + F_{m,i-1/2,j} \phi_y^y_m - 2 F_{m,i,j} \phi_y^y_m) + \theta_y \nu_y^y \Delta x_1 (F_{m,i,j+1/2} \phi_y^y_m + F_{m,i,j-1/2} \phi_y^y_m) + \]  
\[ \delta_x \nu_x^x \Delta y_j (F_{m,i+1/2,j} \phi_y^y_m + F_{m,i-1/2,j} \phi_y^y_m - 2 F_{m,i,j} \phi_y^y_m) + \delta_y \nu_y^y \Delta x_1 (F_{m,i,j+1/2} \phi_y^y_m + F_{m,i,j-1/2} \phi_y^y_m) + \]  
\[ i = 1, \ldots, N_x, \quad j = 1, \ldots, N_y \quad m = 1, \ldots, 4 , \]  

where

\[ \nu_x^x = \nu_y^y = 1 , \quad \nu_x^y = \nu_y^x = -1 , \]  
\[ \nu_1 = \nu_2 = 1 , \quad \nu_3 = \nu_4 = -1 , \]  

and \( \sigma_{t,j} , \sigma_{s,j}, \) and \( q_{i,j} \) are now cell average quantities. Auxiliary equations must be defined to fully constrain the system of equations. These auxiliary conditions are defined by evaluating (3.31) at the midpoints of downstream direction faces of the \((i,j)-\)cell. This gives the BLD discretization its desirable property of discontinuity by relating the cell-average unknowns to the downstream-direction unknowns of a cell. The partial scalar fluxes are then discontinuous at upstream cell faces which allows the finite element discretization to better represent discontinuous and high-gradient solution behavior that can’t be accurately modeled with solely a
bilinear expansion of the unknowns in each cell. The BLD auxiliary equations are given by

\[
\phi_{1,i+1/2,j} = \phi_{1,i,j} + \phi^x_{1,i,j}, \quad \phi_{3,i-1/2,j} = \phi_{3,i,j} - \phi^x_{3,i,j},
\]

\[
\phi^y_{1,i+1/2,j} = \phi^y_{1,i,j} + \phi^{xy}_{1,i,j}, \quad \phi^y_{3,i-1/2,j} = \phi^y_{3,i,j} - \phi^{xy}_{3,i,j},
\]

\[
\phi_{1,i,j+1/2} = \phi_{1,i,j} + \phi^y_{1,i,j}, \quad \phi_{3,i,j-1/2} = \phi_{3,i,j} - \phi^y_{3,i,j},
\]

\[
\phi^x_{1,i,j+1/2} = \phi^x_{1,i,j} + \phi^{xy}_{1,i,j}, \quad \phi^x_{3,i,j-1/2} = \phi^x_{3,i,j} - \phi^{xy}_{3,i,j},
\]

\[
\phi_{2,i-1/2,j} = \phi_{2,i,j} - \phi^x_{2,i,j}, \quad \phi_{4,i+1/2,j} = \phi_{4,i,j} + \phi^x_{4,i,j},
\]

\[
\phi^y_{2,i-1/2,j} = \phi^y_{2,i,j} - \phi^{xy}_{2,i,j}, \quad \phi^y_{4,i+1/2,j} = \phi^y_{4,i,j} + \phi^{xy}_{4,i,j},
\]

\[
\phi_{2,i,j+1/2} = \phi_{2,i,j} + \phi^y_{2,i,j}, \quad \phi_{4,i,j-1/2} = \phi_{4,i,j} - \phi^y_{4,i,j},
\]

\[
\phi^x_{2,i,j+1/2} = \phi^x_{2,i,j} + \phi^{xy}_{2,i,j}, \quad \phi^x_{4,i,j-1/2} = \phi^x_{4,i,j} - \phi^{xy}_{4,i,j},
\]

(3.41)

Lumping parameters are denoted by \( \theta_\alpha, \gamma_\alpha, \) and \( \delta_\alpha \) (\( \alpha = x, y \)). The standard BLD equations are obtained by the lumping parameters 3, 1, and 3, respectively. For mass-lumped BLD, the parameters are 1, 1/3, and 1/3. For fully lumped BLD, the parameters all have values of 1. Lumping adds robustness to a method, usually at the price of lost accuracy. Physically, lumping makes an equation more local. For example, mass lumping causes an equation to depend only on cell average scalar fluxes for the removal and source terms. The equations no longer depend on the moments which give a bilinear shape. Another way to think about this is in terms of mass-matrix lumping when equations are written in matrix form. Then, the coefficients are summed over each row of the matrix and the total is placed in the diagonal element with all other elements set to zero.

The number of low-order equations per cell is
• 4 balance equations

• 12 moment equations

• 16 auxiliary equations.

The cell average moment unknowns can be eliminated by combining equations to get a smaller system of equations with a total number of unknowns in a problem \( N_x \) by \( N_y \) cells given by

\[
20N_xN_y + 8(N_x + N_y).
\] (3.42)

Then, the cell average moment terms can easily be restored from the solution and equation (3.41).

The transport equation is approximated by the method of short characteristics [50, 51, 52, 53]. The method of short characteristics results in an angular flux distribution that is monotonic and nonnegative. The high-order equations are solved by sweeping through the angular and spatial mesh, where unknown downstream angular fluxes on vertices are solved for by

\[
\psi_n(\gamma_l, \theta_m) = \psi^* e^{-\tau_{ijlm}} + \frac{1}{\sin \theta_m} \int_0^{\Delta S_{ij}} \frac{1}{4\pi} (\sigma_{s,ij} \phi_{ij} + q_{ij}) e^{-\tau_{ijlm}'} \sin \theta_m ds',
\] (3.43)

where,

\[
\tau_{ijlm} = \frac{\sigma_{s,ij} \Delta S_{ijl}}{\sin \theta_m},
\] (3.44)

and \( \psi^* \) is the incoming flux at the cell face which must be obtained through interpolation. Spherical geometry ordinates are specified by \( \gamma_l \) and \( \theta_m \). \( \Delta S_{ijl} \) is the chord length of travel across the \( i, j \) cell for the \( l^{th} \) direction. There are many different approaches to interpolating and solving equation (3.43). The geometry used in this research is outlined by Figure 3.1 for one ordinate’s direction of travel across a cell. First, the source contribution is calculated along
the path of travel from $\psi^*$ to $\psi_n$. Since $\phi_{ij}$ and $q_{ij}$ are constant over the cell, this gives the value of the second half of equation (3.43) for $\psi_2$ and $\psi_3$. The first half of equation (3.43) is calculated for $\psi_2$ and $\psi_3$ using known data. $\psi_1$ is known. Then, $\psi_n$ is calculated by either linear or parabolic interpolation along the outgoing face. If parabolic interpolation yields a value greater than (less than) each $\psi_1$, $\psi_2$, and $\psi_3$, then the method is monotonized. This is necessary to prevent introducing artificial oscillations from higher-order interpolation schemes. Monotonization is accomplished by setting the interpolant to the greatest (smallest) value of $\psi_2$ and $\psi_3$ [50]. This diagram similarly holds for ordinates that strike the other incoming face of the cell, where the other outgoing face is then used to interpolate along. Linear interpolation does not need monotonization, but it results in a first order spatially convergent transport discretization method while parabolic is a second order one.

The factors are calculated on vertices from the resulting angular flux distribution. Cell-average factors, $F^\alpha_{m,i,j}$ and $G_{m,i,j}$, are calculated as averages of factors evaluated on the four cell vertices. Face-average factors, $F^\alpha_{m,i+1/2,j}$ and $F^\alpha_{m,i,j+1/2}$, are averages of the two nearest
vertex values.

In the remainder of the chapter, the properties of the NWF family of methods are analyzed and specific methods defined by selection of the weight \( w(\Omega_x, \Omega_y) \).

### 3.3 Continuous Form Analysis Of Asymptotic Diffusion Limit

To meet the diffusion limit, the leading-order solution of the low-order equations (3.10)-(3.13) must give rise to the diffusion equation [37, 40]. In order to develop a NWF method that satisfies this condition, an asymptotic diffusion limit analysis of the low-order equations of the NWF methods for general weight \( w(\Omega_x, \Omega_y) \) under the assumption that the angular flux is isotropic is performed.

Evaluating the factors (3.8)-(3.9) with an isotropic angular flux, \( \psi = \text{constant} \), the factors are

\[
G_m = 1, \\
F_m^\alpha = \tilde{F}_m^\alpha, \quad \alpha = x, y, m = 1, \ldots, 4,
\]

where

\[
\tilde{F}_m^\alpha = \frac{\gamma_m \int |\Omega_a| w(\Omega_x, \Omega_y) d\Omega}{\int d\Omega}. \tag{3.46}
\]

To perform the analysis, the following scaling of the cross sections and ansatz are introduced into equations (3.10)-(3.13):

\[
\sigma_t = \frac{\hat{\sigma}_t}{\varepsilon}, \quad \sigma_a = \varepsilon \hat{\sigma}_a, \quad q = \varepsilon \hat{q}, \tag{3.47}
\]

\[
\phi_m = \sum_{n=0}^{\infty} \varepsilon^n \phi_m^{[n]}, \quad m = 1, \ldots, 4. \tag{3.48}
\]
where $\varepsilon \ll 1$ is a scaling parameter. Then, coefficients of $\varepsilon^{-1}$, $\varepsilon^0$, and $\varepsilon^1$ terms are equated to give a system of equations. The resulting $O(\varepsilon^{-1})$ equation is

$$\phi_m^{[0]} = \frac{1}{4} \phi^{[0]}.$$  \hspace{1cm} (3.49)

This shows that the leading order partial scalar fluxes are equal in each direction. The resulting $O(\varepsilon^0)$ equations are

$$\tilde{F}_x \frac{\partial}{\partial x} \phi_1^{[0]} + \tilde{F}_y \frac{\partial}{\partial y} \phi_1^{[0]} = \frac{1}{4} \sigma_t \phi_1^{[1]},$$ \hspace{1cm} (3.50)

$$-\tilde{F}_x \frac{\partial}{\partial x} \phi_2^{[0]} + \tilde{F}_y \frac{\partial}{\partial y} \phi_2^{[0]} = \frac{1}{4} \sigma_t \phi_2^{[1]},$$ \hspace{1cm} (3.51)

$$-\tilde{F}_x \frac{\partial}{\partial x} \phi_3^{[0]} - \tilde{F}_y \frac{\partial}{\partial y} \phi_3^{[0]} = \frac{1}{4} \sigma_t \phi_3^{[1]},$$ \hspace{1cm} (3.52)

$$\tilde{F}_x \frac{\partial}{\partial x} \phi_4^{[0]} - \tilde{F}_y \frac{\partial}{\partial y} \phi_4^{[0]} = \frac{1}{4} \sigma_t \phi_4^{[1]},$$ \hspace{1cm} (3.53)

These equations relate the $\phi_m^{[0]}$ and $\phi_m^{[1]}$ terms. The resulting $O(\varepsilon^1)$ equations are

$$\tilde{F}_x \frac{\partial}{\partial x} \phi_1^{[1]} + \tilde{F}_y \frac{\partial}{\partial y} \phi_1^{[1]} = \frac{1}{4} \left( -\hat{\sigma}_a \phi_1^{[0]} + \hat{q} \right),$$ \hspace{1cm} (3.54)

$$-\tilde{F}_x \frac{\partial}{\partial x} \phi_2^{[1]} + \tilde{F}_y \frac{\partial}{\partial y} \phi_2^{[1]} = \frac{1}{4} \left( -\hat{\sigma}_a \phi_2^{[0]} + \hat{q} \right),$$ \hspace{1cm} (3.55)

$$-\tilde{F}_x \frac{\partial}{\partial x} \phi_3^{[1]} - \tilde{F}_y \frac{\partial}{\partial y} \phi_3^{[1]} = \frac{1}{4} \left( -\hat{\sigma}_a \phi_3^{[0]} + \hat{q} \right),$$ \hspace{1cm} (3.56)

$$\tilde{F}_x \frac{\partial}{\partial x} \phi_4^{[1]} - \tilde{F}_y \frac{\partial}{\partial y} \phi_4^{[1]} = \frac{1}{4} \left( -\hat{\sigma}_a \phi_4^{[0]} + \hat{q} \right).$$ \hspace{1cm} (3.57)

The system of equations (3.49)-(3.57) can be reduced to an equation relating the leading order terms. This is then the equation that the method limits to in diffusive regions to leading order. The analysis shows that the leading-order solution of the low-order equations (3.10)-(3.13) satisfies the following second-order PDE in the interior of the optically thick diffusive region:

$$-\frac{1}{4} \left( \sum_{m=1}^{4} (\tilde{F}_m^x)^2 \right) \frac{\partial}{\partial x} \frac{1}{\sigma_t} \frac{\partial \phi^{[0]}}{\partial x} - \frac{1}{4} \left( \sum_{m=1}^{4} (\tilde{F}_m^y)^2 \right) \frac{\partial}{\partial y} \frac{1}{\sigma_t} \frac{\partial \phi^{[0]}}{\partial y}.$$
\[-\frac{1}{4} \left( \tilde{F}_1^x \tilde{F}_1^y - \tilde{F}_2^x \tilde{F}_2^y + \tilde{F}_3^x \tilde{F}_3^y - \tilde{F}_4^x \tilde{F}_4^y \right) \left( \frac{\partial}{\partial x} \frac{1}{\sigma_t} \frac{\partial \phi[0]}{\partial y} + \frac{\partial}{\partial y} \frac{1}{\sigma_t} \frac{\partial \phi[0]}{\partial x} \right) \]
\[+ \frac{1}{4} \left( \tilde{F}_1^x + \tilde{F}_4^x - \sum_{m=2}^{3} \tilde{F}_m^x \right) \frac{\partial \phi[1]}{\partial x} + \frac{1}{4} \left( \sum_{m=1}^{2} \tilde{F}_m^y - \sum_{m=3}^{4} \tilde{F}_m^y \right) \frac{\partial \phi[1]}{\partial y} + \sigma_a \phi[0] = q \, . (3.58)\]

The diffusion equation for the scalar flux, \( \phi \), is given by
\[-\frac{\partial}{\partial x} D \frac{\partial \phi}{\partial x} - \frac{\partial}{\partial y} D \frac{\partial \phi}{\partial y} + \sigma_a \phi = q \, , (3.59)\]
with the diffusion coefficient
\[D = \frac{1}{3\sigma_t} \, . (3.60)\]

The equation (3.58) then results in the diffusion equation (3.59) and hence the leading-order solution satisfies the diffusion equation, if the following five conditions are met:
\[\frac{1}{4} \sum_{m=1}^{4} (\tilde{F}_m^x)^2 = \frac{1}{3} \, , \quad (3.61)\]
\[\frac{1}{4} \sum_{m=1}^{4} (\tilde{F}_m^y)^2 = \frac{1}{3} \, , \quad (3.62)\]
\[\tilde{F}_1^x \tilde{F}_1^y - \tilde{F}_2^x \tilde{F}_2^y + \tilde{F}_3^x \tilde{F}_3^y - \tilde{F}_4^x \tilde{F}_4^y = 0 \, , \quad (3.63)\]
\[\tilde{F}_1^x + \tilde{F}_4^x - \sum_{m=2}^{3} \tilde{F}_m^x = 0 \, , \quad (3.64)\]
\[\sum_{m=1}^{2} \tilde{F}_m^y - \sum_{m=3}^{4} \tilde{F}_m^y = 0 \, . \quad (3.65)\]

The results of this analysis allow an evaluation of NWF methods with various weights. Note that if a weight satisfies only Eqs. (3.63)-(3.65), then Eq. (3.58) leads to a diffusion-like equation with a wrong diffusion coefficient, \( D \). It is easy to conceive of and define many different forms of the weight \( w(\Omega_x, \Omega_y) \), but not all are capable of meeting Eqs. (3.61)-(3.65). The continuous form asymptotic analysis acts as a filter that a weight must pass through in order for further effort to be expended in its analysis.
3.4 Discretized Form Analysis Of Asymptotic Diffusion Limit

An asymptotic diffusion limit analysis of the NWF methods approximated by means of the BLD discretization described before (see Sec. 3.2) on a uniform rectangular spatial grid is performed. The purpose of this analysis is to determine if the NWF methods limit to a stable and consistent discretized form of the diffusion equation with an accurate asymptotic boundary condition for unresolved boundary layers. This analysis is very lengthy and will be reproduced here in a summarized form by highlighting significant steps. The analysis is presented for the case of mass lumping. The same analysis can be performed without lumping, but it is not shown here. Note that the only terms affected by mass lumping are the removal terms, scattering source, and external source. The derivative terms remain the same.

This analysis is performed in two locations, inside a diffusive region and on the boundary of a diffusive region. On the boundary, the analysis is performed for a cell sufficiently far from a corner of the diffusive region to avoid 2D effects. First, scaled cross sections and external source terms

\[
\begin{align*}
\sigma_t &= \frac{\tilde{\sigma}_t}{\varepsilon}, \quad \sigma_a = \varepsilon \tilde{\sigma}_a, \\
q &= \varepsilon \tilde{q}, \quad q^x = \varepsilon \tilde{q}^x, \quad q^y = \varepsilon \tilde{q}^y, \quad q^{xy} = \varepsilon \tilde{q}^{xy},
\end{align*}
\]

(3.66)

are substituted into equations (3.8)-(3.9), (3.35)-(3.41), and (3.43)-(3.44). Second, the ansatz is introduced into the same equations. The ansatz consists of a power series expansion of all unknowns in the parameter \(\varepsilon\),

\[
f = \sum_{n=0}^{\infty} \varepsilon^n f^{[n]},
\]

(3.67)

where \(f\) generally represents unknowns. Every discretized angular flux, scalar flux, and partial
scalar flux-moment is expanded in this manner.

The first equations to be expanded are that of the high-order problem (3.43)-(3.44). Upon expanding both the angular flux and scalar flux and then collecting like terms of $\varepsilon$, it is found that

$$
\psi_n^{[0]} = \frac{1}{4\pi} \phi_{ij}^{[0]},
\psi_n^{[1]} = 0,
\psi_n^{[2]} = \frac{1}{4\pi} \left( \phi_{ij}^{[2]} - \frac{\sigma_{a,ij}}{\sigma_{t,ij}} \phi_{ij}^{[0]} \right) .
$$

(3.68)

This means that to leading order the angular flux resulting from the method of short characteristics is isotropic. And, the $\psi^{[1]}$ terms are zero, which means that the angular flux varies from an isotropic distribution only by $\varepsilon^2$ terms and higher which are much smaller in magnitude.

The factors (3.8)-(3.9) are analyzed next. The weight is left in general form and the angular flux is expanded. After some algebra and using the results of (3.68), it is found that

$$
G_{m,i-1/2,j-1/2}^{[0]} = \begin{cases} 
\frac{\gamma_m}{\omega_m} \int_{\Omega_m} w(\Omega_x, \Omega_y) \psi_{i-1/2,j-1/2}^{m} d\Omega, & \text{for } i - 1/2, j - 1/2 \in \partial D \text{ and } m \text{ is incoming,} \\
1, & \text{for all other vertices and } m,
\end{cases}
$$

(3.69)

$$
F_{m,i-1/2,j-1/2}^{\alpha,[0]} = \begin{cases} 
\frac{\gamma_m}{\omega_m} \int_{\Omega_m} w(\Omega_x, \Omega_y) \psi_{i-1/2,j-1/2}^{m} d\Omega, & \text{for } i - 1/2, j - 1/2 \in \partial D \text{ and } m \text{ is incoming,} \\
\tilde{F}, & \text{for all other vertices and } m,
\end{cases}
$$

(3.70)

where $\alpha = x,y$ and $\tilde{F}$ is the factor evaluated with an isotropic angular flux. Note that $\psi^{m}$ is leading order. $G^{[n]}$ and $F^{\alpha,[n]}$ are zero for $n = 1$ and 2.

The factors used by the low-order equations are face-average and cell-average factors. These are generally calculated as an average of the vertices bounding a face or the four vertices.
bounding a cell. The analysis showed that in the cells at the interior of the interfaces of the thick diffusive regions, cell-average factors and downstream face-average factors need to be defined by the corresponding downstream vertex value, namely, given by:

\[
G_{1,i,j} = G_{1,i+1/2,j+1/2},
\]
\[
G_{2,i,j} = G_{2,i-1/2,j+1/2},
\]
\[
G_{3,i,j} = G_{3,i-1/2,j-1/2},
\]
\[
G_{4,i,j} = G_{4,i+1/2,j-1/2},
\]

(3.71)

\[
F_{\alpha,1,i,j} = F_{\alpha,1,i+1/2,j} = F_{\alpha,1,i,j+1/2} = F_{\alpha,1,i+1/2,j+1/2},
\]
\[
F_{\alpha,2,i,j} = F_{\alpha,2,i-1/2,j} = F_{\alpha,2,i,j+1/2} = F_{\alpha,2,i-1/2,j+1/2},
\]
\[
F_{\alpha,3,i,j} = F_{\alpha,3,i-1/2,j} = F_{\alpha,3,i,j-1/2} = F_{\alpha,3,i-1/2,j-1/2},
\]
\[
F_{\alpha,4,i,j} = F_{\alpha,4,i+1/2,j} = F_{\alpha,4,i,j-1/2} = F_{\alpha,4,i+1/2,j-1/2}.
\]

(3.72)

This reassignment of factors is physically meaningful. Any angular flux distribution that enters into an optically thick highly diffusive cell becomes isotropic in it. Only in the boundary layer where the angular flux transitions to isotropic is it not necessarily so, and this is a very small area of such a cell. In the context of this finite element discretization, a face-average and cell-average factor can be interpreted as the value at the midpoint of the face and center of the cell, respectively. Thus, a cell average and face average factor located downstream of an incoming angular flux should correspond to the shape of the angular flux at that very location. A simple averaging over the whole cell or cell face does not lead to correct asymptotic values of the factors.

This completes what can be termed as mostly preliminary work in that nothing has
been done with the actual low-order equations and the weight is still in general form. Next, the analysis is completed for the interior of a diffusive region and a boundary cell far from corners.

3.4.1 Asymptotic Diffusion Limit Analysis in the Interior of a Diffusive Region

The low-order BLD discretized equations for an interior cell of a thick diffusive region were scaled and expanded in terms of $\varepsilon$ in the previous section using (3.66) and (3.67). Next, the expansion of the factors, (3.69) and (3.70), are introduced into the scaled and expanded BLD discretized equations taking into account the downstream reassignment of factors given by (3.71) and (3.72). Then, coefficients of corresponding powers of $\varepsilon$ are equated to give a system of linear equations. Reducing the system for the equation describing the behavior of the leading-order scalar flux in the interior of the optically-thick diffusive region is shown next.

After some straightforward manipulations, we get the following equations:

\( O(\varepsilon^{-1}) : \)

\[
\phi_{m,ij}^{[0]} = \frac{1}{4} \phi_{ij}^{[0]},
\]
\( (3.73) \)

\[
\phi_{m,ij}^{x[0]} = \frac{1}{4} \phi_{ij}^{x[0]},
\]
\( (3.74) \)

\[
\phi_{m,ij}^{y[0]} = \frac{1}{4} \phi_{ij}^{y[0]},
\]
\( (3.75) \)

\[
\phi_{m,ij}^{xy[0]} = \frac{1}{4} \phi_{ij}^{xy[0]},
\]
\( (3.76) \)

\( O(1) : \)

\[
\nu_k \Delta y_j \tilde{F} \left[ \phi_{m,i+1/2,j}^{[0]} - \phi_{m,i-1/2,j}^{[0]} \right] + \nu_k^2 \Delta x_i \tilde{F} \left[ \phi_{m,i+1/2,j}^{[0]} - \phi_{m,i-1/2,j}^{[0]} \right]
\]

\[
+ \sigma_{t,ij} \Delta x_i \Delta y_j \phi_{m,i,j}^{[1]} = \frac{1}{4} \Delta x_i \Delta y_j \sigma_{t,ij} \phi_{i,j}^{[1]},
\]
\( (3.77) \)
\[ 3\nu_k^x \Delta y_j \hat{F} \left[ \phi_{m,i+1/2,j}^{[0]} + \phi_{m,i-1/2,j}^{[0]} - 2\phi_{m,i,j}^{[0]} \right] + \nu_k^x \Delta x_i \hat{F} \left[ \phi_{m,i,j+1/2}^{[0]} - \phi_{m,i,j-1/2}^{[0]} \right] \\
+ 3\sigma_{t,ij} \Delta x_i \Delta y_j \phi_{m,i,j}^{[1]} = \frac{3}{4} \Delta x_i \Delta y_j \sigma_{t,ij} \phi_{i,j}^{[1]} , \quad (3.78) \]

\[ \nu_k^x \Delta y_j \hat{F} \left[ \phi_{m,i+1/2,j}^{[0]} - \phi_{m,i-1/2,j}^{[0]} \right] + 3\nu_k^y \Delta x_i \hat{F} \left[ \phi_{m,i,j+1/2}^{[0]} + \phi_{m,i,j-1/2}^{[0]} - 2\phi_{m,i,j}^{[0]} \right] \\
+ 3\sigma_{t,ij} \Delta x_i \Delta y_j \phi_{m,i,j}^{[1]} = \frac{3}{4} \Delta x_i \Delta y_j \sigma_{t,ij} \phi_{i,j}^{[1]} , \quad (3.79) \]

\[ 3\nu_k^x \Delta y_j \hat{F} \left[ \phi_{m,i+1/2,j}^{[0]} + \phi_{m,i-1/2,j}^{[0]} - 2\phi_{m,i,j}^{[0]} \right] + 3\nu_k^y \Delta x_i \hat{F} \left[ \phi_{m,i,j+1/2}^{[0]} + \phi_{m,i,j-1/2}^{[0]} - 2\phi_{m,i,j}^{[0]} \right] \\
+ 9\sigma_{t,ij} \Delta x_i \Delta y_j \phi_{m,i,j}^{[1]} = \frac{9}{4} \Delta x_i \Delta y_j \sigma_{t,ij} \phi_{i,j}^{[1]} , \quad (3.80) \]

\[ \phi_{1,i+1/2,j}^{[0]} = \phi_{1,i,j}^{[0]} + \phi_{1,i,j}^{[0]} , \quad \phi_{3,i-1/2,j}^{[0]} = \phi_{3,i,j}^{[0]} - \phi_{3,i,j}^{[0]} , \]

\[ \phi_{2,i+1/2,j}^{[0]} = \phi_{2,i,j}^{[0]} + \phi_{2,i,j}^{[0]} , \quad \phi_{4,i-1/2,j}^{[0]} = \phi_{4,i,j}^{[0]} - \phi_{4,i,j}^{[0]} , \]

\[ \phi_{1,i,j+1/2}^{[0]} = \phi_{1,i,j}^{[0]} + \phi_{1,i,j}^{[0]} , \quad \phi_{3,i,j-1/2}^{[0]} = \phi_{3,i,j}^{[0]} - \phi_{3,i,j}^{[0]} , \]

\[ \phi_{2,i,j+1/2}^{[0]} = \phi_{2,i,j}^{[0]} + \phi_{2,i,j}^{[0]} , \quad \phi_{4,i,j-1/2}^{[0]} = \phi_{4,i,j}^{[0]} - \phi_{4,i,j}^{[0]} , \]

\[ O(\varepsilon^1) : \]

\[ \nu_k^x \Delta y_j \hat{F} \left[ \phi_{m,i+1/2,j}^{[1]} - \phi_{m,i-1/2,j}^{[1]} \right] + \nu_k^y \Delta x_i \hat{F} \left[ \phi_{m,i,j+1/2}^{[1]} - \phi_{m,i,j-1/2}^{[1]} \right] \\
+ \sigma_{t,ij} \Delta x_i \Delta y_j \phi_{m,i,j}^{[2]} = \frac{1}{4} \Delta x_i \Delta y_j \left[ \sigma_{t,ij} \phi_{i,j}^{[2]} - \sigma_{a,ij} \phi_{i,j}^{[0]} + q_{i,j}^{[0]} \right] , \quad (3.83) \]

\[ 3\nu_k^x \Delta y_j \hat{F} \left[ \phi_{m,i+1/2,j}^{[1]} + \phi_{m,i-1/2,j}^{[1]} - 2\phi_{m,i,j}^{[1]} \right] + \nu_k^y \Delta x_i \hat{F} \left[ \phi_{m,i,j+1/2}^{[1]} - \phi_{m,i,j-1/2}^{[1]} \right] \\
+ 3\sigma_{t,ij} \Delta x_i \Delta y_j \phi_{m,i,j}^{[2]} = \frac{3}{4} \Delta x_i \Delta y_j \left[ \sigma_{t,ij} \phi_{i,j}^{[2]} - \sigma_{a,ij} \phi_{i,j}^{[0]} + q_{i,j}^{[0]} \right] , \quad (3.84) \]
\[ \nu_k \Delta y_j \tilde{F} \left[ \phi^{[1]}_{m,j+1/2} - \phi^{[1]}_{m,j} \right] + 3 \nu_k \Delta x_i \tilde{F} \left[ \phi^{[1]}_{m,i,j+1/2} + \phi^{[1]}_{m,i,j-1/2} - 2 \phi^{[1]}_{m,i,j} \right] \\
+ 3 \sigma_{t,ij} \Delta x_i \Delta y_j \phi^{[2]}_{m,i,j} = \frac{3}{4} \Delta x_i \Delta y_j \left[ \phi^{[1]}_{m,i,j} \phi^{[0]}_{j,i} - \sigma_{a,ij} \phi^{[0]}_{j,i} + q^{[0]}_{j,i} \right], \quad (3.85) \]

\[ 3 \nu_k \Delta y_j \tilde{F} \left[ \phi^{[1]}_{m,j+1/2} + \phi^{[1]}_{m,j-1/2} - 2 \phi^{[1]}_{m,j} \right] + 3 \nu_k \Delta x_i \tilde{F} \left[ \phi^{[1]}_{m,i,j+1/2} + \phi^{[1]}_{m,i,j-1/2} - 2 \phi^{[1]}_{m,i,j} \right] \\
+ 9 \sigma_{t,ij} \Delta x_i \Delta y_j \phi^{[0]}_{m,i,j} = \frac{9}{4} \Delta x_i \Delta y_j \left[ \sigma_{t,ij} \phi^{[0]}_{j,i} - \sigma_{a,ij} \phi^{[0]}_{j,i} + q^{[0]}_{j,i} \right], \quad (3.86) \]

\[ \begin{align*}
\phi^{[1]}_{1,i+1/2,j} &= \phi^{[1]}_{1,i,j} + \phi^{[1]}_{x,1,i,j}, & \phi^{[1]}_{3,i-1/2,j} &= \phi^{[1]}_{3,i,j} - \phi^{[1]}_{3,i,j}, \\
\phi^{[1]}_{y,1,i+1/2,j} &= \phi^{[1]}_{y,1,i,j} + \phi^{[1]}_{xy,1,i,j}, & \phi^{[1]}_{y,3,i-1/2,j} &= \phi^{[1]}_{y,3,i,j} - \phi^{[1]}_{xy,3,i,j}, \\
\phi^{[1]}_{1,i+1/2,j+1} &= \phi^{[1]}_{1,i,j} + \phi^{[1]}_{y,1,i,j}, & \phi^{[1]}_{3,i,j-1/2} &= \phi^{[1]}_{3,i,j} + \phi^{[1]}_{xy,3,i,j}, \\
\phi^{[1]}_{x,1,i+1/2,j+1} &= \phi^{[1]}_{x,1,i,j} + \phi^{[1]}_{xy,1,i,j}, & \phi^{[1]}_{x,3,i,j-1/2} &= \phi^{[1]}_{x,3,i,j} - \phi^{[1]}_{xy,3,i,j}, \\
\phi^{[1]}_{2,i-1/2,j} &= \phi^{[1]}_{2,i,j} - \phi^{[1]}_{2,1,i,j}, & \phi^{[1]}_{4,i+1/2,j} &= \phi^{[1]}_{4,i,j} + \phi^{[1]}_{2,4,i,j}, \\
\phi^{[1]}_{y,2,i-1/2,j} &= \phi^{[1]}_{y,2,i,j} - \phi^{[1]}_{xy,2,i,j}, & \phi^{[1]}_{y,4,i+1/2,j} &= \phi^{[1]}_{y,4,i,j} + \phi^{[1]}_{xy,4,i,j}, \\
\phi^{[1]}_{2,i+1/2,j} &= \phi^{[1]}_{2,i,j} + \phi^{[1]}_{2,2,i,j}, & \phi^{[1]}_{4,i,j-1/2} &= \phi^{[1]}_{4,i,j} - \phi^{[1]}_{2,4,i,j}, \\
\phi^{[1]}_{x,2,i+1/2,j} &= \phi^{[1]}_{x,2,i,j} + \phi^{[1]}_{xy,2,i,j}, & \phi^{[1]}_{x,4,i,j-1/2} &= \phi^{[1]}_{x,4,i,j} - \phi^{[1]}_{xy,4,i,j}, \\
\phi^{[1]}_{2,i,j+1/2} &= \phi^{[1]}_{2,i,j} + \phi^{[1]}_{xy,2,i,j}, & \phi^{[1]}_{4,i,j-1/2} &= \phi^{[1]}_{4,i,j} - \phi^{[1]}_{xy,4,i,j}, \quad (3.88) \end{align*} \]

\[ m = 1, \ldots, 4, \]

\[ i, j \neq 1, N_x, \text{ or } N_y. \]

The \( O(\varepsilon^{-1}) \) equations show that the leading order cell-average scalar flux and flux-moments are isotropic. The \( O(1) \) equations give a relationship between \( \phi^{[0]} \) and \( \phi^{[1]} \).

This set of equations, (3.73)-(3.88), are linearly combined in order to get a relationship solely in terms of the leading order scalar flux over four mesh cells. The first step in this process
is to combine the $O(\varepsilon^1)$ equations by the following relationship

$$
\frac{1}{4} \left[ \sum_{m=1}^{4} \text{Eq.}(3.83) \right]_{i,j} + \sum_{m=1}^{4} \text{Eq.}(3.83) \left|_{i+1,j} \right. + \sum_{m=1}^{4} \text{Eq.}(3.83) \left|_{i+1,j+1} \right. + \sum_{m=1}^{4} \text{Eq.}(3.83) \left|_{i,j+1} \right. + \sum_{m=1}^{4} \text{Eq.}(3.84) \left|_{i,j} \right. + \sum_{m=1}^{4} \text{Eq.}(3.84) \left|_{i+1,j} \right. - \sum_{m=1}^{4} \text{Eq.}(3.84) \left|_{i+1,j+1} \right. + \sum_{m=1}^{4} \text{Eq.}(3.84) \left|_{i,j+1} \right. - \sum_{m=1}^{4} \text{Eq.}(3.85) \left|_{i,j} \right. + \sum_{m=1}^{4} \text{Eq.}(3.85) \left|_{i+1,j} \right. - \sum_{m=1}^{4} \text{Eq.}(3.85) \left|_{i+1,j+1} \right. + \sum_{m=1}^{4} \text{Eq.}(3.86) \left|_{i,j} \right. - \sum_{m=1}^{4} \text{Eq.}(3.86) \left|_{i+1,j} \right. + \sum_{m=1}^{4} \text{Eq.}(3.86) \left|_{i+1,j+1} \right. - \sum_{m=1}^{4} \text{Eq.}(3.86) \left|_{i,j+1} \right. + \sum_{m=1}^{4} \text{Eq.}(3.86) \left|_{i,j+1} \right. \right] + 
$$

(3.89)

The purpose of these operations are to remove all $\phi_m^{[2]}$ terms and obtain the correct leading-order discretized form of $\sigma_a \phi$ and $q$.

The next step is to operate on the terms representing $\nabla \cdot \vec{J}$. The following definitions are made:

$$
\vec{J}^{[1]}_{i,j} = \sum_{m=1}^{4} \vec{F} \nu_m^a \phi^{[1]}_{m,i,j},
$$

(3.90)

$$
\vec{J}^{a,[1]}_{i,j} = \sum_{m=1}^{4} \vec{F} \nu_m^a \phi^{a,[1]}_{m,i,j},
$$

(3.91)

$$
\vec{J}^{[1]}_{\alpha,i,j} = \hat{n}_\alpha \cdot \vec{J}^{[1]}_{i,j},
$$

(3.92)

$$
\alpha = x, y.
$$

(3.93)

Equation (3.90) defines a total current-like quantity, equation (3.91) defines the x and y spatial moments of this quantity, and equation (3.92) defines the current-like quantity in the x and y directions. At this point, the total cross section and cell widths are left out of the definitions for ease of manipulation. A conversion is made to unknowns located on vertices. The BLD
discretization can be defined on faces or vertices equivalently. Consider the following conversion

\[ \tilde{J}_{i,j}^{[1]} = \frac{1}{4} \left( \tilde{J}_{1}^{[1]} + \tilde{J}_{2}^{[1]} + \tilde{J}_{3}^{[1]} + \tilde{J}_{4}^{[1]} \right), \]  
(3.94)

\[ \tilde{J}_{x,j}^{[1]} = \frac{1}{4} \left( -\tilde{J}_{1}^{[1]} + \tilde{J}_{2}^{[1]} + \tilde{J}_{3}^{[1]} - \tilde{J}_{4}^{[1]} \right), \]  
(3.95)

\[ \tilde{J}_{y,i}^{[1]} = \frac{1}{4} \left( -\tilde{J}_{1}^{[1]} - \tilde{J}_{2}^{[1]} + \tilde{J}_{3}^{[1]} + \tilde{J}_{4}^{[1]} \right), \]  
(3.96)

\[ \tilde{J}_{xy,i}^{[1]} = \frac{1}{4} \left( \tilde{J}_{1}^{[1]} - \tilde{J}_{2}^{[1]} + \tilde{J}_{3}^{[1]} - \tilde{J}_{4}^{[1]} \right), \]  
(3.97)

where the vertices are numbered counter clockwise beginning from the southwest vertex \((i - 1/2, j - 1/2)\). Considerable manipulation of the equations are made to organize the terms into physically meaningful current relationships across the four cells.

A convenient way to write the result is in terms of currents defined on the faces of the cells using

\[ J_{N,x,i,j}^{[1]} = \frac{-\tilde{F}^2(\phi_3^{[0]} - \phi_4^{[0]})}{\sigma_{t,i,j} \Delta x_{i,j}}, \]  
(3.99)

\[ J_{S,x,i,j}^{[1]} = \frac{-\tilde{F}^2(\phi_2^{[0]} - \phi_1^{[0]})}{\sigma_{t,i,j} \Delta x_{i,j}}, \]  
(3.100)

\[ J_{W,y,i,j}^{[1]} = \frac{-\tilde{F}^2(\phi_4^{[0]} - \phi_1^{[0]})}{\sigma_{t,i,j} \Delta y_{i,j}}, \]  
(3.101)

\[ J_{E,y,i,j}^{[1]} = \frac{-\tilde{F}^2(\phi_3^{[0]} - \phi_2^{[0]})}{\sigma_{t,i,j} \Delta y_{i,j}}, \]  
(3.102)

where N, S, E, and W represent North, South, East, and West sides of a cell, respectively.

Then, the leading order equation of scalar fluxes is written in terms of O(1) currents as

\[ \frac{\Delta y_j}{2} \left[ \left( \frac{2}{3} J_{N,x,i+1,j}^{[1]} + \frac{1}{3} J_{S,x,i+1,j}^{[1]} \right) - \left( \frac{2}{3} J_{N,x,i,j}^{[1]} + \frac{1}{3} J_{S,x,i,j}^{[1]} \right) \right] \]

\[ + \frac{\Delta y_{j+1}}{2} \left[ \left( \frac{2}{3} J_{S,x,i+1,j+1}^{[1]} + \frac{1}{3} J_{N,x,i+1,j}^{[1]} \right) - \left( \frac{2}{3} J_{S,x,i,j+1}^{[1]} + \frac{1}{3} J_{N,x,i,j}^{[1]} \right) \right] \]
\[
\frac{\Delta x_i}{2} \left[ \left( \frac{2}{3} J_{E,[1]} + \frac{1}{3} J_{W,[1]} \right) + \frac{1}{3} J_{W,[1]} \right] + \frac{\Delta x_{i+1}}{2} \left[ \left( \frac{2}{3} J_{E,[1]} + \frac{1}{3} J_{W,[1]} \right) + \frac{1}{3} J_{W,[1]} \right] + A_{i,j} = Q_{i,j} \tag{3.103}
\]

where,
\[
A_{i,j} = \frac{1}{4} \left( \hat{A}_{i,j}^{a,[0]} + \hat{A}_{i,j}^{x,[0]} + \hat{A}_{i,j}^{y,[0]} + \hat{A}_{i,j}^{xy,[0]} \right), \tag{3.104}
\]
and,
\[
Q_{i,j} = \frac{1}{4} \left( \hat{Q}_{i,j}^{a,[0]} + \hat{Q}_{i,j}^{x,[0]} + \hat{Q}_{i,j}^{y,[0]} + \hat{Q}_{i,j}^{xy,[0]} \right), \tag{3.105}
\]

and,
\[
\hat{A}_{i,j}^{a,[0]} = \Delta x_i \Delta y_j \sigma_{a,i,j} \phi_{a,i,j}^{(0)} + \Delta x_{i+1} \Delta y_j \sigma_{a,i+1,j} \phi_{a,i+1,j}^{(0)} + \Delta x_i \Delta y_{j+1} \sigma_{a,i,j+1} \phi_{a,i,j+1}^{(0)} + \Delta x_{i+1} \Delta y_{j+1} \sigma_{a,i+1,j+1} \phi_{a,i+1,j+1}^{(0)}
\]
\[
\hat{A}_{i,j}^{x,[0]} = \Delta x_i \Delta y_j \sigma_{a,i,j} \phi_{x,i,j}^{(0)} + \Delta x_{i+1} \Delta y_j \sigma_{a,i+1,j} \phi_{x,i+1,j}^{(0)} + \Delta x_i \Delta y_{j+1} \sigma_{a,i,j+1} \phi_{x,i,j+1}^{(0)} + \Delta x_{i+1} \Delta y_{j+1} \sigma_{a,i+1,j+1} \phi_{x,i+1,j+1}^{(0)}
\]
\[
\hat{A}_{i,j}^{y,[0]} = \Delta x_i \Delta y_j \sigma_{a,i,j} \phi_{y,i,j}^{(0)} + \Delta x_{i+1} \Delta y_j \sigma_{a,i+1,j} \phi_{y,i+1,j}^{(0)} + \Delta x_i \Delta y_{j+1} \sigma_{a,i,j+1} \phi_{y,i,j+1}^{(0)} + \Delta x_{i+1} \Delta y_{j+1} \sigma_{a,i+1,j+1} \phi_{y,i+1,j+1}^{(0)}
\]
\[
\hat{A}_{i,j}^{xy,[0]} = \Delta x_i \Delta y_j \sigma_{a,i,j} \phi_{xy,i,j}^{(0)} + \Delta x_{i+1} \Delta y_j \sigma_{a,i+1,j} \phi_{xy,i+1,j}^{(0)} + \Delta x_i \Delta y_{j+1} \sigma_{a,i,j+1} \phi_{xy,i,j+1}^{(0)} + \Delta x_{i+1} \Delta y_{j+1} \sigma_{a,i+1,j+1} \phi_{xy,i+1,j+1}^{(0)}
\]

and,
\[
\hat{Q}_{i,j}^{a,[0]} = \Delta x_i \Delta y_j q_{a,i,j}^{(0)} + \Delta x_{i+1} \Delta y_j q_{a,i+1,j}^{(0)} + \Delta x_i \Delta y_{j+1} q_{a,i,j+1}^{(0)} + \Delta x_{i+1} \Delta y_{j+1} q_{a,i+1,j+1}^{(0)}
\]
\[
\hat{Q}_{i,j}^{x,[0]} = \Delta x_i \Delta y_j q_{x,i,j}^{(0)} + \Delta x_{i+1} \Delta y_j q_{x,i+1,j}^{(0)} + \Delta x_i \Delta y_{j+1} q_{x,i,j+1}^{(0)} + \Delta x_{i+1} \Delta y_{j+1} q_{x,i+1,j+1}^{(0)}
\]
\[
\hat{Q}_{i,j}^{y,[0]} = \Delta x_i \Delta y_j q_{y,i,j}^{(0)} + \Delta x_{i+1} \Delta y_j q_{y,i+1,j}^{(0)} + \Delta x_i \Delta y_{j+1} q_{y,i,j+1}^{(0)} + \Delta x_{i+1} \Delta y_{j+1} q_{y,i+1,j+1}^{(0)}
\]
\[
\hat{Q}_{i,j}^{xy,[0]} = \Delta x_i \Delta y_j q_{xy,i,j}^{(0)} + \Delta x_{i+1} \Delta y_j q_{xy,i+1,j}^{(0)} + \Delta x_i \Delta y_{j+1} q_{xy,i,j+1}^{(0)} + \Delta x_{i+1} \Delta y_{j+1} q_{xy,i+1,j+1}^{(0)}
\]
\[ Q_{i,j}^{xy,[0]} = \Delta x_i \Delta y_j q_{xy,i,j}^{[0]} + \Delta x_{i+1} \Delta y_j q_{xy,i+1,j}^{[0]} + \Delta x_i \Delta y_{j+1} q_{xy,i,j+1}^{[0]} + \Delta x_{i+1} \Delta y_{j+1} q_{xy,i+1,j+1}^{[0]} \]  

Equation (3.107) can be written in terms of leading order scalar fluxes by substituting in the preceding current equations (3.99)-(3.102). For the sake of brevity and clarity, this is shown for the case of mass lumping, uniform rectangular mesh, and constant cross sections and source in each cell:

\[
-\frac{1}{6} \Delta y \frac{\tilde{F}^2}{\sigma_t} \left[ \phi_{i-1/2,j+3/2}^{[0]} - 2\phi_{i+1/2,j+3/2}^{[0]} + \phi_{i+3/2,j+3/2}^{[0]} \right] + 4\phi_{i-1/2,j+1/2}^{[0]} - 8\phi_{i+1/2,j+1/2}^{[0]} + 4\phi_{i+3/2,j+1/2}^{[0]}
+ \phi_{i-1/2,j-1/2}^{[0]} - 2\phi_{i+1/2,j-1/2}^{[0]} + \phi_{i+3/2,j-1/2}^{[0]}
- \frac{1}{6} \Delta x \frac{\tilde{F}^2}{\sigma_t} \left[ \phi_{i-1/2,j+3/2}^{[0]} + 4\phi_{i+1/2,j+3/2}^{[0]} + \phi_{i+3/2,j+3/2}^{[0]} \right]
- 2\phi_{i-1/2,j+1/2}^{[0]} - 8\phi_{i+1/2,j+1/2}^{[0]} - 2\phi_{i+3/2,j+1/2}^{[0]}
+ \phi_{i-1/2,j-1/2}^{[0]} + 4\phi_{i+1/2,j-1/2}^{[0]} + \phi_{i+3/2,j-1/2}^{[0]}
+ \Delta x \Delta y \sigma \phi_{i+1/2,j+1/2}^{[0]} = \frac{1}{4} \Delta x \Delta y [q_{i,j} + q_{i+1,j} + q_{i+1,j+1} + q_{i,j+1}] .
\]  

This is a stable and consistent nine-point discretization of the diffusion equation. However, the resulting discretized diffusion equation has the diffusion coefficient

\[ D = \frac{\tilde{F}^2}{\sigma_t} , \]  

and hence in general it is not the correct diffusion coefficient (3.60). The choice of weight \( w(\Omega_x, \Omega_y) \) will then determine the value of the resulting diffusion coefficient. If the conditions
(3.61)-(3.65) are met, then the low-order NWF equations discretized by the BLD method lead to the same discrete diffusion equation for the leading-order solution as the BLD discretization of the transport equation [40] with the correct diffusion coefficient.

3.4.2 Asymptotic Diffusion Limit Analysis in an Unresolved Boundary Cell of a Diffusive Region

We now analyze the behavior of the discretized NWF methods in the presence of a boundary layer that is not resolved by the spatial grid. Let us consider the boundary condition at \( x = X \), where \( \hat{n} = \hat{e}_x \). The NWF method low-order equations in one cell are considered. The analysis proceeds as before, considering the system of scaled equations with asymptotically expanded solution for the relationship governing the behavior of the leading-order scalar flux at the boundary. Recall that factors are evaluated at the boundary according to (3.69)–(3.70) and downstream face factors by the scheme (3.71)–(3.72). There are three assumptions made in the course of the analysis:

1. The cell is located a sufficient number of mean free paths away from any corner of the diffusive region boundary so as to avoid 2D effects.

2. The incoming angular flux is constant over the boundary and symmetric about the surface normal.

3. The outgoing angular flux is isotropic.
For the case of mass lumping, the downstream factor scheme prescribed in (3.71)–(3.72), and assumption 1, it is found that

\[
J_{y,N_x,j}^{[1]} = \frac{-\tilde{F}^2}{\sigma_{t,N_x,j} \Delta x N_x \Delta y_j} \left[ \Delta x N_x \left( \phi_{N_x,j+1/2}^{[0]} - \phi_{N_x,j-1/2}^{[0]} \right) \right]
- \frac{\Delta y_j}{2F} \left( \phi_{2,x,j} \left( F_{2,x,j-1/2}^x + F_{2,x,j+1/2}^x \right) - \phi_{3,x,j} \left( F_{3,x,j-1/2}^x + F_{3,x,j+1/2}^x \right) \right),
\]

(3.110)

\[
J_{x,N_x,j}^{[1]} = \frac{-\tilde{F}^2}{\sigma_{t,N_x,j} \Delta x N_x} \left[ \frac{1}{F} \left( \phi_{2,x,j} \left( F_{2,x,j-1/2}^x + F_{2,x,j+1/2}^x \right) \right)
+ \phi_{3,x,j} \left( F_{3,x,j-1/2}^x + F_{3,x,j+1/2}^x \right) \right] - \phi_{N_x-1/2,j}^{[0]},
\]

(3.111)

which represent the x and y-currents across the boundary cell in the form of Fick’s Law. The current in the y-direction (3.110) has a parasitic source in the second line of the equation which is not desired. Further analysis shows that this parasitic source will cancel in the context of the diffusion equation (3.103) and thus not affect the solution. The current in the direction normal to the boundary fits the desired form of Fick’s Law, where the scalar flux at the boundary is easily extracted from the \(d\phi/dx\) terms of equation (3.111). The total scalar flux on the boundary is then given by

\[
\phi_{X,j}^{[0]} = \frac{1}{F} \left[ \phi_{2,x,j} \left( F_{2,x,j-1/2}^x + F_{2,x,j+1/2}^x \right) + \phi_{3,x,j} \left( F_{3,x,j-1/2}^x + F_{3,x,j+1/2}^x \right) \right].
\]

(3.112)

Applying the second assumption simplifies this relationship to

\[
\phi_{X,j}^{[0]} = \frac{2}{F} \sum_{m=2}^{3} F_{m,X,j} \phi_{m,X,j}.
\]

(3.113)

Note that (3.112) is a general description subject only to the first and third assumptions. Expanding the factors in terms of quadrature sums gives

\[
\phi_{X,j}^{[0]} = \frac{2\pi}{n_x \tilde{\Omega}_m < 0} \sum_{m \in \omega_1} \psi_m(\tilde{\Omega}_m) \zeta_m
\]

\[
\phi_{X,j}^{[0]} = \frac{2\pi}{n_x \tilde{\Omega}_m < 0} \sum_{m \in \omega_1} \psi_m(\tilde{\Omega}_m) \zeta_m,
\]

(3.114)
where \( \zeta_m \) are quadrature weights. The equation (3.114) approximates the following boundary relationship in a continuous form:

\[
\phi^{[0]}(X, y) = 2 \int_{\hat{n} \cdot \hat{\Omega} < 0} \tilde{W}(|\Omega_x|, |\Omega_y|) \psi_{in}(X, y, \hat{\Omega}) d\hat{\Omega},
\]

where

\[
\tilde{W}(|\Omega_x|, |\Omega_y|) = \frac{\pi w(|\Omega_x|, |\Omega_y|) |\Omega_x|}{\int_{\omega_1} w(|\Omega_x|, |\Omega_y|) |\Omega_x| d\hat{\Omega}}.
\]

The asymptotic analysis of other boundaries, for instance at \( y = 0 \), results in a similar expression. The transport equation’s boundary weight function (1.51) depends only on \( \mu = |\hat{n} \cdot \hat{\Omega}| \), which for the boundary considered is \(|\Omega_x|\). Note that the resulting boundary weight function for the NWF method (3.116) is generally a function of both directional cosines, \(|\Omega_x|\) and \(|\Omega_y|\).

### 3.5 NWF Weight Selection

We now consider what form the general weight \( w(\Omega_x, \Omega_y) \) shall take in order to result in a specific method of the NWF family of methods with the characteristics we desire. Specifically, these characteristics are an accurate approximation of the diffusion equation and boundary condition by the leading-order scalar flux within optically thick diffusive regions in the asymptotic diffusion limit. Let us consider methods with a general bilinear weight function of directional cosines

\[
w(\Omega_x, \Omega_y) = 1 + \beta_x |\Omega_x| + \beta_y |\Omega_y| + \beta_{xy} |\Omega_x| |\Omega_y|.
\]

For the weight (3.117) and specified above ranges for the partial fluxes (i.e. \( \omega_m \)), we get

\[
\tilde{F}_{\alpha} = \frac{1}{2} + \frac{1}{3} (\beta_x + \frac{2}{\pi} \beta_y) + \frac{1}{3} \beta_{xy}.
\]

(3.118)
Note that the use of a general constant term in (3.117) will not result in a different NWF method.

The continuous form asymptotic diffusion limit analysis developed in Section (3.3) provides a pathway to analyze various NWF methods defined by the choice of differing weights, \( w(\Omega_x, \Omega_y) \). In order for a specific NWF method to limit to the correct differential-form diffusion equation, the five requirements (3.61)-(3.65) must be satisfied by the selected weight. It is not necessary to have a bilinear polynomial weight, only a linear weight, in order to satisfy these conditions. Considering this and that the polynomial approximation (1.52) of the asymptotic boundary condition of the transport equation contains no bilinear directional cosine terms, we first consider methods derived from a linear polynomial weight (\( \beta_{xy} = 0 \)). Then, the five requirements (3.61)-(3.65) are met if the following two conditions on the weight (3.117) are true:

\[
\beta_x = \beta_y = \beta, \quad (3.119)
\]

where

\[
\beta = \frac{\pi \sqrt{3}(\sqrt{3} - 2)}{2(\pi(\sqrt{3} - 1) - 2)} \approx -2.43. \quad (3.120)
\]

The linear form of the weight (3.117) and parameter \( \beta \) determine a specific method within the family of NWF methods for which the low-order equations lead to the correct diffusion equation in the diffusion limit provided that the factors are calculated with an isotropic angular flux. In case of the weight \( w(\Omega_x, \Omega_y) = 1 + \beta(|\Omega_x| + |\Omega_y|) \), we have \( F_m^w = \frac{1}{3} \) and obtain the right diffusion coefficient. The low-order equations of methods with \( w = 1, w = |\Omega_x| + |\Omega_y|, \) and \( w = 1 + |\Omega_x| + |\Omega_y| \) give rise to a diffusion-like equation, but with a wrong diffusion coefficient. The values of the diffusion coefficients for these methods are shown in Table 3.1.
Table 3.1: Values of the Diffusion Coefficients \((D)\) for Specific NWF Methods

| Weight | \(w = 1\) | \(w = |\Omega_x| + |\Omega_y|\) | \(w = 1 + |\Omega_x| + |\Omega_y|\) | \(w = 1 + \beta (|\Omega_x| + |\Omega_y|)\) |
|--------|-------------|-----------------------------|-----------------------------|-----------------------------|
| \(D\)  | \(\frac{1}{\sigma_t}\) | \((\frac{2 + \pi}{4\pi})^2 \frac{1}{\sigma_t} \approx \frac{1}{3.06\sigma_t}\) | \((\frac{2 + 3\pi}{12\pi})^2 \frac{1}{\sigma_t} \approx \frac{1}{3.06\sigma_t}\) | \(\frac{1}{\sigma_t}\) |

We now examine the resulting weight function in the boundary condition, \(\tilde{W}(|\Omega_x|, |\Omega_y|)\), for various NWF methods considered thus far. Note that \(\mu = |\hat{n} \cdot \vec{\Omega}|\), which for the boundary considered is \(|\Omega_x|\). For the NWF method with \(w(\Omega_x, \Omega_y) = 1\), we get

\[
\tilde{W}(|\Omega_x|) = 2|\Omega_x| \\
\approx 2\mu . \quad (3.121)
\]

For the case \(w(\Omega_x, \Omega_y) = |\Omega_x| + |\Omega_y|\), the boundary weight function is

\[
\tilde{W}(|\Omega_x|, |\Omega_y|) = \frac{3\pi}{2 + \pi} [|\Omega_x|^2 + |\Omega_y||\Omega_x|] \\
\approx 1.833[|\Omega_y|\mu + \mu^2] . \quad (3.122)
\]

The weight \(w(\Omega_x, \Omega_y) = 1 + |\Omega_x| + |\Omega_y|\) results in the boundary weight function

\[
\tilde{W}(|\Omega_x|, |\Omega_y|) = \frac{6\pi}{5\pi + 4} [|\Omega_x| + |\Omega_x|^2 + |\Omega_y||\Omega_x|] \\
\approx 0.956[(1 + |\Omega_y|)\mu + \mu^2] . \quad (3.123)
\]

If \(w(\Omega_x, \Omega_y) = 1 + \beta (|\Omega_x| + |\Omega_y|)\), we have

\[
\tilde{W}(|\Omega_x|, |\Omega_y|) = \left[\frac{1}{2} + \beta \left(\frac{2 + \pi}{3\pi}\right)^{-1} (|\Omega_x| + \beta |\Omega_x|^2 + \beta |\Omega_y||\Omega_x|)\right] \\
\approx (2.942|\Omega_y| - 1.209)\mu + 2.942\mu^2 . \quad (3.124)
\]

The transport equation’s boundary weight function \([1.51]\) does not depend on the azimuthal variation of the incoming angular flux, but only upon \(\mu = |\hat{n} \cdot \vec{\Omega}|\), which for the
boundary considered is $|\Omega_x|$. Note that the resulting boundary weight functions for the considered weights, $w(\Omega_x, \Omega_y)$, each differ from the polynomial approximation of $W(\mu)$. Each weight considered, except for $w(\Omega_x, \Omega_y) = 1$, results in a boundary condition weight function with azimuthal dependence, namely directionally dependent coefficients in polynomials of $\mu$.

We now consider what can be gained by using a bilinear polynomial weight of the form given in (3.117), rather than a linear weight. Two conditions are placed on $\beta_x$, $\beta_y$, and $\beta_{xy}$ by the five requirements (3.61)-(3.65) which result in a method that limits to the diffusion equation with the correct diffusion coefficient. Having the bilinear coefficient, $\beta_{xy}$, gives an extra degree of freedom which can be used to improve the accuracy of a method’s boundary condition weight function.

We consider the following ways of manipulating a method’s resulting boundary condition weight function through the choice of how to fully constrain the bilinear polynomial weight coefficients:

A. Exactly match the linear coefficients of the NWF boundary condition weighting function $\tilde{\tilde{W}}$ (Eq. (3.116)) and the polynomial approximation of analytic asymptotic function $\tilde{\tilde{W}}$ (Eq. (1.52)).

B. Exactly match the quadratic coefficients of the NWF boundary condition weighting function $\tilde{\tilde{W}}$ (Eq. (3.116)) and the polynomial approximation of analytic asymptotic function $\tilde{\tilde{W}}$ (Eq. (1.52)).

C. Obtain both positive linear and quadratic coefficients of the NWF boundary condition weighting function $\tilde{\tilde{W}}$ (Eq. (3.116)).

D. Match the value of the polynomial approximation of the analytic asymptotic function
\( \tilde{W} \) (Eq. (1.52)) exactly at the one ordinate in the quadrature set closest to the surface normal.

\( D_{l,m} \). The same as Case D, except any one ordinate in the quadrature set specified by \((\theta_l, \gamma_m)\), other than that closest to the surface normal, is used.

To understand the subtle differences amongst the resulting boundary condition weight functions, it is useful to examine their shapes. The boundary condition weight functions of the differential form transport equation (exact form), the BLD discretized transport equation (no low-order scheme), the linear polynomial weight NWF method with \( \beta \approx -2.43 \), cases A-D, \( D_{1,2} \), and \( D_{1,3} \) are plotted for one spherical octant in Figures (3.2)-(3.18). The cases D and \( D_{l,m} \) are formulated using the compatible quadruple-range quadrature with 9 ordinates per octant [54] where \( l = 1 \) denotes the polar cone nearest to the x-y plane and the azimuthal angle with respect to the surface normal ranges over \( m = 1, \ldots, 3 \). Note that case D is equivalent to case \( D_{1,1} \). The relative errors of each versus the analytic result for the transport equation is also shown. Note that the resulting values of \( \beta_x \), \( \beta_y \), and \( \beta_{xy} \) are shown in the following table for these bilinear polynomial weight methods.

Table 3.2: Resulting values of \( \beta_x \), \( \beta_y \), and \( \beta_{xy} \) for the bilinear polynomial weights.

<table>
<thead>
<tr>
<th>Case</th>
<th>( \beta_x )</th>
<th>( \beta_y )</th>
<th>( \beta_{xy} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>-1.718</td>
<td>-1.718</td>
<td>9.141</td>
</tr>
<tr>
<td>B</td>
<td>-54.32</td>
<td>-54.32</td>
<td>-664.9</td>
</tr>
<tr>
<td>C</td>
<td>0.0657</td>
<td>0.0657</td>
<td>32</td>
</tr>
<tr>
<td>D</td>
<td>-2.282</td>
<td>-2.282</td>
<td>1.918</td>
</tr>
<tr>
<td>( D_{1,2} )</td>
<td>-2.216</td>
<td>-2.216</td>
<td>2.768</td>
</tr>
<tr>
<td>( D_{1,3} )</td>
<td>-1.169</td>
<td>-1.169</td>
<td>16.18</td>
</tr>
</tbody>
</table>

It is important to consider the shape and magnitude of the boundary condition weight
functions over a whole octant due to its effect on the resulting boundary condition scalar flux. Note that only one octant need be examined due to symmetry. The BLD discretized transport equation’s results in Figures 3.3 and 3.4 show a peak of reasonable magnitude but shifted away from the surface normal ($\gamma = 0, \theta = \pi/2$) where it is located in the analytic weight function in Figure 3.2. This results in small relative errors near $\gamma = 0$ and $\theta = 0$, but increasing errors over the octant to a maximum at $\gamma = \theta = \pi/2$. The NWF method’s results with linear polynomial weight and $\beta \approx -2.43$ are in Figures 3.5 and 3.6. The behavior is very similar to that of the BLD transport equation in shape, but the peak magnitude is more accurate and there is a negative region for small $\theta$. This gives large errors over the majority of the octant. Despite differing
Figure 3.3: BLD Discretized Transport Equation BC Weight Function.

Figure 3.4: BLD Discretized Transport Equation BC Weight Function Relative Error vs. Analytic.

Figure 3.5: $\beta \approx -2.43$ BC Weight Function.

Figure 3.6: $\beta \approx -2.43$ BC Weight Function Relative Error vs. Analytic.
Figure 3.7: Case A BC Weight Function.

Figure 3.8: Case A BC Weight Function Relative Error vs. Analytic.

Figure 3.9: Case B BC Weight Function.

Figure 3.10: Case B BC Weight Function Relative Error vs. Analytic.
Figure 3.11: Case C BC Weight Function.

Figure 3.12: Case C BC Weight Function Relative Error vs. Analytic.

Figure 3.13: Case D BC Weight Function.

Figure 3.14: Case D BC Weight Function Relative Error vs. Analytic.
Figure 3.15: Case $D_{1,2}$ BC Weight Function.

Figure 3.16: Case $D_{1,2}$ BC Weight Function Relative Error vs. Analytic.

Figure 3.17: Case $D_{1,3}$ BC Weight Function.

Figure 3.18: Case $D_{1,3}$ BC Weight Function Relative Error vs. Analytic.
strategies, cases A, B, and C in Figures 3.7–3.12 have distributions very close to each other in shape with B and C having nearly equal, although inaccurate, peak magnitudes. These three methods also result in large errors over the whole octant. Since case D, Figures 3.13 and 3.14, is required to match the analytic boundary condition weight function at \((\gamma_1, \theta_1)\), its distribution is peaked very close to the surface normal and has an accurate magnitude in this region. The deficiencies are that there is a negative region for small \(\theta\) and the overall shape varies from the analytic result. This method produces small relative errors over a large part of the octant with larger errors occurring near \(\gamma = \theta = \pi/2\) and for small \(\theta\). Case \(D_{1,2}\), Figures 3.15 and 3.16, gives a peaked distribution that is reasonable in shape but only correct in magnitude where it is constrained to be so. This causes the error to be high in all other locations of the octant. Case \(D_{1,3}\), Figures 3.17 and 3.18, gives poor results and errors very close to that of cases A, B, and C. All methods considered perform well for an isotropic incoming flux due to equation (3.115) becoming an integral only of the boundary condition weight function. The shape and magnitude of the boundary condition weight function, and therefore the specific NWF method employed, is important for all angular flux distributions encountered other than isotropic.

Next, we define a metric in order to compare the accuracy of the resulting boundary condition weight function. First, consider that what ultimately matters is the magnitude of the resulting scalar flux at the boundary, which is a weighted integral of the incoming angular flux (see (3.115)). We desire the NWF scalar flux at the boundary (3.115) to be close to the one defined by the asymptotic boundary condition (1.50) for a range of angular flux distributions. We numerically calculate the analytic asymptotic and NWF methods’ boundary condition using a range of angular flux distributions generated by passing an isotropic angular flux through an
absorber of variable optical thickness. The compatible quadruple-range quadrature with an
equal number of azimuthal angles on each polar cone is used with 9 ordinates/octet [54].

As the optical thickness of the absorbing slab is increased, the distribution becomes more
anisotropic in the direction of the boundary surface normal. To model a highly anisotropic
angular flux distribution we consider an incoming cone beam of particles at the boundary. This
beam is defined by setting the angular flux equal to one only for the two ordinates closest to the
surface normal of the boundary. All other angular fluxes of the boundary condition are set to
zero. All of the resulting incoming flux boundary conditions are symmetric about the surface
normal which corresponds to the second assumption made in the diffusion limit analysis (see
Section 3.4.2). The resulting boundary condition scalar fluxes and relative errors are shown in
Tables 3.3–3.6. The asymptotic boundary condition for the BLD discretized transport equation
is also shown.

Table 3.3: Values of the Asymptotic Diffusion Limit Boundary Conditions.

| $\sigma_a/h$ | Analytic | BLD Trans. | $1+\beta(|\Omega_x|+|\Omega_y|)$ | A | B | C |
|-------------|----------|------------|-------------------------------|---|---|---|
| 0.0         | 1.99E+0  | 2.00E+0    | 2.00E+0                       | 2.01E+0 | 2.00E+0 | 2.00E+0 |
| 0.2         | 1.45E+0  | 1.45E+0    | 1.45E+0                       | 1.45E+0 | 1.45E+0 | 1.45E+0 |
| 1.0         | 4.81E-1  | 4.80E-1    | 4.73E-1                       | 4.35E-1 | 4.56E-1 | 4.53E-1 |
| 2.0         | 1.35E-1  | 1.34E-1    | 1.30E-1                       | 1.05E-1 | 1.18E-1 | 1.16E-1 |
| 4.0         | 1.26E-2  | 1.26E-2    | 1.15E-2                       | 7.21E-3 | 9.55E-3 | 9.18E-3 |
| 6.0         | 1.34E-3  | 1.33E-3    | 1.18E-3                       | 5.99E-4 | 9.12E-4 | 8.65E-4 |
| Cone Beam   | 9.11E+0  | 9.05E+0    | 7.73E+0                       | 3.00E+0 | 5.57E+0 | 5.16E+0 |

It is now clear that the choice of weights is hardly trivial with regards to the resulting
asymptotic diffusion limit boundary condition. The method with a linear polynomial weight
that possesses the diffusion limit ($\beta \approx -2.43$) performs well over the range of anisotropic fluxes.
Consider especially that its boundary condition has not been manipulated and results purely
Table 3.4: Values of the Asymptotic Diffusion Limit Boundary Conditions (Continued).

<table>
<thead>
<tr>
<th>$\sigma$, h</th>
<th>D</th>
<th>$D_{1,2}$</th>
<th>$D_{1,3}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>2.00E+0</td>
<td>2.00E+0</td>
<td>2.00E+0</td>
</tr>
<tr>
<td>0.2</td>
<td>1.45E+0</td>
<td>1.45E+0</td>
<td>1.45E+0</td>
</tr>
<tr>
<td>1.0</td>
<td>4.84E-1</td>
<td>4.96E-1</td>
<td>4.48E-1</td>
</tr>
<tr>
<td>2.0</td>
<td>1.37E-1</td>
<td>1.44E-1</td>
<td>1.13E-1</td>
</tr>
<tr>
<td>4.0</td>
<td>1.28E-2</td>
<td>1.41E-2</td>
<td>8.67E-3</td>
</tr>
<tr>
<td>6.0</td>
<td>1.35E-3</td>
<td>1.53E-3</td>
<td>7.96E-4</td>
</tr>
<tr>
<td>Cone Beam</td>
<td>9.11E+0</td>
<td>1.05E+1</td>
<td>4.60E+0</td>
</tr>
</tbody>
</table>

Table 3.5: Relative Errors of the Asymptotic Diffusion Limit Boundary Conditions.

| $\sigma$, h | BLD Trans. | $1 + \beta(\Omega_x + |\Omega_y|)$ | A   | B   | C   |
|-------------|------------|--------------------------------|-----|-----|-----|
| 0.0         | 0.033%     | 0.033%                          | 0.348% | 0.177% | 0.205% |
| 0.2         | -0.112%    | -0.249%                         | -0.419% | -0.326% | -0.341% |
| 1.0         | -0.304%    | -1.607%                         | -9.471% | -5.201% | -5.888% |
| 2.0         | -0.423%    | -3.948%                         | -22.08% | -12.24% | -13.82% |
| 4.0         | -0.568%    | -8.739%                         | -42.85% | -24.33% | -27.31% |
| 6.0         | -0.641%    | -11.97%                         | -55.38% | -31.81% | -35.60% |
| Cone Beam   | -0.702%    | -15.19%                         | -67.02% | -38.88% | -43.40% |

Table 3.6: Relative Errors of the Asymptotic Diffusion Limit Boundary Conditions (Continued).

<table>
<thead>
<tr>
<th>$\sigma$, h</th>
<th>D</th>
<th>$D_{1,2}$</th>
<th>$D_{1,3}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>-0.059%</td>
<td>-0.152%</td>
<td>-0.242%</td>
</tr>
<tr>
<td>0.2</td>
<td>-0.199%</td>
<td>-0.149%</td>
<td>-0.361%</td>
</tr>
<tr>
<td>1.0</td>
<td>0.697%</td>
<td>3.02%</td>
<td>-6.81%</td>
</tr>
<tr>
<td>2.0</td>
<td>1.36%</td>
<td>6.73%</td>
<td>-15.9%</td>
</tr>
<tr>
<td>4.0</td>
<td>1.25%</td>
<td>11.3%</td>
<td>-31.3%</td>
</tr>
<tr>
<td>6.0</td>
<td>0.755%</td>
<td>13.6%</td>
<td>-40.7%</td>
</tr>
<tr>
<td>Cone Beam</td>
<td>-3.74E-12%</td>
<td>15.3%</td>
<td>-49.5%</td>
</tr>
</tbody>
</table>

from the discretizations used and the five requirements (3.61)-(3.65). Moving on from this good result, we notice that the addition of a bilinear term in the weight specified in various reasonable ways can cause such disastrous results as seen for methods A, B, and C. Method D results in a marked improvement over the linear polynomial method with $\beta \approx -2.43$. The magnitude of
the error for case D is very similar to the BLD discretized transport equation. Since Case D was derived specifically for the location of the ordinate closest to the boundary surface normal, the error is numerically zero for the highly forward peaked incoming angular flux of the cone beam. Cases $D_{1,2}$ and $D_{1,3}$ perform poorly because of their inaccurate boundary condition weight function distributions. Their performance will improve only if an anisotropic angular flux streams in the directions they are derived for, while case D produces accurate boundary conditions for the whole range of angular fluxes considered.

The formulation of case $D_{l,m}$ can be performed for any ordinate in the quadrature set. This presents an opportunity for an adaptive use of the NWF methods to accurately handle situations of anisotropic angular fluxes in any direction. Grazing angle incoming fluxes are common in practical problems containing heterogeneities and present a challenge to the accuracy of numerical methods. The performance of the BLD discretized transport equation and case $D_{l,m}$ for $l = 1$ and $m = 1, \ldots, M$ are examined for the case of grazing angles at each individual direction of the quadrature set on the polar cone nearest the x-y plane. The compatible quadruple-range quadrature is used with 9 and 12 ordinates per octant. Tables 3.7–3.10 show the resulting boundary condition scalar flux and relative errors versus the analytic values.

Table 3.7: Values of the Asymptotic Diffusion Limit Boundary Conditions for Grazing Angle Inputs (9 ordinates per octant).

<table>
<thead>
<tr>
<th>Incoming Grazing Angle</th>
<th>Analytic</th>
<th>BLD Trans.</th>
<th>$D_{1,1} (D)$</th>
<th>$D_{1,2}$</th>
<th>$D_{1,3}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(\theta_1, \gamma_1)$</td>
<td>4.56E+0</td>
<td>5.01E+0</td>
<td>4.56E+0</td>
<td>5.25E+0</td>
<td>2.30E+0</td>
</tr>
<tr>
<td>$(\theta_1, \gamma_2)$</td>
<td>2.72E+0</td>
<td>4.08E+0</td>
<td>3.22E+0</td>
<td>2.72E+0</td>
<td>4.87E+0</td>
</tr>
<tr>
<td>$(\theta_1, \gamma_3)$</td>
<td>4.20E-1</td>
<td>9.15E-1</td>
<td>8.32E-1</td>
<td>9.60E-1</td>
<td>4.20E-1</td>
</tr>
</tbody>
</table>
Table 3.8: Relative Errors of the Asymptotic Diffusion Limit Boundary Conditions for Grazing Angle Inputs (9 ordinates per octant).

<table>
<thead>
<tr>
<th>Incoming Grazing Angle</th>
<th>BLD Trans.</th>
<th>$D_{1,1}$ ($D$)</th>
<th>$D_{1,2}$</th>
<th>$D_{1,3}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(\theta_1, \gamma_1)$</td>
<td>9.91%</td>
<td>-3.70E-10%</td>
<td>15.3%</td>
<td>-49.5%</td>
</tr>
<tr>
<td>$(\theta_1, \gamma_2)$</td>
<td>50.3%</td>
<td>18.7%</td>
<td>1.37E-10%</td>
<td>79.1%</td>
</tr>
<tr>
<td>$(\theta_1, \gamma_3)$</td>
<td>118%</td>
<td>98.1%</td>
<td>128%</td>
<td>4.14E-9%</td>
</tr>
</tbody>
</table>

Table 3.9: Values of the Asymptotic Diffusion Limit Boundary Conditions for Grazing Angle Inputs (12 ordinates per octant).

<table>
<thead>
<tr>
<th>Incoming Grazing Angle</th>
<th>Analytic</th>
<th>BLD Trans.</th>
<th>$D_{1,1}$ ($D$)</th>
<th>$D_{1,2}$</th>
<th>$D_{1,3}$</th>
<th>$D_{1,4}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(\theta_1, \gamma_1)$</td>
<td>4.63E+0</td>
<td>4.90E+0</td>
<td>4.63E+0</td>
<td>5.30E+0</td>
<td>7.79E+0</td>
<td>2.13E+0</td>
</tr>
<tr>
<td>$(\theta_1, \gamma_2)$</td>
<td>3.72E+0</td>
<td>4.90E+0</td>
<td>3.97E+0</td>
<td>3.72E+0</td>
<td>2.82E+0</td>
<td>4.88E+0</td>
</tr>
<tr>
<td>$(\theta_1, \gamma_3)$</td>
<td>1.62E+0</td>
<td>2.82E+0</td>
<td>2.28E+0</td>
<td>2.14E+0</td>
<td>1.62E+0</td>
<td>2.81E+0</td>
</tr>
<tr>
<td>$(\theta_1, \gamma_4)$</td>
<td>2.40E-1</td>
<td>5.52E-1</td>
<td>5.21E-1</td>
<td>5.97E-1</td>
<td>8.78E-1</td>
<td>2.40E-1</td>
</tr>
</tbody>
</table>

Table 3.10: Relative Errors of the Asymptotic Diffusion Limit Boundary Conditions for Grazing Angle Inputs (12 ordinates per octant).

<table>
<thead>
<tr>
<th>Incoming Grazing Angle</th>
<th>BLD Trans.</th>
<th>$D_{1,1}$ ($D$)</th>
<th>$D_{1,2}$</th>
<th>$D_{1,3}$</th>
<th>$D_{1,4}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(\theta_1, \gamma_1)$</td>
<td>5.84%</td>
<td>-2.20E-6%</td>
<td>14.4%</td>
<td>68.3%</td>
<td>-54.0%</td>
</tr>
<tr>
<td>$(\theta_1, \gamma_2)$</td>
<td>31.3%</td>
<td>6.52%</td>
<td>-6.65E-7%</td>
<td>-24.4%</td>
<td>30.9%</td>
</tr>
<tr>
<td>$(\theta_1, \gamma_3)$</td>
<td>73.7%</td>
<td>40.9%</td>
<td>32.3%</td>
<td>-9.24E-6%</td>
<td>73.2%</td>
</tr>
<tr>
<td>$(\theta_1, \gamma_4)$</td>
<td>130%</td>
<td>117%</td>
<td>149%</td>
<td>266%</td>
<td>-4.22E-6%</td>
</tr>
</tbody>
</table>

First, notice that each $D_{l,m}$ method has numerically zero error for incoming grazing angular fluxes at the ordinates that each are derived for. The case D ($D_{1,1}$) method results in the lowest overall errors for all grazing angles and is more accurate than the BLD discretized transport equation. This suggests that case D is the best choice for general use of the NWF methods. It may be possible to analyze the angular flux distribution shape through the values of the factors $F_k^\alpha$ and $G_k$ and adaptively choose an appropriate $D_{l,m}$ method which will result in the highest accuracy possible of the asymptotic diffusion limit boundary condition at that location.

Higher order polynomial weights may be considered in deriving the NWF methods,
but they are not necessary to produce the asymptotic diffusion equation and will introduce third-order and higher terms into the asymptotic boundary condition. These higher order terms of course do not exist in the quadratic polynomial that approximates the exact analytic result of the transport equation but may exist in the exact form itself. The following section presents numerical results that enable one to compare and analyze the properties of different NWF methods.

3.6 Numerical Results

We present numerical results of two test problems to demonstrate the performance of the proposed 2D NWF family of methods with respect to the diffusion limit. The first problem is designed to test the diffusion limit performance of the method in the interior of a diffusive region. The second problem investigates both the diffusion limit and the boundary condition properties of the method. We show the results for the NWF methods with weights \( w(\Omega_x, \Omega_y) = 1, \)
\( w(\Omega_x, \Omega_y) = |\Omega_x| + |\Omega_y|, \)
\( w(\Omega_x, \Omega_y) = 1 + |\Omega_x| + |\Omega_y|, \)
\( w(\Omega_x, \Omega_y) = 1 + \beta (|\Omega_x| + |\Omega_y|), \)
and
\( w(\Omega_x, \Omega_y) = 1 + \beta_x |\Omega_x| + \beta_y |\Omega_y| + \beta_{xy} |\Omega_x| |\Omega_y| \) with method D.

Note that the factors in the NWF methods involve integration over individual quadrants of the angular flux multiplied by polynomials of directional cosines. Taking into account this fact, we use Gauss-type quadratures [54], namely, the compatible quadruple-range quadrature with an equal number of azimuthal angles on each polar cone.
3.6.1 Problem 1

We consider a unit square having \( \sigma_t = 1/\varepsilon \), \( \sigma_a = \varepsilon \), and \( q = \varepsilon \) for \( \varepsilon = 10^{-2}, 10^{-3}, 10^{-4}, \) and \( 10^{-5} \) [40]. Note, that as \( \varepsilon \to 0 \) the domain becomes more and more diffusive. A uniform spatial mesh of 19x19 equal cells is used with vacuum boundary conditions. The angular discretization is 9 ordinates per octant, 3 per polar level, unless otherwise stated. Two cases of method D are presented, D(9) and D(12), which use 9 and 12 ordinates per octant, respectively. This means that each D(N) method is formulated for the ordinate closest to the surface normal in the angular quadrature set specified by N ordinates per octant. This results in distinct methods. The convergence criterion is

\[
\max_j |\vec{\phi}_j^{(k)} - \vec{\phi}_j^{(k-1)}| < \tilde{\epsilon}(1 - \rho^{(k)}),
\]

(3.125)

where

\[
\rho^{(k)} = \frac{\max_j |\vec{\phi}_j^{(k)} - \vec{\phi}_j^{(k-1)}|}{\max_j |\vec{\phi}_j^{(k-1)} - \vec{\phi}_j^{(k-2)}|},
\]

(3.126)

with \( \tilde{\epsilon} = 10^{-8} \), and \( \vec{\phi} \) represents all low-order unknowns.

Tables 3.11 and 3.12 show measures of the error of the NWF methods' solutions in Problem 1 as compared to the fine-mesh numerical solution obtained by the QD method. Note that the low-order equations of the QD method give rise to the diffusion equation in diffusive regions. The low-order QD equations are discretized by means of a finite-volume method of second-order accuracy. The QD solution accurately reproduces the solution of this problem on a fine mesh. Relative errors of the cell-average scalar flux in the cell located at the center of the domain are listed in Table 3.11. The relative errors of the solution in the L_2-norm are shown in Table 3.12.
Table 3.11: Problem 1: Relative Errors of the Cell-Average Scalar Flux in the Cell Located at the Center of the Domain.

| Weight | \( w = 1 \) | \( w = |\Omega_x| + |\Omega_y| \) | \( w = 1 + |\Omega_x| + |\Omega_y| \) | \( w = 1 + \beta |\Omega_x| + |\Omega_y| \) | D(9) | D(12) |
|--------|-------------|----------------|--------------------------------|--------------------------------|-------|-------|
| \( \varepsilon = 10^{-2} \) | 2.56E-1 | 1.01E-1 | 1.75E-1 | 7.13E-3 | 1.92E-2 | 2.20E-2 |
| \( \varepsilon = 10^{-3} \) | 2.68E-1 | 9.82E-2 | 1.79E-1 | -2.18E-3 | -6.13E-4 | -2.18E-3 |
| \( \varepsilon = 10^{-4} \) | 2.69E-1 | 9.86E-2 | 1.80E-1 | -1.99E-3 | -4.17E-4 | -1.99E-3 |
| \( \varepsilon = 10^{-5} \) | 2.69E-1 | 9.86E-2 | 1.80E-1 | -1.97E-3 | -3.97E-4 | -1.97E-3 |

Table 3.12: Problem 1: Relative Errors of the Scalar Flux in \( L_2 \) Norm.

| Weight | \( w = 1 \) | \( w = |\Omega_x| + |\Omega_y| \) | \( w = 1 + |\Omega_x| + |\Omega_y| \) | \( w = 1 + \beta |\Omega_x| + |\Omega_y| \) | D(9) | D(12) |
|--------|-------------|----------------|--------------------------------|--------------------------------|-------|-------|
| \( \varepsilon = 10^{-2} \) | 2.32E-1 | 8.56E-2 | 1.55E-1 | 1.81E-2 | 1.95E-2 | 2.09E-2 |
| \( \varepsilon = 10^{-3} \) | 2.54E-1 | 8.82E-2 | 1.67E-1 | 1.96E-2 | 1.88E-2 | 1.96E-2 |
| \( \varepsilon = 10^{-4} \) | 2.56E-1 | 8.90E-2 | 1.68E-1 | 1.99E-2 | 1.91E-2 | 1.99E-2 |
| \( \varepsilon = 10^{-5} \) | 2.56E-1 | 8.91E-2 | 1.68E-1 | 1.99E-2 | 1.92E-2 | 1.99E-2 |

These results demonstrate that the NWF methods with the weights \( w(\Omega_x, \Omega_y) = 1 + \beta |\Omega_x| + |\Omega_y| \) and \( w(\Omega_x, \Omega_y) = 1 + \beta_x |\Omega_x| + \beta_y |\Omega_y| + \beta_{xy} |\Omega_x| |\Omega_y| \) with case D reproduce the maximum of the solution with small errors, especially in case of extremely diffusive regions. These methods also have the smallest relative errors in the \( L_2 \) norm. Larger errors of the NWF method with other weights \( w(\Omega_x, \Omega_y) \) are explained by the fact that the equations of these methods lead to the diffusion equation with a wrong diffusion coefficient (Eq.(3.109) and Table 3.1) in the interior of diffusive regions.

This problem also exemplifies the ability of angular quadrature sets to accurately integrate polynomials of directional cosines over quadrants. Note that the method with weight \( w(\Omega_x, \Omega_y) = 1 + \beta |\Omega_x| + |\Omega_y| \) and D(12) give the same results in all but the least diffusive media, but D(9) differs. All three methods limit to the same diffusion equation in the asymptotic diffusion limit with the same analytic diffusion coefficient given by (3.109). The difference is that the angular quadrature order is not high enough to accurately integrate the bilinear polynomial.
of directional cosines with 9 ordinates/octant. With 12 ordinates/octant the quadruple-range quadrature is capable of accurately integrating $\hat{F}_m^\alpha$ for the case of a bilinear weight and isotropic angular flux. The resulting diffusion coefficients for the D(9) and D(12) methods in the most diffusive media ($\varepsilon = 10^{-5}$) are $(3.006\sigma_t)^{-1}$ and $(3.000\sigma_t)^{-1}$, respectively. But, now notice that the D(9) method results in lower errors. Since there are no boundary condition effects in this problem, this is not because of shape differences of the boundary condition weighting function. The only difference between the three methods in the diffusion limit for this specific problem is the value of the diffusion coefficient (3.109). The case D(9) diffusion coefficient, although not accurate, produces a solution with lesser errors for this problem.

3.6.2 Problem 2

We consider a two-region boundary layer problem $0 \leq x, y \leq 11$ having $\sigma_t = \sigma_a = 2$, $\Delta x = 0.1$, and $q = 0$ from $0 \leq x \leq 1$ and $\sigma_t = \sigma_s = 100$, $\Delta x = 1$, and $q = 0$ from $1 \leq x \leq 11$ ($\Delta y = 1$ everywhere). There is an isotropic incoming angular flux with magnitude $\frac{1}{2\pi}$ on the left boundary and vacuum on the rest. The angular quadrature set and convergence criterion are the same as in Problem 1, except here only case D(9) is considered. This problem tests a method’s ability to reproduce an accurate diffusion solution in the interior of a diffusive region with a spatially unresolved boundary layer.

Figure 3.19 shows the scalar flux from the low-order problem along the middle of the spatial domain at $y = 5.5$. Cell-average values are displayed in solid and face-average values are in outline form. The red curve represents the fine-mesh solution with resolved boundary layer obtained by the QD method. Figure 3.20 demonstrates the absolute value of the relative errors of the low-order scalar flux with respect to the fine mesh solution.
Figure 3.19: Problem 2: Cell Average and Cell Face Total Low-Order Scalar Flux.

The physics of the problem were previously described in Section (2.6.3). The only difference is that this problem is 2D. This causes the shape of the scalar flux to be curved rather than a straight line in the diffusive region.

The presented results show that the NWF method with the smallest errors in the diffusive region with highly anisotropic angular flux coming from the purely absorbing region is the method with the weight \( w(\Omega_x, \Omega_y) = 1 + \beta_x|\Omega_x| + \beta_y|\Omega_y| + \beta_{xy}|\Omega_x\Omega_y| \) constrained by requirements (3.61)-(3.65) and method D. Note that at the right boundary (\( x=11 \)) the solution is very small (\( \phi = 3.724 \times 10^{-5} \)), which results in an increase of the relative error.
Figure 3.20: Problem 2: Absolute Value of Relative Errors of the Scalar Flux versus QD Fine Mesh Solution of Figure 3.19.
Chapter 4

ANALYSIS OF THE 2D NWF METHOD CONVERGENCE PROPERTIES

In this chapter, the stability analysis of the 2D Nonlinear Weighted Flux methods is shown. It is an objective of the 2D method development work that the resulting NWF methods have fast convergence properties. These properties are estimated theoretically and numerically for a range of problem specifications in this chapter.

4.1 Fourier Analysis

We now perform a Fourier analysis of the 2D NWF iterative method in differential form. This analysis progresses in the same fashion as described in Sections 1.2.6 and 2.5. The
2D NWF methods are considered in general form with a weight given by

\[ w(\Omega_x, \Omega_y) = a + b (|\Omega_x| + |\Omega_y|) + c |\Omega_x \Omega_y|, \tag{4.1} \]

where a, b, and c define a specific method within the NWF family.

First, the iterative method equations are linearized around a special class of infinite-medium problems with a flat source and constant cross sections whose solution is

\[
\psi(x, y, \vec{\Omega}) = \frac{q}{4\pi\sigma_a}, \tag{4.2}
\]

\[
\phi(x, y) = \frac{q}{\sigma_a}, \tag{4.3}
\]

\[
\phi_m(x, y) = \frac{q}{\sigma_a}. \tag{4.4}
\]

The solution at iteration k is assumed to be near to (4.2)–(4.4) according to the following

\[
\psi^{(k+1/2)}(x, y, \vec{\Omega}) = \frac{q}{\sigma_a} \left( \frac{1}{4\pi} + \epsilon \eta^{(k+1/2)}(x, y, \vec{\Omega}) \right), \tag{4.5}
\]

\[
\phi^{(k)}(x, y) = \frac{q}{\sigma_a} \left( 1 + \epsilon \xi^{(k)}(x, y) \right), \tag{4.6}
\]

\[
\phi_m^{(k)}(x, y) = \frac{q}{\sigma_a} \left( \frac{1}{4} + \epsilon \xi_m^{(k)}(x, y) \right), \tag{4.7}
\]

where \( m = 1, \ldots, 4 \) and \( \epsilon \ll 1 \). The convergence rate for this problem class is then given by the rate at which \( \eta, \xi, \) and \( \xi_m \) go to zero. Then, equations (4.5)–(4.7) are substituted into all equations of the iterative method: the high-order problem (3.7), the factors (3.8)–(3.9) and (3.5), and the low-order problem (3.10)–(3.14). The resulting linearized equations are:

\[
\Omega_x \frac{\partial}{\partial x} \eta^{(k+1/2)} + \Omega_y \frac{\partial}{\partial y} \eta^{(k+1/2)} + \sigma_t \eta^{(k+1/2)} = \frac{1}{4\pi} \sigma_s \xi^{(k)}, \tag{4.8}
\]

\[
\nu^x_m \gamma_m C_1 \frac{\partial}{\partial x} \xi^{(k)} + \nu^y_m \gamma_m C_1 \frac{\partial}{\partial y} \xi^{(k)} + \sigma_l \xi^{(k)} = \frac{1}{4\pi} \sigma_s \xi^{(k+1)} + \nu^x_m \gamma_m \frac{\partial}{\partial x} \int_{\omega_m} \left[ -C_1 + a |\Omega_x| + b |\Omega_x| (|\Omega_x| + |\Omega_y|) + c |\Omega_x|^2 |\Omega_y| \right] \eta^{(k+1/2)} d\vec{\Omega}
\]
\[-\nu_m^\text{y} \gamma_m \frac{\partial}{\partial y} \int_{\omega_m} \left[ \frac{C_1}{a|\Omega_y| + b|\Omega_y| (|\Omega_x| + |\Omega_y|)} + c|\Omega_x||\Omega_y| \right] \eta^{(k+1/2)} d\vec{\Omega} \]
\[-\sigma_t \int_{\omega_m} \left[ a(\gamma_m - 1) + a|\Omega_x| + \gamma_m b (|\Omega_x| + |\Omega_y|) + \gamma_m c|\Omega_x||\Omega_y| \right] \eta^{(k+1/2)} d\vec{\Omega}, \quad (4.9)\]
\[\xi^{(k+1)} = \sum_{m=1}^{4} \xi_m^{(k+1)}, \quad (4.10)\]

where,
\[C_1 = \left( \frac{1}{2}a + \frac{2 + \pi}{3\pi} b + \frac{1}{8}c \right), \quad (4.11)\]
\[\gamma_m = \left( a + b + \frac{2}{3\pi} c \right)^{-1}, \quad (4.12)\]

and spatial and angular dependence notation has been dropped.

Next, a Fourier analysis is performed on the linearized method by introducing the Fourier ansatz,
\[\eta^{(k+1/2)}(x, y, \vec{\Omega}) = a(\vec{\Omega})\omega^k(\lambda_x, \lambda_y) e^{i\sigma_t(\lambda_x x + \lambda_y y)}, \quad (4.13)\]
\[\xi_m^{(k)}(x, y) = A_m \omega^k(\lambda_x, \lambda_y) e^{i\sigma_t(\lambda_x x + \lambda_y y)}, \quad (4.14)\]
\[\xi_m^{(k)}(x, y) = \omega^k(\lambda_x, \lambda_y) e^{i\sigma_t(\lambda_x x + \lambda_y y)}, \quad (4.15)\]

into Eqs. (4.8)-(4.10). Then, a system of equations in terms of the eigenvalue spectrum and the magnitudes of the error modes, namely \(\omega(\lambda_x, \lambda_y), a(\vec{\Omega}),\) and \(A_m\) is obtained. The following equations result:
\[\sum_{m=1}^{4} A_m = 1, \quad (4.16)\]
\[\omega(\lambda_x, \lambda_y) \left[ iA_m \gamma_m C_1 (\nu_m^x \lambda_x + \nu_m^y \lambda_y) + A_m - \frac{c}{4} \right] = -i\gamma_m \frac{c}{4\pi} \left[ \nu_m^x \lambda_x \Gamma_1^m + \nu_m^y \lambda_y \Gamma_2^m \right] - \frac{c}{4\pi} \Gamma_3^m, \quad (4.17)\]
\[
\Gamma_m^1 = \int_{\omega_m} \frac{-C_1 + a|\Omega_x| + b|\Omega_y|(|\Omega_x| + |\Omega_y|) + c|\Omega_x||\Omega_y|}{1 + i(\Omega_x\lambda_x + \Omega_y\lambda_y)} d\Omega, \quad (4.18)
\]

\[
\Gamma_m^2 = \int_{\omega_m} \frac{-C_1 + a|\Omega_y| + b|\Omega_y|(|\Omega_x| + |\Omega_y|) + c|\Omega_x||\Omega_y|^2}{1 + i(\Omega_x\lambda_x + \Omega_y\lambda_y)} d\Omega, \quad (4.19)
\]

\[
\Gamma_m^3 = \int_{\omega_m} \frac{(a\gamma_m - 1) + \gamma_m b(|\Omega_x| + |\Omega_y|) + \gamma_m c|\Omega_x||\Omega_y|}{1 + i(\Omega_x\lambda_x + \Omega_y\lambda_y)} d\Omega, \quad (4.20)
\]

\[
m = 1, \ldots, 4,
\]

where \(a(\Omega)\) has been eliminated already by the relation

\[
a(\Omega) = \frac{c}{4\pi [1 + i(\Omega_x\lambda_x + \Omega_y\lambda_y)]}. \quad (4.21)
\]

Obtaining the spectrum of eigenvalues as a function of \(\lambda_x\) and \(\lambda_y\) from this system begins with solving equation (4.17) for \(A_m\) and then summing over \(m = 1, \ldots, 4\) to obtain an equation solely in terms of \(\omega(\lambda_x, \lambda_y)\). After considerable manipulation and multiplying by the complex conjugates of terms, it is found that

\[
\omega(\lambda_x, \lambda_y)\pi \left(C_2 - \frac{4}{c}\right) = \frac{1}{Q_1 Q_1'} \left\{ i\gamma_m \left[ \lambda_x \left( \Gamma_1^1 - \Gamma_1^3 \right) + \lambda_y \left( \Gamma_2^1 - \Gamma_2^3 \right) \right] + \left( \Gamma_3^1 + \Gamma_3^3 \right) + \gamma_m^2 C_1 (\lambda_x + \lambda_y) \left[ \lambda_x \left( \Gamma_1^4 + \Gamma_1^2 \right) + \lambda_y \left( \Gamma_2^4 + \Gamma_2^2 \right) \right] + i\gamma_m C_1 (\lambda_x + \lambda_y) \left( \Gamma_3^3 - \Gamma_3^1 \right) \right\}
+ \frac{1}{Q_2 Q_2'} \left\{ i\gamma_m \left[ \lambda_x \left( \Gamma_1^4 - \Gamma_1^2 \right) + \lambda_y \left( \Gamma_2^4 - \Gamma_2^2 \right) \right] + \left( \Gamma_3^4 + \Gamma_3^2 \right) + \gamma_m^2 C_1 (-\lambda_x + \lambda_y) \left[ -\lambda_x \left( \Gamma_1^2 + \Gamma_1^4 \right) + \lambda_y \left( \Gamma_2^2 + \Gamma_2^4 \right) \right] + i\gamma_m C_1 (-\lambda_x + \lambda_y) \left( \Gamma_3^4 - \Gamma_3^2 \right) \right\}, \quad (4.22)
\]

where,

\[
Q_1 = [1 + i\gamma_m C_1 (\lambda_x + \lambda_y)], \quad (4.23)
\]

\[
Q_2 = [1 + i\gamma_m C_1 (-\lambda_x + \lambda_y)], \quad (4.24)
\]
\[ C_2 = 2 \left[ \frac{1}{1 + \gamma_m^2 C_1^2 (\lambda_x + \lambda_y)^2} + \frac{1}{1 + \gamma_m^2 C_1^2 (-\lambda_x + \lambda_y)^2} \right], \quad (4.25) \]

and * denotes the complex conjugate of a term.

Assuming that the angular quadrature to be used for numerical integration has rotational symmetry over each quadrant, the following simplifications to the \( \Gamma \) terms in the preceding equations can be made in order to remove all complex quantities:

\[
R_1 = i (\Gamma_1^4 - \Gamma_3^4) \quad (4.26)
\]
\[
= 2 \sum_{m \in \omega_1} \left[ -C_1 + a|\Omega_x| + b|\Omega_x| (|\Omega_x| + |\Omega_y|) + c|\Omega_x|^2|\Omega_y| \right] m (\Omega_{x,m} \lambda_x + \Omega_{y,m} \lambda_y) \zeta_m, \quad (4.27)
\]
\[
R_2 = (\Gamma_1^4 + \Gamma_3^4) \quad (4.28)
\]
\[
= 2 \sum_{m \in \omega_1} \left[ -C_1 + a|\Omega_x| + b|\Omega_x| (|\Omega_x| + |\Omega_y|) + c|\Omega_x|^2|\Omega_y| \right] m \zeta_m, \quad (4.29)
\]
\[
R_4 = i (\Gamma_1^4 - \Gamma_3^4) \quad (4.30)
\]
\[
= 2 \sum_{m \in \omega_1} \left[ -C_1 + a|\Omega_y| + b|\Omega_y| (|\Omega_x| + |\Omega_y|) + c|\Omega_x|^2|\Omega_y| \right] m (\Omega_{x,m} \lambda_x + \Omega_{y,m} \lambda_y) \zeta_m, \quad (4.31)
\]
\[
S_1 = i (\Gamma_2^4 - \Gamma_4^4) \quad (4.32)
\]
\[
= 2 \sum_{m \in \omega_1} \left[ -C_1 + a|\Omega_y| + b|\Omega_y| (|\Omega_x| + |\Omega_y|) + c|\Omega_x|^2|\Omega_y| \right] m (\Omega_{x,m} \lambda_x + \Omega_{y,m} \lambda_y) \zeta_m, \quad (4.33)
\]
\[
S_2 = (\Gamma_2^4 + \Gamma_4^4) \quad (4.34)
\]
\[
= 2 \sum_{m \in \omega_1} \left[ -C_1 + a|\Omega_y| + b|\Omega_y| (|\Omega_x| + |\Omega_y|) + c|\Omega_x|^2|\Omega_y| \right] m \zeta_m, \quad (4.35)
\]
\[
S_3 = i (\Gamma_2^4 - \Gamma_4^4) \quad (4.36)
\]
\[
= 2 \sum_{m \in \omega_1} \left[ -C_1 + a|\Omega_y| + b|\Omega_y| (|\Omega_x| + |\Omega_y|) + c|\Omega_x|^2|\Omega_y| \right] m (-\Omega_{x,m} \lambda_x + \Omega_{y,m} \lambda_y) \zeta_m, \quad (4.37)
\]
\[
S_4 = (\Gamma_2^4 + \Gamma_4^4) \quad (4.38)
\]
given by

\[ T_1 = (\Gamma_3^3 + \Gamma_3^3) \]

\[ T_2 = (\Gamma_3^3 - \Gamma_3^3) \]

\[ T_3 = (\Gamma_3^3 + \Gamma_3^3) \]

\[ T_4 = i (\Gamma_3^3 - \Gamma_3^3) \]

Quadrature weights are given by \( \zeta_m \).

Then, the eigenvalues as a function of the wave numbers \( \lambda_x, \lambda_y \), and the scattering ratio, \( c \), are

\[ \omega(\lambda_x, \lambda_y) = \left[ \frac{c}{\pi C_2 (c - \frac{4}{c^2})} \right] \left\{ \left[ 1 + \gamma_m^2 C_1^2 (\lambda_x + \lambda_y)^2 \right]^{-1} [\gamma_m \lambda_x R_1 + \gamma_m \lambda_y S_1 + T_1 \right. \]

\[ + \gamma_m \lambda_x (\lambda_x + \lambda_y) (\lambda_x R_2 + \lambda_y S_2) + \gamma_m C_1 (\lambda_x + \lambda_y) T_2 \]

\[ + \left[ 1 + \gamma_m^2 C_1^2 (\lambda_x + \lambda_y)^2 \right]^{-1} [\gamma_m \lambda_x R_3 + \gamma_m \lambda_y S_3 + T_3 \right. \]

\[ + \gamma_m C_1 (-\lambda_x + \lambda_y) (-\lambda_x R_4 + \lambda_y S_4) + \gamma_m C_1 (-\lambda_x + \lambda_y) T_4 \left. \right\}. \]  

The spectral radius of the NWF family of methods for this special class of problems is then given by

\[ \rho = \sup_{\lambda_x, \lambda_y} |\omega(\lambda_x, \lambda_y)|. \]
4.2 Theoretical Results

The theoretical spectral radius is evaluated for this class of infinite-medium problems by equations (4.38) and (4.39). Table (4.1) contains the spectral radii as a function of scattering ratio for the NWF methods with weights $w(\Omega_x, \Omega_y) = 1$, $w(\Omega_x, \Omega_y) = |\Omega_x| + |\Omega_y|$, $w(\Omega_x, \Omega_y) = 1 + \beta(|\Omega_x| + |\Omega_y|)$, and $w(\Omega_x, \Omega_y) = 1 + \beta_x|\Omega_x| + \beta_y|\Omega_y| + \beta_{xy}|\Omega_x\Omega_y|$ with method D. The scattering ratios considered are $c = 0.1, 0.9, 0.99$, and $0.999$. The quadrature sums of Eqs. (4.26)-(4.37) are evaluated using 220 ordinates per octant, the finest angular quadrature set available for the compatible quadruple-range quadrature. Note that the formulation of method D is performed for 12 ordinates per octant and denoted as $D(12)$.

Table 4.1: Theoretically Estimated Spectral Radii for NWF Methods versus Scattering Ratio.

| Method | $w = 1$ | $w = |\Omega_x| + |\Omega_y|$ | $w = 1 + \beta(|\Omega_x| + |\Omega_y|)$ | $D(12)$ |
|--------|---------|-----------------|-------------------------------|---------|
| $c = 0.1$ | 3.35E-2 | 3.46E-2 | 3.53E-2 | 4.12E-2 |
| $c = 0.9$ | 5.21E-1 | 5.37E-1 | 5.49E-1 | 6.41E-1 |
| $c = 0.99$ | 6.24E-1 | 6.44E-1 | 6.58E-1 | 7.68E-1 |
| $c = 0.9999$ | 6.36E-1 | 6.57E-1 | 6.71E-1 | 7.83E-1 |

4.3 Numerical Results

Numerical tests are considered in this section as a way of estimating the convergence properties of the NWF methods. These convergence properties are measured by the total number of transport sweeps required for convergence and numerical estimates of the spectral radius. Numerically estimated spectral radii are determined by means of

$$\rho_2^{(k)} = \frac{\|\phi^{(k)} - \phi^{(k-1)}\|_2}{\|\phi^{(k-1)} - \phi^{(k-2)}\|_2}$$ (4.40)
for the last iteration of each NWF method where $\vec{\phi}$ includes all low-order unknowns. Comparison to methods such as DSA, QD, Symmetrized QD (SQD), and linear multiple balance AADR(d) (AADR(d)-LMB) are made using published results [55, 56] and an existing code for the case of QD [57, 58].

4.3.1 Problem 1

We consider a homogenous square problem ($0 \leq x, y \leq 8$) with cross sections of $\sigma_t = 1$ and $\sigma_s = 0.95$ as shown in Figure 4.1 [55]. There is an external source of magnitude $q = 1$ from $6 \leq x, y \leq 8$. The top and right hand side boundary conditions are reflective and the rest are vacuum. A uniform mesh varies in size as $h = 2$, 1, 0.5, 0.25, and 0.125. An angular quadrature of 12 ordinates per octant is used (4 ordinates on each of 3 polar cones). The cited data was calculated with an $S_8$ Gauss-Legendre quadrature (10 ordinates per octant). The convergence criterion of (3.125) is used with with $\tilde{\epsilon} = 10^{-5}$. Published results use a relative pointwise convergence criterion with the same value of $\tilde{\epsilon}$.

Table 4.2 has the number of transport iterations required to converge for the NWF methods, diamond-differenced DSA, SQD, and QD versus mesh size (equally, optical thickness). Table 4.3 contains the spectral radii numerically estimated from equation (4.40).

Table 4.2: Problem 1: Number of Transport Iterations versus Mesh Size.

| Method | DD-DSA | SQD | QD | $w = 1$ | $w = [\Omega_x + |\Omega_y|]$ | $w = 1 + \beta(|\Omega_x + |\Omega_y|)$ | D(12) |
|--------|--------|-----|-----|--------|-----------------|-----------------|-------|
| $h = 0.125$ | 8 | 7 | 10 | 12 | 11 | 11 | 11 |
| $h = 0.25$ | 8 | 8 | 10 | 8 | 8 | 8 | 8 |
| $h = 0.5$ | 8 | 8 | 10 | 6 | 6 | 6 | 6 |
| $h = 1$ | 9 | 8 | 10 | 5 | 5 | 5 | 5 |
| $h = 2$ | 12 | 8 | 8 | 4 | 4 | 4 | 4 |
Figure 4.1: Problem 1: Geometry and Material Specifications.

Table 4.3: Problem 1: Numerically Estimated Spectral Radii for NWF Methods versus Mesh Size.

| Method | $w = 1$ | $w = |\Omega_x| + |\Omega_y|$ | $w = 1 + \beta(|\Omega_x| + |\Omega_y|)$ | $D(12)$ |
|--------|---------|-------------------------------|---------------------------------|---------|
| $h = 0.125$ | 0.47 | 0.47 | 0.47 | 0.46 |
| $h = 0.25$ | 0.32 | 0.33 | 0.33 | 0.31 |
| $h = 0.5$ | 0.16 | 0.18 | 0.18 | 0.17 |
| $h = 1$ | 0.06 | 0.08 | 0.10 | 0.11 |
| $h = 2$ | 0.04 | 0.04 | 0.05 | 0.05 |

4.3.2 Problem 2

We consider a heterogeneous square problem ($0 \leq x, y \leq 12$) with $\sigma_t = 1$ everywhere as shown in Figure 4.2 [55]. From $8 \leq x, y \leq 12$, $\sigma_s = 0.9$ and $q = 1$. From $4 \leq x, y \leq 12$ excluding the previous region, $\sigma_s = 0.97$ and $q = 0$. From $0 \leq x, y \leq 12$ excluding the previous regions, $\sigma_s = 0.5$ and $q = 0$. The top and right hand side boundary conditions are reflective and the rest are vacuum. The mesh is uniform and varies in size as $h = 2, 1, 0.5, 0.25$, and 0.125.
The angular quadrature and convergence criterion are the same as the previous problem.

![Figure 4.2: Problem 2: Geometry and Material Specifications.](image)

Table 4.4 has the number of transport iterations required to converge for the NWF methods, diamond-differenced DSA, SQD, and QD versus mesh size. Table 4.5 contains the numerically estimated spectral radii.

**Table 4.4: Problem 2: Number of Transport Iterations versus Mesh Size.**

| Method | DD-DSA | SQD | QD | $w=1$ | $w=|\Omega_x|+|\Omega_y|$ | $w=1+\beta(|\Omega_x|+|\Omega_y|)$ | D(12) |
|--------|--------|-----|----|-------|------------------|------------------|-------|
| $h=0.125$ | 8     | 8   | 10 | 11    | 11               | 11               | 11    |
| $h=0.25$  | 8     | 9   | 10 | 8     | 8                | 7                | 7     |
| $h=0.5$   | 8     | 8   | 10 | 6     | 6                | 6                | 6     |
| $h=1$     | 9     | 8   | 10 | 5     | 5                | 5                | 5     |
| $h=2$     | 13    | 9   | 9  | 4     | 4                | 3                | 4     |
Table 4.5: Problem 2: Numerically Estimated Spectral Radii for NWF Methods versus Mesh Size.

| Method | $w = 1$ | $w = |\Omega_x| + |\Omega_y|$ | $w = 1 + \beta(|\Omega_x| + |\Omega_y|)$ | D(12) |
|--------|---------|-------------------------------|---------------------------------|-------|
| $h = 0.125$ | 0.48 | 0.48 | 0.49 | 0.48 |
| $h = 0.25$ | 0.32 | 0.32 | 0.32 | 0.30 |
| $h = 0.5$ | 0.17 | 0.15 | 0.16 | 0.16 |
| $h = 1$ | 0.06 | 0.10 | 0.10 | 0.11 |
| $h = 2$ | 0.02 | 0.04 | 0.05 | 0.07 |

4.3.3 Problem 3

We consider a square problem ($0 \leq x, y \leq 8$) similar to Problem 1 with homogeneous cross sections as shown in Figure 4.3, and the total cross section is varied as $\sigma_t = 0.01, 0.1, 1, 2, 4, \text{ and } 6$ [56]. The scattering ratio, $c = \frac{\sigma_s}{\sigma_t}$, is spatially constant throughout with $c = 1$, thus $\sigma_s = \sigma_t$. There is an external source of magnitude $q = 1$ from $4 \leq x, y \leq 8$. The top and right hand side boundary conditions are reflective and the rest are vacuum. The mesh size is $\Delta x = \Delta y = 1$. The convergence criterion is $\bar{\epsilon} = 10^{-4}$. The angular quadrature is the same as Problem 1 with respect to the NWF methods and the published results.

Table 4.6 has the number of transport iterations required to converge for the NWF methods, diamond-differenced DSA, and AADR(d)-LMB versus $\sigma_t$.

Table 4.6: Problem 3: Number of Transport Iterations versus $\sigma_t$.

| Method | DD-DSA | AADR(d)-LMB | $w = 1$ | $w = |\Omega_x| + |\Omega_y|$ | $w = 1 + \beta(|\Omega_x| + |\Omega_y|)$ | D(12) |
|--------|--------|-------------|---------|-------------------------------|---------------------------------|-------|
| $\sigma_t = 0.01$ | 4 | 4 | 4 | 4 | 4 | 4 |
| $\sigma_t = 0.1$ | 6 | 5 | 6 | 6 | 6 | 6 |
| $\sigma_t = 1$ | 5 | 6 | 6 | 6 | 6 | 7 |
| $\sigma_t = 2$ | 5 | 5 | 5 | 5 | 6 | 6 |
| $\sigma_t = 4$ | 8 | 6 | 4 | 4 | 5 | 5 |
| $\sigma_t = 6$ | 8 | 6 | 3 | 4 | 4 | 4 |
4.3.4 Problem 4

We consider a square \( (0 \leq x, y \leq 30) \) optically-thick coarse-mesh iron-water problem as shown in Figure 4.4 [56]. The cross sections are defined in Table 4.7. The external source is of magnitude \( q = 1 \) and from \( 18 \leq x, y \leq 30 \). The top and right hand side boundary conditions are reflective and the rest are vacuum. The mesh is a uniform 10x10 cells. The convergence criterion is \( \tilde{\epsilon} = 10^{-4} \). The angular quadrature is 12 ordinates per octant (4 ordinates on each of 3 polar cones), whereas the cited data was calculated with an \( S_8 \) Gauss-Legendre quadrature (10 ordinates per octant).

Table 4.8 has the number of transport iterations required to converge for the NWF methods and AADR(d)-LMB [56].
Table 4.7: Problem 4: Material Properties.

<table>
<thead>
<tr>
<th>Material</th>
<th>$\sigma_t$</th>
<th>$c$</th>
<th>$q$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (Water)</td>
<td>3.33</td>
<td>0.994</td>
<td>1</td>
</tr>
<tr>
<td>2 (Water)</td>
<td>3.33</td>
<td>0.994</td>
<td>0</td>
</tr>
<tr>
<td>3 (Iron)</td>
<td>1.33</td>
<td>0.831</td>
<td>0</td>
</tr>
</tbody>
</table>

Figure 4.4: Problem 4: Geometry and Material Region Specifications.

Table 4.8: Problem 4: Number of Transport Iterations for Convergence.

| Method | $w = 1$ | $w = |\Omega_x| + |\Omega_y|$ | $w = 1 + \beta(|\Omega_x| + |\Omega_y|)$ | D(12) |
|--------|---------|-------------------------------|-----------------------------------|-------|
| Number of iterations | 6       | 3                             | 4                                 | 4     |

4.3.5 Problem 5

We consider a square ($0 \leq x, y \leq 64$) homogenous problem with uniform 64x64 mesh. The cross sections and external source vary in magnitude as $\sigma_t = \kappa$, $c = 0.9999$, and $q = \kappa$ for $\kappa = 1E+3, \ldots, 1E-10$. Therefore, $\sigma_s = 0.9999\kappa$. All boundary conditions are vacuum.
The convergence criterion is $\tilde{\epsilon} = 10^{-8}$. The angular quadrature is 12 ordinates per octant (4 ordinates on each of 3 polar cones). The number of transport iterations to converge and the spectral radii estimates at the last iteration are shown in Table 4.9 for the NWF case D(12) method. Note that there is no spectral radii data for the two thickest cases because their error reached a minimum after only two iterations.

Table 4.9: Problem 5: Number of Transport Iterations for Convergence and Spectral Radii Estimates.

<table>
<thead>
<tr>
<th>$\kappa$</th>
<th>Number of Iterations</th>
<th>Spectral Radius</th>
</tr>
</thead>
<tbody>
<tr>
<td>1E+3</td>
<td>2</td>
<td>N\A</td>
</tr>
<tr>
<td>1E+2</td>
<td>2</td>
<td>N\A</td>
</tr>
<tr>
<td>1E+1</td>
<td>3</td>
<td>1.43E-4</td>
</tr>
<tr>
<td>1E+0</td>
<td>10</td>
<td>1.18E-1</td>
</tr>
<tr>
<td>1E-1</td>
<td>23</td>
<td>4.66E-1</td>
</tr>
<tr>
<td>1E-2</td>
<td>9</td>
<td>1.36E-1</td>
</tr>
<tr>
<td>1E-3</td>
<td>5</td>
<td>1.80E-2</td>
</tr>
<tr>
<td>1E-4</td>
<td>3</td>
<td>1.73E-3</td>
</tr>
<tr>
<td>1E-5</td>
<td>3</td>
<td>1.74E-4</td>
</tr>
<tr>
<td>1E-6</td>
<td>3</td>
<td>1.74E-5</td>
</tr>
<tr>
<td>1E-7</td>
<td>3</td>
<td>8.72E-7</td>
</tr>
<tr>
<td>1E-8</td>
<td>3</td>
<td>8.72E-8</td>
</tr>
<tr>
<td>1E-9</td>
<td>3</td>
<td>8.72E-9</td>
</tr>
<tr>
<td>1E-10</td>
<td>3</td>
<td>8.72E-10</td>
</tr>
</tbody>
</table>

4.4 Discussion

Numerical convergence results were presented for five problems which varied in scattering ratio, optical thickness, and heterogeneity. In Problem 1, the optical thickness is varied via the mesh size. Table 4.2 shows that each of the NWF methods considered converges very
fast for optically thick mesh as compared to DD-DSA, SQD, and QD. The NWF methods
convergence rate slows for finer mesh. Table 4.3 shows that the corresponding spectral radii
estimates of the NWF methods support the same two trends. Both tables of data reveal a
minimal performance difference between the NWF methods considered. Problem 2 introduces
heterogeneities and again varies the optical thickness of mesh cells. The transport iteration
counts in Table 4.4 and spectral radii in Table 4.5 show that the NWF methods converge fast
for optically thick heterogeneous problems and slow down for less optically thick mesh. Note
the behavior of the other methods, where DSA performs best on fine mesh, SQD performance
varies slightly, and QD performs best on coarse mesh. Although similar to Problem 1, Prob-
lem 3 offers a comparison to different methods and varies the optical thickness of mesh cells
through changes in $\sigma_t$. The NWF methods converge faster than the DD-DSA and AADR(d)-
LMB methods on optically thick mesh, and the same or one iteration slower on intermediate
and fine mesh. The NWF methods for this problem converge as fast for the most optically
thin mesh cells as for the optically thickest. Problem 4 is heterogeneous with optically thick
mesh cells and the NWF methods continue the trend of fast convergence for such problems.
The NWF methods all converge significantly faster than the AADR(d)-LMB method. The fifth
problem demonstrates the performance of the NWF method case D(12) for the largest problem
size considered, a wide range of optical thicknesses, and for a high scattering ratio. The con-
vergence is very fast for optically thick cases. The convergence then slows significantly as the
optical thickness is reduced, but speeds up again as the mesh becomes very optically thin. The
reported spectral radii correspond directly to this trend. Stability is exhibited for all problems
and optical thicknesses considered.
The results of the Fourier analysis show that the NWF methods are stable but will converge slowly for high scattering ratios. This analysis considers a special class of problems with constant solution. A homogenous problem sufficiently large in size, with optically thin enough spatial mesh, and small influence of leakage will approximate that considered by the Fourier analysis. The NWF methods convergence properties from Fourier analysis and numerical problems are both correct and can be reconciled with each other. Consider the Fourier analysis results for $c=0.9999$ in Table 4.1 and the numerical results of Problem 5 in Table 4.9. For large $\sigma_t$ the problem has optically thick coarse mesh and is diffusive for which the NWF case D(12) performs well. The analysis predicts that the convergence rate will slow as the mesh becomes optically thin. This is exhibited in Problem 5 as $\sigma_t \to 1E-1$ and the spectral radius increases to 0.466 requiring 23 iterations for convergence. As $\sigma_t \to 0$, the leakage of the system increases and dominates the convergence properties of the method. A Fourier analysis of the discretized equations would bridge this gap in the results. Leakage effects also explain why in Problem 3 the convergence slowed for intermediate thicknesses but was faster for optically thin mesh. The theoretical and numerical results for the 1D NWF methods exhibit the same trend of slowed convergence on thin mesh as evidenced by Tables 2.1, 2.2, and 2.3. In 1D the numerical results correspond much closer to theory because slabs of large physical dimension with reduced leakage effects were considered.

The numerical tests showed that the NWF methods are stable over the wide range of media properties considered and converge fast for optically thick meshes of practical size and high scattering ratio. Of the problems considered, the NWF methods performed as well or better than the AADR(d)-LMB method which is formulated for optimal convergence.
Chapter 5

CONCLUSION

5.1 Summary

The goal of this research is to develop new parameterized flux methods for the accurate and efficient solution of multidimensional transport problems in Cartesian geometry which contain diffusive subdomains. The primary type of transport problems considered are that of radiative transfer. Examples of application areas important to science and engineering are astrophysics, atmospheric sciences, reactor physics, radiation shielding, etc. The NWF methods possess certain advantages in that they are defined in terms of partial scalar fluxes, do not require consistent discretization with the transport equation, and are flexible in their ability to be coupled to multiphysics applications. For a transport method to produce the correct solution inside diffusive material regions, it must possess the asymptotic diffusion limit in that it limits to an accurate form of the diffusion equation with boundary conditions that closely approximate that known from analysis of the transport equation.

The second chapter presents the development and analysis of the new NWF family of
methods in 1D slab geometry. The low-order equations are derived by integrating the transport
equation with a general weight of $\mu$ over positive and negative directions. Linear fractional
factors that depend weakly on the angular flux are defined to close the system of equations.
The low-order problems of these methods are based on the equations for the partial scalar fluxes,
and hence they are similar to the flux and $\alpha$-WN methods. We use a lumped LD discretization
to discretize the low-order system of equations and the step characteristic method for the high-
order. An asymptotic diffusion limit analysis is performed for the continuous and discretized
form equations both in the interior of a diffusive region and on the boundary of the region. A
NWF method whose leading order solution limits to the diffusion equation and has an accurate
boundary condition in diffusive regions is defined by the choice of weights subject to constraints
resulting from the asymptotic analysis. Numerical results of problems are presented which show
that the new method produces accurate solutions for problems containing diffusive regions with
unresolved boundary layers as the asymptotic analysis showed. A Fourier analysis shows that
the NWF family of methods exhibit fast convergence, especially for optically thick cells. The
convergence properties of this method are close to the properties of the QD, DSA and $\alpha$-WN
(with $\alpha=0.366$) methods. As a result, we developed a flux method with the combination of
features that are important for solving transport problems with optically thick regions and that
none of the $\alpha$-WN methods (including the FF and SF methods) possesses.

The third chapter extends the NWF methods to 2D Cartesian geometry. Integrating
the transport equation with a general weight of $\Omega_x$ and $\Omega_y$ over spherical angular quadrants
results in the low-order equations of the NWF family of methods defined in terms of partial
scalar fluxes. These equations are closed by linear fractional factors similar to the 1D methods.
A lumped BLD finite element discretization and the method of short characteristics is applied independently to the low and high-order problems, respectively, on uniform grids. It is a goal that the 2D methods possess the same desirable combination of properties as was achieved in 1D. An asymptotic diffusion limit analysis is performed for the NWF methods in continuous and discretized form in the interior of a diffusive region. The discretized method is also analyzed on the boundary. The performed analysis revealed a method with a particular linear weight function the low-order equations of which lead to the diffusion equation in the asymptotic diffusion limit and possesses a conditionally accurate asymptotic boundary condition. The use of a bilinear weight function results in a method that both limits to the diffusion equation and an accurate boundary condition in the asymptotic diffusion limit. This method is similar in accuracy to the BLD discretized transport equation for unresolved boundary layer problems with incoming angular fluxes ranging from isotropic to very anisotropic, and outperforms it for grazing angle incoming angular fluxes. The bilinear weight can be formulated such that the asymptotic diffusion limit boundary condition is exact for specific directions. Numerical results show that the developed method performs as the analysis predicts.

The fourth chapter analyzes the convergence properties of the 2D NWF family of methods via Fourier analysis and numerical problems. The Fourier analysis of the continuous form equations shows that the NWF methods exhibit slowed convergence for a specific class of infinite-medium problems with constant cross sections and source with high scattering ratio. For a wide range of numerical problems, the NWF methods exhibited convergence properties very similar to DSA, QD, SQD, and ADR(d)-LMB. The NWF methods converge very fast for optically thick mesh of homogeneous and heterogeneous problems. Convergence slows only for
optically thin mesh with small leakage. The NWF methods exhibit stability in all numerical problems considered and for the analytic results of the continuous form Fourier analysis.

5.2 Recommendations for Future Work

5.2.1 Efficient Solution of the Low-Order NWF Equations

In order for the NWF methods to be useful for problems of practical size, the efficient solution of the low-order equations must be developed. The BiCGSTAB Krylov method is attractive since the low-order equations are not SPD. In order for BiCGSTAB to be efficient, an effective preconditioner must be supplied. Incomplete LU decompositions, such as ILUTP [59, 60], are simple to implement from existing code packages [61] but are inefficient for large matrices. A likely path of research is to formulate a sweep-based preconditioner [62]. This uses transport sweeps and diffusion solves to provide the action of the preconditioner. Another approach is to construct an approximate inverse which is highly parallelizable [59].

5.2.2 Fourier Analysis of the 2D Discretized NWF Equations

In order to further characterize and understand the convergence properties of the NWF methods in 2D Cartesian geometry, a Fourier analysis of the discretized equations can be performed. This analysis will provide exactly how the discretized method performs for a specific class of problems with mesh that varies in optical thickness and materials that vary in scattering ratio. Numerical problems must be formulated and results interpreted, but an analysis of a method shows once and for all the convergence behavior. Further, it would be very useful to perform a heterogenous medium Fourier analysis to study the NWF methods’
convergence properties for this type of problem.

5.2.3 Adaptive Selection and Use of NWF Methods

It is possible to constrain the bilinear weight of the 2D NWF methods developed in Chapter 3 in many different ways. For instance, it was shown that the asymptotic diffusion limit boundary condition can be accurately approximated for isotropic, anisotropic of varying degree, and grazing angle incoming angular fluxes at the material interface. It may be possible to analyze the shape of the angular flux using the factors $G_m$ and $F_m^\alpha$ in order to select specific NWF methods which perform optimally in different regions of the problem. It is expected that problems will arise due to discontinuous behavior of the values of the factors in neighboring cells.

5.2.4 Variable Eddington Factor Approach to Solving the Low-Order Equations

The NWF methods that meet the diffusion limit can be used for developing approximate mathematical models for radiative transfer and particle transport that are similar to the Variable Eddington Factor (VEF) approach [63]. The VEF methods are based on a set of low-order equations for moments of the angular flux and some apriori closure relationships, for instance, Levermore-Pomraning or Minerbo closures [64, 65]. For some class of transport problems, these approximate models can be more accurate than the flux-limited diffusion model or $P_1$ theory. The low-order NWF equations can be used in combination with, for example, Minerbo closure to derive a model with new features.
5.2.5 Extension to 3D and Other Geometries

The next obvious extension of this work is to 3D. Many physics models require 3D modeling of radiation transport. It would be useful to extend the NWF methods to 3D Cartesian and rz geometries. For the former, it should be straightforward to augment the 2D bilinear weights with $\Omega_z$ terms to create an analog to what has been developed so far. For the latter, the form of the equations are not the same and this will require developing the NWF methods from scratch, but with the same spirit as has been done here. The analysis of the NWF methods in these geometries will need to be performed anew.
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