ABSTRACT


In this dissertation we propose two new shrinkage-based variable selection approaches. We first propose a Bayesian selection technique for linear regression models, which allows for highly correlated predictors to enter or exit the model, simultaneously. The second variable selection method proposed is for linear mixed-effects models, where we develop a new technique to jointly select the important fixed and random effects parameters. We briefly summarize each of these methods below.

The problem of selecting the correct subset of predictors within a linear model has received much attention in recent literature. Within the Bayesian framework, a popular choice of prior has been Zellner’s $g$-prior which is based on the inverse of empirical covariance matrix of the predictors. We propose an extension of Zellner’s $g$-prior which allow for a power parameter on the empirical covariance of the predictors. The power parameter helps control the degree to which correlated predictors are smoothed towards or away from one another. In addition, the empirical covariance of the predictors is used to obtain suitable priors over model space. In this manner, the power parameter also helps to determine whether models containing highly collinear predictors are preferred or avoided. The proposed power parameter can be chosen via an empirical Bayes method which leads to a data adaptive choice of prior. Simulation studies and a real data example are presented to show how the power parameter is well determined from the degree of cross-correlation within predictors. The proposed modification compares favorably to the standard use of Zellner’s prior and an intrinsic prior in these examples.

We propose a new method of simultaneously identifying the important predictors that correspond to both the fixed and random effects components in a linear mixed-effects model. A reparameterized version of the linear mixed-effects model using a modified Cholesky decomposition is proposed to aid in the selection by dropping out the random effect terms whose corresponding variance is set to zero. We propose a
penalized joint log-likelihood procedure with an adaptive penalty for the selection and estimation of the fixed and random effects. A constrained EM algorithm is then used to obtain the final estimates. We further show that our penalized estimator enjoys the Oracle property, in that, asymptotically it performs as well as if the true model was known beforehand. We demonstrate the performance of our method based on a simulation study and a real data example.
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Chapter 1

Introduction

In the statistical literature, the problem of selecting variables/predictors has received considerable attention over the years. Variable selection has two main goals, easy model interpretation (sparse representation) and prediction accuracy. In practice, statistical data often consist of a large number of potential predictors or explanatory variables, denoted by $x_1, x_2, \ldots, x_p$. Usually not all these variables contribute to the explanation of a particular quantity of interest, the response variable $y$. The variable selection problem arises when it is of particular interest to identify the subset $p' \leq p$ of relevant predictor variables. This then results in removing the noninformative variables in order to improve the predictability of the models and parsimoniously describe the relationship between the outcome and the predictive variables.

The remainder of the introduction is as follows. In Section 1, we describe in detail the different selection methods proposed in the literature for linear regression models. In Section 2, we introduce the theory behind mixed models and the different techniques used to estimate the fixed effects and the variance components. The selection methods proposed in the literature for linear mixed-effects models are discussed in Section 3. Finally, in Section 4 we end the chapter with an overview of what follows in the rest of the dissertation.
1.1 Variable Selection in Linear Regression Models

Most statistical problems involve determining the relationship between the response variable and the set of predictors. This can often be represented in a linear regression framework as

\[ y = X\beta + \epsilon, \]  

(1.1)

where \( y \) is an \( n \times 1 \) vector of responses and \( X = (x'_1, \ldots, x'_p)' \) is an \( n \times p \) matrix of known explanatory variables, with \( \beta = (\beta_1, \ldots, \beta_p)' \) a \( p \times 1 \) vector of unknown regression parameters, and \( \epsilon \sim N(0, \sigma^2 I) \), where \( N(0, \sigma^2 I) \) denotes a multivariate normal distribution with mean vector zero and variance-covariance matrix \( \sigma^2 I \). We assume throughout that the \( X \)'s and \( y \)'s have been centered so that the intercept may be omitted from the model. Under the above regression model, it is assumed that only an unknown subset of the coefficients is nonzero, so that the variable selection problem is to identify this unknown subset.

In the context of variable selection we begin by indexing each candidate model with one binary vector \( \delta = (\delta_1, \ldots, \delta_p)' \), where each element \( \delta_j \) takes the value 1 or 0 depending on whether a predictor is included or excluded from the model. Given \( \delta \in \{0, 1\}^p \), the linear regression model assumes

\[ y|\delta, \beta_\delta, \sigma^2 \sim N(X_\delta \beta_\delta, \sigma^2 I), \]  

(1.2)

where \( X_\delta \) and \( \beta_\delta \) are the design matrix and the regression parameters corresponding to the non-zero elements of \( \delta \), respectively, and \( \sigma^2 \) is the unknown error variance for model \( \delta \). Notice that \( X_\delta \) is a matrix of dimension \( n \times p_\delta \) where \( p_\delta = \sum_{j=1}^p \delta_j \) and \( \beta_\delta \) is of size \( p_\delta \times 1 \). Numerous selection methods have been proposed in the literature for linear regression models. In this Section, we review a few of these methods.
1.1.1 Subset Selection

Subset selection methods (Miller, 2002) such as all subsets, forward selection, backward elimination and STEPWISE have been widely used by statisticians to select significant variables. The all subsets selection method performs an exhaustive search over all possible subsets in model space. For instance, given the linear model in (1.1) the total number of possible sub-models is $2^p$. After enumerating all possible models in consideration, the all subset method then selects the best model using a given criterion. The main drawback of this method is that it is computationally intensive and could be time consuming, especially if the number of predictors ($p$) is large.

To obtain the ‘best’ model using subset selection, Mallows (1973) proposed a $C_p$ statistic (we denote it by $C_\delta$) which involves estimating the out-of-sample prediction error for each model indexed by $\delta$. We use this statistic as a criterion to compare different subsets of regression models. The criterion is computed as

$$C_\delta = \frac{||y - X_\delta \hat{\beta}_\delta||^2}{\hat{\sigma}^2} - n + 2p_\delta,$$  \hspace{1cm} (1.3)\

where $\hat{\sigma}^2$ is the unbiased estimate of the error variance based on the full model. The model with the minimum value of $C_\delta$ is then termed the ‘best’ model.

Information-based criterion approaches attempt to find the model with the smallest Kullback-Leibler (Kullback and Leibler,1951) divergence from the true but unknown data generating process. Akaike Information Criterion (Akaike, 1973) is one such estimate of this distance. Ignoring the constant terms the AIC for model $\delta$ in a linear regression framework can be computed as

$$AIC_\delta = n \log \left(||y - X \hat{\beta}||^2\right) + 2p_\delta$$  \hspace{1cm} (1.4)\

where $\hat{\beta}_\delta$ is the vector of estimated regression coefficient for the predictors $X_\delta$. The model with the smallest AIC value is selected as the ‘best’ model. The drawback of this approach is that it tends to overfit. Schwartz (1978) proposed a consistent selection method called the Bayesian Information Criterion (BIC) which puts a heavier
penalty on the degrees of freedom. The BIC criterion is given as

\[ BIC_\delta = n \log \left( \| y - X \hat{\beta} \|^2 \right) + \log(n) \times p_\delta, \]  

(1.5)

where \( n \) is the total number of observations. Again, the model which minimizes (1.5) is selected. The BIC is consistent for model selection. I.e., if the true model \( p_0 \) is in the class of all models considered, the value of \( p_\delta \) that minimizes (1.5) converges to the true model \( (p_0) \) as \( n \to \infty \).

To avoid the burden of enumerating all possible \((2^p)\) models, methods such as forward selection or backward elimination are used to find the best subset, either by adding or deleting one variable at a time or by a combination of the two, such as in STEPWISE. In each step the best predictor is included or excluded according to some criterion, e.g., the F-statistic, AIC or BIC. However, these methods are extremely unstable and are very sensitive to small changes due to their inherent discreteness (Breiman, 1996).

### 1.1.2 Penalized Least Squares

Though subset selection is practical and widely used as a method to find the best model, it has many drawbacks. Breiman (1996) discusses the lack of stability of the subset selection procedures, where a small change in the data could result in a large change in their predictive error and can result in very different models being selected. In practice, these methods could be very time consuming due to being computationally intensive, especially when the number of predictors is large.

To overcome these obstacles, the use of penalized regression, or regression shrinkage, has emerged as a highly successful method to tackle this problem. The idea behind penalized least squares is to obtain the estimates for the regression coefficients by minimizing the penalized sum of squared residual

\[ ||y - X\beta||^2 + \sum_{j=1}^{p} p_\lambda (|\beta_j|), \]  

(1.6)
where $\sum_{j=1}^{p} p_{\lambda}(|\beta_j|)$ is the penalty term corresponding to the regression coefficients, and $\lambda$ is a non-negative tuning parameter. Several forms of the penalty function have been proposed. These are summarized in Table 1.1.

The penalized least square technique first proposed by Hoerl and Kennard (1970), called Ridge regression, minimizes the residual sum of squares by imposing a bound on the $l_2$ norm of the regression coefficients. By introducing this penalty they succeeded in shrinking the least square estimates continuously toward zero and achieving a better predictive performance than the Ordinary Least Squares (OLS). Due to the continuous shrinking process it results in being more stable and not sensitive to small changes in the data as in subset selection. Though this method does not perform variable selection as it does not set the coefficients to zero, it is sometimes used in combination with other penalty terms which do perform variable selection.

Adopting the good quality (continuous shrinkage) of the ridge regression (Hoerl and Kennard, 1970) penalty and combining it with the good features of subset selection, Tibshirani (1996) proposed the Least Absolute Shrinkage and Selection Operator (LASSO). This method introduces an $l_1$ penalty ($\sum_{j=1}^{p} |\beta_j|$) on the regression coefficients. Due to the geometric nature of the $l_1$ penalty the LASSO does both continuous shrinkage as well as variable selection by having the ability the regression coefficients to zero. The LASSO estimates for the regression parameters are defined as

$$\hat{\beta} = \arg \min_{\beta} ||y - X\beta||^2 + \lambda \sum_{j=1}^{p} |\beta_j|,$$  

where $\lambda$ is a non-negative tuning/regularization parameter. As $\lambda$ increases, the coefficients are continuously shrunk towards zero, and some coefficients are exactly shrunk to zero for a sufficiently large $\lambda$. A plethora of penalized regression techniques have been proposed by modifying the LASSO penalty to accommodate other desirable properties. We shall discuss a few.

Recently, Efron, Hastie, Johnstone and Tibshirani (2004) proposed a model selection algorithm called Least Angle Regression (LARS). They showed that the algorithm can be used to obtain the entire solution path for LASSO estimates while being
computationally efficient.

In the presence of highly correlated predictors it has been show empirically that the performance of the LASSO is sub-par compared to the ridge regression in predictive performance (Tibshirani, 1996). With this in mind, Zou and Hastie (2005) proposed the ‘Elastic-Net’ procedure, whose penalty term is a convex combination of the LASSO penalty (Tibshirani, 1996) and the ridge regression (Hoerl and Kennard, 1970) penalty, as shown in Table (1.1). The ‘Elastic-Net’ simultaneously performs automatic variable selection with the help of the $l_1$ penalty while encouraging a grouping effect by selecting groups of highly correlated predictors, rather than simply eliminating some of them from the model arbitrarily.

Along the same lines as the ‘Elastic-net’, Bondell and Reich (2008) proposed a clustering algorithm called the Octagonal Shrinkage and Clustering Algorithm for Regression (OSCAR) which uses a convex combination of the LASSO penalty and a pairwise $L_\infty$ penalty (Table 1.1). This method not only shrinks the unimportant coefficients to zero with the help of the LASSO penalty; it also encourages highly correlated predictors that have a similar effect on the response to form predictive clusters by setting them equal to one another. Hence, the OSCAR eliminates the unimportant predictors while performing supervised clustering on the important ones.

To overcome the drawback that the LASSO shrinkage method produces biased estimates for the large coefficients, Fan and Li (2001) proposed a variable selection approach via non-concave penalized likelihood where a Smoothly Clipped Absolute Deviation (SCAD) penalty is used (see Table 1.1). They proposed a general theoretical setting to understand the asymptotic behavior of these penalized methods called the “Oracle property”. The formal definition in the context of a linear regression framework is as follows.

**Definition 1.** Let the true value of $\beta$ be given by

$$
\beta_0 = (\beta_{10}, \beta_{20}, \ldots, \beta_{p0})' = (\beta_{10}', \beta_{20}')',
$$

(1.8)

where $\beta_{10}$ are the true non-zero components and $\beta_{20} = 0$. Let $\hat{\beta} = (\hat{\beta}_1', \hat{\beta}_2')'$ de-
note the penalized regression estimates obtained. The penalized likelihood estimator \( \hat{\beta} \) enjoys the ‘Oracle’ property if the following hold true.

(i) The true zero coefficients are estimated as zero with probability tending to 1, that is, \( \lim_{n \to \infty} P(\hat{\beta}_2 = 0) = 1 \).

(ii) The penalized regression estimates of the true non-zero coefficients are \( \sqrt{n} \) consistent and asymptotically normal; that is, \( \sqrt{n}(\hat{\beta}_1 - \beta_{10}) \to_d N(0, I^{-1}(\beta_{10})) \), where \( I(\beta_{10}) \) is the Fisher information matrix, knowing that \( \beta_2 = 0 \).

Hence an estimator that satisfies these conditions performs as well as if the true model were known beforehand. Zou (2006) proposed another penalized method called the adaptive LASSO in which adaptive weights are used to penalize the different regression coefficients in the \( l_1 \) penalty. That is, large amount of shrinkage are applied to the zero-coefficients while smaller amounts are used for the non-zero coefficients. This then results in an estimator with improved efficiency, as opposed to the LASSO which gives the same amount of shrinkage to all the coefficients. The adaptive LASSO estimates are defined as

\[
\hat{\beta} = \arg \min_{\beta} ||y - X\beta||^2 + \lambda \sum_{j=1}^{p} \bar{w}_j |\beta_j|,
\]

where \( \bar{w}_j \) are the adaptive weights, typically \( hw_j = 1/|\bar{\beta}_j| \), with \( \bar{\beta}_j \) the ordinary least squares estimate. The adaptive LASSO can now be thought of as a convex optimization problem with an \( l_1 \) constraint. Zou demonstrated that the adaptive LASSO estimates can be obtained by using the highly efficient LARS algorithm (Efron, Hastie, Johnstone and Tibshirani, 2004) by making a small change to the design matrix. Zou further showed that the adaptive LASSO estimates enjoys the ‘Oracle’ property (Definition 1).

### 1.1.3 Bayesian Variable Selection

One approach to Bayesian variable selection in a linear regression framework has been to pick a model with the highest posterior probability among all candidate
Given the conditional distribution of $y$ (1.2), the approach then proceeds by assigning a prior probability to all possible models indexed by $\delta$ along with a prior probability distribution to the model parameters $(\beta_\delta, \sigma^2)$ in a hierarchical fashion

$$P(\beta_\delta, \sigma^2, \delta) = P(\beta_\delta | \sigma^2, \delta) P(\sigma^2 | \delta) P(\delta).$$

(1.10)

Posterior model probabilities are then used to select the ‘best’ model. With this set-up in mind, many variable selection techniques have been proposed by using different and innovative priors for the model parameters and the prior over model space. We shall discuss a few of these methods.

Mitchell and Beauchamp (1988) introduced the ‘spike and slab’ prior for $\beta$’s. They assume that the $\beta$’s are independent of $\sigma$ and that the $\beta_j$ are also mutually independent. More explicitly, the prior for each $\beta_j$ is

$$P(\beta_j | \delta_j) = (1 - \delta_j) 1_{\{0\}}(\beta_j) + \delta_j \frac{1}{2a} 1_{[-a,a]}(\beta_j).$$

The prior for the inclusion indicators $\delta$ is given an independent Bernoulli distribution with parameter $w_j$. The hyperparameters are obtained using a Bayesian cross-validation and ‘best’ model is obtained using posterior probabilities.

George and McCulloch (1993, 1997) propose a mixture normal prior for the regression coefficients and an inverse-gamma conjugate prior on $\sigma^2$. The difference between this method and the ‘spike and slab’ prior is that they do not implicitly put a probability mass for $\beta_j = 0$. Instead, for $\delta_j = 0$, the corresponding prior on $\beta_j$ has a variance close to its mean (zero). As for the prior over model space, George and McCulloch suggests

$$p(\delta) \propto \pi^p (1 - \pi)^{p - p_\delta},$$

(1.11)

where $p_\delta = \sum_{j=1}^p \delta_j$ is the number of predictors in the model defined by $\delta$, and $\pi$ is the prior inclusion probability for each covariate. We can see this being equivalent to placing Bernoulli ($\pi$) priors on $\delta_j$ and thereby giving equal weight to any pair of equally-sized models. Setting $\pi = 0.5$ results in the popular uniform prior over model.
space
\[ P(\delta) = \left(\frac{1}{2}\right)^p. \] (1.12)

However, the drawback of using this prior is that it puts most of its mass on models of size \( p/2 \). For large \( p \) it is nearly impossible to enumerate all \( 2^p \) possible models. With this in mind George and McCulloch (1993,1997) introduce the SVSS (Stochastic Search Variable Selection) algorithm to search though model space by utilizing Gibbs sampling to indirectly sample from the posterior distribution on a set of possible subset choices. Models with high posterior probabilities can then be identified as the ones which most frequently appeared in the Gibbs sample.

More recently, Yuan and Lin (2005) showed that under certain conditions that the model with the highest posterior probability selected using their method will also be the model selected by LASSO. To show this, they proposed a double exponential prior distribution on the regression coefficients. As for the prior over model space they proposed
\[ P(\delta) \propto \pi^{p_s} (1 - \pi)^{p - p_s} |X'_\delta X_\delta|^{1/2}, \] (1.13)
where \(|.|\) denotes the determinant, and \( |X'_\delta X_\delta| = 1 \) if \( p_\delta = 0 \). Since \( |X'_\delta X_\delta| \) is small for models with highly collinear predictors, this prior discourages these models and arbitrary select one variable from the group.

In a linear regression framework, Zellner (1986) suggested a particular form of a conjugate Normal-Gamma family called the \( g \)-prior, which can be expressed as
\[ \beta | \sigma^2, g \sim N(0, \frac{\sigma^2}{g} (X'X)^{-1}) \]
\[ \sigma^2 \sim IG(a_0, b_0), \] (1.14)
where \( g > 0 \) is a known scaling factor and \( a_0 > 0, b_0 > 0 \) are known parameters of the Inverse Gamma distribution with mean \( \frac{a_0}{b_0-1} \). The prior covariance matrix of \( \beta \) is the scalar multiple \( \sigma^2/g \) of the inverse Fisher information matrix, which concurrently depends on the observed data through the design matrix \( X \). In the context of variable
selection the ‘g-priors’ are conditioned on \( \delta \) to give

\[
\beta_\delta | \delta, g, \sigma^2 \sim N(0, \frac{\sigma^2}{g} (X'_\delta X_\delta)^{-1}).
\]

This particular prior has been widely adopted in the context of Bayesian variable selection due to its closed form calculations of all marginal likelihoods which is suitable for rapid computations over a large number of submodels. Its simple interpretation can be derived from the idea of a likelihood for a pseudo-data set with the same design matrix \( X \) as the observed sample.

George and Foster (2003) used the above ‘g-prior’ to establish a connection between models selected using posterior probabilities and model selection criteria such as the AIC (Akaike, 1973), BIC (Schwartz, 1978) and the RIC (Foster and George, 1994). They showed that the ordering induced using the posterior probabilities is the same as the ordering obtained using any of the model selection criteria. They proposed an empirical Bayes method by maximizing the marginal likelihood of the data to obtain the estimates for the hyperparameters \( g \) and \( \pi \). Similar results were also established by Fernandez et. al (2001) by using \( P(\sigma^2) \propto 1/\sigma^2 \). This representation avoids the need for choosing \( a_0, b_0 \). To avoid the need to specify hyperparameters, Casella and Moreno (2006) proposed a fully automatic Bayesian variable selection procedure where posterior probabilities are computed using intrinsic priors (Berger and Pericchi, 1996). Final model comparisons are made based on Bayes factors.

But the main drawback of all these methods is that they are not designed to handle correlated predictors. As including groups of highly correlated predictors together in the model can improve predictor accuracy as well as model interpretation (Zou and Hastie, 2005; Bondell and Reich, 2008). In Chapter 2 we propose a modification of Zellner’s g-prior (1.14) by replacing \( (X'_\delta X_\delta)^{-1} \) with \( (X'_\delta X_\delta)^{\lambda} \) where the power \( \lambda \in \mathbb{R} \), controls the amount of smoothing of the regression coefficients of collinear predictors towards or away from each other accordingly as \( \lambda > 0 \) or \( \lambda < 0 \), respectively. In addition, the empirical covariance of the predictors, along with the hyperparameter \( \lambda \), is used to obtain suitable priors over model space. Hence coupled together, our
The proposed method encourages groups of correlated predictors to enter or exit the model simultaneously.

1.2 Introduction to Linear Mixed-Effects Models

Linear mixed-effects (LME) models are a class of statistical models which are used directly in many fields of application. LME models are used to describe the relationship between the response and a set of covariates that are grouped according to one or more classification factors. Mixed models have been commonly used to analyze clustered or repeated measures data. In this section we shall provide the reader with a general overview on the theory behind mixed models. We will also briefly describe the techniques commonly used to obtain the estimates for the fixed effects parameters and the variance components.

Consider a study consisting of $m$ subjects, with response from each subject $i = 1, 2, \ldots, m$ measured $n_i$ times, and let $N = \sum_{i=1}^{m} n_i$ be the total number of observations. Let $y_i$ be a $n_i \times 1$ vector of the response variable for subject $i$. Let $X_i$ be the $n_i \times p$ design matrix of explanatory variables, and $\beta = (\beta_1, \ldots, \beta_p)'$ be the vector of unknown regression parameters which are assumed to be fixed. Let $b_i = (b_{i1}, \ldots, b_{iq})'$ be a $q \times 1$ vector of unknown subject-specific random effects, and $Z_i$ is the $n_i \times q$ known design matrix corresponding to the random effects. A general class of LME models can be written as

$$y_i = X_i \beta + Z_i b_i + \epsilon_i. \quad \text{(1.15)}$$

The random effects $b_i$ and $\epsilon_i$ are independent of each other and generally assumed to come from a normal distribution as shown

$$\begin{bmatrix} b_i \\ \epsilon_i \end{bmatrix} \sim N \left( \begin{bmatrix} 0 \\ 0 \end{bmatrix}, \sigma^2 \begin{bmatrix} \Psi & 0 \\ 0 & I_{n_i} \end{bmatrix} \right). \quad \text{(1.16)}$$

Treating $y = (y_1, \ldots, y_m)$ as an $N \times 1$ vector, the LME model given in (1.15) can
also be written as

\[ y = X\beta + Zb + \epsilon, \quad b \sim N(0, \sigma^2\tilde{\Psi}), \quad \epsilon \sim N(0, \sigma^2I), \quad (1.17) \]

where \( X = [X_1', \ldots, X_m']' \) denotes a \( N \times p \) stacked matrix of \( X_i \), and \( Z \) and \( \tilde{\Psi} \) denote block diagonal matrices which are given by

\[
\tilde{\Psi} = \begin{bmatrix}
\Psi & 0 & \ldots & 0 \\
0 & \Psi & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & \Psi
\end{bmatrix}, \quad Z = \begin{bmatrix}
Z_1 & 0 & \ldots & 0 \\
0 & Z_2 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & Z_m
\end{bmatrix}. \quad (1.18)
\]

Given (1.17) and \( b = (b_1, \ldots, b_m)' \), the hierarchical formulation is written as

\[
y|b \sim N(X\beta + Zb, \sigma^2I), \quad b \sim N(0, \sigma^2\tilde{\Psi}). \quad (1.19)
\]

Integrating out the random effects, it can be shown that the marginal distribution of \( y \) follows

\[
y \sim N(X\beta, \tilde{V})
\]

where, \( \tilde{V} = \sigma^2(Z\tilde{\Psi}Z' + I) \), \( \quad (1.20) \)

where \( \tilde{V} = \text{Diag}(V_1, \ldots, V_m) \) is an \( N \times N \) block diagonal matrix of \( V_i \)'s. The fixed effects and the variance components in the LME model are typically estimated using maximum likelihood (ML) or restricted maximum likelihood (REML) proposed by Patterson and Thompson (1971). We shall briefly describe each of these methods.
1.2.1 The Maximum Likelihood and Restricted Maximum Likelihood Estimation

Let us denote $\theta = (\beta', \text{Vech}'(\Psi), \sigma^2)'$ to be a $s \times 1$ combined vector of unknown parameters, where $\text{Vech}(\Psi)$ represents the $q(q+1)/2$ free parameters of $\Psi$. Hence the total dimension of $\theta$ is $1 + p + q(q+1)/2$. Let $\Theta$ denote the parameter space for $\theta$ such that

$$\Theta = \{ \theta : \beta \in \mathbb{R}^p, \sigma^2 > 0, \Psi \text{ is non-negative definite} \}. \quad (1.21)$$

Dropping out the constant terms, the log-likelihood function based on the LME model (1.17) is given by

$$L_{ML}(\theta) = -\frac{1}{2} \left\{ N \times \log(\sigma^2) + \log |I + Z\tilde{\Psi}Z'| + \frac{1}{\sigma^2}(y - X\beta)'(I + Z\tilde{\Psi}Z')^{-1}(y - X\beta) \right\}, \quad (1.22)$$

where $\tilde{\Psi} = \text{Diag}(\Psi, \ldots, \Psi)$ is a block diagonal matrix of $\Psi$’s. The maximum likelihood estimate (MLE) maximizes (1.22) over the parameter space $\Theta$ given in (1.21). Note that in certain situations the ML estimates may fall outside the boundary of the parameter space $\Theta$, one could avoid this one would need to deal with constrained maximization, we shall discuss in detail at the end of section 1.2.2. For a known $\Psi$, the estimate for $\beta$ is given by

$$\hat{\beta} = (X'(I + Z\tilde{\Psi}Z')^{-1}X)^{-1}X'(I + Z\tilde{\Psi}Z')^{-1}y, \quad (1.23)$$

where the variance of $\hat{\beta}$ is given by $X'\tilde{\Psi}^{-1}X$. For $\Psi = 0$, notice that the estimate for $\beta$ reduces to the OLS (ordinary least square) estimate. Again, for a known $\Psi$ and replacing $\beta$ with $\hat{\beta}$ given in (1.23), and taking the derivative of (1.22) with respect to $\sigma^2$ we see that the log-likelihood function is maximized at

$$\hat{\sigma}^2 = \frac{1}{N} \left\{ (y - X\hat{\beta})'(I + Z\tilde{\Psi}Z')^{-1}(y - X\hat{\beta}) \right\}. \quad (1.24)$$
When $\Psi$ is unknown we obtain an estimate of it by maximizing (1.22) after replacing $\beta$ and $\sigma^2$ by (1.23) and (1.24), respectively.

Maximum Likelihood estimators are functions of sufficient statistics and are $\sqrt{n}$ consistent and asymptotically normal (see Searle, Casella and McCulloch, 1992). But the estimates of the variance components are biased downwards. The bias arises because the method does not take into consideration the degrees of freedom lost due to the estimation of the fixed effects. To overcome this, Patterson and Thompson (1971) proposed the restricted maximum likelihood (REML) method to obtain unbiased estimates of the variance components in an LME framework. The REML log-likelihood for the LME model in (1.15) is

$$ L_R(\theta) = -\frac{1}{2} \left\{ (N-p) \log(\sigma^2) + \log|I + Z\Psi Z'| + \log|X'(I + Z\Psi Z')^{-1}X| ight. \\
+ \left. \frac{1}{\sigma^2} \left\{ (y - X\hat{\beta})'(I + Z\hat{\Psi} Z')^{-1}(y - X\hat{\beta}) \right\} \right\}.$$  

(1.25)

For a known $\Psi$, taking the derivative with respect to $\sigma^2$ results in maximizing the function (1.25) at

$$ \hat{\sigma}_R^2 = \frac{1}{N-p} \left\{ (y - X\hat{\beta})'(I + Z\hat{\Psi} Z')^{-1}(y - X\hat{\beta}) \right\}, $$

(1.26)

where $\hat{\beta}$ is as given in (1.23), and $p$ is the number of fixed effects. We see that the degrees of freedom for REML estimates for $\sigma^2$ have been adjusted by the number of fixed effects.

### 1.2.2 Numerical Algorithms

For an unknown $\Psi$, the estimate of $\theta = (\beta', \text{vech}'(\Psi), \sigma^2)'$ is obtained by joint maximization of (1.22) or (1.25) with respect to all the parameters simultaneously. In general there is no closed form solution for these estimates and must be determined by numerical algorithms such as, Expectation-maximization (Laird, Lange and Stram
(1987), Newton-Raphson (Lindstrom and Bates, 1988) and Fishers scoring algorithm (see McLachlan and Krishnan (1994) and Demidenko (2004) for a comprehensive review of each of these methods). In this section we shall discuss the EM algorithm in detail.

The EM Algorithm

Dempster, Laird and Rubin (1977) proposed a general class of algorithm to compute the maximum likelihood estimates of parameters in the presence of missing data. Laird and Ware (1982) and Laird, Lange and Stram (1987) adopted this formulation to LME model by treating the random effects as unobserved (missing) data. Hence, in the general EM setting we shall call the observed data \( y \) as incomplete data, and \((y, b)\) as the complete data.

The EM algorithm has two main steps: the E-step where we compute the conditional expectation of the complete data log-likelihood assuming that the latent variables (i.e. random effects) are unobserved; and the M-step, where we maximize the expected complete-data log-likelihood with respect to the parameters in the model, using numerical optimization techniques. This process is then repeated iteratively to obtain the final converged estimates.

Given the hierarchical setup in (1.19) and dropping out the constant terms, the complete-data log-likelihood is given as

\[
L(\theta | y, b) = -\frac{1}{2} \left\{ (N + mq)\log(\sigma^2) + \log|I + Z\tilde{\Psi}Z'| + \frac{||y - X\beta - Zb||^2 + b'(\tilde{\Psi})^{-1}b}{\sigma^2} \right\}.
\]

(1.27)

Given (1.27), the conditional distribution of \( b \) given \( \theta \) and \( y \) is \( b|y, \theta \sim N(\hat{b}, G) \), where the mean and the conditional variance are given by

\[
\hat{b} = (\Psi)^{-1} + Z'\Psi Z)^{-1} Z'(y - X\beta)
\]

\[
G = \sigma^2 (Z'Z + (\Psi)^{-1})^{-1}.
\]

(1.28)

The EM algorithm starts with an initial value \( \theta^{(0)} \). Let \( \theta^{(\omega)} \) denote the estimate of
\( \theta \) at the \( \omega \)th iteration. Given \( \theta^{(\omega)} \), we compute the conditional expectation \( \left( E_{\theta | y, \theta^{(\omega)}} \right) \) of the complete-data log-likelihood as

\[
g(\theta | \theta^{(\omega)}) = \int L(\theta | y, b) f(b | y, \theta^{(\omega)}) db, \quad \text{for all } \theta
\]

\[
= E \left\{ L(\theta | y, b) | y, \theta^{(\omega)} \right\}, \quad (1.29)
\]

where \( L(\theta | y, b) \) is as given in (1.27). This defines the E-step. For the M-step, the updates estimate for \( \theta \) is obtained by maximizing the objective function \( \left( g(\theta | \theta^{(\omega)}) \right) \) to obtain \( \theta^{(\omega+1)} \) such that

\[
g(\theta^{(\omega+1)} | \theta^{(\omega)}) \geq g(\theta | \theta^{(\omega)}). \quad (1.30)
\]

The process is now repeated iteratively until convergence to obtain the final estimates. The main drawback of the EM algorithm is its slow convergence, when the variance-covariance matrix \( \Psi \) is in the neighborhood of zero or in certain cases if ML/REML estimates of \( \Psi \) are on the boundary of the parameter space. Many different extensions and modifications have been proposed to overcome the slow rate of convergence. For examples see Meng and Rubin (1993); Baker (1992); Liu and Rubin (1994); McLachlan and Krishnan (1997); Meng (1997); Lu, Rubin and Wu (1998); Meng and Van Dyk (1998).

The advantage of the EM algorithm is that it will produce positive/semi-positive definite matrices if the starting values \( (\Psi^{(0)}) \) are positive/semi-positive definite. In contrast the Newton-Raphson (Lindstrom and Bates, 1988) and Fishers scoring algorithms which allow the estimates of \( \Psi \) to converge outside the boundary of the parameter space, that is, \( \Psi \) could be negative definite. In such situations one would need to deal with constrained maximization, i.e., force the matrix \( \Psi \) to be non-negative. Another method is to replace \( \Psi \) with a non-negative definite matrix. Pinhero and Bates (1996) suggested using the Cholesky decomposition of \( \Psi = LL' \), where \( L \) denotes a lower triangular matrix. Replacing \( \Psi \) by \( LL' \) in the log-likelihood function guarantees \( \Psi \) to be non-negative definite. This decomposition is also convenient numerically.
as it involves unconstrained parameters for numerical optimization. See Lindstrom and Bates (1988); Pinhero and Bates (1996); Bates and DebRoy (2003).

1.3 Variable Selection in LME models

Variable selection for LME models is a challenging problem which has its application in many disciplines. As a motivational example, let us consider a recent study (Lee and Ghosh, 2008) of the association between total nitrate concentration in the atmosphere and a set of measured predictors using the U.S. EPA CASTnet data. The dataset consists of multiple sites with repeated measurements of nitrate concentration along with a set of potential covariates on each site. To analyze this data one could use an LME model, which takes into account the possible heterogeneity among the different study sites by introducing one or more site-specific random intercept and slopes, this model specification allows us the flexibility to model both the means as well as the covariance structure. But one would need to take care to fit the appropriate covariance structure of the random effects, as underfitting it might result in the underestimation of the standard errors for the fixed effects. Overfitting the covariance structure on the other hand, could result in near singularities (Lange and Laird, 1989). Therefore, an important problem in LME models is how to simultaneously select the important fixed and random effect components, as changing one of the two types of effects greatly affects the other.

Given the LME model (1.15), it is assumed that only an unknown subset of fixed effects and random effects are nonzero. The variable selection problem is now to identify the two unknown subsets. The problem of variable selection in this context of LME models has received little or no attention. Few methods have been proposed in the literature and we shall discuss some of them in detail.
1.3.1 Subset Selection

Information-based criteria are the most commonly used method to identify the important fixed as well as the important random effects in the model. This is done by computing the AIC (Akaike, 1973) and BIC (Schwartz, 1978) for all plausible models in consideration. Let $\mathcal{M}$ represent the set of candidate models. Let $M$ denote a candidate model such that, $M \in \mathcal{M}$. Let $\theta_M = (\beta'_M, \text{vech}'(\Psi_M), \sigma^2_M)'$ denote the vector of parameters under model $M$. Given $M$, The AIC and BIC is computed as

\[
\text{AIC}_M = -2L_{ML}(\hat{\theta}_M) + 2 \times \dim(\theta_M),
\]

\[
\text{BIC}_M = -2L_{ML}(\hat{\theta}_M) + \log(N) \times \dim(\theta_M),
\]

(1.31)

where $\hat{\theta}_M$ is the maximizer of $L_{ML}(\theta)$ given in (1.22) under model $M$, and $\dim(\theta_M)$ is the dimension of $\theta_M$. Given the LME model (1.15), the total number of possible sub-models includes all possible combinations resulting from the mean and the covariance structures, that is $2^p + 2^q$. Hence, this method could result in being extremely time consuming as well as computationally demanding especially if $p$ and $q$ are very large.

In order to slightly reduce the computation time Wolfinger (1993) and Diggle, Liang and Zeger, (1994) proposed the Restricted Information Criterion (which we denote by REML.IC). Using the most complex mean structure i.e. including all possible fixed effects in the model, selection is first performed on the variance-covariance structure of the random effects by computing the AIC/BIC value for every possible covariance structure using the restricted log-likelihood given in (1.25). The degrees of freedom corresponds to the number of free variance-covariance parameters in $M_q$. Given the ‘best’ covariance structure, selection is then performed on the fixed effects. Hence, the number of possible sub-models evaluated for this procedure is the sum of the mean structures and the covariance structures in consideration. That is, given the LME model (1.15) the total possible models to enumerate is $2^p + 2^q$.

Along the same lines, Pu and Niu (2006) proposed an extension of the GIC (Rao and Wu, 1989) procedure called the EGIC (Extended Generalized Information Criterion) where selection is first performed on the mean structure of the model by
including all the random effects in the model, using the BIC. Once the fixed effects are chosen selection is then performed on the random effects. They further showed that this procedure is consistent and asymptotically efficient. But as seen from their simulation study, this method performs poorly when it is used to select the random effects.

To avoid enumerating a large number of possible sub-models, Morell, Pearson and Brant (1997) proposed a backward selection criteria to identify the important fixed and random effects. Given the full model, elimination is first performed on the fixed effect which do not have matching random effects. Once all the highest-order fixed effects are statistically significant, backward elimination of the fixed and the random effects is performed starting with the highest-order factors. At each step of the elimination of the fixed effect, the corresponding random effect can be considered for elimination. Though this method is much faster than enumerating all possible models it faces the drawback of being extremely unstable due to its inherent discreteness (Breiman, 1996).

Recently, Jiang, Rao, Gu, Nguyen (2006) proposed a ‘fence’ method in a more general mixed models setting, a special case being the LME model. The idea is to isolate a sub group of models called the ‘correct’ model by using a ‘statistical fence’ which eliminates the ‘incorrect’ models. The optimal model is then selected form this group within the fence according to some criteria., the statistical fence is constructed in the following way,

$$-L_{ML}(\hat{\theta}_M) \leq -L_{ML}(\hat{\theta}_{\tilde{M}}) + c_n \times \hat{\sigma}_{(M,\tilde{M})},$$

(1.32)

where $\tilde{M} \in \mathcal{M}$ represents the full model, and $(\hat{\theta}_M, \hat{\theta}_{\tilde{M}})$ are the local maximizers of $L_{ML}(\theta_M)$ and $L_{ML}(\hat{\theta}_{\tilde{M}})$ respectively, and where $\hat{\sigma}_{(M,\tilde{M})} = \sqrt{(\dim(\hat{\theta}_{\tilde{M}}) - \dim(\hat{\theta}_M))/2}$. Jiang at al. (2008) showed that this difference is small for the correct models and large for an incorrect model. Once this fence has been constructed and has identified a set of candidate models a simple stepwise algorithm is used to identify the optimal model. Though these techniques avoid searching through the entire model
space, it could still result in being computationally intensive especially if the number of predictors \((p, q)\) is large.

### 1.3.2 Bayesian Variable Selection for LME Models

A common approach to Bayesian variable selection in LME models is as follows. Again, let \(\mathcal{M}\) denote the model space and let \(M\) denote a candidate model such that, \(M \in \mathcal{M}\). Given \(M\), we have

\[
y|M, \beta_M, \sigma^2_M, \Psi_M \sim N(X_M \beta_M, \tilde{V}_M),
\]

where \(\tilde{V}_M\) is a block diagonal matrix of \(V_{i,M} = \sigma^2_M (I_{n_i} + Z_{i,M} \Psi_M Z_{i,M}' )\) for \(i = 1, \ldots, m\), under model \(M\).

Given (1.33), the Bayesian selection approach is to assign a prior distribution to the model parameters \((\beta, \Psi, \sigma^2)\) for each model indexed by \(M\) in a hierarchical fashion. Such that

\[
P(\beta_M, \Psi_M, \sigma^2, M) = P(\beta_M|\Psi_M, \sigma^2)P(\Psi_M|M)P(\sigma^2|M)P(M).
\]

Bayes theorem is then used to calculated posterior probabilities.

Using this hierarchical formulation, Weiss, Wang and Ibrahim (1997) proposed a Bayesian method with emphasis on the selection of the fixed effects using Bayes factors by keeping the number of random effects fixed. They use a predictive approach to specify the priors with the emphasis on selecting the fixed effects. Similar to the Zellner’s g-priors but in a LME model setting, Weiss et al.(1997) proposed a conjugate Normal-Gamma prior given as

\[
\beta_M|\tilde{V}_M \sim N\left(\mu_M, (X_M' \tilde{V}_M^{-1} X_M)^{-1}\right)
\]

\[
\sigma^2 \sim IG(a_0, b_0),
\]

where \(\mu_M = (X_M' \tilde{V}_M^{-1} X_M)^{-1}X_M' \tilde{V}_M^{-1} \mu_0\), and \(\mu_0\) is a constant. In addition, \(g > 0\)
is a known scaling factor, and $a_0 > 0$, $b_0 > 0$ are known parameters of the Inverse Gamma distribution with mean $\frac{a_0}{b_0-1}$. As for the prior on $\Psi$ they use a Wishart distribution. Final model selection is made based on Bayes factors.

Recently, Chen and Dunson (2003) proposed a hierarchical Bayesian approach to select the important random effects in a linear mixed-effects model. They reparameterized the linear mixed models using a modified Cholesky decomposition such that they can employ standard Bayesian variable selection techniques. They choose a mixture prior with point mass at zero for the variance components parameters. This allows for the random effects to effectively drop out of the model. They then employ Gibbs sampler to sample from the full conditional distribution to select the non-zero random effects. This was later extended to logistic models by Kinney and Dunson (2006).

### 1.3.3 The Likelihood Ratio Test

The likelihood ratio tests (LRT) are classical statistical tests for making a decision between two hypotheses: the null hypothesis, $H_0 \in \Theta_0$, and the alternative, $H_a \in \Theta$, where $\Theta$ is as given in (1.21). The LRT is a commonly used method to compare models with different means as well as different covariance structures in a mixed model setting. The LRT is computed as

$$-2\log(c_n) = -2\left(L_{ML}(\hat{\theta}_0) - L_{ML}(\hat{\theta})\right), \quad (1.36)$$

where $\hat{\theta}_0$ and $\hat{\theta}$ are the maximum likelihood estimates obtained by maximizing $L_{ML}(\theta)$ given in (1.22) under $H_0$ and $H_a$, respectively. Under certain regularity conditions, $-2\log(c_n)$ asymptotically follows a $\chi^2$ distribution, under the null hypothesis, with degrees of freedom equal to the difference in the dimension of $\Theta_0$ and $\Theta$.

Non-standard likelihood ratio based methods proposed by Self and Liang (1987) have been used for making inference when the true parameters are allowed to be on the boundary of the parameter space. Stram and Li (1994) describe in detail the
use of non-standard LRT to test for non-zero variance components under the null hypothesis that such a component is zero and to decide whether or not to include that specific random effect. They showed that the test under the null hypothesis that a single variance component is zero does not follow the classical $\chi^2$ distribution but rather a 50:50 mixture of chi-square distributions. Furthermore, by not accounting for this discrepancy they also showed that the p-values will be overestimated and we would accept the null more often than we should. However, the main drawback of these procedures is that simultaneous testing of multiple random effects becomes prohibitively impossible when the number of predictors is moderately large.

1.3.4 Selection with Shrinkage Penalty

Recently, Lan (2006) extended the shrinkage penalty approach using the SCAD penalty (Fan and Li, 2001) to variable selection in LME models. They assume that the covariance structure for the random effects can be specified, and their main interest was to select the subset of variables associated with the fixed effects. Given the LME model (1.17) and an initial estimate for the variance components, they obtain the penalized likelihood estimates for the regression coefficients by minimizing

$$G(\beta) = -L_{ML}(\theta) + \sum_{j=1}^{p} p_\lambda(|\beta_j|), \quad (1.37)$$

where $L_{ML}(\theta)$ is as given in (1.22) and $p_\lambda(|\beta_j|)$ for the SCAD penalty is as given in Table 1.1. Given the penalized likelihood estimates for $\beta$, the estimates for the variance components are obtained using the traditional REML procedure. The same idea was then extended to generalized linear mixed models (GLMM) by Yang (2007).

Notice that the method proposed by Lan (2006) does not perform selection on the random effects but rather assumes that the number of random effects in the model is fixed. A difficulty in defining a shrinkage approach to random effects selection is that an entire row and column of $\Psi$ must be eliminated to successfully remove a random
effect. This leads to complications in how to perform the shrinkage appropriately. In Chapter 3 we propose a new method to simultaneously identify the subset of $p' \leq p$ and $q' \leq q$ important predictors that corresponds to the fixed and the random components in the LME model (1.17), respectively. Our proposed method is based on a reparameterization of the LME model obtained by the modified Cholesky decomposition of $\Psi = D\Gamma \Gamma' D$ (Chen and Dunson, 2003), where $D$ is a diagonal matrix that is proportional to the standard deviations of the random effects, and $\Gamma$ is a lower triangular matrix with 1’s on the diagonal that relates to the correlation among the random effects. This factorization aids us in the selection of the random effects by dropping out the random effects terms which have zero variance (Chapter 3, Section 3.2). We propose a penalized joint log-likelihood procedure with an adaptive penalty for the selection of the fixed and random effects. We obtain the estimates for our parameters by using a constrained EM algorithm, by first computing the conditional expectation of the penalized joint log-likelihood and maximizing the objective function using an optimization routine, to obtain the final penalized likelihood estimates. We also show that our penalized likelihood estimates enjoys the ‘Oracle’ property (Definition 1) and performs asymptotically as well as if the true model was known before hand. This is shown both empirically as well as theoretically. We show that our method outperforms the commonly used methods describe in this section via a simulation study and a real data example.

1.4 Plan of Dissertation

The remainder of this dissertation is as follows. We present our research in the form of two papers that have been submitted to academic journals. In Chapter 2 we present the Adaptive Powered Correlation Prior which allows highly correlated predictors to enter or exit the model simultaneously. In Chapter 3 we present our method for simultaneously selecting the important fixed and random effects within a LME model framework.
Table 1.1: Penalized Regression methods and their corresponding penalty terms

<table>
<thead>
<tr>
<th>Method</th>
<th>Shrinkage Penalties</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ridge Regression</td>
<td>$\lambda \sum_{j=1}^{p} \beta_j^2$</td>
</tr>
<tr>
<td>Bridge Regression</td>
<td>$\lambda \sum_{j=1}^{p}</td>
</tr>
<tr>
<td>LASSO</td>
<td>$\lambda \sum_{j=1}^{p}</td>
</tr>
<tr>
<td>Adaptive LASSO</td>
<td>$\lambda \sum_{j=1}^{p} \bar{w}_j</td>
</tr>
<tr>
<td>Elastic-Net</td>
<td>$\lambda_1 \sum_{j=1}^{p}</td>
</tr>
<tr>
<td>OSCAR</td>
<td>$\lambda_1 \sum_{j=1}^{p}</td>
</tr>
<tr>
<td>SCAD</td>
<td>$\sum_{j=1}^{p} p_\lambda(</td>
</tr>
</tbody>
</table>

$$p_\lambda(|\omega|) = \begin{cases} 
-\frac{1}{(a-1)\lambda}(|\omega|^2 - 2a\omega + \lambda^2) & |\omega| \leq \lambda \\
\frac{1}{2(a + 1)\lambda} & |\omega| \geq a\lambda 
\end{cases}$$
Chapter 2

Bayesian Variable Selection Using Adaptive Powered Correlation Prior

2.1 Introduction

Consider the linear regression model with \( n \) independent observations and let \( y = (y_1, \cdots, y_n)' \) be the vector of response variables. The canonical linear model can be written as

\[
y = X\beta + \epsilon \tag{2.1}
\]

where \( X = (x_1, \cdots, x_p) \) is an \( n \times p \) matrix of explanatory variables with \( x_j = (x_{1j}, \cdots, x_{nj})' \) for \( j = 1, \cdots, p \). Let \( \beta = (\beta_1, \cdots, \beta_p)' \) be the corresponding vector of unknown regression parameters, and \( \epsilon \sim N(0, \sigma^2 I) \). Throughout this chapter, we assume \( y \) to be empirically centered to have mean zero, while the columns of \( X \) have been standardized to have mean zero and norm one, so \( X'X \) will be the empirical correlation matrix.

Under the above regression model, it is assumed that only an unknown subset of the coefficients are nonzero, so that the variable selection problem is to identify this unknown subset. Bayesian approaches to the problem of selecting variables/predictors
within a linear regression framework has received considerable attention over the years, for example see, Mitchell and Beauchamp (1988), Geweke (1996), George and McCulloch (1993, 1997), Brown, Vannucci and Fearn (1998), George (2000) and Chipman, George and McCulloch (2001) and Casella and Moreno (2006).

For the linear model, Zellner (1986) suggested a particular form of a conjugate Normal-Gamma family called the \( g \)-prior which can be expressed as

\[
\beta | \sigma^2, X \sim N(0, \frac{\sigma^2}{g(X'X)^{-1}}) \\
\sigma^2 \sim IG(a_0, b_0),
\]

where \( g > 0 \) is a known scaling factor and \( a_0 > 0, b_0 > 0 \) are known parameters of the Inverse Gamma distribution with mean \( \frac{a_0}{b_0} \). The prior covariance matrix of \( \beta \) is the scalar multiple \( \sigma^2/g \) of the inverse Fisher information matrix, which concurrently depends on the observed data through the design matrix \( X \).

This particular prior has been widely adopted in the context of Bayesian variable selection due to its closed form calculations of all marginal likelihoods which is suitable for rapid computations over a large number of submodels, and its simple interpretation that it can be derived from the idea of a likelihood for a pseudo-data set with the same design matrix \( X \) as the observed sample (see, Zellner (1986), George and Foster (2000), Smith and Kohn (1996), Fernandez, Ley and Steel (2001)).

In this chapter, we point out a drawback of using Zellner’s prior on \( \beta \) particularly when the predictors \( (x_j) \) are highly correlated. The conditional variance of \( \beta \) given \( \sigma^2 \) and \( X \) is based on the inverse of the empirical correlation of predictors and puts most of its prior mass in the direction that causes the regression coefficients of correlated predictors to be smoothed away from each other. So when coupled with model selection, Zellner’s prior discourages highly collinear predictors to enter the models simultaneously by inducing a negative correlation between the coefficients.

We propose a modification of Zellner’s \( g \)-prior by replacing \( (X'X)^{-1} \) by \( (X'X)^{\lambda} \) where the power \( \lambda \in \mathbb{R} \), controls the amount of smoothing of collinear predictors towards or away from each other accordingly as \( \lambda > 0 \) or \( \lambda < 0 \), respectively. For \( \lambda > 0 \),
the new conditional prior variance of $\beta$ puts more prior mass in the direction that corresponds to a strong prior smoothing of regression coefficients of highly collinear predictors towards each other. Therefore, by choosing $\lambda > 0$ our proposed modification in contrast, forces highly collinear predictors entering or exiting the model simultaneously (see Section 2). Hence, the use of the power hyperparameter $\lambda$ to the empirical correlation matrix helps us to determine whether models with high collinear predictors are preferred or not.

The hyperparameter $\lambda$ is further incorporated into the prior probabilities over model space with the same intentions of encouraging or discouraging the inclusion of groups of correlated predictors. We adopt a Bayesian Hierarchical framework with the new prior specifications. The choice of hyperparameter is obtained via an empirical Bayes approach and the inference regarding model selection is then made based on the posterior probabilities. By allowing the power parameter $\lambda$ to be chosen by the data, we let the data decide whether to include collinear predictors or not.

The remainder of the Chapter is structured as follows. In Section 2, we describe in detail the Powered Correlation Prior and provide a simple motivating example, when $p = 2$. Section 3, describes the choice of new prior specifications for model selection. The Bayesian hierarchical model and the calculation of posterior probabilities are presented in Section 4. The superior performance of using the Powered Correlation Prior over Zellner’s g-priors is illustrated with the help of simulation studies and real data examples in Section 5. Finally, in Section 6 we conclude with a discussion.

### 2.2 The Adaptive Powered Correlated Prior

Consider again a normal regression model as in (2.1), where $X'X$ represents the correlation matrix. Let $X'X = \Gamma D\Gamma'$ be the spectral decomposition, where the columns of $\Gamma$ are the $p$ orthonormal eigenvectors and $D$ is the diagonal matrix with eigenvalues $d_1 \geq \cdots \geq d_p \geq 0$ as the diagonal entries. The powered correlation prior
for $\beta$ conditioned on $\sigma^2$ and $X$ is defined as

$$\beta|\sigma^2, X \sim N(0, \frac{\sigma^2}{g} (X'X)^\lambda),$$

(2.3)

where $(X'X)^\lambda = \Gamma D^\lambda \Gamma'$, with $g > 0$ and $\lambda \in \mathbb{R}$ controlling the strength and the shape, respectively, of the prior covariance matrix, for a given $\sigma^2 > 0$.

There are several priors which are special cases of the powered correlation prior. For instance, $\lambda = -1$ produces the Zellner’s $g$-prior (2.2). By setting $\lambda = 0$ we have $(X'X)^0 = I$ which gives us the ridge regression model of Hoerl and Kennard (1970), under this model $\beta_j$ are given independent $N(0, \sigma^2/g)$ priors. Next we illustrate how $\lambda$ controls the model’s response to collinearity which is the main motivation for using the powered correlation prior.

Let $T = X\Gamma$ and $\theta = \Gamma'\beta$. The linear model can be written in terms of the principal components as:

$$y \sim N(T\theta, \sigma^2) \text{ with } \theta \sim N(0, \frac{\sigma^2}{g} D^\lambda).$$

(2.4)

The columns of the new design matrix $T$ are the principal components, and so the original prior on $\beta$ can be viewed as independent mean zero normal priors on the principal component regression coefficients, with prior variance proportional to the power of the corresponding eigenvalues, $d_1^\lambda, \cdots, d_p^\lambda$. Principal components with $d_i$ near zero indicate a presence of a near-linear relationship between the predictors, and the direction determined by the corresponding eigenvectors are those which are uninformative from the data. A classical frequentist approach to handle collinearity is to use principal component regression, and eliminate those dimensions with very small eigenvalues. Then transform back to the original scale, so that no predictors are actually removed. Along the same lines, we shall illustrate on how changing the value of $\lambda$ would affect the prior correlation and demonstrate the intuition behind our proposed modification. For a simple illustration consider the case with $p = 2$ with a
positive correlation $\rho$ between them so that

$$\left(X'X\right)^\lambda = \begin{bmatrix} 1 & \rho \\ \rho & 1 \end{bmatrix}^\lambda. \quad (2.5)$$

It easily follows that in this case,

$$\Gamma = \frac{1}{\sqrt{2}} \begin{bmatrix} 1 & 1 \\ 1 & -1 \end{bmatrix} \quad \text{and,} \quad D^\lambda = \begin{bmatrix} (1 + \rho)^\lambda & 0 \\ 0 & (1 - \rho)^\lambda \end{bmatrix} \quad (2.6)$$

The first principal component of our new design matrix $T$ can be written as the sum of the predictors and the second as the difference

$$T = \frac{1}{\sqrt{2}} \begin{bmatrix} x_1 + x_2 \\ x_1 - x_2 \end{bmatrix}' \quad \text{with,} \quad \theta \sim N \left( \begin{bmatrix} 0 \\ 0 \end{bmatrix}, \frac{\sigma^2}{g} \begin{bmatrix} (1 + \rho)^\lambda & 0 \\ 0 & (1 - \rho)^\lambda \end{bmatrix} \right), \quad (2.7)$$

for $\lambda > 0$ the prior on the coefficient for the sum has mean zero and variance $(1 + \rho)^\lambda$, while the prior on the coefficient for the difference has mean zero and variance $(1 - \rho)^\lambda$.

As $\rho$ in (2.7) increases, a smaller prior variance is given to the coefficient for the difference of the two predictors, and hence introduces more shrinkage to the principal component directions that are associated with small eigenvalues. So that larger $\lambda$ forces the difference to be more likely closer to the prior mean (zero). On the original $\beta$ scale this corresponds to strong prior smoothing of regression parameters corresponding to highly collinear predictors.

On the other hand $\lambda < 0$ places a large prior variance on the coefficient for the difference, and a smaller variance on the coefficient of the sum, thereby shrinking those directions which correspond to large eigenvalues. This has an effect of smoothing the regression parameters corresponding to highly collinear predictors away from each other, forcing the two predictors to be negatively correlated.

Hence in dimensions greater than two, in the presence of collinear predictors, $\lambda$ has the flexibility to introduce more shrinkage in the directions that correspond to the small eigenvalues. This behavior motivates us to allow for the possibility of choosing
alternative values for $\lambda$. In particular, we allow the data to determine the choice of $\lambda$ using an empirical Bayes approach.

### 2.3 Model Specification

The main focus here is to use this powered correlation prior in a model selection problem. For the linear regression model in (2.1), it is typically the case that only an unknown subset of the coefficients $\beta_j$ are non-zero, so in the context of variable selection we begin by indexing each candidate model with one binary vector $\delta = (\delta_1, \cdots, \delta_p)'$ where each element $\delta_j$ takes the value 1 or 0 depending on whether it is included or excluded from the model. More specifically, let

$$
\delta_j = \begin{cases} 
1 & \text{if } x_j \text{ is included in the model,} \\
0 & \text{if } x_j \text{ is excluded from the model.}
\end{cases}
$$

We now rewrite the linear regression model, given $\delta$ as

$$
y = X_\delta \beta_\delta + \epsilon, \tag{2.9}
$$

where $\epsilon \sim N(0, \sigma^2 I)$, and $X_\delta$ and $\beta_\delta$ are the design matrix and the regression parameters of the model only including the predictors with $\delta_j = 1$. In the context of variable selection we can write the powered correlation prior as

$$
\beta_\delta | \delta, \sigma^2, X \sim N(0, \frac{\sigma^2}{g} (X'_\delta X_\delta)^\lambda) \tag{2.10}
$$

with

$$
(X'_\delta X_\delta)^\lambda = \Gamma_\delta D_\delta^\lambda \Gamma'_\delta,
$$

where $\Gamma_\delta$ is the matrix of eigenvectors and $D_\delta^\lambda$ is a diagonal matrix with diagonal entries as the eigenvalues of $(X'_\delta X_\delta)^\lambda$.

Now that we have defined the prior for the coefficients given the model we now incorporate the same idea into the choice of prior for the inclusion indicators. With
respect to Bayesian variable selection, a common prior for the inclusion indicators is, \( p(\delta) \propto \pi^{p_\delta}(1 - \pi)^{p - p_\delta} \) (George and McCulloch, 1993, 1997; George and Foster, 2000) where \( p_\delta = \sum_{j=1}^{p} \delta_j \) is the number of predictors in the model defined by \( \delta \), and \( \pi \) is the prior inclusion probability for each covariate. We can see this being equivalent to placing Bernoulli (\( \pi \)) priors on \( \delta_j \) and thereby giving equal weight to any pair of equally-sized models. Setting \( \pi = 1/2 \) yields the popular uniform prior over model space formed by considering all subsets of predictors and, under this prior the posterior model probability is proportional to the marginal likelihood. A drawback of using this prior is that it puts most of its mass on models of size \( \simeq p/2 \) and it does not take into account the correlation between the predictors. Yuan and Lin (2005) proposed an alternative prior over model space.

\[
P(\delta|\pi) \propto \pi^{p_\delta}(1 - \pi)^{p - p_\delta} |X'_\delta X_\delta|^{1/2}, \tag{2.11}
\]

where \(|.|\) denotes the determinant, and \(|X'_\delta X_\delta| = 1\) if \( p_\delta = 0 \). Since \(|X'_\delta X_\delta|\) is small for models with highly collinear predictors, this prior discourages these models. We follow Yuan and Lin in that we use the information from the design matrix to build a prior for the model space. However, we do not necessarily want to penalize models with collinear predictors. We propose to incorporate the power parameter \( \lambda \) into a prior for \( \delta \) that could encourage or discourage inclusion of groups of correlated predictors. So we propose the following prior on model space:

\[
P(\delta|\lambda, \pi) \propto \pi^{p_\delta}(1 - \pi)^{p - p_\delta} |X'_\delta X_\delta|^{-\lambda/2}. \tag{2.12}
\]

So for large values of \( \lambda \), the prior puts more of its mass on models with highly collinear predictors; while for \( \lambda < 0 \), penalizing models with collinear predictors. Hence coupled with the powered correlation prior, positive (negative) \( \lambda \) encourages (discourages) highly collinear predictors to enter the model simultaneously. Note that \( \lambda = -1 \) gives us Zellner’s prior on the coefficients coupled with the prior of Yuan and Lin on the models.
2.3.1 Choice of $g$

The parameter $g$ defines the strength of the powered correlation prior. The choice of $g$ is complicated in that large values of $g$ will result in the prior dominating the likelihood, and small values of $g$ would favor the null model (George and Foster, 2000). Various choices of $g$ have been proposed over the years. For example, Smith and Kohn (1996) performed variable selection involving splines with a fixed value of $g = .01$. However the choice of $g$ may also depend on the sample size $n$, or the number of predictors $p$. George and Foster (2000) propose an empirical Bayes method for estimating $g$ from its marginal likelihood. Foster and George (1994) recommended using $g = 1/p^2$ based on a Risk Inflation Criterion (RIC). Kass and Wasserman (1995) suggests the unit information prior, where the amount of information in the prior corresponds to the amount of information in one observation, leading to $g = 1/n$. This leads to the Bayes factor as an approximation of the BIC. Fernandez et. al. (2001) suggest $g = 1/max(n, p^2)$ called the Benchmark Prior (BRIC), which is a combination of RIC and BIC. More recently Liang et. al.(2008) suggest a mixture of $g$-priors as an alternative to the default $g$-priors.

Since the scale of $(X'_\delta X_\delta)^\lambda$ will depend on $\lambda$, we first standardize so that we may separate out the scale of $g$ from that of $(X'_\delta X_\delta)^\lambda$. To do so we modify (2.10) as

$$
\beta_\delta | \delta, \sigma^2, X \sim N(0, \frac{\sigma^2}{g} k(X'_\delta X_\delta)^\lambda)
$$

with $k \equiv k(\lambda, \delta, X) = \frac{Tr[(X'_\delta X_\delta)^{-1}]}{Tr[(X'_\delta X_\delta)^\lambda]}$.

(2.13)

This has an effect of setting the trace of $(X'_\delta X_\delta)^\lambda$ to be equal to that of using $\lambda = -1$ regardless of the choice of $\lambda$. We then choose $g = 1/n$, as in the unit information prior (Kass and Wasserman, 1995).

For $(X'_\delta X_\delta)^\lambda = \Gamma_\delta D_\delta^\lambda \Gamma_\delta$, $k$ can be considered as the ratio of the average eigenvalues with those of $\lambda = -1$, $\frac{\sum_j D_\delta^{-1}_{jj} / n}{\sum_j D_\delta_{jj} / n}$. Instead of the trace one could have
opted to choose the determinant, i.e. the ratio of the product of the eigenvalues. An advantage of using the average of the eigenvalues is that it provides more stability and in turn helps prevent the prior from dominating the likelihood. We note that other choices of standardization and choice of $g$ are possible and are left for future investigations.

### 2.4 Model Selection using Posterior Probabilities

In the Bayesian framework, a set of prior distributions is specified on the parameters $\theta_\delta = (\beta_\delta, \sigma^2)$ for each model, along with a meaningful set of prior model probabilities $P(\delta|\lambda, \pi)$ over the class of all models. Model selection is then done based on the posterior probabilities. Using the set of priors defined in the previous section, we can now construct a hierarchical Bayesian model to perform variable selection

$$y|\beta, \delta, \sigma^2, X \sim N(X_\delta \beta_\delta, \sigma^2 I)$$

$$\beta_\delta|\delta, \sigma^2, X \sim N(\beta_0, \frac{\sigma^2}{g} k(X_\delta' X_\delta)^{\lambda}),$$

$$\sigma^2 \sim IG(\frac{\gamma_0}{2}, \frac{\gamma_o}{2}),$$

$$P(\delta|\lambda, \pi) \propto \pi^{p_\delta}(1 - \pi)^{p - p_\delta}|X_\delta' X_\delta|^{-\lambda/2},$$

(2.14)

where $k$ is as defined in (2.13) The key idea in computing the posterior model probabilities is to obtain the marginal likelihood of the data under model $\delta$ by integrating out the model parameters

$$P(y|\delta, X) = \int P(y|\theta_\delta, \delta, X) P(\theta_\delta|\delta, X) d\theta_\delta.$$  

(2.15)

The choice of conjugate priors allows us to analytically compute the above integral. Using the hierarchical model and integrating out $\theta_\delta$ we obtain the conditional distri-
bution of $y$ given $\delta$ and $X$, 

$$y|\delta, X \sim t_{(\gamma_o+n)}\left\{X_\delta \beta_0, (I_n + \frac{k}{g}X_\delta X_\delta)^{\lambda}X_\delta'\right\}.$$  \hspace{1cm} (2.16)$$

Then model comparison is done via the posterior probabilities,

$$P(\delta|y, X) \propto P(y|\delta, X)P(\delta|\lambda, \pi)$$ \hspace{1cm} (2.17)$$

In order to fully specify our prior distribution we need to specify $g, \gamma_o, \pi$ and $\lambda$. We choose $g = 1/n$ the unit information prior proposed by Kass and Wasserman (1995). For $\gamma_o$, after trying various choices, we saw that the model selected was not sensitive to the value of $\gamma_o$ chosen, and since there is little or no information about this hyperparameter we decided to set $\gamma_o$ to a constant, which has led to reasonable results as pointed out by George and McCulloch (1997). Following these lines, we set $\gamma_o = 0.01$ for the rest of the article, which corresponds to placing a non-informative prior on $\sigma^2$.

The parameters $(\lambda, \pi)$ are very influential and informative with respect to the model selected and it is of utmost importance that we choose them carefully. Thus, we propose an empirical Bayes approach to select $\pi \in (0, 1)$ and $\lambda \in \mathbb{R}$ by marginalizing over $\delta$ and maximizing the marginal likelihood function given by

$$m(y|X, \pi, \lambda) = \sum_{\delta} P(y|\delta, X)P(\delta|\lambda, \pi).$$ \hspace{1cm} (2.18)$$

When the number of predictors, $p$ is of moderate size (e.g., $p \leq 20$) the above sum can be computed by evaluating (2.15) for each model via complete enumeration for a given $(\pi, \lambda)$. Numerical optimization is then used to maximize $m(y|X, \pi, \lambda)$ defined in (2.18) to obtain the pair $(\hat{\pi}, \hat{\lambda})$. Specifically, we fix $\lambda$ on a fine grid and for each $\lambda$, we maximize over $\pi \in (0, 1)$, and obtain $\hat{\pi}(\lambda)$ and obtain $\hat{\lambda} = \arg\max m(y|X, \hat{\pi}(\lambda), \lambda)$. 


2.5 Simulations and Real Data

We shall now compare our proposed method to the standard use of Zellner’s prior with a uniform prior over model space, i.e. the common approach

$$\beta_\delta|\sigma^2, \delta, X \sim N(0, \sigma^2(X_\delta'X_\delta)^{-1}/g)$$ where, $g = 1/n$,

$$\sigma^2 \sim IG(\gamma_o/2, \gamma_o/2), \gamma_o = .01,$$

$$P(\delta) = (1/2)^p. \quad \text{(2.19)}$$

We also compared our method to the fully automatic Bayesian variable selection procedure proposed by Casella and Moreno (2006) where posterior probabilities are computed using intrinsic priors (Berger and Pericchi, 1996) which eliminates the need for tuning parameters. However, we note that this procedure was not specifically designed to handle correlated predictors.

So, in this section we evaluate the performance of using our proposed method in selecting the correct subset of predictors as compared to the two above mentioned methods, based on a simulated data involving highly collinear predictors. Comparisons are also presented for one real dataset.

2.5.1 Simulation Study

For the simulated example, we consider the true model

$$y = x_1 + x_2 + \epsilon \quad \text{where } \epsilon \sim N(0, 1). \quad \text{(2.20)}$$

We generate $p$ predictors from a multivariate normal with $\text{Cov}(x_j, x_k) = \rho^{|j-k|}$, for $\rho = 0.9$. For Case one, we fixed $p = 4$, while for Case two we used $p = 12$, so that in the first case there were 2 unimportant predictors, while in case two, there were 10. For both cases, we generated 1000 datasets each with $n = 30$ observations.
Case 1: p=4

Using the empirical Bayes approach mentioned earlier we compute the optimal pair $\hat{\lambda} = 1.6$ and $\hat{\pi} = .15$ which maximizes the marginal likelihood obtained under complete enumeration of all possible $2^4 - 1$ models. The estimates $(\hat{\lambda}, \hat{\pi})$ are the values obtained after averaging over the 1000 replications.

**Figure (2.1) goes here.**

From Table 2.1, the performance of our proposed method appears quite good compared to the other two methods. We see that Zellner’s as well as the intrinsic prior’s chooses single variable models with over half of its posterior probability. In contrast, using the powered correlation prior smoothes the regression parameters of the correlated variables towards each other, by giving more prior information in the direction that are less determined by the data, and selects the correct model, $(x_1, x_2)$ with an overwhelming 0.622 posterior probability.

Table 2.1 also lists the number of times (in %) each model was selected as the model with highest posterior probability out of 1000 replications by the three methods. We see that the Powered Correlation Prior based method picks the correct model, $(x_1, x_2)$, 68.7 % of the times.

**Table () goes here.**

Case 2: p=12

Similar to the previous case, the optimal values $(\hat{\lambda} = 1.7, \hat{\pi} = 0.12)$ were obtained by averaging over 1000 replications (Figure 2.2) which maximizes the marginal likelihood function. The performance of the powered correlation priors in terms of selecting correlated predictors is also similar to the previous case.

**Figure (2.2) goes here.**

From Table 2.2 it is clear that Zellner’s prior penalizes models with high collinearity, thereby putting more posterior mass on single variable models. In contrast, the
powered correlation prior method favors the true model \((x_1, x_2)\) with maximum average posterior probability of 0.145 and the correct model was selected 46.1\% of the time. For the intrinsic prior, the maximum posterior model is the model including only \(x_1\) and the correct model is selected only 9.8\% of the times.

**Table (2.2) goes here.**

### 2.5.2 Real Data Example

We consider a real dataset to demonstrate the performance of our method. For our real data example we use the data on NCAA graduation rates (Mangold, Bean and Adams, 2003) where there are 97 observations and 19 predictors. The response variable is the average graduation rates for each of the 97 colleges (see Appendix A for a description of the dataset). Mangold, Bean and Adams used this dataset with the goal of showing that successful sports programs raise graduation rates. This dataset is of specific interest to us, due to the presence of high correlation among the variables. We fit a main effects only model with the 19 possible predictors.

For this dataset we obtain the optimal values of \(\hat{\lambda} = 1.9\) and \(\hat{\pi} = 0.19\) (Figure 2.3). Posterior probabilities are computed using these optimal values by complete enumeration of all \(2^{19} - 1\) possible models.

**Figure (2.3) goes here.**

In Table 2.3 and 2.4 we compare the posterior model probabilities by using our proposed method to those obtained using the standard Zellners g-prior and the fully automatic intrinsic priors. The highest posterior model selected using the powered correlation prior to predict the average graduation rates is a 6 variable model, as compared to Zellners which selects a 5 variable model by dropping \(x_{17}\) (Acceptance Rate) from the model chosen by our approach. This could be attributed to the high correlation between \(x_2\) and \(x_{17}\) \((\rho = .81)\). The intrinsic prior approach picks out a simpler (fewer predictors) model as its highest posterior probability model.

**Table (2.3), (2.4) goes here.**
Model comparison and validation are now made based on the average predicted error, where the parameter estimates are obtained by computing the posterior mean of $\beta_\delta$ for each given configuration of $\delta$ and $y$ for each of the three methods. Table (2.3) and (2.4) reports the average mean square predictive error along with their standard errors obtained using 5-fold crossvalidation (CV), whose estimates are first averaged across 10 cross-validation splits to reduce variability, and then replicated 1000 times. We see that the top two models picked out by the powered correlation prior’s posterior probabilities has a significantly lower prediction error than that of the models selected using the two other methods. Hence, both the simulation and the real data example show strong support for the use of our proposed powered correlation prior.

2.6 Discussion and Future Work

In this Chapter we have demonstrated that within a linear model framework the powered correlation prior helps to resolve the problem of selecting subsets using a suitable modification of Zellners g-prior when the predictors are highly correlated. By using simulated and the real data examples we have illustrated that the powered correlation prior tends to perform better in terms of choosing the correct model than the standard Zellners prior and the intrinsic prior for correlated predictors. The choice of hyperparameter $\lambda$ obtained using an empirical Bayes method controls the degree of smoothing of correlated predictors towards or away from each other.

For a large number of predictors (e.g. $p > 30$), a attractive feature of this prior is that all the parameters can be integrated out analytically to obtain a closed form for the unnormalized posterior model probabilities. Hence a simple Gibbs sampler over model space (George and McCulloch, 1997) can be implemented to approximate the marginal for each pair $(\lambda, \pi)$. This can be implemented on a two dimensional grid, and although it may take significant computation time, it remains feasible.

Model averaging for linear regression models has received considerable attention (Raftery, Madigan and Hoeting, 1997). This method accounts for model uncertainty
by averaging over all possible models. It is possible to extend the use of our proposed prior to perform model averaging via the use of posterior probabilities.

There has also been considerable interest in Bayesian variable selection for generalized linear models. The selection criteria are based on extensions of Bayesian methods used in linear regression framework. One can extend the powered correlation prior used here to generalized linear models.

Another possible application of our proposed method could be to use it for non-parametric curve fitting where it is of interest to choose suitable basis functions.
Figure 2.1: Plot of $\lambda$ vs. $\log(m(y|X, \pi, \lambda))$, maximized over $\pi \in (0, 1)$, corresponding to case 1: $p = 4$. Averaged over 1,000 simulations. The vertical line represents the location of the global maximum.
Figure 2.2: Plot of $\lambda$ vs. $\log [m(y|X, \pi, \lambda)]$, maximized over $\pi \in (0, 1)$, corresponding to case 2: $p = 12$, averaged over 1,000 simulations. The vertical line represents the location of the global maximum.
Figure 2.3: Plot of $\lambda$ vs. $\log(m(y|X, \pi, \lambda))$, maximized over $\pi \in (0, 1)$, corresponding to the NCAA Dataset. The vertical line represents the location of the global maximum.
Table 2.1: For Case 1, Comparing Average Posterior Probabilities, corresponding to the case 1: \( p = 4 \), averaged across 1,000 simulations. \% Selected is the number of times (in \%\) each model was selected as the highest posterior model out of 1000 replications. Zellners represents use of Zellners prior as in (2.19). PoCor represents our proposed modification as in (2.14). Intrinsic Prior represents the fully automatic procedure proposed by Casella and Moreno (2006).

<table>
<thead>
<tr>
<th>Subset</th>
<th>Zellner’s Avg Post Prob</th>
<th>%Selected</th>
<th>PoCor Avg Post Prob</th>
<th>%Selected</th>
<th>Intrinsic Prior Avg Post Prob</th>
<th>%Selected</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x_2 )</td>
<td>0.321</td>
<td>37.6</td>
<td>( x_1, x_2 )</td>
<td>0.622</td>
<td>68.7</td>
<td>( x_1 )</td>
</tr>
<tr>
<td>( x_1 )</td>
<td>0.221</td>
<td>20.4</td>
<td>( x_2 )</td>
<td>0.116</td>
<td>10.4</td>
<td>( x_2 )</td>
</tr>
<tr>
<td>( x_1, x_2 )</td>
<td>0.105</td>
<td>11.2</td>
<td>( x_1, x_2, x_3 )</td>
<td>0.089</td>
<td>3.4</td>
<td>( x_1, x_2 )</td>
</tr>
<tr>
<td>( x_1, x_2, x_4 )</td>
<td>0.074</td>
<td>5.9</td>
<td>( x_1, x_2, x_4 )</td>
<td>0.040</td>
<td>3.1</td>
<td>( x_1, x_3 )</td>
</tr>
<tr>
<td>( x_1, x_2, x_3 )</td>
<td>0.055</td>
<td>4.4</td>
<td>( x_1, x_2, x_3, x_4 )</td>
<td>0.039</td>
<td>2.5</td>
<td>( x_3 )</td>
</tr>
<tr>
<td>( x_2, x_4 )</td>
<td>0.052</td>
<td>2.8</td>
<td>( x_1 )</td>
<td>0.030</td>
<td>2.3</td>
<td>( x_1, x_4 )</td>
</tr>
<tr>
<td>( x_2, x_3 )</td>
<td>0.045</td>
<td>2.6</td>
<td>( x_1, x_3 )</td>
<td>0.009</td>
<td>1.4</td>
<td>( x_2, x_3 )</td>
</tr>
<tr>
<td>( x_1, x_3 )</td>
<td>0.035</td>
<td>2.1</td>
<td>( x_2, x_3 )</td>
<td>0.003</td>
<td>1.0</td>
<td>( x_2, x_4 )</td>
</tr>
<tr>
<td>( x_1, x_3, x_4 )</td>
<td>0.024</td>
<td>1.4</td>
<td>( x_2, x_3, x_4 )</td>
<td>0.002</td>
<td>0.9</td>
<td>( x_4 )</td>
</tr>
<tr>
<td>( x_1, x_2, x_3, x_4 )</td>
<td>0.019</td>
<td>1.1</td>
<td>( x_1, x_3, x_4 )</td>
<td>0.002</td>
<td>0.6</td>
<td>( x_1, x_2, x_4 )</td>
</tr>
</tbody>
</table>
Table 2.2: Case 2, Comparing Average Posterior Probabilities, corresponding to the case 2: $p = 12$, averaged over 1,000 Simulations. % Selected is the number of times (in %) each model was selected as the highest posterior model out of 1,000 replications. Zellner’s represents use of Zellner’s prior as in (2.19). PoCor represents our proposed modification as in (2.14). Intrinsic Prior represents the fully automatic procedure proposed by Casella and Moreno (2006).

<table>
<thead>
<tr>
<th>Subset</th>
<th>Zellner’s</th>
<th>PoCor</th>
<th>Intrinsic Prior</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Avg Post Prob</td>
<td>%Selected</td>
<td>Avg Post Prob</td>
</tr>
<tr>
<td>$x_1$</td>
<td>.068</td>
<td>28.9</td>
<td></td>
</tr>
<tr>
<td>$x_1, x_2$</td>
<td>.051</td>
<td>10.6</td>
<td>.145</td>
</tr>
<tr>
<td>$x_1, x_3$</td>
<td>.025</td>
<td>10</td>
<td>$x_1, x_3$</td>
</tr>
<tr>
<td>$x_1, x_4$</td>
<td>.016</td>
<td>5.9</td>
<td>$x_2, x_3$</td>
</tr>
<tr>
<td>$x_1, x_5$</td>
<td>.0133</td>
<td>5.4</td>
<td>$x_1$</td>
</tr>
<tr>
<td>$x_1, x_2, x_5$</td>
<td>.013</td>
<td>4.4</td>
<td>$x_1, x_2, x_4$</td>
</tr>
<tr>
<td>$x_1, x_2, x_6$</td>
<td>.012</td>
<td>3.5</td>
<td>$x_1, x_2, x_3, x_4$</td>
</tr>
<tr>
<td>$x_2, x_2, x_8$</td>
<td>.011</td>
<td>3.5</td>
<td>$x_1, x_2, x_5$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 2.3: Comparing Posterior Probabilities and average prediction errors for the models of the NCAA Data. The entries in parenthesis are the standard errors obtained by 1000 replications.

<table>
<thead>
<tr>
<th>Subset</th>
<th>Zellner’s Post Prob</th>
<th>Zellner’s C.V. Pred Err</th>
<th>PoCor Post Prob</th>
<th>PoCor C.V. Pred Err</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_2, x_3, x_4, x_5, x_7$</td>
<td>.042</td>
<td>54.38 (0.615)</td>
<td>$x_2, x_3, x_4, x_5, x_7, x_17$</td>
<td>.036</td>
</tr>
<tr>
<td>$x_2, x_3, x_4, x_7$</td>
<td>.041</td>
<td>55.57 (0.646)</td>
<td>$x_2, x_3, x_4, x_5, x_7, x_17, x_18$</td>
<td>.030</td>
</tr>
<tr>
<td>$x_2, x_3, x_4, x_5$</td>
<td>.028</td>
<td>56.74 (0.599)</td>
<td>$x_1, x_2, x_3, x_4, x_5, x_7$</td>
<td>.028</td>
</tr>
<tr>
<td>$x_2, x_3, x_4, x_5, x_7, x_18$</td>
<td>.017</td>
<td>55.17 (0.609)</td>
<td>$x_2, x_3, x_4, x_5, x_7, x_18$</td>
<td>.021</td>
</tr>
<tr>
<td>$x_2, x_3, x_4, x_5, x_7, x_17$</td>
<td>.015</td>
<td>54.89 (0.623)</td>
<td>$x_2, x_3, x_4, x_5, x_7$</td>
<td>.018</td>
</tr>
<tr>
<td>$x_1, x_2, x_3, x_4, x_5, x_7$</td>
<td>.013</td>
<td>55.64 (0.611)</td>
<td>$x_1, x_2, x_3, x_4, x_5$</td>
<td>.015</td>
</tr>
<tr>
<td>$x_2, x_3, x_4, x_7, x_9$</td>
<td>.011</td>
<td>56.54 (0.628)</td>
<td>$x_2, x_3, x_4, x_5, x_7, x_{10}$</td>
<td>.009</td>
</tr>
</tbody>
</table>
Table 2.4: Posterior Probabilities and average prediction errors for the models of the NCAA Data using the Intrinsic Priors. The entries in parenthesis are the standard errors obtained by 1000 replications.

<table>
<thead>
<tr>
<th>Intrinsic Prior</th>
<th>Subset</th>
<th>Post Prob</th>
<th>C.V. Pred Err</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$x_2, x_4, x_7$</td>
<td>.066</td>
<td>53.97 (0.530)</td>
</tr>
<tr>
<td>$x_2, x_3, x_4, x_5, x_7$</td>
<td>.040</td>
<td>52.94 (0.541)</td>
<td></td>
</tr>
<tr>
<td>$x_2, x_3, x_4, x_5$</td>
<td>.028</td>
<td>54.09 (0.602)</td>
<td></td>
</tr>
<tr>
<td>$x_2, x_4, x_5, x_7$</td>
<td>.022</td>
<td>54.82 (0.576)</td>
<td></td>
</tr>
<tr>
<td>$x_2, x_3, x_4$</td>
<td>.016</td>
<td>58.71 (0.617)</td>
<td></td>
</tr>
<tr>
<td>$x_2, x_4, x_7, x_{11}$</td>
<td>.011</td>
<td>58.67 (0.594)</td>
<td></td>
</tr>
<tr>
<td>$x_2, x_4, x_{11}$</td>
<td>.010</td>
<td>60.08 (0.581)</td>
<td></td>
</tr>
</tbody>
</table>
Chapter 3

Joint Variable Selection of Fixed and Random Effects in Linear Mixed-Effects Model and its Oracle Properties

3.1 Introduction

Linear mixed-effects (LME) models (Laird and Ware, 1982) are a class of statistical models used to describe the relationship between the responses and the covariates, based on grouped data. Some common examples of grouped data are repeated measures data and nested designs. By introducing one or more subject-specific random effects, the LME model allows us the flexibility to model both the means as well as the covariance structure of the grouped data.

Consider a study consisting of $m$ subjects, with response from each subject $i = 1, 2, \ldots, m$ each measured $n_i$ times, and let $N = \sum_{i=1}^{m} n_i$ be the total number of observations. Let $y_i$ be an $n_i \times 1$ vector of the response variable for subject $i$. Let $X_i$ be the $n_i \times p$ design matrix of explanatory variables, and $\beta = (\beta_1, \cdots, \beta_p)'$ be the vector of unknown regression parameters which are assumed to be fixed. Let
\( b_i^* = (b_{i1}^*, \ldots, b_{iq}^*)' \) be a \( q \times 1 \) vector of unknown subject-specific random effects with \( b_i^* \sim N(0, \sigma^2 \Psi) \), and are assumed to be independently distributed across subjects. Denote \( Z_i \) as the \( n_i \times q \) design matrix corresponding to the random effects. Often one sets \( Z_i = X_i \), but it is not necessary. Then, a general class of LME models can be written as

\[
y_i = X_i \beta + Z_i b_i^* + \epsilon_i,
\]

where the random errors \( \epsilon_i \)'s are independently distributed \( N(0, \sigma^2 I_{n_i}) \) and are assumed to be independent of the \( b_i^* \)'s.

Greenland (2000) argued that models with random coefficients in repeated measures analysis offer a more scientifically defensible framework than just using fixed effects models, as some models need to be complex to capture the uncertainty about the relationship. For example, consider a recent study of the association between total nitrate concentration in the atmosphere and a set of measured predictors using the U.S EPA CASTnet data (Lee and Ghosh, 2008). The dataset consists of multiple sites with repeated measurements of nitrate concentration along with a set of 16 potential covariates on each site. To analyze this data one could use a LME model where additional random components are needed due to capture the variations across sites. Lange and Laird (1989) showed that in these situations, underfitting the covariance structure for the random effects would lead to bias in the estimated variance of the fixed effects. On the other hand, including unnecessary random effects could also lead to a near singular random effect covariance matrix. Hence, it is of practical importance to identify not only the fixed effects, but also the subset of \( q \) random effects which contribute to the heterogeneity among the groups. The main goal of this paper is to simultaneously identify the subset of \( p^* \leq p \) and \( q^* \leq q \) important predictors that correspond to the fixed and the random components in the LME model, respectively.

The motivation behind variable selection is to identify a model which is both meaningful i.e., identifies the important set of predictors, as well as easy to interpret (sparse representation) while ensuring high prediction accuracy. In the statistical
literature, the problem of selecting variables/predictors has received considerable attention over the years, and a large number of methods have been proposed where the main goal is to identify the predictors with non-zero coefficients. See for example, Miller (2002) for a comprehensive review. Traditional methods such as forward selection and backward elimination have been used to select important covariates, but such methods are highly unstable because of its inherent discreteness (Breiman, 1996). More recently, penalized regression, or regression shrinkage, has emerged as a highly-successful method to tackle this problem, for example see, Tibshirani (1996), Fan and Li (2001), Efron, Hastie, Johnstone and Tibshirani (2004), Zou and Hastie (2005), Zou (2006), Bondell and Reich (2008). The Bayesian approaches to selecting variables is typically based on the idea of choosing a model with high posterior probability (either jointly, or marginally for each predictor). Some examples include, Mitchell and Beauchamp (1988), Geweke (1996), George and McCulloch (1996, 1997) and Liang et. al. (2008).

Although the variable selection problem has received much attention, the selection of random effects together with the fixed effects in the LME model has received little attention. An important problem in linear mixed-effects models is how to simultaneously select the important fixed and random effect components, as changing one of the two types of effects greatly affects the other. Few procedures have been proposed in the literature. Model selection criteria such as AIC (Akaike, 1973), BIC (Schwartz, 1978), GIC (Rao and Wu, 1989) have been used to compare a list of plausible models under consideration, but the number of possible candidate models increases exponentially as the number of predictors increase, making the process computationally demanding. For instance given the LME model in (3.1) the total number of possible sub-models is, $2^{p+q}$.

To slightly reduce the computational demand, Niu and Pu (2007) proposed the EGIC (Extended GIC), while Wolfinger (1993) and Diggle, Liang and Zeger (1994) proposed the Restricted Information Criteria, where selection is first performed on either the mean or the covariance structure while fixing the other at the full model, although ideally one would like to select them simultaneously. This then results in
the number of possible sub-models evaluated to be equal to the sum of the mean and the random effects structures in consideration, that is, $2^p + 2^q$. A more detailed description of these two methods are presented in Section 5.

Forward or Backward selection techniques can also be used to avoid enumerating all possible models (for example, see Morell, Pearson and Brant, 1997) however the discrete nature of these procedures makes them extremely unstable. Non-standard methods (Self and Liang, 1987; Stram and Li, 1994; Lin, 1997) have been used to test for non-zero variance components under the null hypothesis that such a component is zero. More recently, Jiang, Rao, Gu and Nguyen (2006) proposed a ‘fence’ method to select predictors in a general mixed model setting where a “statistical fence” is constructed to eliminate incorrect models. Although these methods may avoid the need to search through the entire model space to find the optimal model, it could still be computationally intensive when the total number of predictors are large.

To identify the important random effects in an LME model, Chen and Dunson (2003) proposed a hierarchical Bayesian method, by choosing a mixture of priors with point mass at zero for the random effect variances, which is then extended to logistic mixed effects model (Kinney and Dunson, 2006). Another Bayesian approach to model selection in the linear mixed effects model was proposed by Weiss, Wang and Ibrahim (1997), and a shrinkage selection method using the Smoothly Clipped Absolute Deviation (SCAD) penalty (Fan and Li, 2001) was proposed by Lan (2006), but both methods only identify the important fixed effects, keeping the set of random effects fixed.

A difficulty in defining a shrinkage approach to random effects selection is that an entire row and column of $\Psi$ must be eliminated to successfully remove a random effect. This leads to complications in how to perform the shrinkage appropriately. In this article we propose a new method for simultaneously selecting the fixed and the random effects parameters. As opposed to the previous approaches, the selection is done for both types of effects in a combined penalized procedure. Our proposed method is based on a re-parametrization of the LME model obtained by a modified Cholesky decomposition of $\Psi$ (Chen and Dunson, 2003). This modified factorization
aids us in the selection of the random effects by dropping out the random effects terms which have zero variance.

The SCAD (Fan and Li, 2001) and the adaptive LASSO (Zou, 2006) showed that asymptotically these penalized estimators perform as well as the 'Oracle' estimators which knows the true model beforehand. Motivated by the oracle properties of the adaptive LASSO estimates we use an adaptive penalty on the reparameterized model that simultaneously selects the fixed and the random effects, based on a single tuning parameter. To obtain the penalized likelihood estimates of our parameters we use a constrained version of the EM algorithm (Dempster, Laird and Rubin, 1977; Laird and Ware, 1982; Laird, Lange and Stram, 1987).

The remainder of the paper is structured as follows. In Section 2, we describe the re-parameterized linear mixed models and its properties. Section 3, describes our method which automatically selects the important variables for the fixed as well as the random effects. In Section 4 we show that our penalized estimators have desirable theoretical properties such as the Oracle property. We illustrate the performance of our method with a simulation study and the CASTnet data in Section 5. Finally, in Section 6 we conclude with a discussion. All proofs are given in Appendix A.

3.2 The Reparameterized Linear Mixed Effects Model

The Cholesky decomposition has been extensively used in efficiently estimating the covariance matrix of the random effects within a LME model framework (for example, see Lindstrom and Bates, 1988; Smith and Kohn, 2002). Pinhero and Bates (1996) pointed out that this decomposition is convenient numerically as it involves unconstrained parameters for numerical optimization. However the parameters in the Cholesky decomposition does not allow for the direct elimination of random effects as the covariance matrix is a function of all of these parameters. In this section, we adopt a modified Cholesky decomposition as in Chen and Dunson (2003), where we
factorize the symmetric covariance matrix, $\Psi$, of the random effects as

$$
\Psi = D \Gamma \Gamma' D,
$$

(3.2)

where $D = \text{diag}(d_1, d_2, \cdots, d_q)$ is a diagonal matrix with its elements proportional to the standard deviations of the random effects, and $\Gamma$, whose $(l, r)^{th}$ element is denoted by $\gamma_{lr}$, is a $q \times q$ lower triangular matrix with 1's on the diagonal and the off-diagonal relates to the correlation among the random effects. This decomposition in terms of $D$ and $\Gamma$ is unique, and leads to a non-negative definite matrix $\Psi$.

Given the decomposition in (3.2), the reparameterized LME model can be written as

$$
y_i = X_i \beta + Z_i D \Gamma b_i + \epsilon_i,
$$

(3.3)

where $y_i$ has been centered and the predictors have been standardized so that, $X_i' X_i$ and $Z_i' Z_i$ represents the correlation matrices, and $b_i = (b_{i1}, \cdots, b_{iq})'$ for $l = 1, \cdots, q$, is a $q \times 1$ vector of independent $N(0, \sigma^2 I_{ni})$. The covariance matrix of $b_i^*$, is now expressed as a function of $d = (d_1, d_2, \cdots, d_q)'$ with each element $d_l$ proportional to the standard deviation of the $b_{il}^*$ random effect, and the $q(q - 1)/2$ free elements of $\Gamma$, denoted by the vector $\gamma = (\gamma_{lr} : l = 1, \cdots, q : r = l + 1, \ldots, q)'$. We denote $\phi = (\beta', d', \gamma')'$, a $k \times 1$ combined vector of unknown parameters, where $k = p + \frac{q(q+1)}{2}$.

Random effects selection can be difficult due to the fact that removal of a random effect corresponds to setting an entire row and column of $\Psi$ to zero. However, with this convenient decomposition (3.2), setting $d_l = 0$ is equivalent to setting all the elements in the $l^{th}$ column and $l^{th}$ row of $\Psi$ to zero and creating a new sub-matrix by completely removing the corresponding row and column. Hence under this reparameterization a single parameter controls the inclusion/exclusion of the random effects allowing for a more straightforward procedure. This is the key initial step to defining a simultaneous selection approach.
3.2.1 The Likelihood

For the reparameterized linear model (3.3) assume that the data \(\{X_i, Z_i, y_i\}\) are collected independently. Conditioning on \(X_i\) and \(Z_i\) the marginal distribution of \(y_i\) obtained by integrating out the random effects \(b_i\) follows a normal distribution with mean \(X_i\beta\), and variance given by

\[
V_i = \sigma^2(Z_iD\Gamma'\tilde{D}Z_i' + I_{n_i}).
\]

(3.4)

Dropping out the constant terms, the log-likelihood function based on the LME model (3.3) is given by

\[
L(\phi) = -\frac{1}{2} \log |\tilde{V}| - \frac{1}{2}(y - X\beta)'(\tilde{V})^{-1}(y - X\beta),
\]

(3.5)

where \(\tilde{V} = \text{Diag}(V_1, \ldots, V_m)\) a block diagonal matrix of \(V_i\)'s, and \(y = (y'_1, \ldots, y'_m)'\), \(X = [X'_1, \ldots, X'_m]'\) are the stacked vectors and matrices of \(y_i\) and \(X_i\), respectively.

A large literature is available on the estimation of the parameters in the linear mixed models (e.g., Patterson and Thompson, 1971; Harville, 1974, 1977; Laird and Ware, 1982; Lindstrom and Bates, 1988). In this paper, we use penalized/shrinkage techniques together with the EM algorithm (Dempster, Laird and Rubin, 1977) to obtain the penalized estimates of the fixed effects as well as the variance components.

By treating \(b = (b'_1, \ldots, b'_m)'\) as unobserved, and dropping out the constants we can now write the joint log-likelihood function with respect to the complete data \((y, b)\) given \(\phi\) as

\[
L_c(\phi|y, b) = -\frac{1}{2\sigma^2} \left\{||y - Z\tilde{D}\tilde{\Gamma}b - X\beta||^2 + b'b\right\},
\]

(3.6)
where $\tilde{D}$, $\tilde{\Gamma}$ and $Z$ represent block diagonal matrices given by

\[
\tilde{D} = \begin{bmatrix}
D & 0 & \ldots & 0 \\
0 & D & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & D
\end{bmatrix}, \quad \tilde{\Gamma} = \begin{bmatrix}
\Gamma & 0 & \ldots & 0 \\
0 & \Gamma & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & \Gamma
\end{bmatrix}, \quad Z = \begin{bmatrix}
Z_1 & 0 & \ldots & 0 \\
0 & Z_2 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & Z_m
\end{bmatrix}.
\]

We now maximize the conditional expectation of (3.6) along with a penalty function, with respect to $\beta$ and $d$, to decide whether to include or exclude a predictor in the model. However, dropping out the terms which do not involve either $\beta$ or $d$ is then equivalent to minimizing the conditional expectation of $||y - Z\tilde{D}\tilde{\Gamma}b - X\beta||^2$ plus the penalty term, as described in the following section.

### 3.3 Penalized Selection and Estimation for the Reparameterized LME model

#### 3.3.1 The Shrinkage Penalty

Recently, Zou (2006) proposed the Adaptive LASSO where adaptive weights are used to penalizing the different regression coefficients in the $l_1$ penalty. That is, we wish to have a large amount of shrinkage applied to the zero-coefficients while smaller amounts are used for the non-zero ones which then results in an estimator with improved efficiency and selection properties. The Adaptive LASSO estimate for the linear regression model is defined as

\[
\hat{\beta} = \arg\min_{\beta} ||y - X\beta||^2 + \lambda_n \sum_{j=1}^{p} \bar{w}_j|\beta_j|,
\]

where $\lambda_n$ is a non-negative regularization/tuning parameter, $\bar{w}_j$ are the adaptive weights, typically $\bar{w}_j = 1/|\hat{\beta}_j|$, with $\hat{\beta}_j$ the ordinary least squares estimate. So intuitively, as $\lambda_n$ increases, the coefficients are continuously shrunk towards zero and,
some coefficients are exactly shrunk to zero for a sufficiently large $\lambda_n$. Adopting this adaptive penalty, we propose our method of selecting the important fixed and random effect components.

Given the LME model (3.3) and the complete data log-likelihood (3.6), we can define our penalized criterion under the $l_1$ penalty with the adaptive weights, jointly for the fixed and random effects as

$$Q_c(\phi|y, b) = ||y - Z \tilde{D} \tilde{\Gamma} b - X\beta||^2 + \lambda_n \left\{ \sum_{j=1}^{p} \frac{|\beta_j|}{|\tilde{\beta}_j|} + \sum_{j=1}^{q} \frac{|d_j|}{|\tilde{d}_j|} \right\}.$$

(3.9)

Here $\tilde{\beta}$ is the generalized least squares estimate of $\beta$, and $\tilde{d}$ is obtained by decomposition of the estimated covariance matrix obtained by REML procedure.

Rearranging the terms, the equation given in (3.9) can also be written as

$$Q_c(\phi|y, b) = ||y - X\beta - Z\text{Diag}(\tilde{\Gamma}b)d||^2 + \lambda_n \left\{ \sum_{j=1}^{p} \frac{|\beta_j|}{|\tilde{\beta}_j|} + \sum_{j=1}^{q} \frac{|d_j|}{|\tilde{d}_j|} \right\}.$$

(3.10)

The re-expressed form in (3.10) will be useful in obtaining the estimates for $d$. By weighting the coefficients by a $\sqrt{n}$ consistent estimator for the penalty term, a single tuning parameter is sufficient to perform variable selection for both the fixed and the random effects. One could add a penalty term to the elements of $\gamma$ to additionally shrink the off diagonal terms to zero if desired, but our main motivation in this paper is to identify the important random effects.

### 3.3.2 Computation and Tuning

#### The Constrained EM Algorithm

In an incomplete-data setting, Dempster, Laird and Rubin (1977) proposed a very general computing algorithm called Expectation-Maximization (EM). Laird and Ware (1982) and Laird, Lange and Stram (1987) used the EM algorithm in the context of repeated measures data, where the complete data consists of the observed data $y_i$'s plus the unobserved random parameters (missing data) specified in the model. Here
we adopt the EM algorithm (Laird and Ware, 1982, Laird, Lange and Stram, 1987), in that, we first compute the conditional expectation of $Q_c(\phi | y, b)$ assuming the random effects are unobserved (E-step). Then we minimize the conditional expectation of $Q_c(\phi | y, b)$ to obtain the updated penalized likelihood estimates of our parameters (M-step). This process is then repeated iteratively until convergence.

Given (3.6), the conditional distribution of $b$ given $\phi$ and $y$ is, $b | y, \phi \sim N(\hat{b}, U)$ where the conditional mean and variance are given by,

\[
\hat{b}^{(\omega)} = (\tilde{\Gamma}^{(\omega)} \tilde{D}^{(\omega)} Z' Z \tilde{D}^{(\omega)} \tilde{\Gamma}^{(\omega)} + I)^{-1} (Z \tilde{D}^{(\omega)} \tilde{\Gamma}^{(\omega)})' (y - X \beta^{(\omega)})
\]

and

\[
U^{(\omega)} = \sigma^2 (\tilde{\Gamma}^{(\omega)} \tilde{D}^{(\omega)} Z' Z \tilde{D}^{(\omega)} \tilde{\Gamma}^{(\omega)} + I)^{-1},
\]

respectively, and where $\omega$ indexes the iterations and $\omega = 0$ refers to the initial estimates, which in our case are chosen to be the ML estimates for $\beta$ and the decomposed estimated variance-covariance matrix obtained from REML for $d$ and $\gamma$.

Let $\phi^{(\omega)}$ be the estimate of $\phi$ at the $\omega^{th}$ iteration. We first compute the conditional expectation $\left( E_{b | y, \phi}^{(\omega)} \right)$ of $Q_c(\phi | y, b)$ as

\[
g(\phi | \phi^{(\omega)}) = E_{b | y, \phi}^{(\omega)} \left\{ \| y - Z \tilde{D} \tilde{\Gamma} b - X \beta \|^2 \right\} + \lambda_n \left\{ \sum_{j=1}^{p} |\beta_j| + \sum_{j=1}^{q} |d_j| \right\}.
\]

For the M-step, we minimize the objective function $\left( g(\phi | \phi^{(\omega)}) \right)$ with respect to $\beta$ and the full covariance matrix, which is a function of $d$ and $\gamma$, iteratively, to obtain the updated estimates.

We first fix the covariance matrix by fixing $d$ and $\gamma$ by its most recent update. Given the covariance matrix, and omitting the terms that do not involve $\beta$, the conditional expectation of (3.9) is given as

\[
g(\beta | \phi^{(\omega)}) = \beta' [X' X] \beta - 2 \left[ (y - Z \tilde{D} \tilde{\Gamma} \hat{b}^{(\omega)})' X \right] \beta + \lambda_n \sum_{j=1}^{p} \frac{\beta_j}{|\beta_j|},
\]

where $b^{(\omega)}$ is as given in (3.11). We now minimize the above objective function (3.13)
to obtain the updated estimates for $\beta$ (details are given in the next section). Given the updated value for $\beta$, the updated covariance matrix is obtained by minimizing $\textbf{g}(\phi|y, \textbf{b})$ with respect to $\textbf{d}$ and $\gamma$ iteratively.

Fixing $\beta$ and $\gamma$ at its most recent update, we now obtain the expression for the objective function for $\textbf{d}$, the vector that relates to the standard deviation of the random effects. Expanding the first term in (3.10), we have

$$||\textbf{y} - \textbf{X}\beta - \textbf{Z}\text{Diag}(\tilde{\Gamma}\textbf{b})\textbf{d}||^2 = \textbf{d}'\left[\text{Diag}(\tilde{\Gamma}\textbf{b})\textbf{W}\text{Diag}(\tilde{\Gamma}\textbf{b})\right]\textbf{d} - 2\left[(\textbf{y} - \textbf{X}\beta)'\textbf{Z}\text{diag}(\tilde{\Gamma}\textbf{b})\right]\textbf{d},$$

(3.14)

where $\textbf{W} = \textbf{Z}'\textbf{Z}$ denotes a symmetric block diagonal matrix. After some matrix manipulation, the first term in (3.14) can be written as

$$\textbf{d}'\left[\text{Diag}(\tilde{\Gamma}\textbf{b})\textbf{W}\text{Diag}(\tilde{\Gamma}\textbf{b})\right]\textbf{d} = \textbf{d}'\left[\textbf{W} \cdot \tilde{\Gamma}\text{bb}'\tilde{\Gamma}'\right]\textbf{d},$$

(3.15)

where $\cdot$ represents the Hadamard (element by element) product operator, and $\textbf{1}$ represents an $mq \times 1$ vector of ones. Computing the outer product $\text{Diag}(\textbf{b})\textbf{1}\textbf{1}'\text{Diag}(\textbf{b})'$, the expression given in (3.15) further simplifies to $\textbf{d}'[\textbf{W} \cdot \tilde{\Gamma}\text{bb}'\tilde{\Gamma}']\textbf{d}$.

Using this simplification and omitting the terms that do not involve $\textbf{d}$, the conditional expectation of (3.10) can be expressed in a quadratic form in $\textbf{d}$ is given as

$$\textbf{g}(\textbf{d}|\phi^{(\omega)}) = \textbf{d}'\left[\textbf{W} \cdot \tilde{\Gamma}\hat{\textbf{G}}^{(\omega)}\tilde{\Gamma}'\right]\textbf{d} - 2\left[(\textbf{y} - \textbf{X}\beta)'\textbf{Z}\text{diag}(\tilde{\Gamma}\hat{\textbf{b}}^{(\omega)})\right]\textbf{d} + \lambda_n \sum_{l=1}^{q} \frac{|d_j|}{|\bar{d}_j|},$$

(3.16)

where $\hat{\textbf{G}}^{(\omega)} = E(\textbf{bb}') = \textbf{U}^{(\omega)} + \hat{\textbf{b}}^{(\omega)}\hat{\textbf{b}}^{(\omega)'},$ and $\textbf{U}^{(\omega)}$ and $\hat{\textbf{b}}^{(\omega)}$ are as given in (3.11). For a fixed $\beta$ and $\gamma$, we now minimize the objective function (3.16) to obtain the updated estimates for $\textbf{d}$.

We can then obtain a closed form expression for the estimate of $\gamma$, the vector that relates to the correlation between the random effect parameters. If $\gamma = \textbf{0}$, then the random effects are mutually independent with the random effect covariance matrix $\Psi$ being reduced to a simple diagonal form. Furthermore, if $d_l = 0$ then $\gamma_{lr} = 0$ for
\[ r = l + 1, \ldots, q. \] Hence, the elements of \( \Gamma \) and \( d \) are functionally related. Fixing \( \beta \) and \( d \) at its most recent update, we first rewrite \( \| y - \tilde{Z} \tilde{D} \tilde{b} - X \beta \|^2 \) in a quadratic form for \( \gamma \) and then compute its conditional expectation. After some matrix manipulation, and omitting terms not involving \( \gamma \), we have

\[
g(\gamma|\phi^{(w)}) = \gamma' P^{(w)} \gamma - 2 \left\{ (Z \tilde{D} \tilde{b}^{(w)})' - (y - X \beta)' \right\} R^{(w)} \gamma, \tag{3.17}
\]

where \( P^{(w)} = \mathbb{E}_{b|y,\phi^{(w)}}[A'A] \) and \( R^{(w)} = \mathbb{E}_{b|y,\phi^{(w)}}(A) \). Where \( A = [A'_1, \ldots, A'_m]' \) represents a stacked matrix of \( A_i \), with each \( A_i \) an \( n_i \times q(q-1)/2 \) matrix, whose elements in each row are given by \( A_{ij} = (b_l d_r z_{ijl} : l = 1, \ldots, q, r = l + 1, \ldots, q) \). The minimizer of (3.17) is then given by

\[
\gamma^* = \left( P^{(w)} \right)^{-1} \left\{ (Z \tilde{D} \tilde{b})' - (y - X \beta)' \right\} R^{(w)}'. \tag{3.18}
\]

The optimization problem is now solved by minimizing the quadratic forms (3.13) and (3.16), along with explicit solution (3.18) iteratively to complete the M-step. The final penalized likelihood estimates, \( \hat{\phi} = (\hat{\beta}, \hat{d}, \hat{\gamma}) \) are obtained by successive EM steps.

**Computation of the M-step**

Recently, Efron, Hastie, Johnstone and Tibshirani (2004) proposed the LARS (Least Angle Regression) algorithm, and showed that it can be used to obtain the entire solution path for LASSO estimates, while being computationally efficient. Zou (2006) showed that with minor changes to the design matrix, the LARS algorithm can be implemented to obtain the estimates for the regression coefficients under the adaptive LASSO penalty. Although we can use the LARS algorithm to minimize the penalized quadratic form in our M-step via a pseudo “design matrix”, it is not as advantageous to obtain the entire solution path here. This is due to the fact that the “design matrix” changes with every iterative step of the EM algorithm. Hence, we propose the use of a standard quadratic programming technique to obtain the
penalized likelihood estimates for our parameters at each iterative step.

Given \( \phi = \phi(\omega) \) and a tuning parameter \( \lambda_n \), we write \( \beta = \beta^+ - \beta^- \) with both \( \beta^+ \) and \( \beta^- \) being non-negative, and only one is non-zero, and \( |\beta| = \beta^+ + \beta^- \), the optimization problem for \( \beta \) given in (3.13) is equivalent to

\[
\text{minimize } \begin{bmatrix} \beta^+ \\ \beta^- \end{bmatrix} \cdot \begin{bmatrix} XX^-X'X \\ -X'X^2X \end{bmatrix} \begin{bmatrix} \beta^+ \\ \beta^- \end{bmatrix}
\]

\[-2 \left( \begin{bmatrix} y - Z \hat{D} b^{(\omega)} \\ -(y - Z \hat{D} b^{(\omega)})^tX \end{bmatrix} + \lambda_n \begin{bmatrix} \frac{1}{\beta_1} & \cdots & \frac{1}{\beta_p} \\ \frac{1}{\beta_1} & \cdots & \frac{1}{\beta_p} \end{bmatrix} \right) \begin{bmatrix} \beta^+ \\ \beta^- \end{bmatrix} \]

subject to

\( \beta^+ \geq 0, \beta^- \geq 0 \). (3.19)

The minimization of \( \beta \) with respect to the expanded parameter \((\beta^+, \beta^-)\) is now a quadratic programming problem with \( 2p \) total parameters and \( 2p \) total linear constraints. This expansion of the parameters is not necessary with respect to \( d \) as it can be viewed as a constrained maximization problem where we restrict \( d \geq 0 \). Hence it is a direct quadratic programming problem.

**Choice of tuning parameter**

The choice of the tuning parameter \( \lambda_n \) can be accomplished via minimizing any of the standard criteria such as AIC, BIC, GIC, Generalized Cross-Validation (GCV), or via k-fold Cross-Validation. It is known that under general conditions, BIC is consistent for model selection if the true model belongs to the class of models considered, while although AIC is minimax optimal, it is not consistent for selection (Shao, 1997; Yang, 2005). BIC is given by

\[
BIC_{\lambda_n} = -2L(\hat{\phi}) + \log(N) \times (df_{\lambda_n})
\]

where \( L(\hat{\phi}) \) is the maximized value of \( L(\phi) \) given in (3.5) for the estimated model. We take the degrees of freedom, \( df_{\lambda_n} \), as the number of non-zero coefficients in \( \hat{\phi} \).
Since it has been shown for the linear model that this is an unbiased estimate of the degrees of freedom (Zou, Hastie and Tibshirani, 2007) we adopt this for this setting as well. Note that, we obtain an estimate for $\sigma^2$ by maximizing the log-likelihood after replacing $\phi$ by $\hat{\phi}$, i.e. $\hat{\sigma}^2 = (y - X\hat{\beta})^\prime \left( I + Z\hat{D}\hat{\Gamma}\hat{D}^\prime Z^\prime \right)^{-1} (y - X\hat{\beta}) / N$.

3.4 Asymptotic Properties

In this section we shall study the asymptotic properties of our estimator $\hat{\phi}$. Consider again $\phi = (\beta, d, \gamma)^\prime$ a $k \times 1$ vector and let $\bar{\phi}$ denote an initial $\sqrt{n}$ consistent estimator of $\phi$. Let $Q(\phi)$ denote the penalized log-likelihood function with $L(\phi)$ is as given in (3.5), then

$$Q(\phi) = L(\phi) - \lambda_n \sum_{j=1}^{k} \bar{w}_j(|\phi_j|)$$

where, $\bar{w}_j = \begin{cases} 
0, & \text{for } \phi_j \in \gamma \\
1/\bar{\phi}_j, & \text{Otherwise} 
\end{cases}$ (3.21)

Denote the true value of $\phi$ as

$$\phi_0 = (\phi_{10}, \ldots, \phi_{k0})^\prime = (\phi_{10}^\prime, \phi_{20}^\prime)^\prime$$

(3.22)

where $\phi_{10} = (\beta_{10}, d_{10}, \gamma_{10})^\prime$ is an $s \times 1$ vector whose components are non-zero and let $\phi_{20}$ be the $(k-s)$ remaining components of $\phi_0$, so that $\phi_{20} = 0$, we can also decompose $\phi$ itself as $\phi = (\phi_1^\prime, \phi_2^\prime)^\prime$. We now show that the penalized likelihood estimator $\hat{\phi}_1$ of the true non-zero coefficients is $\sqrt{n}$ consistent and asymptotically normal with covariance matrix $I^{-1}(\phi_{10})$, where $I(\phi_{10})$ is the Fisher information matrix knowing that $\phi_{20} = 0$. Further, we show that our method is consistent in selection, in that, the true zero coefficients are estimated as zero with probability tending to 1. Hence, our penalized likelihood estimator satisfies the ‘Oracle’ property (Fan and Li, 2001) and asymptotically performs as well as the true model structure was known before hand. We shall next state our theorems, while the proofs and regularity conditions
are given in Appendix A.

For the penalized log-likelihood given in (3.21), let $\phi = (\phi_1, 0)$, that is fixing $\phi_2 = 0$. Let $L(\phi_1)$, $Q(\phi_1)$ denote the log-likelihood and the penalized log-likelihood of the first $s$ components of $\phi$ given by

$$L(\phi_1) \equiv L \left\{ \begin{pmatrix} \phi_1 \\ 0 \end{pmatrix} \right\} = -\frac{1}{2} \log|\tilde{V}_1| - \frac{1}{2}(y - X_1 \beta_1)'(\tilde{V}_1)^{-1}(y - X_1 \beta_1),$$

$$Q(\phi_1) \equiv Q \left\{ \begin{pmatrix} \phi_1 \\ 0 \end{pmatrix} \right\} = L(\phi_1) - \lambda_n \sum_{j=1}^{s} \bar{w}_j(|\phi_j|),$$

(3.23)

where $\tilde{V}_1 = Z_1 \{ \tilde{D}_1 \tilde{\Gamma}_1, \tilde{\Gamma}_1' \tilde{D}_1 \} Z_1' + I$, is the block diagonal matrix corresponding to the non-zero components $(d_1, \gamma_1)$ and $X_1$ and $Z_1$ are the corresponding design matrices.

**Theorem 1.** Let $\phi = (\phi_1, 0)'$, and the observations follow the LME model (3.3) satisfying conditions $i$ and $ii$ given in Appendix A. If $\lambda_n / \sqrt{n} \to 0$, then there exists a local maximizer $\hat{\phi} = \left( \begin{array}{c} \hat{\phi}_1 \\ 0 \end{array} \right)$ of $Q \left\{ \begin{pmatrix} \phi_1 \\ 0 \end{pmatrix} \right\}$ such that $\hat{\phi}_1$ is $\sqrt{n}$ consistent for $\phi_{10}$.

**Theorem 2.** Let the observations follow the LME model (3.3) satisfying conditions $i$ and $ii$ given in Appendix A. If $\lambda_n \to \infty$, then with probability tending to 1 for any given $\phi_1$ satisfying $||\phi_1 - \phi_{10}|| \leq M n^{-1/2}$ and some constant $M > 0$,

$$Q \left\{ \begin{pmatrix} \phi_1 \\ 0 \end{pmatrix} \right\} = \max_{||\phi_2|| \leq M n^{-1/2}} Q \left\{ \begin{pmatrix} \phi_1 \\ \phi_2 \end{pmatrix} \right\}. \quad (3.24)$$

**Remark 1.** From Theorem 1 we see that we are able to get into a $\sqrt{n}$ neighborhood, while Theorem 2 shows that, with probability tending to 1, there exists a local maximizer in that neighborhood with $\hat{\phi}_2 = 0$. Hence, combining the two, we see that our penalized likelihood estimator can consistently identify the true model.

**Theorem 3.** Let the observations follow the LME model (3.3) satisfying conditions
i and ii given in Appendix A. Then as \( \lambda_n \rightarrow \infty \) and \( \lambda_n/\sqrt{n} \rightarrow 0 \), we have

\[
\sqrt{n}I(\phi_{10})\{(\hat{\phi}_1 - \phi_{10}) + \left(\frac{\lambda_n}{n}\right)I^{-1}(\phi_{10})h(\phi_{10})\} \rightarrow_d N\{0, I(\phi_{10})\}
\]  

(3.25)

where \( h(\phi_{10}) = (\bar{w}_1 sgn(\phi_{10}), \ldots, \bar{w}_s sgn(\phi_{s0}))' \) an \( s \times 1 \) vector.

Remark 2. From Theorem 2 and 3 as \( \lambda_n \rightarrow \infty \) and \( \lambda_n/\sqrt{n} \rightarrow 0 \), we can say that our penalized estimator enjoys the oracle property in that asymptotically it performs as well as the oracle estimators, which in our case are the maximum likelihood estimates of \( \phi_1 \) knowing \( \phi_2 = 0 \). In particular, to first order, \( \sqrt{n}(\hat{\phi}_1 - \phi_{10}) \rightarrow N(0, I^{-1}(\phi_{10})) \).

### 3.5 Simulation Study and Real Data Analysis

In order to avoid complete enumeration of all possible \( (2^p+q) \) models in a LME framework, Wolfinger (1993) and Diggle, Liang and Zeger (1994) recommended the Restricted Information Criterion, in that, by using the most complex mean structure, selection is first performed on the variance-covariance structure by computing the AIC and/or BIC, obtained via the restricted (REML) log-likelihood. Given the best covariance structure, selection is then performed on the fixed effects. Alternatively, Pu and Niu (2006) proposed the EGIC (Extended GIC) for the LME model, where using the BIC, selection is first performed on the fixed effects by including all of the random effects into the model. Once the fixed effects model is chosen, selection is then performed on the random effects.

In this section, for the simulation study, we compare our proposed method to the Restricted Information Criterion (which we denote by REML.IC) as well as the EGIC where selection of the fixed and the random effects are done by enumerating \( (2^p+2^q) \) set of models Given the selected random effects model by using the REML.IC, further comparisons are also shown for the cases where the selection on the fixed effects are performed using the LASSO, adaptive LASSO, and the stepwise procedure which allows movement in either direction, in that, starting of in a backward approach by choosing the least significant variable to drop and then re-considering all dropped
variables (except the most recently dropped) for re-introduction into the model.

For the real data example, we have \( p = q = 16 \), so we select the random effects by using the backward elimination procedure where the inclusion/exclusion of a random effect is based on the results of a Likelihood Ratio Test, due to the computational difficulty in enumerating all possible models.

### 3.5.1 Simulation Study

We shall evaluate the performance of our method and other competing methods by comparing them to the ‘Oracle’ model which knows beforehand the true underlying model. We show that our penalized likelihood estimators outperforms the other methods with respect to estimation as well as selection. Its performance is close to that of the ‘Oracle’ estimator which is the ML/REML estimates of \( \phi_1 \) knowing \( \phi_2 = 0 \).

Three scenarios are considered in the simulation. In each example, 200 datasets were simulated from a multivariate normal density

\[
y_i \sim \mathcal{N}\{X_i\beta, \sigma^2(Z_i\Psi Z_i' + I_{n_i})\}.
\]  

(3.26)

The three scenarios are given by:

1. Example 1: We consider \( m = 30 \) subjects and \( n_i = 5 \) observations per subject, for a particular case where \( p = 9 \) and \( q = 4 \). We consider the true model

\[
y_{ij} = b_{i1} + \beta_1 x_{ij1} + \beta_2 x_{ij2} + b_{i2} z_{ij1} + b_{i3} z_{ij2} + \epsilon_{ij}, \quad \epsilon_{ij} \sim \mathcal{N}(0, 1),
\]  

(3.27)

with true values \((\beta_1, \beta_2) = (1, 1)'\) and true variance-covariance matrix

\[
\Psi = \begin{bmatrix}
9 & 4.8 & .6 \\
4.8 & 4 & 1 \\
.6 & 1 & 1
\end{bmatrix},
\]  

(3.28)

such that there are 7 unimportant predictors for the fixed effects and 1 unim-
important predictor with respect to the random effects. The covariates \( x_{ijk} \) for, \( k = 1, \ldots, 9 \) and \( z_{ijl} \), for \( l = 1, 2, 3 \) are generated from a uniform \((-2, 2)\) distribution, along with a vector of 1’s for the subject-specific intercept.

2. Example 2: The setup for the second scenario is the same as the first, except we increase the number of observation to \( m = 60 \) subjects and \( n_i = 10 \) observations per subject. This allows us to investigate the performance in a larger sample.

3. Example 3: We now set \( m = 60 \) subjects and \( n_i = 5 \) observations per subject, for a particular case where \( p = 9 \) and \( q = 10 \). The covariates \( x_{ijk} \) for \( k = 1, \ldots, 9 \), are then generated from a uniform \((-2, 2)\) distribution. We set \( Z_i = X_i \) plus a random intercept term, this model specification allows each regression coefficient including the intercept to vary for different subjects. The true model is then given by

\[
y_{ij} = b_{i1} + (\beta_1 + b_{i2})x_{ij1} + b_{i3}x_{ij2} + \beta_3x_{ij3} + \epsilon_{ij}, \quad \epsilon_{ij} \sim N(0, 1), \tag{3.29}
\]

the true parameter values are \((\beta_1, \beta_3) = (1, 1)\)', and the true covariance matrix is the same as example one, such that there are 7 unimportant predictors corresponding to the fixed as well as the random effects.

For the simulation study, model comparisons and validation are made based on the Kullback-Leibler discrepancy (Kullback and Leibler, 1954) given by

\[
KLD = E \left\{ L(\phi_0) - L(\hat{\phi}) \right\}. \tag{3.30}
\]

Here \( L(\phi) \) is given by (3.5), \( \phi_0 \) are the true parameters, and \( \hat{\phi} \) are the estimates obtained for the selected models for each methods under comparison and the expectation is taken with respect to the true model.

********** TABLE 3.1 GOES HERE **********

Table 3.1 compares our proposed method (denoted by M-ALASSO) tuned via the BIC to 5 variable selection algorithms: EGIC (Niu and Pu, 2006), REML.IC
(Wolfinger, 1993; Diggle, Liang and Zeger, 1994), stepwise procedure (denoted by STEPWISE), LASSO (Tibshirani, 1996) and the adaptive LASSO (Zou, 2006), all of which are tuned using either AIC and/or BIC. Note that, the LASSO, adaptive LASSO and STEPWISE are used to perform selection only on the fixed effects, given the random effects selected using REML.IC. Comparisons are also shown for the true model (denoted by Oracle) and the full model (denoted by ML/REML), where the coefficients $\beta$ are obtained using the ML method, and the covariance matrix is then estimated using REML.

Column 4 lists the median Kullback-Leibler discrepancy (KLD) along with its bootstrap standard error’s over 200 simulations from the true model for all three examples. In column 5 we report the relative-efficiency (RE) which is computed as the ratio of the median KLD of the ‘Oracle’ to the median KLD obtained for each method. We see that for all the three scenarios the relative KLD between our method denoted by M-ALASSO with the BIC-type tuning criterion is the closest to the ‘Oracle’ with a relative-efficiency upward of 0.75. We also notice that as the sample increases from example one to example two, the relative KLD between our method and the ‘Oracle’ model becomes much smaller, as the theoretical results would suggest. Column six (% Correct) in Table 3.1 gives us the percentage of times the true model (fixed and random effects combined) is selected, while columns seven (% CF) and column eight (% CR) corresponds to the percentage of times the correct fixed and the correct random effects are selected by each method, respectively. In all the three examples we see that our method, which jointly selects the fixed and random effects in a single step, outperforms all the other competing method by correctly identifying the true model the highest percentage of times.

### 3.6 Real Data Analysis

In this section we demonstrate the performance of our method on a real dataset. For our real data example we consider the U.S. EPA CASTnet (Clean Air Status and Trend Network) data. This data has been widely used in air quality models
to simulate the levels of various air pollutants in the atmosphere. Recently, Lee and Ghosh (2008) used this data to capture the relationship between total Nitrate concentration (TNO₃) and a set of measured predictors. The data used here is a subset of the dataset obtained from 15 relevant sites of NOₓ (NO₂ + NO) emission from 2000 to 2004 in the eastern portion of the United States. The 15 sites are shown in Figure 3.1.

The data has been averaged to create monthly observations. The sites vary in the number of observations that they have over a 5 year period. There are a total of 826 observations among the 15 sites. The response variable is taken as log(TNO₃) rather than TNO₃, as in the previous analysis. The responses y have been centered and the predictors have been standardized, hence the fixed intercept can be removed.

We see from Figure 3.2 that the behavior of log(TNO₃) concentration seems to exhibit seasonality. In order to account for this periodic effect we include trigonometric functions s_j(t) = Sin(\frac{2\pi j t}{T}) and c_j(t) = Cos(\frac{2\pi j t}{T}) for T=12 (months) and j = 1, 2, 3, as potential predictors to capture this seasonal effect. In addition there seem to be a possible overall downward trend over the 5 year period. The data now consists of 9 quantitative predictors, 6 constructed predictors, plus a covariate (denoted by l(t)) to capture any linear trend, making it a total of 16 variables (see Appendix B for a description of the dataset).

This data is of specific interest to us due to the possible heterogeneity in the measured value of TNO₃ (see, Figure 3.3) and in the association between the response and the set of 16 predictors among the 15 sites. Hence, we apply our approach to not only identify the predictors that have an significant overall population-averaged effect, but also the set of predictors that contribute to the heterogeneity among the sites. To achieve this, we fit a linear mixed-effects model by setting Z_i = X_i (as
in example 3, section 5.1) along with a random intercept. This model specification allows each regression coefficient as well as the intercept to vary across the sites.

Table 3.2 compares the variables selected using the different methods, for both fixed and random effects. For the mean structure of our model, we see that our method (M-ALASSO) selects variables $x_2, x_6, x_7, x_9$ and months (denoted by $l(t)$) along with first order harmonics $s_1(t)$ and $c_1(t)$ which has a period of 12, to have an overall population-averaged effect and shrinks the regression coefficients of the other predictors to zero. In general the other approaches tend to select some additional predictors, often being an additional harmonic term. Note that again none of these methods combine the selection of fixed and random effects into a single step.

Figure 3.4 is the plot of predicted mean overlayed with the observed values of log(TNO$_3$) using the penalized likelihood estimates obtained for the fixed effects using our method, for 4 specific sites of interest. Though our selected model seems to fit well, we see that is some sites it tends to underestimate (DCP 114) while overestimate (PNF 126) in others. Hence, this further reiterates that the random effects are important, in that one would need to account for possible heterogeneity between the sites by introducing subject-specific slopes. We can also see from Figure 3.4 that a single cycle $(s_1(t), c_1(t))$ seems to be sufficient to describe the seasonal trend.

To assess the site to site variability, our method selects the random-intercept which accounts for the heterogeneity among the 15 sites in the measured log(TNO$_3$) along with the subject-specific slopes for the covariates $x_2, x_6, l(t), s_1(t)$ and $c_1(t)$, and shrinks the variance of the other random coefficients to zero. On the other hand, a backward elimination procedure (while keeping the mean structure fixed at the full model) includes random coefficients for $x_3$ and $s_2(t)$ and leaves out $s_1(t)$ from the model.
Table 3 list the estimated regression coefficients and the estimated variance of the random effects for the model selected using our proposed method.

### 3.7 Discussion and Future Work

In this paper we have demonstrated that within an LME model framework our proposed method successfully identifies the important predictors that correspond to the fixed and the random effects, simultaneously. We have shown that the proposed reparameterized LME model using the modified Cholesky decomposition of the covariance matrix aids us in the efficient selection of the random effects by using just a single tuning parameter. By using simulated and real data we have illustrated that the proposed penalized method can outperform the commonly used methods with respect to both selection and estimation. We have also shown both theoretically as well as empirically that our penalized likelihood estimators asymptotically performs as well as the ‘Oracle’ model.

There has been considerable interest in variable selection in a generalized linear mixed effects model (GLMM) setting (for example, see, Jiang at al., 2006; Kinney and Dunson, 2008). Zou (2006) proposed an extension of the adaptive LASSO to generalized linear models. It is possible to extend the use of our proposed shrinkage method to simultaneously identify the important fixed and random effects in a GLMM setting. However, it is not straightforward to directly do so, and further research in this direction is warranted.
Figure 3.1: The location of the 15 Sites that were used for our analysis. The ψ represents the 4 sites used for the overlay plots in Figure 3.4.
Figure 3.2: Site (individual) profile plot to assess the seasonal trend in Nitrate concentration over each 12 month period, for the CASTnet dataset.
Figure 3.3: Box Plot to assess heterogeneity among the 15 sites in the measured Nitrate concentration corresponding to the CASTnet dataset.
Figure 3.4: Plot of the observed $\log(TNO_3)$ concentration represented by the solid line, overlayed with the fitted values for the fixed effects model selected using our proposed method for 4 centers, for the CASTnet dataset.
Table 3.1: Comparing the median Kullback-Leibler discrepancy ($KLD$) from the true model, along with the percentage of times the true model was selected (%Correct) for each method, across 200 datasets. R.E represents the relative efficiency compared to the oracle model. %CF, %RF corresponds to the percentage of times the correct fixed and random effects were selected, respectively.

<table>
<thead>
<tr>
<th>Example</th>
<th>Method</th>
<th>Tuning</th>
<th>$D_{KL}(S.E)$</th>
<th>R.E—</th>
<th>%Correct</th>
<th>%CF</th>
<th>%CR</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Oracle</td>
<td>-</td>
<td>9.70 (0.343)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>M-ALASSO</td>
<td>BIC</td>
<td>10.94 (0.475)</td>
<td>0.88</td>
<td>71</td>
<td>73</td>
<td>79</td>
</tr>
<tr>
<td></td>
<td>EGIC</td>
<td>BIC</td>
<td>13.91 (0.583)</td>
<td>0.69</td>
<td>47</td>
<td>56</td>
<td>52</td>
</tr>
<tr>
<td></td>
<td>RIC</td>
<td>AIC</td>
<td>15.51 (0.567)</td>
<td>0.63</td>
<td>19</td>
<td>21</td>
<td>62</td>
</tr>
<tr>
<td></td>
<td>RIC</td>
<td>BIC</td>
<td>12.48 (0.642)</td>
<td>0.77</td>
<td>59</td>
<td>59</td>
<td>68</td>
</tr>
<tr>
<td></td>
<td>STEPWISE</td>
<td>AIC</td>
<td>16.01 (0.611)</td>
<td>0.60</td>
<td>13</td>
<td>15</td>
<td>62</td>
</tr>
<tr>
<td></td>
<td>STEPWISE</td>
<td>BIC</td>
<td>12.91 (0.584)</td>
<td>0.75</td>
<td>51</td>
<td>53</td>
<td>68</td>
</tr>
<tr>
<td></td>
<td>LASSO</td>
<td>AIC</td>
<td>13.52 (0.489)</td>
<td>0.71</td>
<td>17</td>
<td>21</td>
<td>62</td>
</tr>
<tr>
<td></td>
<td>LASSO</td>
<td>BIC</td>
<td>12.87 (0.414)</td>
<td>0.75</td>
<td>45</td>
<td>47</td>
<td>68</td>
</tr>
<tr>
<td></td>
<td>ALASSO</td>
<td>AIC</td>
<td>13.03 (0.399)</td>
<td>0.74</td>
<td>21</td>
<td>24</td>
<td>62</td>
</tr>
<tr>
<td></td>
<td>ALASSO</td>
<td>BIC</td>
<td>12.12 (0.414)</td>
<td>0.80</td>
<td>62</td>
<td>63</td>
<td>68</td>
</tr>
<tr>
<td></td>
<td>ML/REML</td>
<td>-</td>
<td>20.71 (0.513)</td>
<td>0.47</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>Oracle</td>
<td>-</td>
<td>7.84 (0.326)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>M-ALASSO</td>
<td>BIC</td>
<td>7.98 (0.341)</td>
<td>0.98</td>
<td>83</td>
<td>83</td>
<td>89</td>
</tr>
<tr>
<td></td>
<td>EGIC</td>
<td>BIC</td>
<td>12.55 (0.581)</td>
<td>0.63</td>
<td>48</td>
<td>59</td>
<td>53</td>
</tr>
<tr>
<td></td>
<td>RIC</td>
<td>AIC</td>
<td>11.93 (0.432)</td>
<td>0.72</td>
<td>31</td>
<td>34</td>
<td>74</td>
</tr>
<tr>
<td></td>
<td>RIC</td>
<td>BIC</td>
<td>10.18 (0.415)</td>
<td>0.77</td>
<td>77</td>
<td>79</td>
<td>81</td>
</tr>
<tr>
<td></td>
<td>STEPWISE</td>
<td>AIC</td>
<td>12.87 (0.501)</td>
<td>0.61</td>
<td>26</td>
<td>28</td>
<td>74</td>
</tr>
<tr>
<td></td>
<td>STEPWISE</td>
<td>BIC</td>
<td>10.71 (0.438)</td>
<td>0.73</td>
<td>68</td>
<td>69</td>
<td>81</td>
</tr>
<tr>
<td></td>
<td>LASSO</td>
<td>AIC</td>
<td>12.53 (0.388)</td>
<td>0.63</td>
<td>29</td>
<td>29</td>
<td>74</td>
</tr>
<tr>
<td></td>
<td>LASSO</td>
<td>BIC</td>
<td>11.44 (0.419)</td>
<td>0.69</td>
<td>59</td>
<td>61</td>
<td>81</td>
</tr>
<tr>
<td></td>
<td>ALASSO</td>
<td>AIC</td>
<td>11.12 (0.443)</td>
<td>0.69</td>
<td>39</td>
<td>41</td>
<td>74</td>
</tr>
<tr>
<td></td>
<td>ALASSO</td>
<td>BIC</td>
<td>9.41 (0.420)</td>
<td>0.83</td>
<td>74</td>
<td>75</td>
<td>81</td>
</tr>
<tr>
<td></td>
<td>ML/REML</td>
<td>-</td>
<td>15.47 (0.476)</td>
<td>0.51</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>Oracle</td>
<td>-</td>
<td>13.34 (0.912)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>M-ALASSO</td>
<td>BIC</td>
<td>17.45 (0.961)</td>
<td>0.76</td>
<td>61</td>
<td>63</td>
<td>84</td>
</tr>
<tr>
<td></td>
<td>EGIC</td>
<td>BIC</td>
<td>24.89 (2.013)</td>
<td>0.53</td>
<td>41</td>
<td>43</td>
<td>59</td>
</tr>
<tr>
<td></td>
<td>RIC</td>
<td>AIC</td>
<td>28.87 (2.231)</td>
<td>0.46</td>
<td>12</td>
<td>14</td>
<td>68</td>
</tr>
<tr>
<td></td>
<td>RIC</td>
<td>BIC</td>
<td>23.39 (1.872)</td>
<td>0.57</td>
<td>53</td>
<td>54</td>
<td>73</td>
</tr>
<tr>
<td></td>
<td>STEPWISE</td>
<td>AIC</td>
<td>29.58 (2.893)</td>
<td>0.47</td>
<td>8</td>
<td>11</td>
<td>68</td>
</tr>
<tr>
<td></td>
<td>STEPWISE</td>
<td>BIC</td>
<td>25.66 (2.011)</td>
<td>0.52</td>
<td>38</td>
<td>40</td>
<td>73</td>
</tr>
<tr>
<td></td>
<td>LASSO</td>
<td>AIC</td>
<td>22.97 (1.031)</td>
<td>0.58</td>
<td>11</td>
<td>15</td>
<td>68</td>
</tr>
<tr>
<td></td>
<td>LASSO</td>
<td>BIC</td>
<td>21.08 (1.176)</td>
<td>0.63</td>
<td>22</td>
<td>25</td>
<td>73</td>
</tr>
<tr>
<td></td>
<td>ALASSO</td>
<td>AIC</td>
<td>21.69 (0.958)</td>
<td>0.62</td>
<td>27</td>
<td>29</td>
<td>68</td>
</tr>
<tr>
<td></td>
<td>ALASSO</td>
<td>BIC</td>
<td>20.23 (0.961)</td>
<td>0.66</td>
<td>52</td>
<td>55</td>
<td>73</td>
</tr>
<tr>
<td></td>
<td>ML/REML</td>
<td>-</td>
<td>38.52 (2.172)</td>
<td>0.27</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
Table 3.2: Variables selected for the fixed and the random components for the CASTnet data.

<table>
<thead>
<tr>
<th>Method</th>
<th>Tuning</th>
<th>—Fixed—</th>
<th>—Random—</th>
</tr>
</thead>
<tbody>
<tr>
<td>M-ALASSO</td>
<td>BIC</td>
<td>$x_2, x_6, x_7, x_9, l(t), s_1(t), c_1(t)$</td>
<td>Intercept, $x_2, x_6, l(t), s_1(t), c_1(t)$</td>
</tr>
<tr>
<td>Reml.IC</td>
<td>AIC</td>
<td>$x_1, x_2, x_3, x_7, x_6, x_9, l(t), s_1(t), c_1(t), s_2(t)$</td>
<td>Intercept, $x_2, x_3, x_6, l(t), c_1(t), s_2(t)$</td>
</tr>
<tr>
<td>Reml.IC</td>
<td>BIC</td>
<td>$x_1, x_2, x_3, x_6, x_9, l(t), s_1(t), c_2(t), s_3(t)$</td>
<td>Intercept, $x_2, x_3, x_6, l(t), c_1(t), s_2(t)$</td>
</tr>
<tr>
<td>STEPWISE</td>
<td>AIC</td>
<td>$x_1, x_2, x_3, x_6, x_7, x_9, l(t), s_1(t), c_1(t), s_2(t)$</td>
<td>Intercept, $x_2, x_3, x_6, l(t), c_1(t), s_2(t)$</td>
</tr>
<tr>
<td>STEPWISE</td>
<td>BIC</td>
<td>$x_1, x_2, x_3, x_6, x_9, l(t), s_1(t), c_1(t), s_2(t)$</td>
<td>Intercept, $x_2, x_3, x_6, l(t), c_1(t), s_2(t)$</td>
</tr>
<tr>
<td>LASSO</td>
<td>AIC</td>
<td>$x_1, x_2, x_3, x_6, x_7, x_9, l(t), s_1(t), c_1(t), s_2(t)$</td>
<td>Intercept, $x_2, x_3, x_6, l(t), c_1(t), s_2(t)$</td>
</tr>
<tr>
<td>LASSO</td>
<td>BIC</td>
<td>$x_2, x_3, x_6, x_9, l(t), s_1(t), c_1(t)$</td>
<td>Intercept, $x_2, x_3, x_6, l(t), c_1(t), s_2(t)$</td>
</tr>
<tr>
<td>ALASSO</td>
<td>AIC</td>
<td>$x_1, x_2, x_6, x_7, x_9, l(t), s_1(t), c_1(t), s_2(t)$</td>
<td>Intercept, $x_2, x_3, x_6, l(t), c_1(t), s_2(t)$</td>
</tr>
<tr>
<td>ALASSO</td>
<td>BIC</td>
<td>$x_2, x_7, x_9, l(t), s_1(t), c_1(t)$</td>
<td>Intercept, $x_2, x_3, x_6, l(t), c_1(t), s_2(t)$</td>
</tr>
</tbody>
</table>
Table 3.3: Penalized Likelihood estimates for regression coefficients and the random effects variances for the model selected using our proposed method.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Int</th>
<th>SO$_4$</th>
<th>NH$_4$</th>
<th>O$_3$</th>
<th>T</th>
<th>T$_d$</th>
<th>RH</th>
<th>SR</th>
<th>WS</th>
<th>P</th>
<th>l(t)</th>
<th>s$_1$(t)</th>
<th>c$_1$(t)</th>
<th>s$_2$(t)</th>
<th>c$_2$(t)</th>
<th>s$_3$(t)</th>
<th>c$_3$(t)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fixed</td>
<td>-</td>
<td>0.00</td>
<td>4.28</td>
<td>0.00</td>
<td>0</td>
<td>0</td>
<td>-1.81</td>
<td>1.07</td>
<td>0</td>
<td>-0.84</td>
<td>-1.43</td>
<td>3.97</td>
<td>4.08</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Random</td>
<td>0.97</td>
<td>0.00</td>
<td>2.23</td>
<td>0.00</td>
<td>0</td>
<td>0</td>
<td>2.13</td>
<td>0</td>
<td>0</td>
<td>1.87</td>
<td>2.55</td>
<td>1.81</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
Table 3.4: Spearman Rank Correlation Coefficients between Observed Values

<table>
<thead>
<tr>
<th></th>
<th>TNO$_3$</th>
<th>SO$_4$</th>
<th>NH$_4$</th>
<th>O$_3$</th>
<th>SR</th>
<th>$T$</th>
<th>$T_d$</th>
<th>WS</th>
<th>RH</th>
<th>$P$</th>
</tr>
</thead>
<tbody>
<tr>
<td>TNO$_3$</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SO$_4$</td>
<td>0.27</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NH$_4$</td>
<td>0.58</td>
<td>0.83</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>O$_3$</td>
<td>0.09</td>
<td>0.66</td>
<td>0.41</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SR</td>
<td>0.06</td>
<td>0.58</td>
<td>0.35</td>
<td>0.89</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$T$</td>
<td>-0.09</td>
<td>0.69</td>
<td>0.40</td>
<td>0.80</td>
<td>0.80</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$T_d$</td>
<td>-0.16</td>
<td>0.63</td>
<td>0.36</td>
<td>0.64</td>
<td>0.63</td>
<td>0.91</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WS</td>
<td>0.50</td>
<td>-0.17</td>
<td>0.07</td>
<td>-0.07</td>
<td>-0.03</td>
<td>-0.22</td>
<td>-0.28</td>
<td>1.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RH</td>
<td>0.00</td>
<td>0.29</td>
<td>0.30</td>
<td>-0.05</td>
<td>-0.09</td>
<td>0.16</td>
<td>0.28</td>
<td>0.00</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>$P$</td>
<td>-0.14</td>
<td>-0.10</td>
<td>-0.01</td>
<td>0.08</td>
<td>0.03</td>
<td>0.18</td>
<td>0.20</td>
<td>0.05</td>
<td>0.39</td>
<td>1.00</td>
</tr>
</tbody>
</table>
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Appendices
Appendix A

Description of NCAA Data

Data from Mangold, Bean, Adams (2003), Journal Of Higher Education, p. 540-562, “The Impact of Intercollegiate Athletics on Graduation Rates Among Major NCAA Division I Universities.” The data were taken from the 1996-99 editions of the US News "Best Colleges in America" and from the US Department of Education data and includes 97 NCAA Division 1A schools. The authors hoped to show that successful sports programs raise graduation rates. Here is a list describing briefly the response variable and 19 predictors.

<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>x1</td>
<td>% Students in top 10 Percent HS</td>
</tr>
<tr>
<td>x2</td>
<td>ACT COMPOSITE 25TH</td>
</tr>
<tr>
<td>x3</td>
<td>% On living campus</td>
</tr>
<tr>
<td>x4</td>
<td>% First-time undergraduates</td>
</tr>
<tr>
<td>x5</td>
<td>Total Enrollment/1000</td>
</tr>
<tr>
<td>x6</td>
<td>% Courses taught by TAs</td>
</tr>
<tr>
<td>x7</td>
<td>Composite of basketball ranking</td>
</tr>
<tr>
<td>x8</td>
<td>In-state tuition/1000</td>
</tr>
<tr>
<td>x9</td>
<td>Room and board/1000</td>
</tr>
<tr>
<td>x10</td>
<td>Avg BB home attendance</td>
</tr>
<tr>
<td>x11</td>
<td>Full Professor Salary</td>
</tr>
<tr>
<td>x12</td>
<td>Student to faculty ratio</td>
</tr>
<tr>
<td>x13</td>
<td>% White</td>
</tr>
<tr>
<td>x14</td>
<td>Assistant professor salary</td>
</tr>
<tr>
<td>x15</td>
<td>Population of city where located</td>
</tr>
<tr>
<td>x16</td>
<td>% Faculty with PHD</td>
</tr>
<tr>
<td>x17</td>
<td>Acceptance rate</td>
</tr>
<tr>
<td>x18</td>
<td>% Receiving loans</td>
</tr>
<tr>
<td>x19</td>
<td>% Out of state</td>
</tr>
</tbody>
</table>
Appendix B

Description of CASTnet Data

A complete description of the data can be found on the EPA website: http://www.epa.gov/castnet. The data used here is a subset of the complete data and consists of 826 observation from 15 relevant sites of $NO_X(NO_2 + NO)$ emission from 2000 to 2004 across the eastern United States. The map shown in Figure ?? marks the relevant sites we have used for this analysis. Here is a list describing briefly the response variable and 16 predictors.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Y$</td>
<td>Log of Total Nitrate Concentration ($\mu$mol/m$^3$)</td>
</tr>
<tr>
<td>$x_1$</td>
<td>$SO_4$, Sulphate Concentration ($\mu$mol/m$^3$)</td>
</tr>
<tr>
<td>$x_2$</td>
<td>$NH_4$, Ammonia Concentration ($\mu$mol/m$^3$)</td>
</tr>
<tr>
<td>$x_3$</td>
<td>$O_3$, Maximum Ozone (ppb, parts per billion)</td>
</tr>
<tr>
<td>$x_4$</td>
<td>$T$, Average Temperature (°)</td>
</tr>
<tr>
<td>$x_5$</td>
<td>$T_d$, Average Due Point Temperature (°)</td>
</tr>
<tr>
<td>$x_6$</td>
<td>$RH$, Average Relative Humidity (%)</td>
</tr>
<tr>
<td>$x_7$</td>
<td>$SR$, Average Solar Radiation ($W/m^2$)</td>
</tr>
<tr>
<td>$x_8$</td>
<td>$WS$, Average Wind Speed ($m/sec$)</td>
</tr>
<tr>
<td>$x_9$</td>
<td>$P$, Total Precipitation ($mm/month$)</td>
</tr>
<tr>
<td>$l(t)$</td>
<td>Time of measurement in months (1, . . . , 60) from 2000-2004</td>
</tr>
<tr>
<td>$s_j(t)$</td>
<td>$\sin(\frac{2\pi j t}{T})$ for $T=12$ and $j = 1, 2, 3$</td>
</tr>
<tr>
<td>$c_j(t)$</td>
<td>$\cos(\frac{2\pi j t}{T})$ for $T=12$ and $j = 1, 2, 3$</td>
</tr>
</tbody>
</table>
Appendix C

Asymptotic Properties: Regularity conditions and proofs

C.1 Regularity Condition

Assume that the data \( \{(X_i, Z_i, y_i) ; i = 1, \ldots, m\} \) is a random sample from a linear mixed-effects model (3.3) with probability density \( f(y_i|X_i, Z_i, \phi) \) where \( \phi = (\beta', d', \gamma')' \) is a \( k \times 1 \) vector of unknown parameters. Let \( L_i(\phi) = \log (f(y_i|X_i, Z_i, \phi)) \) denote the contribution of observation \( i \) to the log-likelihood function, and is given by

\[
L_i(\phi) = -\frac{1}{2} \log |V_i| - \frac{1}{2} (y_i - X_i\beta)'(V_i)^{-1}(y_i - X_i\beta),
\]

(C.1)

where \( V_i = \sigma^2(Z_iD\Gamma\Gamma'DZ_i' + I_{n_i}) \). Let \( L(\phi) = \sum_{i=1}^n L_i(\phi) \) and \( Q(\phi) \) denote the log-likelihood and the penalized log-likelihood as given in (3.5) and (3.21), respectively. To present the proof of the theorems the following regularity conditions are imposed:

(i) The Fisher information matrix \( I(\phi_{10}) \) knowing \( \phi_{20} = 0 \) is finite and positive definite.

(ii) There exists a subset \( \Theta \) of \( \mathbb{R}^k \), containing the true parameter \( \phi_0 \) such that \( L_i(\phi) \) given in (C.1) admits all third order derivatives. Specifically, for \( \phi_j = \beta_j \) and \( (\phi_l, \phi_m) = \{(d_l, \gamma_m), (d_l, \gamma_m), (\gamma_l, \gamma_m)\} \), there exists a function \( M_{jlm}(y_i, X_i, Z_i) \) such that

\[
\left| \frac{\partial^3}{\partial \beta_j \partial \phi_l \partial \phi_m} L_i(\phi) \right| = \left| X_{ij}' \frac{\partial V_i^{-1}}{\partial \phi_l \partial \phi_m} (y_i - X_i\beta) \right| < M_{jlm}(y_i, X_i, Z_i),
\]
for all $\phi \in \Theta$, and $E_{\phi_0}[M_{jm}(y_i, X_i, Z_i)] < \infty$. For $(\phi_j, \phi_l) = (\beta_j, \beta_l)$ and $\phi_m$ is either $d_m$ or $\gamma_m$ there exists a function $N_{jm}(y_i, X_i, Z_i)$ such that

\[
\left| \frac{\partial^3}{\partial \beta_j \partial \beta_l \partial d_m} L_i(\phi) \right| = \left| X'_{ij}(V^{-1}_i S^m_i V^{-1}_i) X_{il} \right| < N_{jm}(y_i, X_i, Z_i),
\]

for all $\phi \in \Theta$, and $E_{\phi_0}[N_{jm}(y_i, X_i, Z_i)] < \infty$. Here $S^m_i$ and $T^m_i$ denote the partial derivatives of $V_i$ with respect to $d_m$ and $\gamma_m$, respectively, and are given by

\[
S^m_i = Z_i \left\{ \frac{\partial}{\partial d_m} (D \Gamma' D) \right\} Z'_i, \quad T^m_i = Z_i D \left\{ \frac{\partial}{\partial \gamma_m} (\Gamma' \Gamma) \right\} DZ'_i. \tag{C.2}
\]

For $\phi_j = d_j$ and $(\phi_l, \phi_m) = \{(d_l, d_m), (d_l, \gamma_m), (\gamma_l, \gamma_m)\}$,

\[
\left| \frac{\partial^3}{\partial d_j \partial \phi_l \partial \phi_m} L_i(\phi) \right| < P_{jm}(y_i, X_i, Z_i),
\]

for all $\phi \in \Theta$, and $E_{\phi_0}[P_{jm}(y_i, X_i, Z_i)] < \infty$.

Note that although it must be that $d_j \geq 0$ for all $j$, we allow the estimates to fall outside the boundary of the parameter space.

### C.2 Proof of Theorem 1

**Proof.** Consider the penalized log-likelihood given in (3.21) in a neighborhood of the true value $\phi_{10}$. Let $\alpha_n = n^{-1/2}$ with $u \neq 0$, and $\phi_1 = \phi_{10} + \alpha_n u$. Fixing $\phi_2 = 0$ we show that for a small enough $\epsilon > 0$ there exists a large constant $C$ such that

\[
P \left\{ \sup_{||u|| = C} Q \left( \begin{array}{c} \phi_{10} + \alpha_n u \\ 0 \end{array} \right) < Q \left( \begin{array}{c} \phi_{10} \\ 0 \end{array} \right) \right\} \geq 1 - \epsilon.
\]
Note that

\[ D_n(u) \equiv Q(\phi_1) - Q(\phi_{10}) \]

\[ = \left\{ L(\phi_{10} + \alpha_n u) - L(\phi_{10}) \right\} - \lambda_n \left[ \sum_{j=1}^{s} \bar{w}_j (|\phi_{j0} + \alpha_n u_j| - |\phi_{j0}|) \right]. \]

Using a Taylor series expansion we have

\[ D_n(u) = \alpha_n (\nabla L(\phi_{10}))' u + \frac{1}{2} u' [\nabla^2 L(\phi_{10})] u \alpha_n^2 - \lambda_n \sum_{j=1}^{s} \bar{w}_j \text{sgn}(\phi_{j0}) \alpha_n u_j \]

\[ = \frac{1}{\sqrt{n}} (\nabla L(\phi_{10}))' u + \frac{1}{2n} u' [\nabla^2 L(\phi_{10})] u - \frac{\lambda_n}{\sqrt{n}} \sum_{j=1}^{s} \bar{w}_j \text{sgn}(\phi_{j0}) u_j, \quad (C.3) \]

where \( \nabla L(\phi_{10}), \nabla^2 L(\phi_{10}) \) denote the vector and matrix of the first and second order partial derivatives of \( L(\phi_1) \), respectively, evaluated at \( \phi_{10} \). From regularity condition \( ii \) it follows that

\[ \left( \frac{1}{6n^{3/2}} \right) \sum_{i=1}^{n} \frac{\partial}{\partial \phi_j} \phi_i \phi_j \phi_i \phi_j \phi_i \phi_j \left| \phi_1 = \phi_{10} \right. \rightarrow 0, \text{ as } n \rightarrow \infty, \]

hence the remainder term vanishes. For \( \nabla L(\phi_{10}) \) the \( j^{th} \) partial derivative for each corresponding \( \beta_1, d_1 \) and \( \gamma_1 \) satisfies

\[ E \left\{ \frac{\partial}{\partial \phi_j} L(\phi_1) \right\} = E \left[ \frac{1}{2} [\nabla L(\phi_{10})]_{j}^{-1} (y - X_{(1)} \beta_1) \right] \]

\[ E \left\{ \frac{\partial}{\partial d_j} L(\phi_1) \right\} = E \left[ \frac{1}{2} [\nabla^2 L(\phi_{10})]_{j}^{-1} (y - X_{(1)} \beta_1) \right] \]

\[ E \left\{ \frac{\partial}{\partial \gamma_j} L(\phi_1) \right\} = E \left[ \frac{1}{2} [-\text{Tr}(V_{(1)}^{-1} S_{(1)}^{-1}) + (y - X_{(1)} \beta_1)' (V_{(1)}^{-1} S_{(1)}^{-1} V_{(1)}^{-1})(y - X_{(1)} \beta_1)] \right] \]

where \( X_{(1)} \) corresponds to the \( j^{th} \) column of stacked matrix \( X_{(1)} \), and \( S_{(1)}^j \) and \( T_{(1)}^j \) are block diagonal matrices of the partial derivatives of \( V_{(1)} \) and are given by

\[ S_{(1)}^j = Z_{(1)} \left\{ \frac{\partial}{\partial d_j} (\tilde{\mathbf{D}}_1 \tilde{\mathbf{\Gamma}}_1 \tilde{\mathbf{D}}_1) \right\} \] and \( T_{(1)}^j = Z_{(1)} \tilde{\mathbf{D}}_1 \left\{ \frac{\partial}{\partial \gamma_j} (\tilde{\mathbf{\Gamma}}_1 \tilde{\mathbf{\Gamma}}_1') \right\} \tilde{\mathbf{\Gamma}}_1 Z_{(1)}' \).

From standard arguments we have

\[ \frac{1}{\sqrt{n}} X_{(1)}^{-1} V_{(1)}^{-1} (y - X_{(1)} \beta_1) \]

\[ \frac{1}{\sqrt{n}} [\text{Tr}(V_{(1)}^{-1} S_{(1)}^j) + (y - X_{(1)} \beta_1)' (V_{(1)}^{-1} S_{(1)}^j V_{(1)}^{-1})(y - X_{(1)} \beta_1)] \]

\[ \frac{1}{\sqrt{n}} [-\text{Tr}(V_{(1)}^{-1} T_{(1)}^j) + (y - X_{(1)} \beta_1)' (V_{(1)}^{-1} T_{(1)}^j V_{(1)}^{-1})(y - X_{(1)} \beta_1)] \]

\[ \left\{ \phi_1 = \phi_{10} \right\} = o_p(1). \quad (C.4) \]
For $\nabla^2 L(\phi_1)$ we have
\[
\frac{1}{n} \nabla^2 L(\phi_{10}) \to_p -I(\phi_{10}),
\] (C.5)
where $I(\phi_{10})$ is the Fisher information evaluated at $\phi_{10}$. Using (C.4) and (C.5) the expansion in (C.3) becomes
\[
D_n(u) = O_p(1)u - \frac{1}{2} u'\{I(\phi_{10}) + o_p(1)\}u - \frac{\lambda_n}{\sqrt{n}} \sum_{j=1}^s \bar{w}_j \text{sgn}(\phi_{j0})u_j.
\]
Since $I(\phi_{10})$ is finite and positive definite (condition i), hence choosing a sufficiently large $C$, the second term dominates the first term uniformly in $||u|| = C$. For the penalty term, if $\lambda_n/\sqrt{n} \to 0$ as $n \to \infty$, and since $\bar{w}_j = 1/\hat{\phi}_j \to 1/\phi_j$, it follows that
\[
\frac{\lambda_n}{\sqrt{n}} \sum_{j=1}^s \bar{w}_j \text{sgn}(\phi_{j0})u_j \to_p 0,
\]
and thus is also dominated by the second term. Hence by choosing a sufficiently large $C$ there exists a local maximum in the ball $\{(\phi_{10} + \alpha_n u, 0)' : ||u|| \leq C\}$ with probability with $1 - \epsilon$, and hence there exists a local maximizer $\hat{\phi} = (\hat{\phi}_1, 0)$ of $\phi_0 = (\phi_{10}, 0)$ such that $||\hat{\phi}_1 - \phi_{10}|| = O_p(n^{-1/2})$. \QED

### C.3 Proof of Theorem 2

Let $\phi = (\beta', d', \gamma')'$ denote the $k \times 1$ vector of unknown parameters, where $k = k_\beta + k_d + k_\gamma$, the sum of the lengths corresponding to each parameter. Let $\phi_2 = (\beta_2', d_2', \gamma_2')'$ be a vector of length $k_2 = k - s$, corresponding to the true zero values, where $k_2 = k_\beta_2 + k_d + k_\gamma_2$.

**Proof.** It is sufficient to show that with probability tending to 1 as $n \to \infty$, for any $\phi_1$ satisfying $||\phi_1 - \phi_{10}|| \leq Mn^{-1/2}$ and for some small $\epsilon_n = Mn^{-1/2}$ and for each $j = (s + 1), \ldots, (k_\beta_2 + k_{d_2})$, we have that
\[
\frac{\partial}{\partial \phi_j} Q(\phi) < 0 \quad \text{for} \quad 0 < \phi_j < \epsilon_n,
\]
\[
\frac{\partial}{\partial \phi_j} Q(\phi) > 0 \quad \text{for} \quad -\epsilon_n < \phi_j < 0.
\] (C.6)
Note that

\[ \frac{\partial}{\partial \phi_j} Q(\phi) = \frac{\partial}{\partial \phi_j} L(\phi) - \lambda_n \bar{w}_j \text{sgn}(\phi_j). \]

To show (C.6) consider the Taylor series expansion about \( \partial L(\phi)/\partial \phi_j \), we have

\[
\frac{\partial}{\partial \phi_j} Q(\phi) = \frac{\partial}{\partial \phi_j} L(\phi_0) - \sum_{l=1}^{k} \frac{\partial}{\partial \phi_j \partial \phi_l} L(\phi_0)(\phi_l - \phi_{l0}) \\
+ \frac{1}{2} \sum_{i=1}^{n} \sum_{l=1}^{k} \sum_{m=1}^{k} \frac{\partial^3}{\partial \phi_j \partial \phi_l \partial \phi_m} L_i(\phi_\star)(\phi_l - \phi_{l0})(\phi_m - \phi_{m0}) - \lambda_n \bar{w}_j \text{sgn}(\phi_j),
\]

(C.7)

where \( \phi_\star \) lies between \( \phi \) and \( \phi_0 \). Again the first order partial derivative for \( j^{th} \) term for each \( \beta \) and \( d \) are given by

\[ \frac{1}{\sqrt{n}} \frac{\partial}{\partial \beta_j} L(\phi_0) = \frac{1}{\sqrt{n}} X_j' V_0^{-1} (y - X \beta_0) = O_p(1), \]
\[ \frac{1}{\sqrt{n}} \frac{\partial}{\partial d_j} L(\phi_0) = 0. \]

where \( X_j \) corresponds to the \( j^{th} \) column of the stacked matrix \( X \). The second order derivatives in (C.7) follows

\[
\left( \frac{1}{n} \right) \nabla^2 L(\phi) \bigg|_{\phi=\phi_0} \rightarrow E(\nabla^2 L(\phi)) \bigg|_{\phi=\phi_0},
\]

where \( E(\nabla^2 L(\phi)) \) is given as

\[
E(\nabla^2 L(\phi)) = E \begin{bmatrix} L_{\beta \beta} & L_{\beta d} & L_{\beta \gamma} \\ L_{\beta d} & L_{dd} & L_{d \gamma} \\ L_{\beta \gamma} & L_{d \gamma} & L_{\gamma \gamma} \end{bmatrix},
\]

where \( E(L_{\beta \beta}) = -X' \tilde{V}^{-1} X \), and \( E(L_{\beta d}), E(L_{\beta \gamma}) \) has \( j^{th} \) column

\[
E \left\{ L_{\beta d} \right\}_j = -E[X_j'(\tilde{V}^{-1} \tilde{S}^j \tilde{V}^{-1})(y - X \beta)] \bigg|_{\phi=\phi_0} = 0,
\]
\[
E \left\{ L_{\beta \gamma} \right\}_j = -E[X_j'(\tilde{V}^{-1} \tilde{T}^j \tilde{V}^{-1})(y - X \beta)] \bigg|_{\phi=\phi_0} = 0.
\]
where $\tilde{S}^j$ and $\tilde{T}^j$ are block diagonal matrices of $S_i$ and $T_i$ given in (C.2). The expectation for the second order partial derivatives for $d$ and $\gamma$ has $(j,l)^{th}$ term

$$
E \{ L_{dd} \}_{jl} = -\text{Tr}(\tilde{V}^{-1}\tilde{S}^j\tilde{V}^{-1})
$$

$$
E \{ L_{d\gamma} \}_{jl} = -\text{Tr}(\tilde{V}^{-1}\tilde{T}^j\tilde{V}^{-1})
$$

$$
E \{ L_{d\gamma} \}_{j} = -\text{Tr}(\tilde{V}^{-1}\tilde{S}^j\tilde{V}^{-1})
$$

for $j = s + 1, \ldots, (k_\beta + k_d)$, it can be shown that $\tilde{S}^j$ or $\tilde{T}^j$ when evaluated at $\phi_j = 0$ are zero matrices and the set of equations given in (C.8) simplifies to zero.

First, consider $\phi_j = \beta_j$ the expansion given in (C.7) yields

$$
\frac{1}{\sqrt{n}} \left( \frac{\partial}{\partial \beta_j} Q(\phi) \right) = \frac{1}{\sqrt{n}} \left( O_p(n^{1/2}) - n \sum_{l=1}^{k_\beta} \{X'_i V_0^{-1} X_l + o_p(1)\}(\beta_l - \beta_{l0}) \\
-n \sum_{l=k_\beta+1}^{k_d} o_p(1)(d_l - d_{l0}) - n \sum_{l=k_d+1}^{k_\gamma} o_p(1)(\gamma_l - \gamma_{l0}) \\
+ \sum_{i=1}^{n} \sum_{l=k_\beta}^{k_d} \sum_{m=k_\beta+1}^{k_d} X'_{ij}(V'_{i0}^{-1} S_{i0}^{-1} V_{i0}^{-1}) X_l(\beta_l - \beta_{l0})(d_m - d_{m0}) \\
+ \sum_{i=1}^{n} \sum_{l=k_d+1}^{k_\gamma} \sum_{m=k_d+1}^{k_\gamma} X'_{ij}(V'_{i0}^{-1} T_{i0}^{-1} V_{i0}^{-1}) X_l(\beta_l - \beta_{l0})(\gamma_m - \gamma_{m0}) \\
+ \frac{1}{2} \sum_{i=1}^{n} \sum_{l=k_\beta+1}^{k_d} \sum_{m=k_\beta+1}^{k_d} X'_{ij} \frac{\partial V_{i0}^{-1}}{\partial d_l \partial d_m} (y_i - X_i \beta_\ast)(d_l - d_{l0})(d_m - d_{m0}) \\
+ \frac{1}{2} \sum_{i=1}^{n} \sum_{l=k_d+1}^{k_\gamma} \sum_{m=k_d+1}^{k_\gamma} X'_{ij} \frac{\partial V_{i0}^{-1}}{\partial \gamma_l \partial \gamma_m} (y_i - X_i \beta_\ast)(\gamma_l - \gamma_{l0})(\gamma_m - \gamma_{m0}) \\
+ \sum_{i=1}^{n} \sum_{l=k_\beta+1}^{k_d} \sum_{m=k_d+1}^{k_\gamma} X'_{ij} \frac{\partial V_{i0}^{-1}}{\partial d_l \partial \gamma_m} (y_i - X_i \beta_\ast)(d_l - d_{l0})(\gamma_m - \gamma_{m0}) - \lambda_n \bar{w}_j \text{sgn}(\beta_j) \right),
$$

(C.9)

where $\beta_\ast$ lies between $\beta$ and $\beta_0$. Since we are considering $||\phi - \phi_0|| \leq M n^{-1/2}$, (C.9) gives

$$
\frac{1}{\sqrt{n}} \frac{\partial}{\partial \beta_j} Q(\phi) = -\lambda_n \frac{\bar{w}_j}{\sqrt{n}} \text{sgn}(\beta_j) + O_p(1).
$$
Since for $\beta_{j0} = 0$, we have $\bar{w}_j / \sqrt{n} = |\sqrt{n} \beta_j|^{-1} = O_p(1)$, and $\lambda_n \to \infty$, the sign of the derivative is completely determined by that of $\beta_j$.

Now consider $\phi_j = d_j$. The Taylor series expansion in (C.7) gives

$$\frac{1}{\sqrt{n}} \left( \frac{\partial}{\partial d_j} Q(\phi) \right) = \frac{1}{\sqrt{n}} \left( 0 - n \sum_{l=1}^{k_d} o_p(1)(\beta_l - \beta_{l0}) \right) + n \sum_{l=k_{d+1}}^{k_d} o_p(1)(d_l - d_{l0}) - n \sum_{l=k_{d+1}}^{k_d} o_p(1)(\gamma_l - \gamma_{l0})$$

$$+ \frac{1}{2} \sum_{i=1}^{n} \sum_{l=k_{d+1}}^{k_d} \sum_{m=k_{d+1}}^{k_d} \frac{\partial L_i(d_j)}{\partial d_i} (d_l - d_{l0})(d_m - d_{m0})$$

$$+ \frac{1}{2} \sum_{i=1}^{n} \sum_{l=k_{d+1}}^{k_d} \sum_{m=k_{d+1}}^{k_d} \frac{\partial L_i(d_j)}{\partial \gamma_i} (\gamma_l - \gamma_{l0})(\gamma_m - \gamma_{m0})$$

$$+ \sum_{i=1}^{n} \sum_{l=k_{d+1}}^{k_d} \sum_{m=k_{d+1}}^{k_d} X_{il}'(V_{i*}^{-1} S_{i*} V_{i*}^{-1}) X_{il}(\beta_l - \beta_{l0})(\beta_m - d\beta_{m0})$$

$$+ \sum_{i=1}^{n} \sum_{l=k_{d+1}}^{k_d} \sum_{m=k_{d+1}}^{k_d} \frac{\partial L_i(d_j)}{\partial \gamma_i} (\gamma_l - \gamma_{l0})(\gamma_m - \gamma_{m0})$$

$$+ \sum_{i=1}^{n} \sum_{l=k_{d+1}}^{k_d} \sum_{m=k_{d+1}}^{k_d} \frac{\partial L_i(d_j)}{\partial \beta_l} (\beta_l - \beta_{l0})(\beta_m - d\beta_{m0})$$

$$+ \sum_{i=1}^{n} \sum_{l=k_{d+1}}^{k_d} \sum_{m=k_{d+1}}^{k_d} \frac{\partial L_i(d_j)}{\partial \beta_l} (\beta_l - \beta_{l0})(\gamma_m - \gamma_{m0})$$

$$+ \sum_{i=1}^{n} \sum_{l=k_{d+1}}^{k_d} \sum_{m=k_{d+1}}^{k_d} \frac{\partial L_i(d_j)}{\partial \gamma_l} (\gamma_l - \gamma_{l0})(\beta_m - d\beta_{m0})$$

$$+ \sum_{i=1}^{n} \sum_{l=k_{d+1}}^{k_d} \sum_{m=k_{d+1}}^{k_d} \frac{\partial L_i(d_j)}{\partial \beta_l} (\beta_l - \beta_{l0})(\gamma_m - \gamma_{m0})$$

$$+ \sum_{i=1}^{n} \sum_{l=k_{d+1}}^{k_d} \sum_{m=k_{d+1}}^{k_d} \frac{\partial L_i(d_j)}{\partial \gamma_l} (\gamma_l - \gamma_{l0})(\gamma_m - \gamma_{m0})$$

$$+ \sum_{i=1}^{n} \sum_{l=k_{d+1}}^{k_d} \sum_{m=k_{d+1}}^{k_d} \frac{\partial L_i(d_j)}{\partial \gamma_l} (\gamma_l - \gamma_{l0})(\gamma_m - \gamma_{m0})$$

$$, \quad (C.10)$$

where

$$L_i(d_j) = \frac{\partial}{\partial d_j} L_i(\phi_*) = \frac{1}{2} [-Tr(V_{i*}^{-1} S_{i*} V_{i*}^{-1}) + \langle y_t - X_i^\varepsilon, \beta_* \rangle' (V_{i*}^{-1} S_{i*} V_{i*}^{-1}) (y_t - X_i^\varepsilon \beta_*),]$$

and $\phi_*$ lies between $\phi$ and $\phi_0$. As above, (C.10) simplifies to

$$\frac{1}{\sqrt{n}} \frac{\partial}{\partial d_j} Q(\phi) = -\lambda_n \frac{\bar{w}_j}{\sqrt{n}} \text{sgn}(d_j).$$

Hence, for $d_{j0} = 0$, as $\bar{w}_j / \sqrt{n} = |\sqrt{n} d_j|^{-1} = O_p(1)$, the sign of the derivative is again completely determined by that of $d_j$. This completes the proof. \qed
C.4 Proof of Theorem 3

Proof. We have from Theorem 1 shown that there exists a $\hat{\phi}_1$ that is a local maximizer of $Q(\phi_1)$ such that $||\hat{\phi}_1 - \phi_{10}|| = O_p(n^{-1/2})$, and satisfies the set of penalized likelihood equations

$$\frac{\partial}{\partial \phi_1} Q(\phi) \bigg|_{\phi=(\hat{\phi}_1,0)} = \frac{\partial}{\partial \phi_1} L(\phi) \bigg|_{\phi=(\hat{\phi}_1,0)} - \lambda_n h(\hat{\phi}_1) = 0,$$

where $h(\hat{\phi}_1) = (\bar{w}_1 \text{sgn}(\hat{\phi}_1), \ldots, \bar{w}_s \text{sgn}(\hat{\phi}_s))'$ an $s \times 1$ vector where $\bar{w}_j = 0$ for $\phi_j = \gamma_j$. Using the Taylor series expansion and multiplying throughout by $1/n$, we have

$$\frac{1}{n} \nabla L(\phi_{10}) - \{I(\phi_{10}) + o_p(1)\}(\hat{\phi}_1 - \phi_{10}) - \frac{\lambda_n}{n} h(\phi_{10}) = 0$$

$$\sqrt{n} \left\{ (\hat{\phi}_1 - \phi_{10})I(\phi_{10}) + \frac{\lambda_n}{n} h(\phi_{10}) \right\} = \frac{1}{\sqrt{n}} \nabla L(\phi_{10}) .$$

Since $E\{\nabla L(\phi_1)\} = 0$ as in the proof of Theorem 1, it follows from the multivariate central theorem that

$$\frac{1}{\sqrt{n}} \nabla L(\phi_{10}) \rightarrow_d N(0, I(\phi_{10})) ,$$

where $I(\phi_{10})$ is as given in the proof of Theorem 1. Therefore

$$\sqrt{n} I(\phi_{10})\{ (\hat{\phi}_1 - \phi_{10}) + \frac{\lambda_n}{n} I(\phi_{10})^{-1} h(\phi_{10}) \} \rightarrow_d N\{0, I(\phi_{10})\} .$$

This completes the proof. \qed