Abstract

KIM, YUNJUNG. Analysis of Multilocus Linkage Disequilibrium Structure in the Human Genome. (Under the direction of Dr. Zhao-Bang Zeng.)

The International HapMap Project and high-throughput genotyping technology have generated millions of genome-wide marker data that can be used in genetic studies. Each marker can be analyzed separately. But analyzing multiple markers simultaneously through haplotypes has generated great interest recently. Understanding the haplotype structure in the human genome may provide important information on human evolutionary history and identification of genetic variants responsible for human complex diseases. Since the alleles at closely linked markers on a single chromosome are often in statistical dependence (i.e. linkage disequilibrium (LD)), one crucial aspect of haplotype analysis is to characterize LD patterns in different regions and different populations. To assess the extent of correlation of genetic variation at multiple markers in a given region and a population, pairwise LD measures such as $r^2$ and $D'$ have been commonly used. However, pairwise LD measures alone may be suboptimal to effectively capture the variability of background levels of disequilibrium since multilocus LD measures can provide information about simultaneous allele associations among multiple loci which pairwise LD measures miss. In addition, in order to fully characterize the haplotype structure and LD pattern at multiple markers, it is necessary to consider high order disequilibria and estimate their values.

In this thesis, multilocus LD structure in human populations of the HapMap project is analyzed. In chapter 2, multilocus LD pattern on a chromosome is
summarized using multiple order Markov Chain (MOMC) models as a statistical framework. In chapter 3, within the same framework of MOMC models, LD among multiple markers are measured and partitioned into various components of lower order disequilibria. In chapter 4, two-and three-locus associations in all combinations of three SNPs are tested and their significances are evaluated via two methods - asymptotic chi-square approximation and empirical distributions of LRT statistics. Three-dimensional LD plot is also constructed to visualize patterns of two-and three-locus associations.

From the analysis of multilocus LD structure in the HapMap data, we observe that most LD is explained by LD between adjacent pairs of markers. LD between adjacent pairs of markers appears to be more significant in high multilocus LD regions than in low multilocus LD regions. High orders of LD such as three or more marker associations become more noticeable in low multilocus LD regions. We also notice that there is significant variation in multilocus LD structure between genomic regions and between populations. Detection of high order disequilibria highly depends on the sample size and requires many observed haplotypes.
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Chapter 1

Introduction

1.1 Linkage Disequilibrium (LD)

Assessing the patterns of linkage disequilibrium (LD) has become an important issue in both medical genetics and evolutionary biology since the rapid accumulation of densely spaced DNA sequence variation data in several organisms. LD is defined as the non-random association of alleles at different loci on the same chromosome or on different chromosomes in a population. It is the correlation between polymorphisms that is caused by their shared history of mutation and recombination. In most cases, LD measures the allelic association in the same haplotype and hence can be considered as a measure of chromosomal proximity or linkage of genetic loci. However, physical linkage between loci is neither necessary nor sufficient to generate associations (McVean 2002b). Tight linkage does not necessarily mean high level of LD and alleles at unlinked loci can exhibit high level of LD (Weir 1996).

1.1.1 Factors that influence LD

LD patterns observed in natural populations are the results of a complex interplay between biological factors such as recombination, mutation, and the population’s demographic and evolutionary history. The structure and the effective size of populations as well as the force of selection are important factors for the regional LD
patterns. Therefore, it is not surprising that there is a lot of variation in LD among different genomic regions and populations.

Recombination is the main phenomenon that weakens LD. When a new mutation occurs on a chromosome, there is a complete LD between the mutation and alleles at nearby loci. The mutation is co-transmitted with pre-existing variants until they are gradually broken apart by some form of chromosomal rearrangement, such as recombination or gene conversion. Recombination rates are known to vary by more than an order of magnitude across the genome. Since LD is broken down mainly by recombination, the extent of LD is expected to vary in inverse relation to the local recombination rates. Recurrent mutation can also reduce LD, but for SNPs, recurrent mutation is very rare. There is not much evidence to indicate that recurrent mutation contributes significantly to the erosion of LD between SNPs (Ardlie et al., 2002).

Genetic drift, the change in allele and genotype frequency in a finite population every generation owing to the random sampling of gametes, does influence LD. Frequency changes are more fluctuated in small populations. In general, the genetic drift in a finite population increases LD because rare alleles or haplotypes are lost from the population. Population growth decreases LD by reducing the effect of genetic drift. Population admixture or migration (gene flow) can create LD between populations.

Natural selection affects LD by two primary routes. The first way is a hitchhiking effect or selective sweep by which an entire haplotype flanking an advantageous variant can be rapidly swept to high frequency. Selection against deleterious variants can also increase LD because the deleterious haplotypes are swept
from the population. The second way is through epistatic selection for a particular combination of alleles at two or more loci on the same chromosome (Ardlie et al., 2002).

1.1.2 Applications of LD

There are a number of reasons for the study of LD. First of all, LD plays a central role in LD mapping in which unobserved causal variants can be identified through indirect associations between a set of markers and phenotypes. Association or linkage disequilibrium (LD) mapping aims to estimate the locations of genetic variants on chromosome in a much finer scale and predict their genetic effects. We will discuss the applications of LD in association mapping in detail in section 1.3. Second, LD is also of fundamental importance in estimating population recombination rates that are difficult to study experimentally. A number of model based LD measures have been proposed to infer the regional variation of recombination rates in fine scale (McVean et al., 2002; Li and Stephens, 2003). Third, LD is important for untangling the evolutionary history of humans and other organisms, which includes identification of demographic effects such as population growth, bottlenecks and admixture (McKeigue et al., 2000; Wall 2000), and the detection of natural selection (Sabeti et al., 2002).

1.2 Measures of LD

There are a number of LD measures ranging from pairwise LD measures such as $D'$ and $r^2$ to multilocus LD measures that consider the joint LD among multiple markers,
or model-based LD measures for estimation of population recombination rate, or haplotype-specific LD measure to detect the signatures of positive selection.

### 1.2.1 Pairwise LD measures

A simple and basic component of many disequilibrium measures is the difference (D) between observed gametic frequency and the expected gametic frequency under the linkage equilibrium. Adopting the standard notation for two adjacent loci (A and B), with two alleles (A, a and B, b) at each locus, the observed haplotype frequency that consists of alleles A and B is represented by $P_{AB}$ and the expected haplotype frequency is the product of the two allele frequencies (i.e. $P_A \times P_B$). So, the simplest measure of LD is $D = P_{AB} - P_A \times P_B$. In order to compare the magnitude of LD among different pairs of loci with different allele frequencies, several standardization methods have been proposed and their properties are compared in Hedrick (1987), Lewontin (1988), Delvin & Risch (1995), and Morton et al. (2001).

The two most common pairwise LD measures are $D'$ and $r^2$. They have very different properties and may be applied for different purposes. $D'$ and its confidence bounds are useful to assess the probability for historical recombination in a given population. $D'$ is defined as

$$D' = D/D_{\text{max}},$$

where $D_{\text{max}} = \min(P_A P_b, P_a P_B)$ if $D > 0$ and $D_{\text{max}} = \max(-P_A P_B, -P_a P_b)$ if $D < 0$. This procedure always makes $D'$ value range between 0 and 1. $D'$ reaches 1 if two or three
gametes out of four possible gametes are observed. When all four gametes between a pair of loci are observed, $D'$ will be less than 1, indicating at least one historical recombination event. However, values of $D < 1$ have no clear biological interpretation. In addition, $D$ is strongly inflated in small samples and for SNPs with rare alleles. Therefore, it is suggested that confidence intervals of $D'$ should be used rather than the $D'$ value itself (Gabriel et al. 2002) to measure the extent of LD.

The measure $r^2$ is defined as

$$r^2 = \frac{D^2}{P_aP_bP_{a}P_{b}}.$$  

$r^2$ reaches 1 when only two gametes are observed. In this case, observation at one marker provides complete information about the other marker. Values less than 1 are easily interpretable as the amount of information provided by one locus about the other. $r^2$ is a more relevant measure for association studies because there is a simple relationship between $r^2$ and the sample size required to detect association between a phenotype and marker locus (Pritchard et al. 2001). Suppose an LD of $r^2$ was measured between a causal locus and a nearby marker locus. Then, to achieve the same power to detect association at the marker locus as we would have at the causal locus, we need to increase our sample size by a factor of $1/r^2$ (Pritchard et al., 2001).

Significance testing for $D$ can be conducted as the testing for independence in a $2 \times 2$ contingency table. The usual methods for this type of test are a chi-square test, likelihood ratio test, or Fisher’s exact test. More detailed information about the test can

When only genotype data in diploid individuals are available and the gametic phase is unknown, family recruitment or experimental methods may help to estimate the phase in diploid data. However, these methods are currently time consuming and expensive. Under the assumption of random mating in which genotypic frequencies are assumed to be products of gametic frequencies, it is possible to obtain the maximum likelihood estimates of gametic frequencies using EM algorithm (Excoffier et al., 1995). With the estimated gametic frequencies, we can proceed with the standard LD calculations described above. If the assumption of random mating might not be valid for a certain population, alternative Bayesian methods for haplotype construction that are relatively robust to deviations of the random mating assumption (Stephens et al. 2001) or composite genotypic disequilibrium measures (Weir 1996) can be considered. Schaid (2004) extended the composite LD measure to the multiple alleles for two loci.

1.2.2 Multilocus LD measures

Multilocus LD measures can provide information about simultaneous allele associations among multiple loci which pairwise LD measures cannot. To compensate for this limitation, all pairwise LD values between multiple loci can be summarized. For example, Hedrick (1987) proposed a weighted sum of pairwise $D'$ values to describe multilocus LD but this quantity remains difficult to interpret.
Homozygosity of haplotypes (i.e. the probability of selecting two identical haplotypes at random from the population) is suggested as a measure of multilocus disequilibrium (Sabatti et al., 2002). An excess of either homozygosity or heterozygosity signals a departure from the gametic phase equilibrium. Haplotype homozygosity can measure haplotype specific LD. Extension of this method was used as a test for detecting positive selection (Sabeti et al., 2002).

Nothnagel et al. (2002) proposed an entropy-based a multilocus LD measures ($\varepsilon$) which is based on the entropy difference between entropy of haplotype distribution under linkage disequilibrium and that under linkage equilibrium. It is defined as follows. For $n$ bi-allelic loci such as SNPs, let $p_j$ denote the major allele of the $j$th SNP, $j = 1, 2, .., n$. Suppose that $m$ haplotype are observed among $2^n$ possible haplotypes. Then the entropy of the observed haplotype distribution is defined as:

$$H = -\sum_{i=1}^{m} q_i \log q_i ,$$

where $q_i$ denotes the frequency of haplotype $i$.

Under the linkage equilibrium, the frequency of any haplotype $k$ can be calculated using the formula

$$q_k^E = \prod_{j=1}^{n} p_j^{I^j_k} (1 - p_j)^{1-I^j_k} ,$$

where $I^j_k = 1$ if the allele on haplotype $k$ at the $j$th SNP is the major allele, otherwise it is 0.

The corresponding entropy under the linkage equilibrium is then

$$H^E = -\sum_{k=1}^{2^n} q_k^E \log(q_k^E) .$$
The difference between expected and observed entropy, $H_E - H$, is a measure of the sequence’s deviation from its linkage equilibrium. In order to scale the multilocus LD measure between 0 and 1, the authors then defined normalized entropy as following:

$$
\epsilon = \frac{H_K - H}{H_E}
$$

The authors showed that $(H_K - H)$ is approximately equal to $\frac{1}{2} r^2$ using Taylor expansion to order 2.

The Graphical modeling of the joint distribution of alleles at associated loci proposed by Thomas et al. (2004) is an interesting approach to measure the multilocus linkage disequilibrium. Most approaches to describing LD impose constraints on physical location and characterize LD in terms of contiguous and mutually exclusive genetic regions such as haplotype blocks. Such approaches are effective in describing LD in large genetic regions where recombination and spatial relationships dominate. However, on the fine scale, the mutation process is also important and creates associations between loci that are independent of the physical ordering. The unique idea of this approach is that it allows for non-contiguous and overlapping LD groups.

A Bayesian approach analyzing multilocus data to assess departures from equilibrium is suggested by Ayres et al. (2001). A Markov chain Monte Carlo (MCMC) algorithm is employed to approximate the posterior probability distributions of disequilibrium parameters. Some advantages of their approach are that the uncertainties in parameter estimates can be easily assessed in terms of probabilities and that it can incorporate background knowledge to improve the precision of inferences.
1.2.3 Model-based LD measures and estimation of recombination rates

Pairwise or multilocus LD measures discussed in section 1.2.1 and 1.2.2 can be regarded as summary statistics for the patterns of observed LD. The approximate moments of these summary statistics are known under standard neutral model (Kimura and Ohta 1971; Hill 1974a, 1974b). Although these measures are widely used to describe the patterns of LD, one disadvantage is that there is no direct relationship between them and biological mechanism of interest, such as the underlying recombination rate (Li and Stephens, 2003). However, methods based on explicit evolutionary models can be useful for analyzing patterns of LD across multiple loci and estimating population recombination rates.

The most successful current approaches to fit statistical models to patterns of LD and to estimate recombination rate are based on the framework of coalescent theory (Kingman 1982). In models based on the coalescent theory, the key determinant of the extent of LD is the population recombination rate \( (\rho = 4N_e r) \) which is the product of the recombination rate per base pair \( r \) and the effective population size \( N_e \). Assuming a constant population recombination rate \( \rho \) from sequence variation data from a region of interest, the ideal approach is to estimate \( \rho \) by calculating the full likelihood curve of \( \rho \). However, since full likelihood methods are too computationally intensive and practically impossible for many large datasets, approaches using approximate likelihood methods have been proposed. The assumption of constant recombination rate can be relaxed to adjust for variable recombination rates across the genome.
Hudson (2001) suggested an ad hoc method in which one calculates the likelihood curve for all pairs of segregating sites and then multiplies together all these curves, assuming the independence of pairs. Extension of this method is used for models of gene conversion (McVean et al., 2002), variable recombination rates (McVean et al., 2004), and recurrent mutation (McVean et al., 2002). Fearnhead and Donnelly (2001) is based on dividing the region of interest into sub-regions, calculating the likelihood curve for each sub-region, and then multiplying all the sub-regions together. Li and Stephen (2003) developed a statistical model which directly relate patterns of LD to the underlying recombination process. This method considers each haplotype in an order and attempts to construct it as a mosaic of previously considered haplotypes. It is based on the conditional likelihood of the type of $i$th haplotype given the types of the first $i-1$ haplotypes. A likelihood is then constructed by multiplying these approximate conditional likelihoods together.

1.2.4 Haplotype-specific LD and signatures of positive selection

Most multilocus LD measures discussed in section 1.2.2 describe the general LD for an array of several haplotypes within a chromosomal region and provide a single value for the strength of LD. However, each haplotype may have its own evolutionary history and one may be interested in the LD structure of a specific haplotype. For example, assessing the relative frequency of a particular haplotype and the extent of LD around the variants can provide a signal for positive selection. The logic behind this strategy is following: Under neutral evolution, new mutations require a long time to reach high frequency in the
population, and LD around the mutations will decay substantially during this period because of recombination. As a result, common alleles will typically be old and will be found on smaller haplotype blocks. On the other hand, rare alleles may be either young or old and are associated with either small or large haplotype blocks.

A variety of genetic signatures of positive selection have been described (Bamshad et al. 2003). These include an excess of rare variants (indicating a selective sweep followed by the accumulation of new, rare mutations), large allele frequency difference among populations (indicating differential effects of selection in some but not all of the populations), and an unusually long haplotype given its high frequency. The LRH (long-range haplotype) test is the implementation of third signature (Sabeti et al., 2002). In the LRH test, one measures multilocus LD at a distance $x$ from the core region by calculating the extended haplotype homozygosity (EHH). EHH is defined as the probability that two randomly chosen chromosomes carrying the core haplotype are homozygous at all SNPs for the entire interval from the core region to the point $x$. EHH thus detects the transmission of an extended haplotype without recombination. By applying the LRH test, G6PD (Glucose -6-phosphate dehydrogenase) gene and CD40 ligand gene carrying common variants implicated in resistance to malaria were identified as regions that have undergone positive selection or partial selective sweeps. (Sabeti et al., 2002).
1.3 Application of LD in association mapping

In the past decades, mapping disease causing variants using LD between a set of markers and disease phenotype has been popular since this approach has the potential to locate complex disease genes by effectively incorporating the recombination events accumulated throughout many past generations. This enthusiasm has been escalated by the discovery of millions of SNPs. LD mapping using SNPs is now an important strategy for mapping genes involved in complex common diseases.

1.3.1 Complex disease

Although biomedical research has accelerated its pace in the past decades, the root causes of common human diseases remain largely unknown. The clustering of such diseases among family members indicates that common human diseases have some genetic basis to susceptibility. Identifying the causal genes or variants would represent an important step in the path towards improved prevention, diagnosis, and treatment of diseases.

The first genetic diseases to be studied in humans were fairly simple, monogenic, rare at the population level, and highly penetrant disorders that obey the rules of Mendelian inheritance. In contrast, most common complex human diseases such as heart disease, cancers, diabetes are influenced by genetic variations at several loci in the genome, each of low penetrance. In addition, environmental factors, interactions between genes and environments, and interactions among genetic variants at different loci (epistasis) are all likely to be important for complex disease.
The classical method to identify loci contributing to disease is the linkage analysis, in which data are collected from affected families. In linkage analysis, genomic regions that co-segregate with the disease are identified in independent families or an extended pedigree. However, the resolution of linkage analysis is low and typically on the order of a few cM, which may correspond to several Mb of DNA, and 100s or 1000s of genes in terms of human genome.

In order to narrow the interval in which disease gene(s) might lie, other methods were considered, and one of them was by the analysis of linkage disequilibrium (LD). This approach makes use of many opportunities for crossovers between markers and the disease locus over many generations since the first appearance of the mutation. Therefore, it’s possible to narrow the interval around the disease locus by detecting an indirect association, through LD, between nearby marker(s) and the disease locus. Even the disease-related variants that are not genotyped would be assayed indirectly through LD with nearby markers. This is known as LD mapping. In order for this strategy to be successful, we need to understand the levels and general patterns of background LD. In particular, we need to gain some insight into how far usable levels of disequilibrium extend in the human genome, and how much variation of LD exists among regions and populations.

1.3.2 Empirical patterns of LD in the human genome

In the past 10 years, there have been a number of studies reporting the empirical patterns of human genome that characterize the extent and range of LD. (Huttley et al., 1999;
Abecasis et al., 2001; Reich et al., 2001; Hinds et al. 2005). In most studies of LD among SNPs, the major conclusions are as follows. First, there’s considerable variation in the pattern and extent of LD between different regions and populations and thus it will be difficult to predict LD from one region to another. There are reports of strong LD between markers that are separated by distances of > 100 kb. In contrast, a number of studies reported weak LD at much shorter distances. Abecasis et al. (2001) estimated that physical distance could account for less than 50% of the variation in LD in their study, suggesting that the remaining variation was probably due to a combination of drift, demographic factors, selection, and variable rates of mutation, recombination, gene conversion, and inherent stochastic nature of LD. Second, non-African populations typically show lower nucleotide diversity and higher LD than African populations.

Despite the apparent complexity of observed patterns of LD, several studies have proposed that the underlying structure of LD in the human genome can be described using a relatively simple framework in which the genomic regions can be divided into a series of discrete haplotype blocks and neighboring blocks are separated by regions of recombination hotspots (Daly et al., 2001; Jeffreys et al., 2001; Gabriel et al., 2002). The haplotype block model has rapidly gained popularity as it offers important implications for association mapping. In theory, if one could identify the haplotype blocks across the genome and carefully choose informative subsets of SNPs (tagSNPs) from each block, the disease association studies could use them without much loss of power. In response to this idea, the international HapMap project was initiated and has already provided information on the patterns of variation and linkage disequilibrium for more than 3
million SNPs and has led to the development of many statistical methods using the SNP data. Results for a similar genome-wide survey of linkage disequilibrium including ~1.5 million SNPs have been reported (Hinds et al., 2005).

1.3.3 Haplotype blocks and some potential problems

The haplotype-block model is expected to capture the underlying structure of LD. Thus, quite a large range of methods for defining haplotype blocks have been proposed so far. These methods can be broadly classified into two main groups: (1) methods that define blocks with limited haplotype diversity (Daly et al. 2001; Patil et al. 2001; Dawson et al. 2002; Zhang et al. 2002a) and (2) methods that utilize pairwise disequilibrium measures and identify recombinational hotspots (Gabriel et al. 2002; Wang et al. 2002).

Daly et al. (2001) compared the observed heterozygosity with expectation under linkage equilibrium in sliding windows in order to search for regions of low haplotype diversity. They also estimated a haplotype transition probability $\theta$ (“historical recombination rate”) for ancient haplotypes and the frequency of the major haplotypes within each block using a hidden Markov model, where $1 - \theta = D'$. Patil et al. (2001) were the first to describe the haplotype block structure of an entire chromosome (chromosome 21). Their method chose blocks by limiting the number of hSNPs via a greedy algorithm. Dawson et al. (2002) used both $D'$ and a reduced haplotype diversity criterion. Zhang et al. (2002a) applied an alternative algorithm called a dynamic programming algorithm to the same data as Patil et al. (2001)’s. Their results were somewhat more parsimonious than Patil et al. (2001)’s. Gabriel et al. (2002) defined
blocks as sets of consecutive sites between which there is little or no evidence of historical recombination. More specifically, their method was based on a composite of local $D'$ values. It generated 95% confidence bounds on $D'$ rather than point estimates of $D'$ because $D'$ values are known to fluctuate upward when sample size is small or rare alleles are examined. Wang et al. (2002) used an adaptation of the four-gamete test (FGT) (Hudson et al. 1985). In their method, the frequencies of the 4 possible haplotypes for each marker pair were computed. If all 4 haplotypes are observed with at least frequency 0.01, a recombination is deemed to have taken place. Blocks were formed by consecutive markers where only less than or equal to 3 haplotypes are observed.

Haplotype blocks (i.e. regions of low haplotype diversity and high LD interspersed by recombination hotspots) have been empirically identified and proposed to constitute a ubiquitous feature of the genome. Characterization of haplotype blocks can provide association studies with a shortcut to screening chromosomal regions to find disease causing variants by using haplotype-tagging SNPs. However, the potential benefits of haplotype blocks may be challenged by concerns regarding their consistency due to the arbitrary choice of block definition, marker density, allele frequency, choice of thresholds in different block definitions, and sample size. Nevertheless, the consensus findings from many groups is that denser marker maps, larger sample sizes, more stringent thresholds, and use of common variants tend to lead to shorter blocks. The size and boundaries of generated blocks could have impact on the downstream analysis of association studies and influence the design of fine mapping of disease causing variants. Thus, the haplotype block model might provide a simple and intuitive way for capturing some of prominent
patterns of LD and the proposal of taking advantage of haplotype blocks in designing genetic association studies is a welcome step forward, but they are not panacea for the field of human complex disease studies (Zeggini et al., 2005; Lawrence et al., 2005).

1.3.4 Tag SNPs for association studies

The block-like LD pattern and redundancy among SNPs can maximize the efficiency in the laboratory while minimizing loss of information by selecting most informative subset of SNPs (tagSNPs) for genotyping association studies. A number of methods for selecting tagSNPs make explicit use of haplotype blocks, but some methods select tagSNPs without identifying haplotype blocks first. There are two main definitions of tag SNPs based on (1) fraction of common haplotypes distinguished by tag SNPs (Patil et al., 2001; Clayton 2001); (2) pairwise LD measure $r^2$ (Carlson et al., 2004).

Patil et al. (2001) and Clayton (2001) consider a set of tagSNPs as the minimum set of SNPs that can uniquely distinguish at least $\alpha$ percentage of all the observed haplotypes in each block. In Carlson et al. (2004), all SNPs above the MAF threshold are first selected in a candidate gene region and then the single SNP exceeding $r^2$ threshold with the maximum number of other SNPs is identified. This maximally informative single SNP and all other SNPs are grouped as a bin of associated SNPs. Because the bin is initially ascertained using a single SNP, all pairwise $r^2$ within the bin is re-evaluated, and any SNP exceeding threshold $r^2$ with all other SNPs in the bin is specified as tagSNPs for the bin. Thus, one or more SNPs within a bin are specified as tagSNPs and only one tagSNP would need to be genotyped per bin.
Although the idea of tagSNPs makes it possible to survey substantial fractions of human variation in a cost-effective manner by using a carefully selected subset of all SNPs, there must inevitably be a reduction in the power of tests of association compared to using all SNPs. Several investigators assessed the loss in power when various tagSNP approaches are followed, with different conclusions. Zhang et al. (2004) showed that the use of tagSNP that retain haplotype diversity can result in considerable loss in power of association tests, especially when the causal marker has low frequency. Loss of power is minimized when the difference between minor allele frequencies of the causal SNP and a closely associated marker SNP is small. Phase I HapMap project emphasized the use of common SNPs, and the statistical association between common SNPs and rare disease-causing alleles is usually weaker than that for SNPs whose frequencies closely match the disease allele frequency. Phase II HapMap represents rare variation better than the Phase I HapMap. de Bakker et al. (2005) examined the power under the scenario of rare causal allele and concluded that exhaustive haplotype testing which tests all local haplotypes can improve power for less common causal alleles but are neutral or reduce power when the causal SNP is common. de Bakker et al. (2006) also looked at how well the HapMap tagSNPs can cover common variants in other non-HapMap populations (i.e. tag transferability across populations). Good coverage and high power were achieved using HapMap tagSNPs for non-HapMap populations.
1.4 Consideration of high order linkage disequilibrium

For the assessment of the background levels of LD, measuring multilocus LD may be more advantageous than measuring LD between pairs of markers because the combined analysis of all pairwise LD measures across a region cannot detect simultaneous allele associations among multiple markers. Various multilocus LD measures are reviewed in section 1.2.2. One common property of those methods is to summarize the data with a single multilocus LD measure by first calculating the difference between observed state and the expected one under linkage equilibrium and then normalizing it to allow comparison across different regions and populations. The extent of normalized difference between observed state and the expected state is regarded as the degree of overall departure from linkage equilibrium.

Although those methods overcome the limit of pairwise LD measures by considering joint multilocus LD, they do not distinguish the type and structures of multilocus LD, such as how much multilocus LD is due to LD between marker pairs and how much due to higher orders. For example, if we consider \( p \) SNPs simultaneously, there are \( 2^p - (p+1) \) LD terms of varying orders that need to be considered to fully characterize the LD structure in them. In Chapter 3, we estimate the contribution of various orders of LD to the total multilocus LD in each sliding window of \( w \) markers. In Chapter 4, we test the significances of two- and three-locus LD via asymptotic chi-square distribution and a resampling method for all three combinations of markers. Methods were developed for testing for linkage disequilibria among more than two neutral loci.
(Hill 1975, 1976; Smouse 1974; Weir 1996). We first review those methods, and focus the discussion on testing for three-locus disequilibrium.

1.4.1 Two concepts of no three-locus disequilibrium
When considering three biallelic SNPs of $M_1$, $M_2$, $M_3$ with alleles $a$, $A$; $b$, $B$; and $c$, $C$, there are eight possible haplotypes. Each haplotype frequency can be expressed in terms of three allelic frequencies $P_A$, $P_B$, $P_C$, three two-locus disequilibrium measures ($D_{AB}$, $D_{BC}$, $D_{AC}$) and a measure of additional disequilibrium among three loci ($T$):

\[
\begin{align*}
P_{ABC} &= P_A P_B P_C + P_A D_{BC} + P_B D_{AC} + P_C D_{AB} + T \\
P_{Abc} &= P_A P_b P_c + P_A D_{BC} - P_b D_{AC} - P_c D_{AB} + T \\
P_{aBc} &= P_a P_B P_c - P_a D_{BC} + P_B D_{AC} - P_c D_{AB} + T \\
P_{abc} &= P_a P_b P_c - P_a D_{BC} - P_b D_{AC} + P_c D_{AB} + T \\
P_{ABc} &= P_A P_B P_c - P_A D_{BC} - P_B D_{AC} + P_c D_{AB} - T \\
P_{aBc} &= P_a P_B P_c - P_a D_{BC} + P_B D_{AC} - P_c D_{AB} - T \\
P_{abc} &= P_a P_b P_c + P_a D_{BC} + P_b D_{AC} + P_c D_{AB} - T \\
P_{Abc} &= P_A P_b P_c + P_A D_{BC} - P_b D_{AC} - P_c D_{AB} - T
\end{align*}
\]

Two different notions of independence at the level of three loci have been used. The first concept of three-locus equilibrium is expressed by the null hypothesis $H_0 : T = D_{ABC} = 0$. There is a quite large literature on using this three-locus disequilibrium coefficient ($D_{ABC}$) for formulating multilocus association (Bennett 1954;
Thompson and Baur 1984; Robinson 1991; Long 1995; Weir 1996) and various approaches have been suggested for testing \( H_0 : T = D_{ABC} = 0 \) (Lancaster 1951; Weir 1996).

Although this concept has been commonly used, specifying the null hypothesis as \( H_0 : T = D_{ABC} = 0 \) has problems. First, haplotype frequency distribution under the null hypothesis can have negative frequencies. Second, the range of possible values for \( D_{ABC} \) may not include zero when some haplotypes are not observed. Thompson and Baur (1984) showed the minimum and maximum values \( D_{ABC} \) can take for the given allele frequencies and pairwise disequilibrium coefficients.

\[
L \leq D_{ABC} \leq U
\]

where

\[
L = \max \left\{ -P_0(ABC), -P_0(ABC), -P_0(abC), -P_0(abC) \right\}
\]

\[
U = \min \left\{ P_0(ABc), P_0(AbC), P_0(aBC), P_0(abc) \right\}
\]

and \( P_0(ABC), \ldots, P_0(abc) \) denote haplotype frequencies without the term (T) for three-locus disequilibrium. Both \( L \) and \( U \) can be positive or negative. For example, suppose that only two out of eight possible haplotypes are observed with their frequencies of \( P_{ABC} = 0.3 \) and \( P_{abc} = 0.7 \). In this case, both min \( D_{ABC} \) and max \( D_{ABC} \) are 0.084 and zero is not included in the range. Therefore, testing the null as \( H_0 : T = D_{ABC} = 0 \) may not be appropriate.
The second concept to define no three-locus association was initially proposed by Bartlett (1935). No three-locus association occurs when \( T \) (denoted as \( Z_{ABC} \)) assumes a value which satisfies the following condition:

\[
(P_{ABc} P_{abc} P_{abC} P_{ABC}) = (P_{ABc} P_{abc} P_{abC} P_{ABC})
\]

This condition means the association between, say, A and B should be the same in the chromosome having C as c. This condition is symmetric among the loci as following.

\[
\frac{P_{ABc} P_{abc}}{P_{ABc} P_{abc}} \iff \frac{P_{ABc} P_{abc}}{P_{ABc} P_{abc}} \iff \frac{P_{ABc} P_{abc}}{P_{ABc} P_{abc}} = \frac{P_{ABc} P_{abc}}{P_{ABc} P_{abc}}
\]

Since there is no explicit solution for \( Z_{ABC} \), it should be obtained using an iterative procedure such as the one suggested by Fienberg (1970). In order to avoid some problems in the first concept, we use the second concept of no three-locus disequilibrium and test for three-locus disequilibrium in Chapter 4.

### 1.4.2 Several asymptotic tests for three-locus disequilibrium

In this section, we review several asymptotic tests for three-locus disequilibrium in the literature. Lancaster (1951) suggested to use 4 df statistic which asymptotically follows chi-square (4 df), in order to test the hypothesis of global equilibrium

\[
(H_0 : P_{ABC} = P_A P_B P_C).
\]

The 4 df statistic was partitioned into three 1 df chi-square statistic terms for testing two-locus equilibrium \( (H_0 : D_{AB} = D_{AC} = D_{BC} = 0) \) and one 1 df chi-square statistic term for testing three-locus equilibrium \( (H_0 : D_{ABC} = 0) \):

\[
\chi^2_L = N\left(\frac{(\hat{P}_{ABC} - \hat{P}_A \hat{P}_B \hat{P}_C)^2}{\hat{P}_A \hat{P}_B \hat{P}_C} + \ldots + \frac{(\hat{P}_{abc} - \hat{P}_a \hat{P}_b \hat{P}_c)^2}{\hat{P}_a \hat{P}_b \hat{P}_c}\right) = N(r_{AB}^2 + r_{AC}^2 + r_{BC}^2 + r_{ABC}^2)
\]
where

\[
\begin{align*}
\hat{r}_{AB}^2 &= \frac{\hat{D}_{AB}^2}{\hat{p}_A \hat{p}_a \hat{p}_B \hat{p}_b} \\
\hat{r}_{AC}^2 &= \frac{\hat{D}_{AC}^2}{\hat{p}_A \hat{p}_a \hat{p}_C \hat{p}_c} \\
\hat{r}_{BC}^2 &= \frac{\hat{D}_{BC}^2}{\hat{p}_B \hat{p}_b \hat{p}_C \hat{p}_c} \\
\hat{r}_{ABC}^2 &= \frac{\hat{D}_{ABC}^2}{\hat{p}_A \hat{p}_a \hat{p}_B \hat{p}_b \hat{p}_C \hat{p}_c}
\end{align*}
\]

and \( \hat{D}_{ABC} = \hat{p}_{ABC} - \hat{p}_A \hat{D}_{BC} - \hat{p}_B \hat{D}_{AC} - \hat{p}_C \hat{D}_{AB} - \hat{p}_A \hat{p}_B \hat{p}_C \). However, the partition due to Lancaster (1951) has been criticized on some grounds. The three two-locus disequilibria are not independent and this is missed by the partitioning. Plackett (1962) argued that Lancaster’s criterion was not strictly a test of three-locus association.

Weir (1996) proposed an explicit test statistic for the three-locus disequilibrium:

\[
\chi^2_w = \frac{\hat{D}_{ABC}^2}{\text{Var}(\hat{D}_{ABC})}
\]

The approximate variance of \( \hat{D}_{ABC} \) was obtained from Fisher’s formula:

\[
\text{Var}(\hat{D}_{ABC}) = \frac{1}{N} \{ p_A p_a p_B p_b p_C p_c + 6 D_{AB} D_{AC} D_{BC} \\
+ p_A p_a [(1 - 2 p_B)(1 - 2 p_C) D_{BC} - D_{BC}^2] \\
+ p_B p_b [(1 - 2 p_A)(1 - 2 p_C) D_{AC} - D_{AC}^2] \\
+ p_C p_c [(1 - 2 p_A)(1 - 2 p_B) D_{AB} - D_{AB}^2] \\
+ D_{ABC} [((1 - 2 p_A)(1 - 2 p_B)(1 - 2 p_C) - 2(1 - 2 p_A) D_{BC} \\
- 2(1 - 2 p_B) D_{AC} - 2(1 - 2 p_C) D_{AB} - D_{ABC}]]}
\]
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To test the null hypothesis $H_0: T = D_{ABC} = 0$ with chi-square statistic, $D_{ABC}$ is set to zero and all other terms are replaced by their observed values. The problem with Weir (1996) is that if some of the haplotypes are unobserved in the sample, we may get negative three-locus variance under the null hypothesis $H_0: T = D_{ABC} = 0$.

Brown (1975) suggested a slightly different chi-square test using the second concept of no three-locus disequilibrium. $Z_{ABC}$ satisfying the condition of Bartlett (1935) can be estimated first.

$$\hat{Z}_{ABC} = p_A D_{BC} - p_B D_{AC} - p_C D_{AB} - p_A p_B p_C,$$

where $p_{ABC}$ denote an adjusted haplotype frequency obtained using an iterative procedure (Fienberg 1970). Then, an approximate variance of $\hat{Z}_{ABC}$ can be computed by plugging $\hat{Z}_{ABC}$ into the formula for $\text{Var}(\hat{D}_{ABC})$. A test statistic under the null ($H_0: T = Z_{ABC}$) is calculated and compared with the chi-square distribution.

$$\chi^2 = \frac{\hat{Z}_{ABC}^2}{\text{Var}(\hat{Z}_{ABC})}$$

Contrary to $\text{Var}(\hat{D}_{ABC} | T = D_{ABC} = 0)$, $\text{Var}(\hat{Z}_{ABC} | T = Z_{ABC})$ is always positive even if some haplotype frequencies are zero.

A likelihood ratio test statistic which asymptotically follows chi-square distribution can also be used to compare two competing models (Hill 1975, 1976).

$$2N \sum_{i,j,k} P_{ijk} \log \left( \frac{P_{ijk}}{P_{ijk}} \right)$$
If the number of observed haplotypes is small, a problem arises because some of $P_{ijk}^*$ converges to zero using the iterative procedure (Fienberg 1970). To detour this problem, we may define 0/0 as zero since $P_{ijk}$ is zero if $P_{ijk}^*$ converges to zero.

Smouse (1974) proposed a log-linear approach to make inferences about the multilocus linkage disequilibrium. In his log-linear approach, a series of multiplicative models which include different numbers of disequilibrium terms are first constructed. Then, the difference in deviances for two models that differ only by whether a particular disequilibrium term is included provides a chi-square test statistic for that term. The total disequilibrium is partitioned into various components corresponding to two-locus, three-locus, and higher order disequilibria.
1.5 Outline of Research

The preceding sections have shown that characterizing the patterns of LD has been an important issue in mapping complex disease genes since there is a great potential for fine mapping of disease variants using the LD based mapping methods. Various approaches such as pairwise, multilocus, model-based LD measures have been developed to describe the LD pattern. Recently, the concept of haplotype blocks has simplified the complex empirical patterns of LD and carefully selected tagSNPs from the blocks have been used for many genetic association studies. Also, recent evidences of hotspots and cold spots of recombination have suggested that haplotype-based methods may play a key role in the study of common complex diseases. However, not much attention was given to the underlying structure of multilocus LD, such as pairwise LD between marker pairs and higher order LD among more than two markers, when considering haplotype-based methods. For example, if we consider a haplotype consisting of \( p \) SNPs, there are \( 2^p - (p + 1) \) LD terms of varying orders that need to be considered to fully characterize the complete LD structure in them. Better understanding of the detailed structure of multilocus LD can be useful in designing powerful statistical methods for disease gene mapping. Therefore, the objectives of this thesis are to propose a multilocus LD measure using the framework of multiple order Markov Chain (MOMC) model which was initially proposed by Feng (2004) and to demonstrate its utility in characterizing the local LD pattern and providing more detailed information about multilocus LD structure in the human genome from the HapMap project.
To this end, the thesis is structured as follows. Chapter 2 introduces a novel approach of characterizing the LD pattern on a chromosome region using multiple order Markov Chain (MOMC) models and a dynamic window algorithm. To illustrate our approach, we detect haplotype blocks and recombination hotspots in the *Drosophila* data of DeLuca et al. (2003) and ENm010 region (chromosome 7p.15) from the HapMap project and compare them with those detected by two other common approaches. In Chapter 3, we employ the same model (MOMC) as a statistical framework to measure the extent of the overall departure from linkage equilibrium, called the total multilocus LD, in a chromosome region and partition it into various orders of LD due to two-, three-locus association, and so on. We also explore the relationship between different orders of LD and different orders of MC models. Since the MOMC models consider consecutive markers in sliding windows, the association among markers distantly spaced cannot be captured. Therefore, in Chapter 4 we consider all combinations of three markers and test for the significances of two- and three-locus associations at each set of three SNPs by adopting the ideas from Hill (1975, 1976) and Long et al. (1995). The results of systemic survey of two- and three-locus disequilibria in one ENCODE region are presented in 3 dimensional LD plots which enable us to identify the regions where 2-locus or 3-locus disequilibria among multiple markers stand out after a FDR adjustment for multiple testing. Finally, Chapter 5 provides general discussion and conclusions of the main results. Advantages as well as limitations of the approaches are discussed and some potential problems for further studies are addressed.
Chapter 2

Modeling the Local Linkage Disequilibrium Pattern by Multiple Order Markov Chains and Dynamic Window Algorithm

2.1 Introduction

Testing for the presence of LD and measuring its value have received a great deal of attention from many research groups studying the human genome. The first studies of LD were mainly in the context of population genetics. For example, the disequilibrium between markers was used to assess the age of various populations. These days, measures of LD have been rediscovered as a tool for disease mapping in which LD between an unknown disease locus and a known set of markers is investigated (Sabatti et al. 2002). The pattern of local LD along a chromosome has been studied extensively to assist in designing genetic association studies.

Recent findings on the pattern of LD reveal a block-like LD structure in which LD decreases very little with distance between markers and the diversity of haplotypes is limited concomitantly. Between these blocks, however, LD is observed to decay rapidly.
with physical distance (Daly et al. 2001; Patil et al. 2001; Abecasis et al. 2001; Reich et al. 2001; Gabriel et al. 2002; Dawson et al. 2002; Clark et al. 2003; McVean et al. 2004).

These blocks can be applied to several situations. First, the existence of haplotype block structure has significant implications for association-based methods for mapping disease genes (Wall et al. 2003). Common haplotypes within a block can be used as a multi-allelic marker. They would increase heterozygosity and power for disease association when compared to single SNP markers (Morris et al. 2002; Zhang et al. 2002 a; Klein et al. 2005). Second, if the diversity of haplotypes within blocks is low, these haplotypes can be differentiated by haplotype tagging SNPs (htSNPs). Within a haplotype block, the correlation between neighboring SNPs is sufficiently high to ensure that a few htSNPs can describe the common haplotypes over a substantial range. The use of htSNPs can reduce the number of SNPs that might be tested in either a candidate gene association study or a genome-wide association scan, and thus enables a study of larger populations with reduced genotyping cost (Chapman et al. 2003; Weale et al. 2003; Stram et al. 2003; Carlson et al. 2004). On the other hand, outside of a haplotype block, neighboring SNPs may be essentially uncorrelated and thus study of the region requires nearly all the SNPs in these intervals. Hence, blocks suggest where SNPs should be spaced denser or sparser in genomewide studies. Third, blocks themselves are interesting features of human genomic structure. The discovery of blocks suggests that the recombination events do not occur with uniform probability along the genome (Nothnagel et al. 2002).
A variety of methods to summarize the local LD pattern have been proposed recently and most of them define the block-like structure of LD. In this study, we propose a new haplotype block finding method using multiple order Markov Chain models and a dynamic window algorithm. A slightly modified BIC (i.e. the likelihood of the data minus a penalty for model complexity) is used as a test statistic to evaluate competing models associated with Markov Chain models of different orders. A dynamic window algorithm is designed to compensate for limitations of a fixed window size approach. The extent of LD for consecutive two markers is expressed in terms of the order of Markov Chain, with high MC order indicating high LD and MC 0 indicating linkage equilibrium. The determined MC order for adjacent markers provides convenient profiles to describe the LD pattern along a chromosome. We apply our method to the Drosophila data of DeLuca et al. (2003) and to the phased haplotype data in ENm010 region (chromosome 7p15.2) from the HapMap project (The International HapMap Consortium 2005). The blocks and recombination hotspots found by our method are in general good agreement with $D'$ method (Gabriel et al. 2002) and four-gamete test method (Wang et al. 2002). All three methods provide evidence for a block-like organization of the genetic variation in the region. However, thorough comparison of block characteristics determined by three different methods reveals that there’s no consistency among them.
2.2   Methods

2.2.1   Multiple order Markov Chain (MOMC) Models and Likelihood

In this section, we formulate our statistical model and elaborate its theoretical foundation. The model was initially proposed by Feng (2004). We consider a population in Hardy-Weinberg equilibrium. Our current method assumes that phased haplotypes are available and there are no genotyping errors. The phased haplotype data can be obtained either from laboratory techniques such as long-range PCR or chromosomal isolation (Michalatos-Beloin et al., 1996; Douglas et al., 2001) or reconstructed from diplotype data by some statistical or computational methods (Clark et al., 1990; Excoffier et al., 1995; Niu et al., 2002).

A Markov chain is a probabilistic model that can be used to represent dependencies between successive observations of random variables. In this paper, we consider each SNP as a discrete random variable \((M_i)\) taking values in the finite set \(\{0, 1\}\). For the first-order Markov chain model, denoted as MC1, an observation at a marker depends only on the observation of its adjacent marker on the left or right and is independent of others. Similarly, for the \(r\)th order Markov chain mode, denoted as MC\(r\), an observation at a marker, say \(M_i\), depends on the observations of previous \(r\) markers from \(M_{i-r}\) to \(M_{i-1}\), for example. The Markov chain model applied in this study is non-homogenous in that all transition probabilities from one state to another state are locus-specific (or marker-specific).
Consider a dataset containing $N$ independent phased haplotypes of a number of markers from a natural population. Suppose each phased haplotype $c$ ($c = 1, 2, \ldots, N$) has $L$ SNP markers, with two alleles at each SNP $M_i$ ($i = 1, 2, \ldots, L$) coded as 0 or 1. Let $m_{i,c}$ ($m_{i,c} = 0$ or 1) denote the observed allele of $M_i$ on the haplotype $c$. Let $H(i, r)$ denote the haplotype fragment containing $r$ consecutive markers starting from the $i$th marker (i.e. $M_i, M_{i+1}, \ldots, M_{i+r-1}$). Let $h_c(i, r)$ denote the observed $H(i, r)$ on a particular chromosome $c$.

Note that $h_c(i, r)$ is a $r \times 1$ vector of 0 and 1. Then, $P[H(i, r) = h_c(i, r)]$ represents the population frequency of the specific haplotype fragment $h_c(i, r)$. Let $P[M_i = m_{i,c} | H(i-r, r) = h_c(i-r, r)]$ denote the conditional probability that a marker $M_i$ takes value $m_{i,c}$ ($m_{i,c} = 0$ or 1) given its previous $r$ markers $M_{i-r}, \ldots, M_{i-1}$ taking values $h_c(i-r, r)$. If we assume that the haplotype counts follow a multinomial distribution, the maximum likelihood estimate (MLE) of $P[H(i-r, r) = h_c(i-r, r)]$ is

$$\hat{P}[H(i-r, r) = h_c(i-r, r)] = \frac{[\text{count of } h_c(i-r, r)]}{N}$$

Thus, the conditional probability $P[M_i = m_{i,c} | H(i-r, r) = h_c(i-r, r)]$ can be estimated as

$$\hat{P}[M_i = m_{i,c} | H(i-r, r) = h_c(i-r, r)] = \frac{\hat{P}[H(i-r, r+1) = h_c(i-r, r+1)]}{\hat{P}[H(i-r, r) = h_c(i-r, r)]}.$$ 

We illustrate our model using a small hypothetical dataset in which each chromosome $c$ consists of only 3 SNP markers of $M_1, M_2, M_3$. Let $L_c(MCr)$ be the likelihood of observing $(M_1, M_2, M_3)$ assuming $MCr$ on chromosome $c$. 
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For $C$ independent chromosomes, the likelihood of MC$r$ model is

$$L(MC^r) = \prod_{c} L_c(MC^r)$$

This likelihood will be the same regardless of the orientation to which a Markov chain moves. That is, $L(MC^r)$ calculated from left to right is equal to that calculated from right to left.

There are two types of parameters in the likelihood of MC$r$ model: the $(2^r-1)$ chain initiating probabilities and $2^r \times (\text{window size} - r)$ transition probabilities. Assuming that all the possible haplotypes are observed, the total number of parameters in MC$r$ model will be the sum of two types of parameters (See Table 2.1). MLEs of both types of parameters can be obtained by assuming that the haplotype counts follow a multinomial distribution. Then, the likelihood $L(MC^r)$ is calculated by replacing all parameters with their MLEs. If some of multilocus haplotypes are unobserved due to finite sample size, the associated parameters cannot be estimated and thus 0 will be assigned to them. However, the unobserved haplotypes do not contribute to the likelihood of different orders of MC model by the convention of $0 \times \log(\text{non-negative value}) = 0$ (Liu et al., 2005).
### Table 2.1 Number of parameters in MC $r$ model with $w$ markers

<table>
<thead>
<tr>
<th>$w$</th>
<th>MC 0</th>
<th>MC 1</th>
<th>MC 2</th>
<th>MC 3</th>
<th>MC 4</th>
<th>$\ldots$</th>
<th>MC $r$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>3</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>5</td>
<td>7</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>7</td>
<td>11</td>
<td>15</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>9</td>
<td>15</td>
<td>23</td>
<td>31</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$\ldots$</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$w$</td>
<td>$w$</td>
<td>$2w$-1</td>
<td>$4w$-5</td>
<td>$8w$-17</td>
<td>16w-49</td>
<td>$\ldots$</td>
<td>$(2^r-1)+2^r(w-r)$</td>
</tr>
</tbody>
</table>

Assuming that all the possible haplotypes in a window of size $w$ are observed, this table shows the total number of parameters in MC $r$ model.

#### 2.2.2 Dynamic Window Algorithm

We develop a dynamic window algorithm to find the highest MC order for a genomic region and score for markers in the region. Unlike most sliding window approaches in which the window size is fixed, the dynamic window algorithm dynamically changes the window size when a Markov Chain moves along a chromosome. Specifically, the smallest window size in the algorithm is always two and the largest window size is a pre-defined maximum window size. In this approach, we set the maximum window size to be 15. In theory, an unlimited number of loci can be used as a window size. However, since the haplotype frequencies for long sequences are hard to estimate reliably, the number of loci in a window needs to be limited. Although the number of loci that can be considered at one time is limited by the pre-defined maximum window size, it does not prevent long-range LD from being detected because a long series of the maximum MC order indicates long-range LD region.
Now, we describe the dynamic window algorithm in more detail. For a certain window size of $w$, we compare two models. One is the highest MC order model (MC $w$-1) which we call the full model and the other is the second highest MC order model (MC $w$-2) called the reduced model. If the test statistic (see below) from the reduced model is larger, the algorithm moves to the next marker and the window size is set to be the smallest one. If the test statistic from the full model is larger, the algorithm increases the window size by one by adding one previous marker. If the test statistics from the full model and the reduced model are equivalent, the algorithm chooses the reduced model. By changing the window size dynamically, the algorithm finds the highest MC order that fits the markers in the window and assigns the highest MC order to all markers except the last marker in the window. We intentionally do not assign the highest MC order to the last marker in the window to prevent the assigned MC order from being overridden by the MC order of markers in the next window. The window size keeps increasing until MC order does not increase any more or it hits the maximum window size which we set in advance. The final output of the algorithm is the highest MC order that each consecutive two markers can take. The algorithm is summarized in a flow chart in Figure 2.1.

We use a slightly modified BIC as a criterion to compare two competing models. Using the following definition, the MC model with the larger BIC is chosen in a given window. Let $S(r, i, j)$ denote the test statistic associated with a Markov Chain model of order $r$ for markers from $i$ to $j$.

$$S(r, i, j) = \log(L(MC_{r(i,j)})) - \frac{d^r}{2} \log(n) ,$$
where $L(MCr_{(i,j)})$ is the total likelihood of MC $r$ model computed for markers from $i$ to $j$; $n$ is the sample size. $d_r$ is minimum of $[(2^r - 1) + 2^r (j - i + 1 - r), n_{h(i,j)} - 1]$, where the first term is the theoretically possible number of parameters for MC $r$ model for markers from $i$ to $j$ and the second term is the observed number of haplotypes in a block of markers from $i$ to $j$ minus 1.
Step 1. Initialize $m = 1$, $r = 1$, $R(m) = -100$, where $m = 1, 2, \ldots, M$.

Step 2. Calculate $S(r-1, m-r+1, m+1)$ and $S(r, m-r+1, m+1)$.

If $R(i) \leq r-1$, set $R(i) = r-1$; else, set $R(i) = R(i)$,
where $i = m-r+1, \ldots, m$.

Set $m = m+1$ and $r = 1$.

Go to step 2.

Figure 2.1 Flow chart for a dynamic window algorithm

$M$ is the total number of SNPs in each chromosome. $S(r, i, j)$ denotes a test statistic associated with MC model of order $r$ from SNPs from $i$ to $j$. $R(m)$ denotes the inferred MC order for SNP $m$, where $m = 1, 2, \ldots, M$. $k$ denotes a pre-determined maximum window size.
2.3 Results

2.3.1 Analysis of LD pattern in *Drosophila* Data of DeLuca et al. (2003)

We apply the proposed multiple order Markov Chain (MOMC) model and the dynamic window algorithm to the *Drosophila* data of DeLuca et al. (2003) within the 5.5 kb *Ddc* gene region. We observe some distinctive LD patterns between polymorphic sites throughout the 5.5 kb region. *Ddc* encodes Dopa decarboxylase (DDC), which catalyzes the decarboxylation of L-dopamine to dopamine and 5-hydroxytryptophan to serotonin (Blenau et al. 2001). DDC is required for the production of dopamine and serotonin in the central nervous system and in the hypoderm, where it is necessary for sclerotization and melanization of the cuticle (Lunan et al. 1969). Dopamine and serotonin affect mating behavior, fertility, circadian rhythms, endocrine secretion, aggression and learning and memory (Blenau et al. 2001). DeLuca et al. (2003) investigated whether *Ddc* is associated with variation in individual life span. 36 biallelic markers (31 SNPs, 5 insertion / deletion markers) are genotyped. Using cross-over suppressor stocks in *Drosophila melanogaster*, individual chromosomes are made homozygous and their phases are easily determined. The haplotype data are available by DNA sequencing on 173 *Drosophila* lines derived from the Raleigh population. Markers from 1 to 21 are in the promoter region and their physical positions range from 236 bp to 731 bp. In this region, the markers are separated by 2 to 88 bp. The remaining 15 markers are in the coding region with their physical locations from 758 bp to 4694 bp. The distance between markers in the coding region is greater (1 to 943 bp), compared to marker distances in the promoter region.
Figure 2.2 presents the determined MC orders for 36 biallelic markers. In the Figure, the first point at (1.5, 1) indicates that MC 1 is determined between marker 1 and marker 2, meaning that there’s one-step dependency between these two markers. MC 0 is determined for markers 2 - 4, indicating that there is no significant dependency among these three markers. Although no association is found for markers 2 - 4, 8 - 9, 10-11, 14 – 16 in the promoter region, overall MC order is higher among markers typed in the promoter region than among markers in the coding region. This result may suggest that the extent of LD is higher in the promoter region. Fewer recombination rates in the region may play a role in causing the high LD. Summarizing the LD patterns in this way provides more direct local information than two dimensional pairwise LD plot reported by DeLuca et al. (2003). In their pairwise LD plot, many significant two-locus LD are detected, but direct information on local regions of high LD cannot be obtained easily.
Figure 2.2  LD profile over 36 markers in the *Drosophila* data of DeLuca et al. (2003) in terms of MC order. MC order is determined for markers 1 to 36. Markers from 1 to 22 are in the promoter region and markers from 22 to 36 are in the coding region of Ddc gene. Regions covered by markers 4-8 and markers 11-14 show high MC order, indicating high LD in these regions. Marker positions do not represent their physical distances.

2.3.2 Analysis of one ENCODE region (chromosome 7p15.2) in the HapMap project

We apply the proposed algorithm to the phased haplotype data in ENm010 region (chromosome 7p15.2) downloaded from the HapMap project website. The phased haplotype data were generated using the PHASE v2.1 software and compiled from the genotype data Phase I / rel#16a. The Phase I data include a common SNP (MAF ≥ 0.05) every 5 kb across most of the genome in each population. Across the ten ENCODE
regions, the density of SNPs is one per 279bp on average, which is approximately tenfold higher than the Phase I genome-wide data. Phase I / rel#16a data files contain four files of phased haplotypes corresponding to each of the four populations. Table 2.2 compares the datasets of four populations in chromosome 7p15.2. We focus on SNPs with minor allele frequency (MAF) >= 0.05 in each population.

Table 2.2  Number of SNPs and chromosomes in the datasets of each of four populations in ENm010 region

<table>
<thead>
<tr>
<th></th>
<th>YRI</th>
<th>CEU</th>
<th>HCB</th>
<th>JPT</th>
</tr>
</thead>
<tbody>
<tr>
<td># of SNPs in the original dataset</td>
<td>593</td>
<td>618</td>
<td>508</td>
<td>508</td>
</tr>
<tr>
<td># of SNPs with MAF &gt;=0.05</td>
<td>433</td>
<td>471</td>
<td>322</td>
<td>316</td>
</tr>
<tr>
<td># of chromosomes</td>
<td>120</td>
<td>120</td>
<td>90</td>
<td>88</td>
</tr>
</tbody>
</table>

YRI: 90 individuals (30 parent-offspring trios) from Yoruba in Ibadan, Nigeria
CEU: 90 individuals (30 parent-offspring trios) from Utah, U.S.A.
HCB: 45 Han Chinese in Beijing, China
JPT: 44 Japanese in Tokyo, Japan
Linkage disequilibrium patterns for each population in ENm010 region are depicted in terms of MC order and compared with a recombination plot in Figure 2.3. The recombination plot in the bottom were reported by the International HapMap Consortium (2005, Supplementary Figure 7). In the top four plots, the maximum window size is set to be 15 for the dynamic window algorithm. So, the highest MC order that can be reached is 14. Positions of MC order 0 in top four plots reasonably match with the recombination hotspots in the bottom plot which shows the estimated recombination rate in ENm010 region. In particular, the highest peak near 400 kb in the bottom plot perfectly matches with the locations of MC order 0 in the top four plots. Besides, locations of many medium or low recombination rates in the bottom plot coincide with those of MC order 0 in the top plots. However, there are some regions (e.g. 0 ~150 kb region) where MC order 0 is determined but the same region appears to be complete recombination cold spots in the bottom plot.
Figure 2.3 Comparison of linkage disequilibrium pattern in terms of MC order and recombination rates for four populations in ENm010 region. Positions of MC order of 0 in the top four plots coincide with the recombination hotspots identified in the bottom plot. The bottom plot which was reported by the International HapMap Consortium (2005, supplementary Figure 7) shows the estimated recombination rate in ENm010 (chromosome 7p.15) region. Recombination hotspots are indicated as red triangles.
Figure 2.3 (continued)

The block lengths and chromosomal coverage computed in each population reveals that in these very dense and complete data, most of the sequence belongs to a block-like structure of LD that contains many SNPs covering regions of 0.2 kb - 136 kb. However, different definitions of a block using different thresholds (MC order of 1, MC order of 2, and so on) result in various sizes of blocks and chromosomal coverages. For low thresholds, blocks become large and may contain regions of low LD. For more stringent thresholds, coverage decreases but contain regions of higher LD. By increasing
thresholds, the average block length becomes shorter and the chromosomal coverage decreases. So, the optimal criterion for the block definitions is a trade-off between short blocks with purely high LD and longer blocks with mixture of high and low LD. The choice of an optimal threshold in the proposed algorithm needs full evaluation using simulated datasets, hypothesis testing, or cross-validation, but we did not try them in this study. Table 2.3 tabulates the results for different thresholds. Consistent with the results from other groups (Gabriel et al. 2002, Hinds et al. 2005), our result shows that LD extends to a similar and long extent in the Asian samples (JPT and HCB) and the sample from Utah in USA (CEU) and that the block sizes are longer in these three populations (JPT, HCB, and CEU) as compared to those in the sample from an African population (YRI).
Table 2.3 Summary statistics for block characteristics using two different thresholds

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Threshold</th>
<th>YRI</th>
<th>CEU</th>
<th>HCB</th>
<th>JPT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of blocks</td>
<td>MC order</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>≥ 1</td>
<td>23</td>
<td>12</td>
<td>14</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td>≥ 2</td>
<td>21</td>
<td>21</td>
<td>19</td>
<td>18</td>
</tr>
<tr>
<td>Average Number of SNPs in a block</td>
<td>MC order</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>≥ 1</td>
<td>18</td>
<td>38</td>
<td>22</td>
<td>21</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(2, 75)</td>
<td>(3, 90)</td>
<td>(3, 82)</td>
<td>(2, 65)</td>
</tr>
<tr>
<td></td>
<td>≥ 2</td>
<td>19</td>
<td>21</td>
<td>14</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(2, 75)</td>
<td>(2, 52)</td>
<td>(3, 39)</td>
<td>(2, 65)</td>
</tr>
<tr>
<td>Average Block size (kb)</td>
<td>MC order</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>≥ 1</td>
<td>20.1</td>
<td>39.3</td>
<td>31.6</td>
<td>32.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.2, 106)</td>
<td>(1.1, 136)</td>
<td>(1.1, 125)</td>
<td>(1.5, 107)</td>
</tr>
<tr>
<td></td>
<td>≥ 2</td>
<td>20.9</td>
<td>21.3</td>
<td>21.4</td>
<td>23.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.2, 106)</td>
<td>(1.1, 49)</td>
<td>(1.0, 67)</td>
<td>(1.1, 107)</td>
</tr>
<tr>
<td>Fraction of genome spanned by blocks</td>
<td>MC order</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>≥ 1</td>
<td>88.8</td>
<td>94.8</td>
<td>90.4</td>
<td>92.8</td>
</tr>
<tr>
<td></td>
<td>≥ 2</td>
<td>88.4</td>
<td>89.9</td>
<td>83.2</td>
<td>86.8</td>
</tr>
</tbody>
</table>

Next, we compare several block characteristics of each population using the proposed algorithm with those using two other methods. The results are presented in Table 2.4. Two popular methods implemented in Haploview (version 3.2) – one based on a composite of local $D'$ values (Gabriel et. al 2002) and the other based on the four gamete test (Hudson et. al 1985; Wang et. al 2002)) - are used for comparison. Figure 2.4 illustrates the resulting block-like structure of LD from three different block defining methods in ENm010 region. Although high LD regions are discerned from low LD regions at similar points from three methods, the exact boundaries of each block do not
match in three methods. Both $D^i$ and our method detect much longer blocks than four
gamete test. Regions of high / low LD are clearly differentiated in all three methods and
their locations are approximately the same. Four gamete test yields more blocks but most
of them have smaller sizes than the other two methods. Our method using a low
threshold (i.e. MC order $\geq 1$) shows the greatest chromosomal coverage.
Figure 2.4 Comparison of haplotype blocks using three different methods in ENm010 region. For $D'$ plots, different colors indicate the extent of LD: bright red for $D' = 1$ and LOD (the log of the likelihood odds ratio, a measure of confidence in the value of $D'$) $\geq 2$; blue for $D' = 1$ and LOD $< 2$; white for $D' < 1$ and LOD $< 2$; pink for $D' < 1$ and LOD $\geq 2$. For the four gamete test plots, white color indicates 4 distinct haplotypes are observed for two markers while the black color indicates less than 4 distinct haplotypes are observed for two markers.
Figure 2.4 (continued)
<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Method</th>
<th>YRI</th>
<th>CEU</th>
<th>HCB</th>
<th>JPT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of blocks</td>
<td>Gabriel (2002)</td>
<td>26</td>
<td>24</td>
<td>17</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td>Wang (2002)</td>
<td>52</td>
<td>51</td>
<td>49</td>
<td>41</td>
</tr>
<tr>
<td></td>
<td>Our method (MC order ≥ 1)</td>
<td>23</td>
<td>12</td>
<td>14</td>
<td>14</td>
</tr>
<tr>
<td>Average number of SNPs per block</td>
<td>Gabriel (2002)</td>
<td>11 (2, 52)</td>
<td>18 (2, 56)</td>
<td>16 (3, 41)</td>
<td>14 (2, 79)</td>
</tr>
<tr>
<td>(min, max)</td>
<td>Wang (2002)</td>
<td>7 (2, 24)</td>
<td>9 (2, 36)</td>
<td>6 (2, 17)</td>
<td>7 (2, 18)</td>
</tr>
<tr>
<td></td>
<td>Our method (MC order ≥ 1)</td>
<td>18 (2, 75)</td>
<td>38 (3, 90)</td>
<td>22 (3, 82)</td>
<td>21 (2, 65)</td>
</tr>
<tr>
<td>Average block size (kb) (min, max)</td>
<td>Gabriel (2002)</td>
<td>12.3 (0.001, 113)</td>
<td>17.9 (0.021, 102)</td>
<td>24.4 (2.4, 93)</td>
<td>21.9 (0.8, 182)</td>
</tr>
<tr>
<td></td>
<td>Wang (2002)</td>
<td>6.8 (0.001, 56)</td>
<td>7.5 (0.073, 45)</td>
<td>7.0 (0.145, 38)</td>
<td>8.5 (0.145, 55)</td>
</tr>
<tr>
<td></td>
<td>Our method (MC order ≥ 1)</td>
<td>20.1 (0.2, 106)</td>
<td>39.3 (1.1, 136)</td>
<td>31.6 (1.1, 125)</td>
<td>32.4 (1.5, 107)</td>
</tr>
<tr>
<td>Fraction of genome spanned by blocks</td>
<td>Gabriel (2002)</td>
<td>64.1</td>
<td>86.3</td>
<td>84.9</td>
<td>80.7</td>
</tr>
<tr>
<td>(%)</td>
<td>Wang (2002)</td>
<td>70.5</td>
<td>76.7</td>
<td>69.7</td>
<td>71.4</td>
</tr>
<tr>
<td></td>
<td>Our method (MC order ≥ 1)</td>
<td>88.8</td>
<td>94.8</td>
<td>90.4</td>
<td>92.8</td>
</tr>
</tbody>
</table>
2.4 Discussion

A novel method is proposed to describe multilocus LD pattern on densely spaced marker data using multiple order Markov Chain (MOMC) models and a dynamic window algorithm. The magnitudes of LD along a chromosome are represented in terms of the order of Markov Chain (MC), high MC order indicating high LD region. The application of our method to both the *Drosophila* data reported by DeLuca et al. (2003) and the HapMap ENCODE data demonstrate that the MC order reasonably describes LD pattern and block structures. The analysis of the *Drosophila* dataset shows that high MC order is selected in regions of low recombination rate while low MC order is selected in regions of high recombination rate. Overall, the MC order in the *Drosophila* dataset is not very high and diverse haplotypes are observed even for long sequence of markers. In contrast to the *Drosophila* data, we detect strikingly different patterns of LD from the HapMap ENCODE data. The diversity of haplotypes for a long sequence of markers is very limited and a long series of high MC order is often selected. We also observe short regions in which MC order suddenly drops down to MC 0 after a long series of high MC order. Comparison with the estimated recombination rate plot in ENm010 region reveals that the regions of MC order 0 correspond to the recombination hotspots.

Our approach characterizes multilocus LD patterns using the haplotype frequencies observed in the sample and compares models via the BIC criterion. We do not make any assumption on the modeling of the origin of LD such as the population history and the recombination rates since it might be inappropriate to model LD with certain simplified biological assumptions in a natural population without a clear understanding of the history of the populations for the genomic region. Therefore, our
results represented by the order of MC along the chromosome can be regarded as just statistical description of correlations among multiple markers. In that sense, this approach is similar to D-based pairwise measures, but in contrast to some parametric LD measures (Morton et al. 2001; Pritchard et al. 2001; Kristin et al. 2002).

A dynamic window algorithm is designed to compensate for limitations of a fixed window size approach. In a fixed window size approach, the results are highly dependent on the window size \((w)\) and this fact confounds with the true extent of LD when the LD measures are expressed in terms of MC order. Moreover, the optimal window size is hard to choose and it should be influenced by the underlying LD pattern. Since LD patterns vary substantially from region to region, use of a fixed window size becomes more problematic when a large genomic region or the whole genome is analyzed. Instead of fixing a window size, the dynamic window algorithm starts with the smallest window size and keeps increasing the window size until MC order doesn’t increase any more or the pre-defined maximum window size has been reached. In theory, the window size can be unlimited, but we set the maximum window size because the number of haplotypes increases exponentially as the number of loci increases. Since we are interested in finding the highest order of LD in a local region, we only compare two models (one model with the highest MC order and the other model with the second highest MC order) in a window of size \(w\), not checking all possible models in a window (i.e. from MC 0 to MC \(w-1\)) exhaustively. However, since we always start the window size from the smallest one and increase it by one by adding one previous marker whenever the test statistic of full model is larger, it is essentially all possible models in each window are checked indirectly.
The concept of haplotype blocks has received a lot of attention due to its possibility as multiallelic markers with increased heterozygosity in association studies and to describe human genetic variation in an efficient and simple way. However, the observed inconsistency in block characteristics among different methods illustrates the subjectivity of haplotype block definition and prevents the conclusive characterization of the region’s block structure. Haplotype block assignment is found to change not only due to different methods but also as a result of altering key parameters such as thresholds within the same set of definition criterion. Studies using dense datasets have suggested that while the haplotype block model provides a useful view of broad patterns of LD, specific attributes of blocks, particularly block boundaries, can be strongly influenced by the markers and samples chosen for analysis (Phillips et al., 2003; Ke et al., 2004; Sun et al., 2004). There are also multiple statistical definitions of blocks which yield similar, but non-identical patterns. Thus, some concerns about both the suitability of ad hoc approaches for the crude identification of block structure and the validity of the notion of haplotype blocks as a genomic feature have been raised (Schulze et al., 2004; Zeggini et al., 2005; Ding et al., 2005; Nothnagel et al., 2005).
Chapter 3

Measuring and Partitioning the High Order Linkage Disequilibrium by Multiple Order Markov Chains
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3.1 Abstract

A map of the background levels of disequilibrium between nearby markers can be useful for association mapping studies. In order to assess the background levels of linkage disequilibrium (LD), multilocus LD measures are more advantageous than pairwise LD measures because the combined analysis of pairwise LD measures is not adequate to detect simultaneous allele associations among multiple markers. Various multilocus LD measures based on haplotypes have been proposed. However, most of these measures provide a single index of association among multiple markers and does not reveal the complex patterns and different levels of LD structure. In this paper, we employ non-homogenous, multiple order Markov Chain (MOMC) models as a statistical framework to measure and partition the LD among multiple markers into components due to different orders of marker associations. Using a sliding window of multiple markers on phased haplotype data, we compute corresponding likelihoods for different MC orders in each window. The log-likelihood difference between the lowest MC order model (MC0) and the highest MC order model in each window is used as a measure of the total LD or the overall deviation from the gametic equilibrium for the window. Then, we partition the total LD into lower order disequilibria and estimate the effects from two-, three-, and higher order disequilibria. The relationship between different orders of LD and the log-likelihood difference involving two different orders of MC models are explored. By applying our method to the phased haplotype data in the ENCODE regions of the HapMap project, we are able to identify high / low multilocus LD regions. Our results reveal that the most LD in the HapMap data is attributed to the LD between adjacent pairs of markers across the whole region. LD between adjacent pairs of markers appears
to be more significant in high multilocus LD regions than in low multilocus LD regions. We also find that as the multilocus total LD increases, the effects of high order LD tends to get weaker due to the lack of observed multilocus haplotypes. The overall estimates of first, second, third, and fourth order LD across the ENCODE regions are 64%, 23%, 9%, and 3%.

### 3.2 Introduction

Assessing the patterns of linkage disequilibrium along a chromosome has been an important issue in disease mapping studies and in studies of history of humans and other species. In particular, in an association mapping of disease genes, the inference is usually based on a linkage disequilibrium test for association between genetic variation at a known set of markers and disease phenotypes. If such an association is detected between a particular marker locus and the phenotype, it suggests that either the variation at that marker locus affects the phenotype of interest, or that the variation of that marker locus is in LD with the true phenotype-related locus, which was not genotyped. The association signal and the LD pattern in the region provide important information about candidate location of disease genes. Many studies have indicated that the levels of disequilibrium vary a lot across genomic regions and populations. To design and interpret disease mapping studies, one needs to refer to a map of the background levels of disequilibrium that can be expected in a given region and in a given population. To construct such a LD map, the levels and patterns of disequilibrium between close-by markers need to be measured effectively (Sabatti et al., 2002; Muller, 2004; Greenspan et al., 2006).
In association mapping, many investigators have studied the question whether haplotype-based association tests are more powerful than single-locus tests. Akey et al. (2000) found that haplotype-based tests can improve the power of association mapping. In contrast, Long et al. (1999) and Kaplan et al. (2001) found that single-locus tests are as much powerful as haplotype-based tests. Nielsen et al. (2004) compared the power of haplotype and single-marker tests under different patterns of pairwise and three-locus LD. They found that haplotype-based tests tend to be more powerful when moderate to high levels of three-locus LD exist and single-marker tests tend to prevail when pairwise LD between the markers and the functional site is high.

Most previous studies on LD patterns and LD blocks have focused on using pairwise LD measures and have not examined and utilized joint multilocus LD (Nielsen et al. 2004). It is more advantageous to use multilocus LD to assess the background levels of LD because the combined analysis of all pairwise LD measures across a region is insufficient to detect simultaneous allele associations among multiple loci. An illustrative example can be found in Nielsen et al. (2004) and Muller (2004). Muller (2004) reviewed various multilocus LD measures. One common property of these methods is to summarize the data with a single multilocus LD measure by first calculating the difference between the observed state and the expected one under linkage equilibrium and then normalizing it to allow comparison across different regions and populations. The extent of normalized difference between the observed state and the expected state can be regarded as the degree of overall departure from linkage equilibrium. Although these methods overcome the limit of pairwise LD measure by considering joint multilocus LD, they do not distinguish the type and structures of
multilocus LD, such as how much multilocus LD is due to LD between marker pairs and how much due to higher orders. For example, if we consider \( p \) SNPs simultaneously, there are \( 2^p - (p + 1) \) LD terms of varying orders that need to be considered to fully characterize the LD structure in them. In this paper, we develop a non-homogeneous, multiple order Markov Chain model for characterizing LD structure and use it to estimate the contributions of hierarchical structure of multiple markers to multilocus LD. This partitioning of LD will help us to better understand the LD structure and provide more useful information in designing appropriate methods for fine mapping of disease genes.

For this study, we are interested in measuring the extent of the overall departure from linkage disequilibrium, called the total multilocus LD, in a chromosome region and partitioning the total multilocus LD into various orders of LD due to two-, three-locus association, and so on. For this purpose, we employ a non-homogenous, multiple order Markov Chain (MOMC) model as a statistical framework. Our measure of the multilocus LD based on the MOMC model is very similar to that of Nothnagel et al. (2002) which was based on the concept of entropy. Both methods can describe the general LD patterns along a chromosome and detect haplotype blocks as one of applications. However, our MOMC model can provide more detailed information about the structure and detailed patterns of LD. To our knowledge, this is the first time that a model is constructed to partition the total multilocus LD into LD components of lower orders. We apply our method to the phased haplotype data in the ENCODE regions of the HapMap project. By partitioning the multilocus LD into different components, we observe that a great proportion of the total LD can be explained by LD between adjacent marker pairs. We also observe significant variation in the partitions of LD between chromosomal regions...
and between populations. YRI population has more high order LD as compared to the
other three populations (CEU, HCB, and JPT).

3.3 Methods

3.3.1 Multilocus LD measure

We now discuss our multilocus LD measure in this section within the framework of
multiple order Markov Chain (MOMC) models which was elaborated in section 2.2.1. A
sliding-window approach is used to compute the magnitude of multilocus LD along the
region of interest and to partition the overall departure from linkage equilibrium (LE) into
lower order disequilibria. Within each window of size \( w \), Markov chain models for
different orders from \( 0 \) to \( w-1 \) are applied to fit the haplotype data. Then, the log-
likelihoods corresponding to different MC orders are computed. In each window, the
MC0 model represents the random association of alleles from different marker loci (i.e.
linkage equilibrium) while the MC\( w-1 \) model represents the full haplotype model with
non-random association of alleles among all markers within a window. In between, the
other MC models involve different levels of Markov properties (conditional
independence). Note that the log-likelihood of a lower MC order is always smaller or
equal to that of a higher MC order. That is, \( LL(MC0) \leq LL(MC1) \leq \ldots \leq LL(MC_{w-1}) \).

Using the log-likelihoods from different MC orders in each window, we define
\( \delta_1, \delta_2, \ldots, \delta_{w-1} \) as following.
\[
\delta_1 = \frac{LL(MC0) - LL(MC1)}{LL(MC0)} \times \frac{w}{w-1}
\]

\[
\delta_2 = \frac{LL(MC0) - LL(MC2)}{LL(MC0)} \times \frac{w}{w-1}
\]

\[\ldots\]

\[
\delta_{w-1} = \frac{LL(MC0) - LL(MCw-1)}{LL(MC0)} \times \frac{w}{w-1},
\]

where \(LL(MC0), LL(MC1), \ldots, LL(MCw-1)\) denote the log-likelihoods computed from MC0, MC1, …, MCw-1 model, respectively and \(w\) denotes a window size. They measure the deviation from LE when the loci are modeled by different MC orders.

\(\frac{w}{(w-1)}\) is multiplied to make \(\delta\) ’s range between 0 and 1. Before the normalization, \(\delta\) ’s depend on the window size \((w)\) and \((w-1)/w\) is the maximum value that they can reach. By multiplying \(\frac{w}{(w-1)}\), the parameters are bounded as

\[0 \leq \delta_1 \leq \delta_2 \leq \ldots \leq \delta_{w-1} \leq 1\]

regardless of window size \(w\), with 0 indicating linkage equilibrium and 1 indicating the complete linkage disequilibrium. It is interesting to note that \(\delta_{w-1}\) coincides with the normalized entropy difference (\(\varepsilon\)) developed by Nothnagel et al. (2002).

### 3.3.2 Partition of the multilocus LD

The overall deviation from the linkage equilibrium (\(\delta_{w-1}\)) in each window can be partitioned into the contribution from each lower order MC model in the following way:
\[
\phi_i = \frac{\delta_i}{\delta_{i-1}} = \frac{LL(MC_1) - LL(MC_0)}{LL(MC_{w-1}) - LL(MC_0)}
\]

\[
\phi^2_1 = \frac{\delta_2 - \delta_1}{\delta_{i-1}} = \frac{LL(MC_2) - LL(MC_1)}{LL(MC_{w-1}) - LL(MC_0)}
\]

\[
\phi_i = \frac{\delta_{w-1} - \delta_{w-2}}{\delta_{w-1}} = \frac{LL(MC_{w-1}) - LL(MC_{w-2})}{LL(MC_{w-1}) - LL(MC_0)}
\]

To show the parametric compositions of \(\phi_i\)'s in terms of marker LD measures, we can approximate the expected values of numerators and denominators of different \(\phi_i\) \((i = 1, 2, \ldots, w - 1)\) in equations (1) by using a Taylor series expansion of order 2. This approximation can help us to understand and interpret the meanings of different quantities. It turns out that the numerators and denominators of different \(\phi_i\) \((i = 1, 2, \ldots, w - 1)\) are related to the sum of the corresponding squared correlation coefficients of different markers at different orders. The detailed derivation of the approximate expectation of the log-likelihood difference between different MC order models (MC1, MC2, ..., MCw-1) and the independent model (MC0) is given in Appendix A.

For example, for a window of size 2 consisting of two markers \((M_i, M_j)\), the expected difference between log-likelihoods of MC1 and MC0 is related to a half of the square of the correlation coefficient between the two markers.

\[
\frac{1}{N} E[LL(MC1) - LL(MC0)] = \sum_i \sum_j P_{i,j} \log \left( \frac{P_i}{P_i \times P_j} \right) \approx \frac{1}{2} r^2_{i,j},
\]

(2)
where \( N \) denotes the sample size; \( E \) denotes expectation; 
\[
r_{ij}^2 = \frac{(D_{ij})^2}{P_i \times P_j \times (1 - P_i) \times (1 - P_j)} ;
\]
the two-locus linkage disequilibrium coefficient \( (D_{ij}) \) is defined as \( P_{ij} - P_i P_j \). Similar approximation results for a pair of markers are found in two papers (Nothnagel et al., 2002; Liu et al., 2005). The second term in equation (2) is the same as the mutual information between two systems in information theory (Kullback, 1978; Goebel et al., 2005). Note that if we multiply \( 2N \) to equation (2), the expressions in (2) become the standard test of independence in a \( 2 \times 2 \) contingency table, \( \chi^2 \) test. Using the moment generating function, we can easily prove that the expressions in (2) follow a gamma distribution with two parameters \( (\alpha = 1/2, \beta = 1/N) \).

For a window of size 3 consisting of three markers \( (M_i, M_j, M_k) \) in this order, we have the following approximations.
\[
\frac{1}{N} E[LL(MC1) - LL(MC0)] \approx \frac{1}{2} r_{ij}^2 + \frac{1}{2} r_{jk}^2 ,
\]
where 
\[
r_{ij}^2 = \frac{(P_{ij} - P_i \times P_j)^2}{P_i \times P_j \times (1 - P_i) \times (1 - P_j)} \quad \text{and} \quad r_{jk}^2 = \frac{(P_{jk} - P_j \times P_k)^2}{P_j \times P_k \times (1 - P_j) \times (1 - P_k)} .
\]
Similarly,
\[
\frac{1}{N} E[LL(MC2) - LL(MC0)] \approx \frac{1}{2} r_{ik}^2 + \frac{1}{2} r_{jk}^2 + \frac{1}{2} r_{jk}^2 + \frac{1}{2} r_{ik}^2 ,
\]
where 
\[
r_{ik}^2 = \frac{(D_{ik})^2}{P_i \times P_j \times P_k \times (1 - P_i) \times (1 - P_j) \times (1 - P_k)} \quad \text{and} \quad \text{the three-locus linkage disequilibrium coefficient} \ (D_{ik}) \ \text{is defined as} \ D_{ik} = P_{ik} - P_i D_{ik} - P_{ik} D_{ik} - P_i D_{ik} P_{ik} .
\]
Thus, 
\[
\frac{1}{N} E[LL(MC2) - LL(MC1)] \ \text{is approximately equal to} \ \frac{1}{2} r_{ik}^2 + \frac{1}{2} r_{ik}^2 .
\]
The generalization of approximation of the expected difference between $LL(MC_l)$ $(1 \leq l \leq w - 1)$ and $LL(MC_0)$ in an arbitrary window of size $w$ can be found in Appendix B.

Based on the approximation of expected values of numerators and denominators of different $\phi_i (i = 1, 2, ..., w - 1)$, we can interpret them in the following way. $\phi_1$ measures the relative contribution from MC1 to the total disequilibrium $(\delta_{w-1})$ and estimates the proportional effect from the adjacent pairs of markers to the total LD. $\phi_2$ measures the residual contribution from MC2 after subtracting the relative contribution from MC1 and estimates the proportional effect from the adjacent three markers and non-adjacent two markers to the total LD. Finally, $\phi_{w-1}$ measures the residual contribution from MC$w$ after subtracting all the lower MC orders and estimates the proportional effect from the leftover which were not included in previous $\phi$'s. The sum of all $\phi_i (i = 1, 2, ..., w - 1)$ is 1.

3.4 Results

3.4.1 Data

We apply our method to the phased haplotype data of four populations in ten ENCODE regions from the HapMap project. The phased haplotype data in the ENCODE regions are downloaded from the HapMap project website

(http://www.hapmap.org/downloads/phasing/2005-03_phaseI/ENCODE/). The data are generated using the PHASE v2.1 software

(http://www.stat.washington.edu/stephens/software.html) and compiled from the
genotype data Phase I / rel#16a. Phase I data include a common SNP with Minor Allele Frequency $\geq 0.05$ in every 5 kb across most of the genome in each population (The International HapMap Consortium, 2005). To produce more complete genotype data, the HapMap ENCODE project resequenced and genotyped a representative collection of ten regions, each 500 kb in length. Each 500 kb region was resequenced in 48 unrelated individuals (16 Yoruba, 8 Japanese, 8 Han Chinese, and 16 CEPH). All SNPs identified, along with SNPs in dbSNP, were genotyped in the 269 HapMap DNA samples: (1) 90 individuals (30 parent-offspring trios) from the Yoruba in Ibadan, Nigeria (abbreviation YRI); (2) 90 individuals (30 trios) from Utah, from the Centre d’Etude du Polymorphisme Humain collection (abbreviation CEU); (3) 45 Han Chinese in Beijing, China (abbreviation HCB); (4) 44 Japanese in Tokyo, Japan (abbreviation JPT). Across the ten ENCODE regions, the density of SNPs is one per 279bp on average, which is approximately tenfold higher than the Phase I genome-wide data. Table 3.1 summarizes the datasets of each population in the ten ENCODE regions. We focus on SNPs with MAF $\geq 0.05$ in all populations.
Table 3.1 Summary of datasets in HapMap ENCODE regions.

<table>
<thead>
<tr>
<th>Region</th>
<th>(Position)</th>
<th>YRI</th>
<th>CEU</th>
<th>HCB</th>
<th>JPT</th>
</tr>
</thead>
<tbody>
<tr>
<td>ENr112</td>
<td>(2p16.3)</td>
<td>1157 (0.27, 0.43 ± 0.58)</td>
<td>875 (0.33, 0.57 ± 0.76)</td>
<td>872 (0.34, 0.57 ± 0.77)</td>
<td>861 (0.34, 0.58 ± 0.78)</td>
</tr>
<tr>
<td>ENr131</td>
<td>(2q37.1)</td>
<td>1070 (0.27, 0.47 ± 0.59)</td>
<td>984 (0.29, 0.51 ± 0.66)</td>
<td>938 (0.31, 0.53 ± 0.72)</td>
<td>909 (0.31, 0.55 ± 0.73)</td>
</tr>
<tr>
<td>ENr113</td>
<td>(4q26)</td>
<td>1218 (0.24, 0.41 ± 0.50)</td>
<td>1069 (0.25, 0.47 ± 0.63)</td>
<td>948 (0.28, 0.53 ± 0.72)</td>
<td>872 (0.30, 0.57 ± 0.77)</td>
</tr>
<tr>
<td>ENm010</td>
<td>(7p15.2)</td>
<td>433 (0.62, 1.15 ± 1.66)</td>
<td>471 (0.61, 1.06 ± 1.47)</td>
<td>322 (0.87, 1.52 ± 1.88)</td>
<td>316 (0.87, 1.55 ± 1.90)</td>
</tr>
<tr>
<td>ENm013</td>
<td>(7q21.13)</td>
<td>850 (0.36, 0.59 ± 0.73)</td>
<td>747 (0.44, 0.67 ± 0.78)</td>
<td>650 (0.48, 0.77 ± 0.87)</td>
<td>643 (0.49, 0.77 ± 0.88)</td>
</tr>
<tr>
<td>ENm014</td>
<td>(7q31.33)</td>
<td>997 (0.33, 0.5 ± 0.56)</td>
<td>908 (0.34, 0.55 ± 0.63)</td>
<td>674 (0.45, 0.74 ± 0.83)</td>
<td>582 (0.49, 0.85 ± 1.22)</td>
</tr>
<tr>
<td>ENr321</td>
<td>(8q24.11)</td>
<td>851 (0.33, 0.59 ± 0.77)</td>
<td>537 (0.48, 0.93 ± 1.24)</td>
<td>612 (0.45, 0.82 ± 1.11)</td>
<td>604 (0.45, 0.83 ± 1.12)</td>
</tr>
<tr>
<td>ENr232</td>
<td>(9q34.11)</td>
<td>594 (0.34, 0.84 ± 1.56)</td>
<td>463 (0.46, 1.08 ± 2.01)</td>
<td>498 (0.43, 1.0 ± 1.9)</td>
<td>476 (0.41, 1.05 ± 2.7)</td>
</tr>
<tr>
<td>ENr123</td>
<td>(12q12)</td>
<td>479 (0.65, 1.0 ± 1.1)</td>
<td>744 (0.4, 0.67 ± 0.84)</td>
<td>450 (0.59, 1.1 ± 1.3)</td>
<td>442 (0.67, 1.1 ± 1.2)</td>
</tr>
<tr>
<td>ENr213</td>
<td>(18q12.1)</td>
<td>740 (0.39, 0.67 ± 0.82)</td>
<td>608 (0.53, 0.82 ± 1.0)</td>
<td>466 (0.64, 1.1 ± 1.4)</td>
<td>511 (0.58, 0.98 ± 1.2)</td>
</tr>
</tbody>
</table>

The length of each ENCODE region is 500 kb. In each population of each region, # of SNPs with MAF>=0.05 and distance between adjacent SNPs with (median, mean ± sd) in kb are listed. The regions have comparable SNP densities among the four populations.
3.4.2 Profiles of LD pattern

Total multilocus LD values computed in each sliding window of size 5 (i.e. 5 consecutive SNPs) are used to create local LD profiles. Ad-hoc haplotype blocks are defined using a threshold of 0.5. The choice of these two control parameters is made on the recommendation of Nothnagel (2004, 2005). Nothnagel (2004) proposed the normalized entropy difference as a measure of multilocus linkage disequilibrium and defined haplotype blocks as an application. Nothnagel (2004) thoroughly investigated the influence of window sizes and various thresholds for the block definition using simulated datasets and real dataset and recommended medium window sizes such as 4-6 and medium thresholds between 0.4 and 0.6. For small window sizes 2-3, multilocus LD profiles vary widely. For large window sizes 7-9, the distinction between low and high LD regions is obscured a lot due to the smoothing effect. For low thresholds, blocks become unreasonably large and contain regions of low LD. For more stringent thresholds, chromosomal coverage decreases a lot and only a few regions of very high LD are defined as blocks.

We compare our multilocus LD profiles with the LD pattern from other pairwise LD measures. We use a software package called HaploBlockFinder (Zhang et al., 2003) version 0.7 to perform pairwise LD analysis. For each of four populations, Figure 1 compares the magnitudes of total LD ($\delta_{w-1}$) for window size 5 along the marker sequence in the top plots with the pairwise LD measures of $|D|$ and $r$ in the bottom plots. We define ad-hoc haplotype blocks as a union of windows over which the level of total LD is 0.5 or above. The blocks identified from our approach is depicted by red bold lines in the top plots and compared with those from pairwise LD measures (see Figure 3.1). In the
bottom plots, the blocks are defined as a consecutive set of markers in which minimal $|D'|$ is 0.95 or above and high LD regions appear as different sizes of red triangles. Using the threshold of 0.5, we identified many short blocks (35 blocks) in YRI, fewer but longer blocks in the other three populations - 21 blocks in CEU, 11 blocks in HCB, and 15 blocks in JPT. The average block lengths are 5.5 kb in YRI, 17.6 kb in CEU, 36.3 kb in HCB, and 26.6 kb in JPT. The size of each block varies a lot, from 0.01 to 32 kb in YRI, 0.1 to 168 kb in CEU, 0.5 to 94 kb in HCB, and 0.3 to 94 kb in JPT. The large scale LD patterns show that high LD regions in the top plots are similar to the ones specified in the bottom plots and the sites of recombination hotspots around high LD regions in the bottom plots are also similar to the regions where total LD drops down sharply in the top plots. Both top and bottom plots agree that the LD pattern in YRI population is very different from those observed in the other three populations in which LD extends to a similar and long extent. This fact is consistent with the results discovered by other research groups (Gabriel et al., 2002; Hinds et al., 2005).
Figure 3.1 Comparison of LD patterns obtained from our multilocus LD measure and pairwise LD measures using HaploBlockFinder version 0.7. In the top diagrams, multilocus total LD in ENm010 region is plotted against the physical location of the central marker in each window for four different populations (YRI, CEU, HCB, JPT). Window size 5 is used for this analysis. The locations of blocks using a threshold of 0.5 are depicted by red bold lines below the graph. In the bottom diagrams, the LD values are plotted using two pairwise LD measures, $|D'|$ (top right) and $r^2$ (bottom left) and the haplotype blocks are shown on the top side and the left side with orange color. Short little white lines on the top and left in the bottom diagram represent the position of SNPs.
Figure 3.1 (continued)
3.4.3 Partitioning of total LD

So far, we have demonstrated that the LD profile created by our total LD measure reasonably agree with that created by pairwise LD measures. Nothnagel (2002, 2004) claimed that the normalized entropy difference could be considered as a generalization of $r^2$ to haplotypes of more than two bi-allelic loci because the normalized entropy difference and $r^2$ share a number of similarities. However, the reason why there is a good agreement between pairwise and multilocus approaches is not discussed in those papers. By decomposing the total LD into various lower orders of disequilibria, we could understand the reason better. Using the log-likelihoods from different MC orders for a fixed window size $w$, we partition the overall departure from LE ($\delta_{w-1}$) into effects of lower order disequilibria such as two-, three-, up to $w$-locus disequilibrium. Figure 3.2 illustrates an example of partitioning when a window size 5 is applied to the JPT population in ENm010 region. The average percentage contribution of $\phi_1$, $\phi_2$, $\phi_3$, $\phi_4$ across the region is 67%, 23%, 8%, and 2%, respectively. Table 3.2 shows a comprehensive analysis of average percentage contribution of various orders of LD in the ten ENCODE regions and four populations. Regardless of genome regions and populations, it is obvious from the analysis that the great bulk of the total disequilibrium is from the contribution of MC1 ($\phi_1$) which estimates the association between adjacent two markers. Compared to the other three populations, YRI population consistently shows smaller effect of pairwise association in all regions, i.e. having proportionally more high order LD.
Figure 3.2 Partitioning of the total LD by the contribution from $\phi_1$, $\phi_2$, $\phi_3$, $\phi_4$ using a window size 5 in ENm010 region and JPT population. Black represents the contribution from $\phi_1$ (effect from adjacent pairs of markers); red represents the contribution from $\phi_2$ (effect from adjacent three markers and non-adjacent two markers); green is from $\phi_3$ (effect from the adjacent four markers, non-adjacent three markers, and non-adjacent two markers); blue is from the contribution from $\phi_4$ (the residual effect which were not included in previous $\phi$’s ).
Table 3.2  Estimation of proportional effects of lower order disequilibrium in the ten ENCODE regions of HapMap data.

<table>
<thead>
<tr>
<th>Region</th>
<th>YRI</th>
<th>CEU</th>
<th>HCB</th>
<th>JPT</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\phi_1$</td>
<td>$\phi_2$</td>
<td>$\phi_3$</td>
<td>$\phi_4$</td>
</tr>
<tr>
<td>ENr112</td>
<td>53</td>
<td>29</td>
<td>13</td>
<td>6</td>
</tr>
<tr>
<td>ENr131</td>
<td>56</td>
<td>26</td>
<td>13</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>(26)</td>
<td>(22)</td>
<td>(17)</td>
<td>(11)</td>
</tr>
<tr>
<td>ENr113</td>
<td>61</td>
<td>25</td>
<td>10</td>
<td>4</td>
</tr>
<tr>
<td>ENm010</td>
<td>57</td>
<td>26</td>
<td>13</td>
<td>4</td>
</tr>
<tr>
<td>ENm013</td>
<td>51</td>
<td>29</td>
<td>15</td>
<td>5</td>
</tr>
<tr>
<td>ENm014</td>
<td>55</td>
<td>26</td>
<td>14</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>(27)</td>
<td>(23)</td>
<td>(17)</td>
<td>(11)</td>
</tr>
<tr>
<td>ENr321</td>
<td>58</td>
<td>26</td>
<td>11</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>(26)</td>
<td>(22)</td>
<td>(15)</td>
<td>(9)</td>
</tr>
<tr>
<td>ENr232</td>
<td>55</td>
<td>26</td>
<td>13</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>(26)</td>
<td>(22)</td>
<td>(17)</td>
<td>(10)</td>
</tr>
<tr>
<td>ENr123</td>
<td>55</td>
<td>28</td>
<td>12</td>
<td>5</td>
</tr>
<tr>
<td>ENr213</td>
<td>55</td>
<td>27</td>
<td>12</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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Table 3.2 (continued)

The average proportional effects from adjacent pairs of markers ($\phi_1$), from adjacent three and non-adjacent two markers ($\phi_2$), from adjacent four, non-adjacent three, and non-adjacent two markers ($\phi_3$), from adjacent five, non-adjacent four, non-adjacent three, and non-adjacent two markers ($\phi_4$) to the total LD are estimated across each ENCODE region in each population. The numbers in parentheses are standard deviation.

<table>
<thead>
<tr>
<th>Region</th>
<th>$\phi_1$</th>
<th>$\phi_2$</th>
<th>$\phi_3$</th>
<th>$\phi_4$</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Region 1</td>
<td>0.12</td>
<td>0.08</td>
<td>0.05</td>
<td>0.03</td>
<td>0.02</td>
</tr>
<tr>
<td>Region 2</td>
<td>0.15</td>
<td>0.09</td>
<td>0.06</td>
<td>0.04</td>
<td>0.03</td>
</tr>
<tr>
<td>Region 3</td>
<td>0.18</td>
<td>0.10</td>
<td>0.07</td>
<td>0.05</td>
<td>0.04</td>
</tr>
</tbody>
</table>

...
3.4.4 Multilocus total LD and haplotype diversity

Within high LD regions or haplotype blocks, the diversity of haplotypes is very limited and only a few haplotypes are observed (Daly et al., 2002). Thus, it is expected that there should be a strong negative correlation between magnitude of total LD ($\delta_{n-1}$) and the number of haplotypes. To find out the relationship between the multilocus total LD and haplotype diversity, we count the total number of distinct haplotypes in each window for a fixed window of size $w$. For moderate window sizes 4-7, mean of total LD is computed for different numbers of haplotypes. We observe that mean of total LD decreases linearly as the number of haplotypes increases. Therefore, there is a clear inverse relationship between magnitude of total LD and number of haplotypes. Figure 3.3 illustrates this relationship after all ENCODE regions are combined in each population. Window size 5 is used for this analysis. We get very similar results for other window sizes (data not shown).
Figure 3.3 Scatterplots of mean total LD vs. number of haplotypes. For each population, all ENCODE regions are combined and mean total LD is computed for different numbers of haplotypes. Window size 5 is used for this analysis. The correlation between two variables is -0.88 (p < 0.0001) in YRI, -0.93 (p < 0.0001) in CEU, -0.95 (p < 0.0001) in HCB, -0.95 (p < 0.0001) in JPT. For other window sizes, very strong negative relationship between mean total LD and number of observed haplotypes is also observed (data not shown).

3.4.5 High level of LD vs. high order of LD

One misunderstanding about LD measures is that high level of LD implies high order of LD which describes the disequilibrium among alleles at more than two loci. We were interested in determining whether high total LD regions necessarily have high order of LD and found that this is not always the case. Methods based on the pairwise LD measures can identify regions with high level of LD, but not high order of LD because
LD is measured only between pairs of loci. From Figure 3.2, it was noticed that the contribution of MC1( $\phi_1$) tends to be larger in high total LD regions as opposed to the contribution of higher MC orders ($\phi_2, \ldots, \phi_{n-1}$) in those regions. To see if we can detect this pattern in other regions and populations, we divide the whole region into three groups (low, medium, and high haplotype diversity) depending on the number of distinct haplotypes. For a window of size 5, if the number of distinct haplotypes is 2-4, the window is categorized as a low haplotype diversity or high LD region; if the number of distinct haplotypes is 5-7, as a medium haplotype diversity or medium LD region; if the number of distinct haplotypes is $\geq 8$, as a high haplotype diversity or low LD region.

Table 3.3 shows that in all categories of haplotype diversity, the effect of $\phi_1$ or adjacent pairwise marker association accounts for the most variation in the total LD followed by $\phi_2, \phi_3, \phi_4$ in this order. As haplotype diversity increases, however, the relative contribution of adjacent pairwise association reduces significantly while the relative contribution of higher MC orders increases. The explanation is that detection of higher MC orders requires many distinct haplotypes. A large number of distinct haplotypes observed in low LD regions can increase the likelihoods of higher MC orders. Similarly, detection of high order of LD requires many different haplotypes and large sample size.
Table 3.3 Estimation of proportional effects of lower order disequilibrium grouped by different haplotype diversity in the ten ENCODE regions of HapMap data.

<table>
<thead>
<tr>
<th>Region</th>
<th>YRI Low diversity</th>
<th>YRI Medium diversity</th>
<th>YRI High diversity</th>
<th>CEU Low diversity</th>
<th>CEU Medium diversity</th>
<th>CEU High diversity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\phi_1$ $\phi_2$ $\phi_3$ $\phi_4$</td>
<td>$\phi_1$ $\phi_2$ $\phi_3$ $\phi_4$</td>
<td>$\phi_1$ $\phi_2$ $\phi_3$ $\phi_4$</td>
<td>$\phi_1$ $\phi_2$ $\phi_3$ $\phi_4$</td>
<td>$\phi_1$ $\phi_2$ $\phi_3$ $\phi_4$</td>
<td>$\phi_1$ $\phi_2$ $\phi_3$ $\phi_4$</td>
</tr>
<tr>
<td>ENr112</td>
<td>71 23 4 2</td>
<td>52 29 14 6</td>
<td>48 32 13 7</td>
<td>81 14 4 1</td>
<td>63 26 9 2</td>
<td>58 27 11 4</td>
</tr>
<tr>
<td>ENr131</td>
<td>69 22 7 2</td>
<td>52 27 14 6</td>
<td>54 26 15 5</td>
<td>72 20 6 1</td>
<td>59 26 11 4</td>
<td>64 23 10 4</td>
</tr>
<tr>
<td>ENr113</td>
<td>79 16 4 1</td>
<td>54 28 12 5</td>
<td>54 27 14 5</td>
<td>77 17 5 1</td>
<td>58 26 12 4</td>
<td>54 30 10 6</td>
</tr>
<tr>
<td>ENm010</td>
<td>66 23 7 3</td>
<td>58 25 13 4</td>
<td>52 28 15 6</td>
<td>77 16 6 1</td>
<td>64 22 11 3</td>
<td>50 32 14 4</td>
</tr>
<tr>
<td>ENm013</td>
<td>65 22 10 2</td>
<td>49 30 16 6</td>
<td>46 32 17 6</td>
<td>63 25 10 2</td>
<td>52 30 13 5</td>
<td>65 18 12 5</td>
</tr>
<tr>
<td>ENm014</td>
<td>72 20 6 2</td>
<td>51 28 16 5</td>
<td>54 24 15 7</td>
<td>67 23 8 2</td>
<td>55 26 15 5</td>
<td>50 32 13 5</td>
</tr>
<tr>
<td>ENr321</td>
<td>69 22 7 2</td>
<td>56 28 12 4</td>
<td>49 28 16 7</td>
<td>82 14 3 1</td>
<td>71 20 8 1</td>
<td>67 22 8 3</td>
</tr>
<tr>
<td>ENr232</td>
<td>73 19 7 1</td>
<td>53 28 14 5</td>
<td>55 26 14 6</td>
<td>87 10 2 1</td>
<td>74 19 5 2</td>
<td>67 21 8 4</td>
</tr>
<tr>
<td>ENr123</td>
<td>74 21 4 1</td>
<td>53 28 13 6</td>
<td>46 33 14 7</td>
<td>74 20 3 2</td>
<td>53 29 13 6</td>
<td>45 33 17 5</td>
</tr>
<tr>
<td>ENr213</td>
<td>72 21 6 1</td>
<td>53 28 13 6</td>
<td>48 31 15 6</td>
<td>68 21 9 2</td>
<td>57 29 10 4</td>
<td>61 21 12 6</td>
</tr>
</tbody>
</table>
Table 3.3 (continued)

<table>
<thead>
<tr>
<th></th>
<th>HCB Low diversity</th>
<th></th>
<th></th>
<th>High diversity</th>
<th></th>
<th></th>
<th>JPT Low diversity</th>
<th></th>
<th></th>
<th>High diversity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\phi_1$</td>
<td>$\phi_2$</td>
<td>$\phi_3$</td>
<td>$\phi_4$</td>
<td></td>
<td>$\phi_1$</td>
<td>$\phi_2$</td>
<td>$\phi_3$</td>
<td>$\phi_4$</td>
<td></td>
</tr>
<tr>
<td>ENr112</td>
<td>72 22 5 1</td>
<td>60 28 9 4</td>
<td>59 21 16 4</td>
<td>71 22 5 2</td>
<td>62 26 9 3</td>
<td>56 24 14 6</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ENr131</td>
<td>71 21 5 2</td>
<td>55 27 13 5</td>
<td>54 29 12 5</td>
<td>71 21 6 2</td>
<td>55 29 12 5</td>
<td>57 25 14 5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ENr113</td>
<td>75 20 5 1</td>
<td>60 26 10 3</td>
<td>64 19 14 3</td>
<td>81 15 3 1</td>
<td>66 23 7 3</td>
<td>62 25 8 6</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ENm010</td>
<td>73 21 5 1</td>
<td>64 26 8 2</td>
<td>54 32 11 3</td>
<td>73 20 6 1</td>
<td>68 23 8 1</td>
<td>53 30 14 4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ENm013</td>
<td>69 21 7 3</td>
<td>57 27 12 3</td>
<td>57 25 11 6</td>
<td>69 23 6 2</td>
<td>55 29 12 4</td>
<td>55 27 16 3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ENm014</td>
<td>79 15 5 1</td>
<td>61 26 10 3</td>
<td>65 20 7 7</td>
<td>80 15 4 1</td>
<td>65 24 8 3</td>
<td>69 23 7 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ENr321</td>
<td>79 14 5 1</td>
<td>60 26 10 3</td>
<td>64 26 6 3</td>
<td>79 14 5 1</td>
<td>63 26 8 3</td>
<td>64 25 6 5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ENr232</td>
<td>74 18 7 2</td>
<td>64 22 10 3</td>
<td>61 23 12 4</td>
<td>72 20 6 1</td>
<td>63 22 11 3</td>
<td>57 26 13 4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ENr123</td>
<td>83 14 2 1</td>
<td>60 26 10 4</td>
<td>44 31 17 8</td>
<td>81 14 3 2</td>
<td>61 28 7 3</td>
<td>45 29 18 8</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ENr213</td>
<td>78 18 3 1</td>
<td>67 21 10 2</td>
<td>68 18 11 3</td>
<td>71 22 6 1</td>
<td>63 24 11 3</td>
<td>61 25 11 3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The numbers in each cell represent an average percentage contribution from each $\phi_i (i = 1, 2, 3, 4)$ across different haplotype diversity groups. $\phi_i (i = 1, 2, 3, 4)$ have the same meanings as Table 1. For each window of size 5, if the number of distinct haplotypes is 2-4, the window is categorized as a low haplotype diversity or high LD region; if the number of distinct haplotypes is 5-7, as a medium haplotype diversity or medium LD region; if the number of distinct haplotypes is $\geq 8$, as a high haplotype diversity or low LD region.
3.5 Discussion

Linkage disequilibrium (LD) between loci is defined as the deviation of the haplotype frequencies from their expectation under independence. Our approach characterizes multilocus LD using a multiple order Markov Chain model in a sliding window. Different orders of Markov Chain model in a window produce different log-likelihoods, with the smallest log-likelihood from the independent (MC0) model to the largest log-likelihood from the full haplotype (MCw-1) model. Our multilocus LD measure ($\delta_{w-1}$) is based on the log-likelihood difference between the full haplotype model (MCw-1) and the independent model (MC0) for a certain window size $w$. If the log-likelihood of the full model is more deviated from the independent model in one region than other regions, it indicates that there is higher LD in the region. That is, $\delta_{w-1}$ can measure the extent of the total local LD for multiple markers.

In addition to measuring the total LD in a local region, our method further partitions the total disequilibrium ($\delta_{w-1}$) to lower order disequilibria of two-, three-, …, and all- marker association in each window. From the approximation of

$$\frac{1}{N}E[LL(MCw-1) - LL(MC0)]$$

we can see that the total multilocus disequilibrium can be decomposed into all combinations of lower order disequilibria. However, the relative contribution from each of lower order disequilibria is quite different depending on the extent of total multilocus LD. We observe that in high total LD regions, a great proportion of the total multilocus disequilibrium is accounted for by adjacent two marker associations. Contrarily, in low total LD regions, the contribution due to adjacent two marker association is reduced a lot, and high orders of LD such as three or more marker
associaations become more noticeable. This fact implies that the extent of total multilocus disequilibrium does not necessarily indicate the orders of LD. Paradoxically, high level of LD in a region does not mean a high proportion of high order LD. The reason is that high level LD is usually associated with low number of haplotypes and that detection of high order LD requires a large sample size and many diverse haplotypes. Thus, in small samples, the estimates of high order LD are not quite stable. We should use caution when interpreting the estimates of high order LD, particularly in small samples.

The log-likelihood difference between MC0 model and MC $w$-1 model is partitioned into components for the log-likelihood difference between two consecutive MC order models. We estimated the proportional effect of each component, but did not explicitly test the significance of it. The results of statistical test for each component will be published elsewhere. When the log-likelihood difference between MC0 model and MC $w$-1 model is completely partitioned, there are $2^{w} - (w + 1)$ LD coefficients with varying orders. We can test a hypothesis whether $w$ markers are in linkage equilibrium using a chi-square distribution with $2^{w} - (w + 1)$ degree of freedom if all haplotypes are observed. If the hypothesis is rejected, our next step is to find which LD coefficients are significant and which are not. However, due to finite sample size, many haplotypes for multiple markers are usually unobserved. This imposes significant problems for the test of high order LD coefficients. In general the chi-square approximation performs reasonably well for the statistical test of some coefficients, such as pairwise LD, in a sample with reasonable size, such as HapMap samples. But, our preliminary result indicates that it is not appropriate to use chi-square approximation for the test of high
order LD coefficients unless sample size is very large. There is a need for an alternative approach for the statistical test.

Our idea of partitioning the total LD into various components of lower order disequilibria is related to Smouse’s method (1974) but overcomes a critical computational problem associated with his method. In his log-linear approach, a series of multiplicative models with different numbers of disequilibrium terms are first constructed. Then, the difference in deviances for two models that differ only by whether a particular disequilibrium term is included provides a chi-square test statistic for that term. However, a critical computational problem arises when one or more hyplotypes are unobserved (with zero observed frequency for the haplotypes). In this case, one is faced with the problem of \( \log(0) = -\infty \) and the subsequent tests can not be performed. In contrast, our approach does not need to observe all the possible multilocus haplotypes to measure the multilocus total LD and estimate the effects from lower order disequilibria because the likelihoods of different orders of MC model are computed using the observed haplotypes. Needless to say, this property is very useful in small samples.

Large scale LD profiles show reasonable agreement between our multilocus method and traditional pairwise LD measures. However, we expect that fine scale LD patterns can be somewhat different between the two methods. For example, the number of blocks and block boundaries can be different from method to method. Ke et al. (2004) compared different methods of block definition with respect to number of blocks, average block length, and proportion of sequence contained within blocks. They found that there does not appear to be a strong convergence of block-detection methods. Since the true underlying block structure is unknown, it is difficult to compare which method is more
appropriate than the other. Blocks are heavily dependent on the factors related to the sample - SNP density, sample size, and marker selection (Ke et al. 2004, Sun et al. 2004, Nothnagel et al. 2005).

A large number of markers can be used in a sliding window theoretically, but the number of markers in a window should be limited in practice. As the number of markers in a window increases, the number of possible haplotypes can increase dramatically, but we cannot observe many of them in small samples. Rare long haplotypes which are present in the population but are unobserved in small samples can cause the estimates of LD to be inflated since low numbers of haplotypes falsely indicate high LD. This problem becomes more severe for large windows.

Like most sliding window approaches, finding an optimal window size to capture the LD pattern accurately over a large region is quite challenging. Window size is negatively correlated with the variability in LD trend. If too small window size is used throughout the whole region, the values of multilocus LD measures are so fluctuated that it is hard to separate high LD regions from low LD regions. Haplotype blocks are also fragmented with only a few SNPs in each block. Applying the definition of haplotype-tagging SNPs within these blocks may be useless. On the other hand, too large window size can introduce other problems such as excessive noise, computer memory problem, and smoothing effect. Nothnagel (2004) recommended medium window sizes such as 4-6 after extensive investigation on this matter.
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Chapter 4

Tests for two- and three-locus disequilibria and construction of 3D LD plot

4.1 Introduction

With the availability of very large numbers of dense SNP data, there has been of great interest utilizing multiple closely linked markers simultaneously to find the SNP(s) that are close to the causal variants responsible for complex human diseases in genetic association studies. Analyzing SNPs individually can lose information in their joint distribution unless SNPs are widely spaced so that there is little LD between them or all SNPs are typed so that any causal variant is likely to be typed in the study. In reality, SNP densities in most studies are between the two extremes (Balding 2006). Under such circumstances, multi-SNP analyses may have potential advantages over single-SNP analysis although the power comparisons between two approaches have revealed somewhat mixed results (Akey et al 200; Long et al., 1999; Kaplan et al., 2001; Fallin et al., 2001).

In single- SNP or multi-SNP association analyses, LD between markers and a putative causal variant cannot be directly estimated because only phenotypes, not genotypes, are observed. Nonetheless, detailed understanding of the structure and pattern
of LD, facilitated by testing for various orders of disequilibria, among SNPs in a chromosome region of interest can be useful for developing more efficient statistical methods for disease gene mapping. Moreover, such knowledge may provide valuable information on inferring human evolutionary history.

Statistical tests for two-locus disequilibrium have been well-studied and widely used (Weir 1979; Weir 1996). However, methods to test for the significance of three-locus disequilibrium or higher-order disequilibria are far less well studied. A three locus disequilibrium, \( D_{ABC} \), defined by Bennett (1954) has been commonly used. It describes the quantity that arises naturally in disease association test statistics (Nielsen et al., 2004). Various properties of this measure have been examined (Hill 1976; Thompson et al., 1984) and several methods have been suggested for testing \( H_0 : D_{ABC} = 0 \) (Hill 1976; Weir 1996). However, specifying the null hypothesis as \( H_0 : D_{ABC} = 0 \) has problems in some situations. Haplotype frequencies under the null can have negative values and the range of possible values for \( D_{ABC} \) may not include zero for some haplotype distributions of three diallelic markers.

Another definition of no three-locus association initially proposed by Bartlett (1935) has been considered. No three-locus association occurs when the following condition is satisfied:

\[
(P_{ABC}P_{Abc}P_{abc}) = (P_{ABC}P_{Abc}P_{abc})
\]

This condition means the association between, say, A and B should be the same in the chromosome having C as c. This condition is symmetric among the loci as following:
When some of possible haplotypes for three diallelic markers are not observed, the first definition has problems as discussed above but the second definition is still suitable for testing for the three-locus association. Based on the second definition, several methods to test for the three-locus association have been developed (Hill 1975, 1976; Smouse 1974; Brown 1975). The methods in Hill (1975, 1976) were based on the hierarchical models of dependence of frequencies used for tests of association in multi-dimensional contingency tables (Goodman 1969; Fienberg 1970). For the test for three-locus disequilibrium, two models with the null model including all pairwise associations and the alternative model including all pairwise and three-locus associations were compared using a likelihood ratio test (LRT) statistic which asymptotically follows the chi-square distribution with 1 degree of freedom.

A big obstacle facing the hypothesis tests for various orders of LD is that many haplotypes for multiple markers are usually unobserved due to finite sample size. This imposes significant problems, especially for the test of high order LD coefficients. Brown (1975) argued that relatively large samples are required to detect high order LD, unless allele frequencies are intermediate and disequilibrium is relatively intense. With large samples, the distribution of test statistics under the null hypothesis of no three-locus disequilibrium can be reasonably well approximated by $\chi^2_1$. If many haplotypes are unobserved, however, it is questionable to test the hypothesis using the chi-square approximation because there might be no degree of freedom left for the test. Long et al. (1995) suggested an alternative approach in which empirical distributions of statistics by
resampling the observed data are used to test hypotheses about different orders of disequilibrium. Such empirical distributions avoid the large sample assumption at the expense of more computing time. This resampling method may provide more reliable p-values for the test of high order LD even when there are many missing haplotypes.

In this study, we are interested in understanding the detailed multilocus LD structure among SNPs in the human genome. Specifically, we focus on testing for two- and three-locus disequilibria among SNPs in an ENCODE region of the HapMap data and constructing 3 dimensional LD plots to identify regions where different orders of LD stand out. For our purposes, we borrow the ideas from Hill (1975, 1976) and Long et al. (1995). The significance of three-locus disequilibrium is evaluated via $\chi^2$ and a resampling method. To adjust for multiple testing problem, we apply a FDR procedure (Storey 2002).

### 4.2 Method

#### 4.2.1 Models & Hypothesis Testing

A series of hierarchical models are considered. The constraints for each model are specified using the following four terms:

\[
\begin{align*}
\Delta_{AB} &= P_{AB} - P_A P_B \\
\Delta_{BC} &= P_{BC} - P_B P_C \\
\Delta_{ACB} &= \frac{\Delta_{AB} \Delta_{BC}}{P_B (1 - P_B)} \\
W &= (P_{ABC} P_{abc} P_{Abc} P_{abc}) - (P_{ABC} P_{abc} P_{Abc} P_{abc})
\end{align*}
\]

$\Delta_{AB}$ denotes the common measure of two-locus marginal disequilibrium between the first marker ($M_1$) and the second marker ($M_2$). Similarly, $\Delta_{BC}$ denotes the measure of two-
locus marginal disequilibrium between the second marker ($M_2$) and the third marker ($M_3$). $D_{AC|B}$ denotes the measure of two-locus partial disequilibrium between the first marker ($M_1$) and the third marker ($M_3$). The last term $W$ denotes three-locus disequilibrium measure.

- **Model 0**: The alleles at three markers are completely independent.
  \[(D_{AB} = 0, D_{BC} = 0, D_{AC|B} = 0, W = 0)\]

- **Model 1**: Marginal association between alleles at $M_1$ and $M_2$.
  \[(D_{AB} \neq 0, D_{BC} = 0, D_{AC|B} = 0, W = 0)\]

- **Model 2**: Independence of $M_1$ and $M_3$ conditional on $M_2$.
  \[(D_{AB} \neq 0, D_{BC} \neq 0, D_{AC|B} = 0, W = 0)\]

- **Model 3**: All pairwise association but no 3-locus association
  \[(D_{AB} \neq 0, D_{BC} \neq 0, D_{AC|B} \neq 0, W = 0)\]

- **Model 4**: All pairwise and 3-locus association
  \[(D_{AB} \neq 0, D_{BC} \neq 0, D_{AC|B} \neq 0, W \neq 0)\]

The maximized log-likelihoods for each model are computed in the following way:

\[
LL(\text{Model 0}) = \sum_{i=a}^{A} \sum_{j=b}^{B} \sum_{k=c}^{C} n_{ijk} \times \log(\hat{P}_{i..} \times \hat{P}_{..j} \times \hat{P}_{...k})
\]

\[
LL(\text{Model 1}) = \sum_{i=a}^{A} \sum_{j=b}^{B} \sum_{k=c}^{C} n_{ijk} \times \log(\hat{P}_{i..j} \times \hat{P}_{..k})
\]

\[
LL(\text{Model 2}) = \sum_{i=a}^{A} \sum_{j=b}^{B} \sum_{k=c}^{C} n_{ijk} \times \log(\hat{P}_{i..} \times \hat{P}_{..j} \times \hat{P}_{...k})
\]

\[
LL(\text{Model 3}) = \sum_{i=a}^{A} \sum_{j=b}^{B} \sum_{k=c}^{C} n_{ijk} \times \log(\hat{P}_{i..j} / \hat{P}_{..j})
\]

\[
LL(\text{Model 4}) = \sum_{i=a}^{A} \sum_{j=b}^{B} \sum_{k=c}^{C} n_{ijk} \times \log(\hat{P}_{i..j} / \hat{P}_{..j})
\]
where $n_{ijk}$ denotes the number of observed haplotypes; $\hat{e}_{ijk}$ denotes the converged number of haplotypes using an iterative procedure (see below).

It is interesting to note that the hypothesis test of global equilibrium

$H_0 : P_{ABC} = P_A P_B P_C$ can be decomposed into four mutually exclusive terms: two terms for testing two-locus marginal equilibrium, one term for the conditional independence between $M_1$ and $M_3$, and one term for additional three-locus equilibrium. That is,

$$2N \sum_{i,j,k} P_{ijk} \ln \left( \frac{P_{ijk}}{p_i p_j p_k} \right)$$

$$= 2N \left( \sum_{i,j} P_i \ln \left( \frac{P_i}{p_i} \right) + \sum_{j,k} P_j \ln \left( \frac{P_j}{p_j} \right) + \sum_{i,j,k} P_{ijk} \ln \left( \frac{P_{ijk}^*}{P_{ijk}} \right) \right),$$

where $P_{ijk}^*$ denotes the haplotype frequency distribution under Model 3. This partition is different from Lancaster (1951) in which the test of global equilibrium was partitioned into three terms for testing two-locus marginal equilibrium and one term for additional three-locus equilibrium as following:

$$\chi^2_L = N \left( \left( \frac{\hat{P}_{ABC} - \hat{P}_A \hat{P}_B \hat{P}_C}{\hat{P}_A \hat{P}_B \hat{P}_C} \right)^2 + \ldots + \left( \frac{\hat{P}_{abc} - \hat{P}_a \hat{P}_b \hat{P}_c}{\hat{P}_a \hat{P}_b \hat{P}_c} \right)^2 \right) = N(\nu_{AB}^2 + \nu_{AC}^2 + \nu_{BC}^2 + \nu_{ABC}^2),$$

where
\[ r_{AB}^2 = \frac{\hat{D}_{AB}^2}{\hat{p}_A \hat{p}_a \hat{p}_B \hat{p}_b} \]
\[ r_{AC}^2 = \frac{\hat{D}_{AC}^2}{\hat{p}_A \hat{p}_a \hat{p}_C \hat{p}_c} \]
\[ r_{BC}^2 = \frac{\hat{D}_{BC}^2}{\hat{p}_B \hat{p}_b \hat{p}_C \hat{p}_c} \]
\[ r_{ABC}^2 = \frac{\hat{D}_{ABC}^2}{\hat{p}_A \hat{p}_a \hat{p}_B \hat{p}_b \hat{p}_C \hat{p}_c} \]

and \( \hat{D}_{ABC} = \hat{p}_{ABC} - \hat{p}_A \hat{D}_{BC} - \hat{p}_B \hat{D}_{AC} - \hat{p}_C \hat{D}_{AB} - \hat{p}_A \hat{p}_B \hat{p}_C \). It is easy to show that the test of global equilibrium is not exactly but approximately partitioned into the above four terms suggested by Lancaster (1951).

### 4.2.2 Iterative Proportional Fitting

The haplotype frequencies under Model 3 cannot be estimated directly because there is no closed-form of solution to estimate them. The following iterative proportioning fitting procedure provides a way of computing nonnegative three-locus haplotype frequencies (Goodman 1969; Fienberg 1970; Gange 1995).

For a 3 marker system \((M_i, M_j, M_k)\) with \(i=a\) or \(A\); \(j=b\) or \(B\); \(k=c\) or \(C\), we obtain the observed numbers of two-locus haplotypes with alleles \(i\), \(j\), and \(k\) (i.e. \(n_{ij}\), \(n_{ik}\), \(n_{jk}\)). For the initial step, set \(e_{ijk}^{(0)} = 1\), where \(e_{ijk}^{(0)}\) denotes the initial value for each three-locus haplotype with alleles \(i\), \(j\), and \(k\). For the first cycle,

\[ e_{ijk}^{(1)} = e_{ijk}^{(0)} \times \left( \frac{n_{ij}}{e_{ij}^{(0)}} \right) \text{ for all } i, j, \text{ and } k \]

\[ e_{ijk}^{(2)} = e_{ijk}^{(1)} \times \left( \frac{n_{ik}}{e_{ik}^{(1)}} \right) \text{ for all } i, j, \text{ and } k \]
For the second and subsequent cycles, the numbers of three-locus haplotype are adjusted so that they add to the numbers of two-locus haplotypes. At the end of each cycle, the amount of change introduced by the last cycle can be assessed. If the change is sufficiently small, the procedure is terminated. Otherwise, another cycle is performed. Among several possible criteria which can be used to terminate the iterative procedure, the criterion we used is to terminate when \[ |e_{ijk}^{(3u)} - e_{ijk}^{(3u-3)}| \leq 0.01, \] where \( u = 1, 2, \ldots \).

It’s interesting to note that the iterative procedure can be used to estimate the haplotype frequencies for all models we discussed in the previous section. For Model 3, the iterative procedure needs many cycles of iteration. For the other models (Model 0, Model 1, and Model 2) which we can compute the haplotype frequencies directly, only one cycle of iteration is needed to converge.

### 4.2.3 Problems associated with missing haplotypes

Due to the common problem of small sample size, it is quite often that we cannot observe all eight possible haplotypes for three SNPs. If an observed number of two-locus haplotype (i.e. \( n_{ij}, n_{i,k}, \) or \( n_{j,k} \)) is zero, it is reasonable to speculate that the estimated numbers of constituent three-locus haplotypes are zero. Otherwise, if one of the constituent haplotypes is estimated to be a positive number, the other constituent haplotypes will be a negative number since the observed number of two-locus haplotype is zero. To compromise this problem, the iterative procedure converges to 0 for both constituent three-locus haplotypes. For example, if \( n_{AB^+} = 0 \), both \( \hat{e}_{ABC} \) and
\( \hat{e}_{ABc} \) converge to zero. This can be done with a minor change in the iterative procedure as suggested by Fienberg (1970). The only change required in the procedure is to define zero divided by zero as zero. Thus, if an observed number of two-locus haplotype is zero, three-locus haplotypes constituting the two-locus haplotype will remain zero during the iterative procedure.

### 4.2.4 Construction of an empirical distribution of LRT statistic

In this section, we describe a resampling method which we use to evaluate the significances of likelihood ratio test statistics. We consider a 3 marker system \((M_1, M_2, M_3)\) in this order with \(M_1 = a \) or \(A\), \(M_2 = b \) or \(B\), \(M_3 = c \) or \(C\). Suppose that haplotype frequencies of the 3 markers are estimated from \(N\) phased haplotypes assuming multinominal distribution. From the observed haplotype frequency distribution, we can obtain a haplotype frequency distribution under a particular null hypothesis. Depending on the null hypothesis, however, we may not have a closed form of solution for haplotype frequencies. In that case, we need an iterative procedure in order to produce the haplotype frequency distribution.

Given the haplotype probability distribution specified by the null hypothesis, we draw \(N\) haplotypes using a standard algorithm generating multinominal random variates and repeat the procedure a large number of times (say, 1000 times). In the end, \(R\) resampled samples can be generated. After fitting null and alternative models to the \(r\)th resampled sample, we compute \(G[r]\) and evaluate the empirical distribution of \(G\).

\[
G[r] = 2 \times \{ (LL[r] | H_a) - (LL[r] | H_0) \}, \quad \text{where} \quad r = 1, 2, \ldots, R
\]
P-value is computed as the number of $G[r]$ that is more than or as extreme as the observed LRT statistic divided by the total number of resampling.

### 4.3 Results

#### 4.3.1 Comparison of $\chi^2$ distribution with empirical distributions of LRT statistics

To evaluate the significances of LRT statistic testing for various LD orders, it may be more reasonable to use empirical distributions of LRT statistic by a resampling method than to rely on chi-square distribution since the latter requires large sample assumption. To determine under what conditions the two methods agree or disagree each other, we compare chi-square distribution with empirical distributions of LRT statistic for different hypothesis tests and different MAF thresholds. For this purpose, we create two datasets from the phased haplotype data of the YRI population in ENm010 region from the HapMap project. One dataset consists of 433 SNPs with MAF>= 0.05 and the other consists of 140 SNPs with MAF>=0.3. Then, we randomly select 15 SNPs from each dataset and consider all possible three-SNP combinations (i.e. 455 triples).

Figure 4.1 compares the critical values of chi-square distribution with the averaged critical values of empirical distributions of LRT statistic at different tail probabilities across 455 triples. In the likelihood ratio tests for two-locus associations (i.e. M0 vs. M1, M1 vs. M2, and M2 vs. M3), the critical values of $\chi^2_1$ distribution and those from the resampled distributions agree very well, regardless of the MAF threshold. On the other hand, in the likelihood ratio test for three-locus association (M3 vs. M4), they reveal some discrepancies. The critical values of $\chi^2_1$ distribution are larger than those of
empirical distributions of LRT statistic at different tail probabilities, making chi-square approximation more conservative. If we use chi-square approximation for the test, type I error will be smaller than it should be. We also notice that the departure from $\chi^2_1$ distribution is larger in the dataset of random SNPs with MAF >=0.05. The reason is that with lower MAF threshold, the mean number of observed haplotypes is reduced. If a set of three SNPs has many missing haplotypes, the haplotype frequency distribution under the null model (Model 3) is often the same as the alternative model (Model 4) and the observed LRT statistic comparing the two models is zero. In this case, the LRT statistics computed from the resampled data are near zero, too. Therefore, the averaged critical values of empirical LRT statistics at different tail probabilities across all the examined triples tend to be smaller than the theoretical critical values of $\chi^2_1$. In summary, if all eight possible haplotypes are observed, $\chi^2_1$ is a good approximation of the distribution of observed LRT statistic to test for the three-locus disequilibrium. If many haplotypes are unobserved, however, the inference based on $\chi^2_1$ distribution is too stringent and thus the resampling method may be preferred.
Figure 4.1  Comparison between chi-square distribution and resampled distributions of LRT statistics for different hypothesis tests. For the hypothesis tests of 2-locus LD (M0 vs. M1, M1 vs. M2, M2 vs. M3), chi-square distribution with 1 degree of freedom agrees well with the empirical distributions of LRT statistics regardless of the minor allele frequency threshold. However, for the hypothesis test of three-locus LD (M3 vs. M4), the chi-square distribution with 1 degree of freedom is more conservative than the resampled distribution of LRT statistic. When the allele frequencies of markers are closer to 0.5, the resampled distribution of LRT statistics is closer to the chi-square distribution.
4.3.2 Tests for two- and three-locus disequilibria

We present systematic survey results for two- and three-locus disequilibria in four populations in ENm010 region. From each population, we select SNPs with MAF >=0.3 (140 SNPs from YRI; 144 from CEU; 165 from HCB; 170 from JPT). Such a high MAF threshold is chosen due to a couple of reasons. First, our primary interest is in detecting triples or regions showing significant three-locus disequilibria. Our previous result indicates that three-locus associations cannot be detected in a set of three SNPs with small MAF due to many missing haplotypes. As the MAF threshold increases, the test for three-locus association will be more accurate with many observed haplotypes. In that case, chi-square approximation and the resampling method can be more comparable. Second, when the total number of 3-SNP sets is huge, it is prohibitively intensive to apply the resampling method to all triples.

For all three combinations of SNPs, we compute LRT statistics to test for the global disequilibrium, two-locus disequilibria, and three-locus disequilibrium. For global disequilibrium and two-locus disequilibria tests, p-values are estimated based on only chi-square approximation since chi-square approximation and resampling method yield very similar results. For the test for three-locus disequilibrium, p-values are estimated via the chi-square approximation and resampling method. To adjust multiple comparisons problems, we apply a FDR procedure (Storey 2002) to the raw p-values from different hypothesis tests. We compute the FDR adjusted p-values, called q-values using the “qvalue” function in R package. A null hypothesis is rejected if the corresponding q-value is less than or equal to a significance level $\alpha$. We control the expected FDR at 5%.
After performing a multiple test adjustment on the p-values estimated from the chi-square approximation, we obtain quite a contrasting result across different populations for the three-locus disequilibrium test. In YRI, we detect 4,510 triples showing significant three-locus association, which takes about 1% of the total number of triples in the population. In CEU, 6,841 triples (1.4%) showing significant three-locus associations are detected. However, in HCB and JPT, no significant three-locus associations are detected after adjusting for multiple tests. Even the smallest p-value has the corresponding q-value a lot greater than 0.05, indicating that the false discovery rates are much greater than 5%. We have to tolerate at least 30% of FDR in order to detect some three-locus associations in HCB and JPT. By comparing the average LRT statistics for overall disequilibrium (Model 0 vs. Model 4), all pairwise disequilibria (Model 0 vs. Model 3), and three-locus disequilibrium (Model 3 vs. Model 4) across total triples in each population, we also see that the statistics for three-locus associations are on average much lower in JPT and HCB in comparison with YRI and CEU although the average three-locus LD takes only a small proportion of the overall LD for all populations (see Table 4.1). One possible reason for failure of detecting three-locus LD may be due to the limitation of haplotype phasing since unrelated individuals rather than trios are genotyped in HCB and JPT.
Table 4.1  The average likelihood ratio statistics of total pairwise LD, three-locus LD, and overall LD across all triples

<table>
<thead>
<tr>
<th></th>
<th>Total pairwise LD</th>
<th>Three-locus LD</th>
<th>Overall LD</th>
</tr>
</thead>
<tbody>
<tr>
<td>YRI</td>
<td>38.65</td>
<td>1.43</td>
<td>40.08</td>
</tr>
<tr>
<td>CEU</td>
<td>58.35</td>
<td>1.5</td>
<td>59.85</td>
</tr>
<tr>
<td>HCB</td>
<td>54.10</td>
<td>0.89</td>
<td>55.0</td>
</tr>
<tr>
<td>JPT</td>
<td>49.58</td>
<td>0.97</td>
<td>50.55</td>
</tr>
</tbody>
</table>

4.3.3 Three dimensional LD plots

We depict the test results of two- and three-locus LD in 3 dimensional LD plots. Specifically, we divide triples showing either 2-locus or 3-locus disequilibria in each population into three different categories and plot them (see Figures 4.2 – 4.5). From the 3 dimensional LD plots, we indentify an interesting pattern particularly in 3-SNP sets (i.e. triples) of no or little LD between pairs yet strong three-locus LD. Those triples are more dispersed outside of strong pairwise LD regions in YRI while they are more clustered together in CEU. The reason for this observation might be that YRI population has more genetic diversity and is older than CEU. In contrast to YRI and CEU, we do not observe any such triples in JPT and HCB.

Table 4.2 summarizes several properties of three categories in CEU population. We observe very similar characteristics for each category in the other three populations (data not shown). Triples in the first category represented by red color show significant all three pairwise disequilibria yet insignificant three-locus disequilibrium. Regions in the first category are similar to haplotype block regions which appear as different sizes of
triangles in typical 2 dimensional LD plots. The overall LD is quite large, but most of the overall LD is contributed by pairwise LD. The second category represented by green color is consisted of triples showing both significant all pairwise and three-locus disequilibria. Not many triples belong to the second category, but three markers of each triple in the category are very highly correlated and physically close. Triples in the third category represented by blue color have only significant three-locus disequilibrium. For the triples in the third category, the genomic distance between markers is greater than that of the other two categories. All triples in the third category have 7 or 8 observed haplotypes. The overall LD in the third category is smaller than that in the first or second category, but the contribution of three-locus disequilibrium to the overall LD is much greater.
Figure 4.2  Regions showing significant 2-locus or 3-locus disequilibria in YRI
Red, green, and blue represent sets of 3-SNP (i.e. triples) showing significant all pairwise
disequilibria but insignificant three-locus disequilibrium, triples showing both significant
all pairwise disequilibria and significant three-locus disequilibrium, and triples showing
only significant three-locus disequilibrium, respectively.
Figure 4.3  Regions showing significant 2-locus or 3-locus disequilibria in HCB
The color coding is same as Figure 4.2.
Figure 4.4  Regions showing significant 2-locus or 3-locus disequilibria in JPT
The color coding is same as Figure 4.2.
Figure 4.5  Regions showing significant 2-locus or 3-locus disequilibria in CEU. The color coding is same as Figure 4.2.
Table 4.2  Summary of triples showing significant 2-locus or 3-locus disequilibria in CEU

<table>
<thead>
<tr>
<th></th>
<th>Significant three pairwise disequilibria and insignificant 3-locus disequilibrium</th>
<th>Significant three pairwise disequilibria and significant 3-locus disequilibrium</th>
<th>Insignificant three pairwise disequilibria and significant 3-locus disequilibrium</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of triples</td>
<td>Resampling 11106 (2.3%)</td>
<td>Resampling 399 (0.08%)</td>
<td>Resampling 1147 (0.2%)</td>
</tr>
<tr>
<td></td>
<td>Chi-square 11126 (2.3%)</td>
<td>Chi-square 379 (0.08%)</td>
<td>Chi-square 1108 (0.2%)</td>
</tr>
<tr>
<td>Mean overall LD</td>
<td>122.2</td>
<td>83.5</td>
<td>16.67</td>
</tr>
<tr>
<td>Mean three-locus LD</td>
<td>0.007</td>
<td>15.94</td>
<td>12.92</td>
</tr>
<tr>
<td>% Contribution of three-locus LD to overall LD (mean)</td>
<td>0.0074</td>
<td>21</td>
<td>82</td>
</tr>
<tr>
<td>Number of observed haplotypes</td>
<td>3~8</td>
<td>5~8</td>
<td>7~8</td>
</tr>
<tr>
<td>Mean distance between pairs of markers (kb)</td>
<td>20.38</td>
<td>19.83</td>
<td>111</td>
</tr>
</tbody>
</table>
Table 4.2 (continued)

a: Using chi-square approximation, raw p-values $\leq 0.04$ (Model 0 vs. Model 1), 0.05 (Model 1 vs. Model 2), 0.0028 (Model 2 vs. Model 3), 0.0007 (Model 3 vs. Model 4) are used as cutoffs to control expected FDR at 5%. Using 1,000 times of resampling, p-values of 0 is used as a cutoff to declare the significance of three-locus association.
b: Overall total LD is measured by the log-likelihood difference between Model 0 and Model 4.
c: Three-locus LD is measured by the log-likelihood difference between Model 3 and Model 4.
4.3.4 Determinants of three-locus disequilibrium

To determine conditions in which a triple is more likely to have significant three-locus association, we checked a couple of possible factors. First, we compute the correlation between observed LRT statistic testing for three-locus disequilibrium and $|W|$, where $W$ is defined as

$$W = \left( P_{ABC} P_{Abc} P_{abc} P_{aBc} \right) - \left( P_{ABC} P_{Abc} P_{aBC} P_{abc} \right).$$

The maximum absolute value $W$ can take is 0.00391 when the following haplotype frequencies are observed: $(P_{ABC} = P_{Abc} = P_{aBc} = P_{abc} = 0.25, P_{ABC} = P_{Abc} = P_{aBc} = P_{abc} = 0)$ or $(P_{ABC} = P_{Abc} = P_{aBc} = P_{abc} = 0, P_{ABC} = P_{Abc} = P_{aBC} = P_{abc} = 0.25)$. As the observed LRT statistic testing for three-locus disequilibrium increases, the absolute value of $W$ also increases. The correlation between two variables is 0.79 in YRI. The other three populations show similar magnitudes of correlation. If at least one two-locus marginal haplotype frequencies is zero, $W$ is zero and thus it is less likely to detect significant three-locus association. In triples having three or less haplotypes, $W$ is always zero and three-locus association cannot be detected. In triples having four or more haplotypes, it is possible to detect three-locus association since $W$ can take nonzero values. Second, we checked whether number of observed haplotypes in a triple is an important determinant for detection of three-locus association. We group total triples by their observed number of haplotypes and count the number of triples whose three-locus associations are declared to be significant. Table 4.3 shows the result in YRI population using p-values estimated from chi-square approximation. In triples with four or less haplotypes, no significant three-locus associations are detected. Their overall disequilibria are fully explained by
the associations of pairs of markers. In triples with five or more haplotypes, we can detect significant three-locus association. Using a resampling method and other populations, we obtain very similar results (data not shown).

Table 4.3  Triples showing significant 2-locus or 3-locus disequilibria detected by chi-square approximation in YRI

<table>
<thead>
<tr>
<th>Observed number of haplotypes in a triple</th>
<th>Number of triples</th>
<th>Triangles in global disequilibrium</th>
<th>Triangles showing significant 3-locus LD</th>
<th>Total triples showing 3-locus LD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>2-locus LD</td>
<td>2-locus LD</td>
<td>2-locus LD</td>
</tr>
<tr>
<td></td>
<td></td>
<td>No</td>
<td>One or two</td>
<td>All three</td>
</tr>
<tr>
<td>2</td>
<td>69</td>
<td>69</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>816</td>
<td>816</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>11153</td>
<td>11153</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>16123</td>
<td>16123</td>
<td>0</td>
<td>30</td>
</tr>
<tr>
<td>6</td>
<td>57761</td>
<td>57761</td>
<td>0</td>
<td>104</td>
</tr>
<tr>
<td>7</td>
<td>50789</td>
<td>50789</td>
<td>64</td>
<td>941</td>
</tr>
<tr>
<td>8</td>
<td>310869</td>
<td>209835</td>
<td>1588</td>
<td>1567</td>
</tr>
<tr>
<td>Total</td>
<td>447580</td>
<td>346546</td>
<td>1652</td>
<td>2642</td>
</tr>
</tbody>
</table>

Note: To control expected FDR at 5%, raw p-values ≤ 0.212 (Model 0 vs. Model 4), 0.07 (Model 0 vs. Model 1), 0.03 (Model 1 vs. Model 2), 0.003 (Model 2 vs. Model 3), 0.0005 (Model 3 vs. Model 4) are used as cutoffs.
4.4 Discussion

From the tests for two- and three-locus LD using the data in ENm010 region, we observed quite different patterns in regions of little pairwise LD yet strong three-locus LD across different populations. In HCB and JPT, no such regions are detected. In YRI, those regions are more scattered while in CEU they are more clustered together into a few groups. We also evaluated the adequacy of asymptotic chi-square distribution for hypothesis tests of different orders of LD by comparing chi-square distribution with the resampled distribution of LRT statistics. Our analysis shows that chi-square approximation tends to be more conservative than a resampling method for the test for three-locus disequilibrium. The distributional discrepancy between two methods is greater when minor allele frequency of each marker is low.

Different population demographic history may be responsible for quite different pattern in regions of high order LD across four populations. YRI has longer demographic history and has gone through many recombination events and typically shows higher level of haplotype diversity than non-African populations. Since the number of observed haplotypes is an important factor in whether we can detect three-locus disequilibrium, high level of haplotype diversity throughout the whole region in YRI may suggest one reason for scattered three-locus LD regions. However, no detection of three-locus disequilibrium in JPT and HCB may be caused by some limitation in inference of haplotype phases from unrelated individuals’ genotypes.

Incorporating the knowledge of high order LD between markers and a putative causal variant in multilocus association mapping is potentially more informative and more powerful than utilizing only pairwise LD between each marker and the causal
example, there are situations where no or little LD between any pairs of markers and a functional site but three-locus LD among them can be strong. Thus, the functional site can be identified by consideration of high order LD. Nielsen et al. (2004) discussed that when moderate to high levels of high order LD exist, haplotype tests tend to be more powerful whereas single marker tests tend to prevail when pairwise LD is high. Although there are many factors to affect the power of single-SNP and haplotype-based analysis including specific LD pattern in a region of interest, measuring the magnitudes of various LD orders and testing for their significances may be useful in designing more effective strategies for identification of causal variant(s) responsible for complex diseases. Moreover, selecting sets of SNPs that might have high order LD may be utilized for potential screening of interacting genes and investigating epistatic effects on complex traits.

A resampling method used to evaluate the significance of three-locus LD has advantages and disadvantages over chi-square approximation. When all eight possible haplotypes are observed and marker allele frequencies are not far from 0.5, chi-square approximation and resampling method produce similar results. However, when many haplotypes are unobserved, p-values estimated from the chi-square approximation and those from the resampling method are very different. Since the resampling method does not depend on the large sample requirement, p-values estimated from the resampling method may be more reliable. However, one drawback of the resampling method compared to the chi-square approximation is the computational burden especially when we consider all three combinations of many markers in a large region. Thus, for the test of three-locus disequilibrium, it may be reasonable to use the chi-square approximation
as an initial step and then to apply the resampling method to confirm the suggestive findings.

A large sample size is definitely required to detect three-locus LD reliably because more diverse haplotypes can be observed in a large sample. Detection of higher-order LD requires much larger sample size. However, even if the sample size is sufficiently large enough, there is still possibility that some haplotypes cannot be observed in some regions such as recombination cold spots. In such regions, it will be more difficult to detect significant high order LD because the LD between pairs of markers is almost complete (i.e. equal to the overall LD).
Chapter 5

General Discussion and Conclusions

With growing belief that haplotypes may hold the key to better understand human evolutionary history and to identify genetic variants responsible for complex diseases, characterization of haplotype and LD patterns throughout the human genome has been of great interest in the past ten years. Due to the concept of haplotype blocks, the chromosomes can be relatively simply structured such that each chromosome is divided into many blocks, within which the haplotype diversity is quite limited. Characterization of haplotype blocks has been popular because it can provide association studies with a useful view of broad patterns of LD and an intermediate step to select informative haplotype-tagging SNPs. However, there is no universally accepted definition of haplotype blocks and the block structures are strongly affected by the block definition as well as the markers and samples. Moreover, since block-like patterns have been determined empirically, their biological relevance still needs to be investigated. Although there are usually recombination events between blocks, substantial LD is also found between loci in different blocks and blocks cannot be regarded as independent units. Therefore, using each block as a unit in designing genetic association studies may not be the most efficient strategy (Zhao et al., 2003; Li et al, 2007).

When multiple closely linked markers, often in LD, in a chromosome region are studied to assess the association between the markers and traits of interest, there is a general belief that analysis based on haplotypes may be more powerful than individual
marker analysis. However, the power comparison between these two types of analysis revealed some contradictory findings. Some studies support the single marker analysis (Long et al., 1999) and others favor the haplotype-based analysis (Akey et al., 2001). It is likely that one method may outperform the other depending on certain disease models and certain LD patterns. By comparing the power between single marker and haplotype-based case-control tests of three loci including one putative causal locus, Nielsen et al. (2004) demonstrated that these contradicting findings could be explained by three-locus LD among the two markers and one putative causal variant. Haplotype-based analysis performed better when there were moderate to high levels of three-locus LD while single marker analysis was better when pairwise LD between each marker and the causal variant was high. Therefore, the power of detecting associations between markers and phenotypes was closely related with the patterns of two-locus and higher order LD.

Strategies for performing haplotype-based analyses have been the subject of open debate and active research. Some important practical issues in haplotype-based association tests that are still under active research are how to handle large number of haplotypes and reduce the number of degree of freedom without much loss of power, how to treat the missing phase information, how to adjust for the multiple testing problem, and how to choose the number of adjacent SNPs that should be considered simultaneously. This thesis does not directly address any of the above issues which limit haplotype-based association studies in practice. However, the results in this thesis have implications for disease gene mapping, suggesting a possible strategy for making disease gene mapping more powerful. Utilizing the knowledge of multilocus LD structure in a region of interest may make it possible to choose between single marker analysis and
haplotype-based analysis. For example, a LD map that shows the magnitudes of various LD orders may be useful for predicting statistical power of association studies. However, due to two issues - finite sample size and a large number of LD coefficients - exhaustive estimation and testing of all types of LD coefficients for long haplotypes seems to be very difficult. Under such circumstances, our approach using MOMC models provides an easy and sound solution by describing the general LD patterns and estimating the relative contributions of various LD orders in neighboring markers along a region of interest. When haplotypes are relatively short such as 3-SNP and the region of interest is small such as a candidate gene region, we can exhaustively estimate and test all types of LD to dissect the LD structure as we demonstrated in Chapter 4.

5.1 Summary of Main Results

In Chapter 2, we summarize multilocus LD pattern in a region using multiple order Markov Chain (MOMC) models and a dynamic window algorithm. High / low LD regions are identified and represented in terms of Markov Chain (MC) order along a chromosome. In a LD profile created by our method, high MC order indicates high LD regions such as haplotype blocks while low MC order indicates low LD regions such as recombination hotspots. However, different definitions of a block using different thresholds (MC order 1, MC order 2, and so on) result in various sizes of blocks and chromosomal coverages. By increasing thresholds, the average block length becomes shorter and chromosomal coverage decreases. From the analysis of four populations in ENm010 region, we observe that Asian samples (JPT and HCB) and the sample from Utah in USA (CEU) have a similar long extent of LD and longer block sizes compared to
an African population (YRI), which agrees with the findings from many other groups. Comparison of typical block characteristics using our method with those using two other methods (Gabriel et al., 2002; Wang et al. 2002) reveals that both $D^*$ and our method detect much longer blocks than four gamete test (Wang et al. 2002) and our method shows the greatest chromosomal coverage. The general LD patterns detected by our method are similar to those obtained by the other two methods (Gabriel et al. 2002; Wang et al. 2002), but specific attributes of blocks do not agree in all three methods. Even within the same method, selection of different thresholds changes many attributes of blocks. Especially, the block boundaries are very sensitive to the choice of threshold. These facts illustrate the subjectivity of haplotype block definition and prevent the conclusive characterization of the region’s block structure.

We focus on two goals in Chapter 3. One is to characterize general multilocus LD pattern among multiple markers using multiple order Markov chain (MOMC) models as a statistical framework. The other is to reveal the complex LD structure among multiple neighboring markers by estimating the percentage contributions of various lower order LD to the total multilocus LD. Our multilocus LD measure based on the log-likelihood difference between Markov chain order 0 model and Markov chain order $w-1$ model for $w$ consecutive markers is very similar to the entropy based multi-marker LD measure (Nothnagel et al. 2002), due to the connections between the entropy concept and likelihood theory. Most multilocus LD measures in the literature including Nothnagel’s entropy-based multilocus LD measure provide a single index of association among multiple markers, but they do not reveal the complex patterns and different levels of LD structure. In contrast to those multilocus LD measures, our method can provide not only
the overall measure of association among multiple markers but also more detailed
information about the LD structure. By applying our method to the ten ENCODE regions
of the HapMap project, we observe that (1) Most LD in the ENCODE regions is
attributed to the LD between adjacent pairs of markers across the whole region; (2) LD
between adjacent pairs of markers appears to be more significant in high multilocus LD
regions than in low multilocus LD regions. High orders of LD such as three or more
marker associations become more noticeable in low multilocus LD regions. These facts
lead us to conclude that high level of LD in a region does not necessarily indicate high
proportion of high order LD because high level of LD is usually associated with low
number of haplotypes and detection of high order LD requires a large sample size and
many diverse haplotypes.

Chapter 4 presents the results of statistical tests for two- and three-locus LD in
sets of three SNPs from the data of four different populations in ENm010 region. The
motivation for detection of high order LD is that increased understanding of multilocus
LD structure in a genomic region of interest can be helpful in designing more powerful
multi-SNP association studies because the power of multi-SNP analysis appears to
increase as the magnitude of high order LD increases. The significance of the likelihood
ratio test statistic for three-locus disequilibrium is evaluated via asymptotic chi-square
approximation and empirical distributions of LRT statistic (i.e. resampling method). We
also apply a FDR procedure to account for the multiple testing problems. The key
observations from our analysis of HapMap data are as follows. First, for the test for
three-locus disequilibrium, chi-square approximation tends to be more conservative than
the resampling method, thus less number of triples showing significant three-locus
disequilibrium are detected via chi-square approximation. The distributional discrepancy between two methods is greater when the minor allele frequency of each marker is far from 0.5. Second, we notice that detection of significant three-locus disequilibrium highly depends on the sample size and requires high haplotype diversity and uneven distribution of haplotype frequencies. Finally, after controlling FDR at 5%, no triples showing significant three-locus associations are detected in HCB and JPT, whereas triples showing significant three-locus association are more dispersed in YRI and they are clustered together in CEU.

5.2 Advantages and Limitations

The International HapMap project has generated genome-wide and densely spaced sequence variation data in several human populations from Asia, Africa, and Europe. For this type of data, traditional pairwise LD measures alone are suboptimal to assess the background levels of LD and multilocus LD measures such as ours will certainly provide more information to assess the variability of background correlation across genomic regions.

Since multiple order Markov Chain (MOMC) models can represent dependencies between alleles of successive markers and incorporate various LD orders among multiple markers, the idea of employing MOMC models to describe the local LD pattern is interesting. However, our first attempt to summarize the local LD pattern in terms of Markov chain order turns out to be problematic because the MC order does not directly indicate the magnitude of LD. Rather, it indicates the number of associated markers in a region. For example, MC order 7 implies 7-step dependency among markers. To
overcome this problem, we use the normalized log-likelihood difference between MC 0 and MC \(w-1\) as a measure of multilocus LD. Since the normalized values range between 0 (linkage equilibrium) and 1 (complete LD), they can indicate the magnitude of LD directly. When a very long sequence of markers is considered, pairwise LD measures have to deal with exponentially large number of pairs. However, our approach calculates multilocus LD for each sliding window and thus it can provide convenient profiles of LD pattern even for a very long sequence. The idea of sliding window is quite useful for long sequences, but one downside is that LD between markers that are more distant than the specified window cannot be captured.

In addition to measuring LD among multiple markers, our approach provide more detailed information about the underlying structure of LD by partitioning the total multilocs LD into components of lower order disequilibria. Partitioning demonstrates that the total multilocus LD is mainly accounted for by adjacent pairs of markers and this fact explains why there is a good agreement between the LD profile using our multilocus LD measure and those using pairwise LD measures.

In section 1.2.3, we have discussed several model-based LD measures which provide powerful tools for estimating population recombination rates. In contrast to those methods based on explicit evolutionary models, our approach does not make model assumptions about population history nor incorporates the recombination rates. Thus, our approach can be regarded as non-parametric summary statistics for the LD pattern. When the assumptions on evolutionary models are violated, our non-parametric approach might provide more robust assessment for the levels and patterns of LD. However, since our approach does not directly relate LD patterns to some biological mechanisms which
create or maintain LD in a population, it may be difficult to apply our approach to detect the biological mechanisms such as the underlying recombination or natural selection.

Our multilocus LD measure computes the level of association among multiple markers in each window of size $w$, but physical distance between markers is not incorporated into the calculation. A model adapted from Malecot equation has been used to describe the decline of LD with increasing physical distance $d$ between markers (Maniatis et al., 2002). This method is used to fit the Malecot parameter $\epsilon$ (the exponential decline of association between two loci) and construct LD maps with a map location in $\epsilon d$ LD units. This LD map can describe the patterns of LD in the form of a metric map. However, LD is known to be highly variable over distance depending on regions and populations. For example, Abecasis et al. (2001) estimated that physical distance could account for less than 50% of the variation in LD in their study. Thus, it is not clear how helpful such explicit incorporation of physical distance will be in describing the extent of LD.

Another limitation of our method is the input of only haplotype data, assuming that they are directly observed or the phases are inferred accurately. Unless the haplotype data are available, the inference of phases using statistical or computational approaches such as EM algorithm (Excoffier et al., 1995), the coalescence-based algorithm (Stephens et al., 2001), and the partition-ligation algorithm (Niu et al., 2002) is required as an intermediate step. Since most available genetic data are unphased genotype data and many existing phasing algorithms have some limitations, further study needs to be done in order to use the genotype data directly as an input for our method.
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Appendices
Appendix A

1. For a 2 marker system \((M_i, M_j)\) with \(i = a \text{ or } A; j = b \text{ or } B\)

Consider two biallelic markers with the alleles \(a, A; b, B\). The frequencies of the four haplotypes at the two markers can be uniquely expressed in terms of the allele frequencies, \(P_A\) and \(P_B\), and the pairwise linkage disequilibrium, denoted as \(D_{AB}\) as following:

\[
\begin{align*}
P_{AB} &= P_A P_B + D_{AB} \\
P_{Ab} &= P_A P_B - D_{AB} \\
P_{ab} &= P_a P_b - D_{AB} \\
P_{ab} &= P_a P_B + D_{AB}.
\end{align*}
\]

With \(N = n_{ab} + n_{aB} + n_{Ab} + n_{AB}\) (\(N\) is the sample size), the likelihood is

\[
L = \frac{N!}{n_{ab}! n_{aB}! n_{Ab}! n_{AB}!} (P_{ab})^{n_{ab}} (P_{aB})^{n_{aB}} (P_{Ab})^{n_{Ab}} (P_{AB})^{n_{AB}}
\]

Then, if the constant term in the likelihood is ignored, the log-likelihood can be expressed as

\[
\log L \propto n_{ab} \log(P_{ab}) + n_{aB} \log(P_{aB}) + n_{Ab} \log(P_{Ab}) + n_{AB} \log(P_{AB})
\]

where \(\propto\) denotes “proportional to”. And the log-likelihoods of \(MC_0\) and \(MC_1\) can be written as
\[ LL(MC0) = \sum_i \sum_j n_{ij} \log(P_i \times P_j) \]
\[ LL(MC1) = \sum_i \sum_j n_{ij} \log(P_{ij}) \]

Now, the expected difference between the log-likelihood of \( MC1 \) and the log-likelihood of \( MC0 \) is

\[
\frac{1}{N} E[LL(MC1) - LL(MC0)] = \sum_i \sum_j E\left( \frac{n_{ij}}{N} \right) \times \log\left( \frac{P_{ij}}{P_i \times P_j} \right)
\]
\[ = \sum_i \sum_j P_{ij} \log\left( \frac{P_{ij}}{P_i \times P_j} \right) = \sum_i \sum_j (D_{ij} + P_i \times P_j) \log\left( \frac{D_{ij} + P_i \times P_j}{P_i \times P_j} \right) \]
\[ = \sum_i \sum_j (D_{ij} + P_i \times P_j) \log\left( 1 + \frac{D_{ij}}{P_i \times P_j} \right) \]

Using \( \log(1 + x) \approx x - \frac{x^2}{2} \) by a Taylor series expansion of order 2, the above expressions can be approximated as

\[
\approx \sum_{i=a}^{d} \sum_{j=b}^{g} (D_{ij} + P_i \times P_j) \times \left( \frac{D_{ij}}{P_i \times P_j} - \frac{1}{2} \times \frac{D_{ij}^2}{(P_i \times P_j)^2} \right) = \frac{1}{2} \times \frac{D_{AB}^2}{P_a \times P_b \times P_c}
\]
\[ = \frac{1}{2} r_{AB}^2 \]

2. For a 3 marker system \( (M_i, M_j, M_k) \) in this order with \( i = a \) or \( A \), \( j = b \) or \( B \), \( k = c \) or \( C \)

When considering three biallelic markers with the alleles \( a, A; b, B; \) and \( c, C \), there are eight possible haplotypes. The seven independent haplotype frequencies can be expressed in terms of the three allelic frequencies \( P_a, P_B, P_C \), the three pairwise linkage
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disequilibria \((D_{AB}, D_{BC}, D_{AC})\) and the three-locus linkage disequilibrium \((D_{ABC})\) as following [Robinson et al., 1991]:

\[
P_{ABC} = P_a P_b P_c + P_a D_{BC} + P_b D_{AC} + P_c D_{AB} + D_{ABC}
\]

\[
P_{A_b_c} = P_a P_b P_c - P_a D_{BC} - P_b D_{AC} - P_c D_{AB} + D_{ABC}
\]

\[
P_{aBc} = P_a P_b P_c - P_a D_{BC} + P_b D_{AC} - P_c D_{AB} + D_{ABC}
\]

\[
P_{A_b_c} = P_a P_b P_c - P_a D_{BC} + P_b D_{AC} - P_c D_{AB} - D_{ABC}
\]

With \(N = n_{abc} + n_{abC} + n_{aBC} + n_{A_b_c} + n_{A_b_c} + n_{ABC} + n_{ABC} + n_{ABC}\) \((N\) denotes the sample size),

the log-likelihoods are proportional to

\[
\log L \propto n_{abc} \log(P_{abc}) + n_{abC} \log(P_{abC}) + \ldots + n_{ABC} \log(P_{ABC}) + n_{ABC} \log(P_{ABC})
\]

The log-likelihoods of \(MC0\), \(MC1\), and \(MC2\) are

\[
LL(MC0) = \sum_{i=a}^{A} \sum_{j=b}^{B} \sum_{k=c}^{C} n_{ijk} \log(P_{i..} \times P_{j..} \times P_{..k})
\]

\[
LL(MC1) = \sum_{i=a}^{A} \sum_{j=b}^{B} \sum_{k=c}^{C} n_{ijk} \log(P_{i..} \frac{P_{i..}}{P_{i..}} \times \frac{P_{jk}}{P_{j..}})
\]

\[
LL(MC2) = \sum_{i=a}^{A} \sum_{j=b}^{B} \sum_{k=c}^{C} n_{ijk} \log(P_{i..} \frac{P_{i..}}{P_{i..}} \times P_{..k})
\]
(2A) Approximation of $\frac{1}{N} E[LL(MC1) − LL(MC0)]$:

$$\frac{1}{N} E[LL(MC1) − LL(MC0)]$$

$$= \sum_{i=a}^{A} \sum_{j=b}^{B} \sum_{k=c}^{C} \left( \frac{n_{ijk}}{N} \right) \left[ \log \left( \frac{P_{i,j} \times P_{j,k}}{P_{i,j}} \right) \log \left( \frac{P_{i,j} \times P_{j,k}}{P_{i,j}} \right) \right]$$

$$= \sum_{i=a}^{A} \sum_{j=b}^{B} \sum_{k=c}^{C} P_{ijk} \log \left( \frac{P_{i,j} \times P_{j,k}}{P_{i,j} \times P_{j,k}} \right)$$

$$= \sum_{i=a}^{A} \sum_{j=b}^{B} \sum_{k=c}^{C} P_{ijk} \times \log \left( \frac{P_{i,j} \times P_{j,k}}{P_{i,j} \times P_{j,k}} \right)$$

$$= \sum_{i=a}^{A} \sum_{j=b}^{B} \sum_{k=c}^{C} P_{ijk} \times \log \left( \frac{P_{i,j} \times P_{j,k}}{P_{i,j} \times P_{j,k}} \right) + \sum_{i=a}^{A} \sum_{j=b}^{B} \sum_{k=c}^{C} P_{ijk} \times \log \left( \frac{P_{j,k}}{P_{j,k}} \right)$$

By expanding (1),

$$\sum_{i=a}^{A} \sum_{j=b}^{B} \sum_{k=c}^{C} P_{ijk} \times \log \left( \frac{P_{i,j}}{P_{i,j}} \right) = P_{abc} \log \left( \frac{P_{a} \times P_{b}}{P_{a} \times P_{b}} \right) + P_{abC} \log \left( \frac{P_{a} \times P_{b}}{P_{a} \times P_{b}} \right)$$

$$+ P_{abc} \log \left( \frac{P_{ab}}{P_{a} \times P_{b}} \right) + P_{abC} \log \left( \frac{P_{ab}}{P_{a} \times P_{b}} \right) + P_{abc} \log \left( \frac{P_{ab}}{P_{a} \times P_{b}} \right) + P_{abC} \log \left( \frac{P_{ab}}{P_{a} \times P_{b}} \right)$$

By collecting common terms, we have
\[
= (P_{ab} + P_{ABC}) \times \log \left( \frac{P_{ab}}{P_a \times P_b} \right) + (P_{abc} + P_{aBC}) \times \log \left( \frac{P_{abc}}{P_a \times P_b} \right) \\
+ (P_{Abc} + P_{ABC}) \times \log \left( \frac{P_{Abc}}{P_a \times P_b} \right) + (P_{ABc} + P_{ABC}) \times \log \left( \frac{P_{ABc}}{P_A \times P_B} \right).
\]

Using \( \log(1 + x) \approx x - \frac{x^2}{2} \) by a Taylor series expansion of order 2, (1) can be approximated as following:

\[
\approx (P_a P_b + D_{AB}) \times \left( \frac{D_{AB}}{P_a P_b} - \frac{1}{2} \times \frac{D_{AB}^2}{(P_a P_b)^2} \right) + (P_a P_B - D_{AB}) \times \left( -\frac{D_{AB}}{P_a P_b} - \frac{1}{2} \times \frac{D_{AB}^2}{(P_a P_b)^2} \right) \\
+ (P_A P_B - D_{AB}) \times \left( -\frac{D_{AB}}{P_A P_B} - \frac{1}{2} \times \frac{D_{AB}^2}{(P_A P_B)^2} \right) + (P_A P_B + D_{AB}) \times \left( \frac{D_{AB}}{P_A P_B} - \frac{1}{2} \times \frac{D_{AB}^2}{(P_A P_B)^2} \right) \\
= \frac{1}{2} \times \frac{D_{AB}^2}{P_A P_a P_B P_b} \\
= \frac{1}{2} \times r_{AB}^2,
\]

From (2), we also get \( \frac{1}{2} \times r_{BC}^2 \).

Therefore, for 3 markers with the ordering of \( M_i, M_j, \) and \( M_k \), the expected difference between the log-likelihood of \( MC_1 \) and the log-likelihood of \( MC_0 \) is approximately equal to

\[
\frac{1}{N} E[LL(MC_1) - LL(MC_0)] \approx \frac{1}{2} r_{ij}^2 + \frac{1}{2} r_{jk}^2,
\]

where \( r_{ij}^2 = \frac{(P_{ij} - P_i \times P_j)^2}{P_i \times P_j \times (1 - P_i) \times (1 - P_j)} \) and \( r_{jk}^2 = \frac{(P_{jk} - P_j \times P_k)^2}{P_j \times P_k \times (1 - P_j) \times (1 - P_k)} \).

(2B) Approximation of \( \frac{1}{N} E[LL(MC_2) - LL(MC_0)] \):
\[
\frac{1}{N} E[LL(MC2) - LL(MC0)] = \sum_{i=a}^{A} \sum_{j=b}^{B} \sum_{k=c}^{C} P_{ijk} \log \left( \frac{P_{ijk}}{P_{i \cdot} \times P_{j \cdot} \times P_{\cdot k}} \right)
\]

\[
= \sum_{i=a}^{A} \sum_{j=b}^{B} \sum_{k=c}^{C} P_{ijk} \log \left( 1 + \frac{D_{ijk} + P_{i \cdot} D_{jk} + P_{j \cdot} D_{ik} + P_{\cdot k} D_{ij}}{P_{i \cdot} \times P_{j \cdot} \times P_{\cdot k}} \right)
\]

Using \( \log(1 + x) \approx x - \frac{x^2}{2} \) by a Taylor series expansion of order 2, the above expressions can be approximated as following:

\[
\approx \sum_{i=a}^{A} \sum_{j=b}^{B} \sum_{k=c}^{C} P_{ijk} \times \left( \frac{D_{ijk} + P_{i \cdot} D_{jk} + P_{j \cdot} D_{ik} + P_{\cdot k} D_{ij}}{P_{i \cdot} \times P_{j \cdot} \times P_{\cdot k}} \right) - \frac{1}{2} \times \left( \frac{D_{ijk} + P_{i \cdot} D_{jk} + P_{j \cdot} D_{ik} + P_{\cdot k} D_{ij}}{P_{i \cdot} \times P_{j \cdot} \times P_{\cdot k}} \right)^2.
\]

By expanding the summations, we have

\[
P_{abc} \times \left( \frac{(-D_{ABC}) + P_a D_{BC} + P_b D_{AC} + P_c D_{AB}}{P_a P_b P_c} \right) - \frac{1}{2} \times \left( \frac{(-D_{ABC}) + P_a D_{BC} + P_b D_{AC} + P_c D_{AB}}{P_a P_b P_c} \right)^2
\]

\[
+ P_{abc} \times \left( \frac{D_{ABC} + P_a (-D_{BC}) + P_b (-D_{AC}) + P_c D_{AB}}{P_a P_b P_c} \right) - \frac{1}{2} \times \left( \frac{D_{ABC} + P_a (-D_{BC}) + P_b (-D_{AC}) + P_c D_{AB}}{P_a P_b P_c} \right)^2
\]

\[
+ P_{abc} \times \left( \frac{D_{ABC} + P_a (-D_{BC}) + P_b D_{AC} + P_c (-D_{AB})}{P_a P_b P_c} \right) - \frac{1}{2} \times \left( \frac{D_{ABC} + P_a (-D_{BC}) + P_b D_{AC} + P_c (-D_{AB})}{P_a P_b P_c} \right)^2
\]

\[
+ P_{abc} \times \left( \frac{(-D_{ABC}) + P_a D_{BC} + P_b (-D_{AC}) + P_c (-D_{AB})}{P_a P_b P_c} \right) - \frac{1}{2} \times \left( \frac{(-D_{ABC}) + P_a D_{BC} + P_b (-D_{AC}) + P_c (-D_{AB})}{P_a P_b P_c} \right)^2
\]

\[
+ P_{abc} \times \left( \frac{D_{ABC} + P_a D_{BC} + P_b (-D_{AC}) + P_c (-D_{AB})}{P_a P_b P_c} \right) - \frac{1}{2} \times \left( \frac{D_{ABC} + P_a D_{BC} + P_b (-D_{AC}) + P_c (-D_{AB})}{P_a P_b P_c} \right)^2
\]

\[
+ P_{abc} \times \left( \frac{(-D_{ABC}) + P_a (-D_{BC}) + P_b D_{AC} + P_c (-D_{AB})}{P_a P_b P_c} \right) - \frac{1}{2} \times \left( \frac{(-D_{ABC}) + P_a (-D_{BC}) + P_b D_{AC} + P_c (-D_{AB})}{P_a P_b P_c} \right)^2
\]

\[
+ P_{abc} \times \left( \frac{-D_{ABC} + P_a (-D_{BC}) + P_b D_{AC} + P_c (-D_{AB})}{P_a P_b P_c} \right) - \frac{1}{2} \times \left( \frac{-D_{ABC} + P_a (-D_{BC}) + P_b D_{AC} + P_c (-D_{AB})}{P_a P_b P_c} \right)^2
\]
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With some algebra and substitution of eight haplotype frequencies with their corresponding expressions in terms of allelic frequencies, pairwise linkage disequilibrium coefficients, and three-locus linkage disequilibrium coefficient, we have the following approximation.

\[
\frac{1}{2} \times \frac{D^2_{ABC}}{P_A P_B P_C P_a P_b P_c} + \frac{1}{2} \times \frac{D^2_{AB}}{P_A P_B P_a P_b P_c} + \frac{1}{2} \times \frac{D^2_{BC}}{P_B P_C P_b P_c} + \frac{1}{2} \times \frac{D^2_{AC}}{P_A P_C P_a P_c}
\]

Or it can be rewritten as

\[
\frac{1}{2} \times r^2_{ABC} + \frac{1}{2} \times r^2_{AB} + \frac{1}{2} \times r^2_{BC} + \frac{1}{2} \times r^2_{AC},
\]

where \( r^2_{ABC} = \frac{D^2_{ABC}}{P_A P_B P_C P_a P_b P_c} \); \( r^2_{AB} = \frac{D^2_{AB}}{P_A P_B P_a P_b P_c} \); \( r^2_{BC} = \frac{D^2_{BC}}{P_B P_C P_b P_c} \); \( r^2_{AC} = \frac{D^2_{AC}}{P_A P_C P_a P_c} \).

Therefore, for 3 markers with the ordering of \( M_i, M_j, \) and \( M_k \), the expected difference between the log-likelihood of \( MC2 \) and the log-likelihood of \( MC0 \) is approximately equal to

\[
\frac{1}{N} E\left[LL(MC2) - LL(MC0)\right] \approx \frac{1}{2} r^2_{jk} + \frac{1}{2} r^2_{jk} + \frac{1}{2} r^2_{jk} + \frac{1}{2} r^2_{jk},
\]
where \( r_{ijk}^2 = \frac{(D_{ijk})^2}{P_i \times P_j \times P_k \times (1-P_i) \times (1-P_j) \times (1-P_k)} \); 

\[ r_{ik}^2 = \frac{(D_{ik})^2}{P_i \times P_k \times (1-P_i) \times (1-P_k)} \]; 

three-locus disequilibrium \( (D_{ijk}) \) is defined as 

\[ P_{ijk} - P_i \cdot D_{jk} - P_j \cdot D_{ik} - P_k \cdot D_{ij} - P_i \cdot P_j \cdot P_k \].
Appendix B

1. Generalization of the approximation of expected difference between $LL(MC{l})$ $(1 \leq l \leq w - 1)$ and $LL(MC{0})$:

$$\frac{1}{N} E[LL(MC{l}) - LL(MC{0})] \propto \sum_{i=1}^{w-1} r^2_{i(i+1)},$$  \hspace{1cm} (B1)$$

where $\propto$ denotes “proportional to”.

$$\frac{1}{N} E[LL(MC{2}) - LL(MC{0})] \propto \sum_{i=1}^{w-2} r^2_{i(i+2)} + \sum_{i=1}^{w-2} r^2_{i(i+1)(i+2)} + \text{all terms in (B1)}$$  \hspace{1cm} (B2)$$

$$\frac{1}{N} E[LL(MC{3}) - LL(MC{0})] \propto \sum_{i=1}^{w-3} r^2_{i(i+3)} + \sum_{i=1}^{w-2} \sum_{j=i+1}^{i+2} r^2_{i(i+1)(i+2)} + \text{all terms in (B2)}$$  \hspace{1cm} (B3)$$

$$\frac{1}{N} E[LL(MC{4}) - LL(MC{0})] \propto \sum_{i=1}^{w-4} r^2_{i(i+4)} + \sum_{i=1}^{w-3} \sum_{j=i+1}^{i+3} r^2_{i(i+1)(i+2)(i+3)} + \sum_{i=1}^{w-4} \sum_{j_{1} \neq j_{2}} \sum_{q[i+1, i+3]} r^2_{i(i+4)} + \sum_{i=1}^{w-4} r^2_{i(i+1)(i+2)(i+3)} + \text{all terms in (B3)}$$  \hspace{1cm} (B4)$$
where \( \sum_{j_1 \neq j_2 \text{ or } j_3} \) denotes all possible combination of two different markers between \( M_{i+1} \) and \( M_{i+3} \). Finally, the expected difference between \( LL(MC_l) \) (\( 5 \leq l \leq w - 1 \)) and \( LL(MC_{0}) \) can be written as

\[
\begin{align*}
\frac{1}{N} E[LL(MC_l) - LL(MC_{0})] & \approx \sum_{i=1}^{w-l} r_{(i+l)}^2 + \sum_{i=1}^{w-l} \sum_{j=i+1}^{w-l} r_{j(i+l)}^2 \\
& + \sum_{i=1}^{w-l} \sum_{j_1 \neq j_2 \neq j_3} \sum_{e[i+1, i+l]} r_{j(j_1j_2(i+l))}^2 \\
& + \sum_{i=1}^{w-l} \sum_{j_1 \neq j_2 \neq j_3} \sum_{e[i+1, i+l]} r_{j(j_1j_2j(i+l))}^2 \\
& \quad \vdots \\
& + \sum_{i=1}^{w-l} \sum_{j_1 \neq j_2 \neq j_3 \neq j_4} \sum_{e[i+1, i+l]} r_{j(j_1j_2j_3j_4(i+l))}^2 \\
& \quad + \text{all terms in } \frac{1}{N} E[LL(MC_{l-1}) - LL(MC_{0})] ,
\end{align*}
\]

where \( \sum_{j_1 \neq j_2 \neq j_3} \) and \( \sum_{j_1 \neq j_2 \neq \ldots \neq j_{l-1}} \) denote all possible combination of three different markers and \((l-1)\) different markers between \( M_{i+1} \) and \( M_{i+l-1} \), respectively.