ABSTRACT

CHENG, LIPING. Mathematical Modeling of Laminar and Turbulent Single-phase and Two-phase Flows in Straight and Helical Ducts (Under the direction of Dr. Andrey V. Kuznetsov)

The purpose of this research is to investigate numerically the dynamics and heat transfer of laminar or turbulent flows in different media and complicated geometries, including the flow in a composite domain whose central portion is occupied by a clear fluid (turbulent flow) and whose peripheral portion is occupied by a fluid saturated porous medium (laminar flow); a laminar flow of a non-Newtonian fluid in a helical pipe; a laminar flow in a helical pipe filled with a fluid saturated porous medium; a two-phase laminar flow (non-Newtonian carrying fluid and solid particles) in a helical pipe. To model forced convection in a composite porous/fluid domain, the Brinkma-Forchheimer-extended Darcy equation is utilized for the porous region and a two-layer algebraic turbulence model is utilized for the flow in the central region. The effects of turbulence on velocity and temperature distributions as well as on the Nusselt number are analyzed. To investigate a fully developed laminar flow of a non-Newtonian fluid in a helical pipe, an orthogonal helical coordinate system is utilized and the Navier-Stokes and energy equations for the non-Newtonian fluid in this coordinate system are derived. The effects of the curvature and torsion of a helical pipe, the Dean number and Germano number on the velocities, secondary flow and heat transfer are presented. A full momentum equation for the flow in porous media that accounts for the Brinkman and Forchheimer extensions of the Darcy law as well as for the flow inertia is adopted to study the fully developed laminar flow in a helical pipe filled with a fluid saturated porous medium. The effects of the geometry of the helical pipe and the physical properties of the
porous medium are investigated. Accounting for the flow inertia is shown to be important for predicting the secondary flow in a helical pipe. For 3D modeling of two-phase laminar flow in a helical pipe, the Eulerian approach is utilized for fluid flow and the Lagrangian approach is utilized for tracking particles. The interaction between the solid particles and the fluid that carries them is accounted for by a source term in the momentum equation for the fluid. The influence of inter-particle and particle-wall collisions is also taken into account.
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1 INTRODUCTION

In mechanical engineering applications, many different media or complicated geometries are utilized for fluid flow. In this dissertation, investigation is conducted on the dynamics and heat transfer in the following processes: the flow in a composite channel or duct whose central portion is occupied by a clear fluid and whose peripheral portion is occupied by a fluid saturated porous medium; a laminar flow of a non-Newtonian fluid in a helical pipe; a laminar flow in a helical pipe filled with a fluid saturated porous medium; a two-phase laminar flow in a helical pipe.

1.1 TURBULENCE EFFECTS ON FORCED CONVECTION IN COMPOSITE POROUS/FLUID DOMAIN

The interaction of turbulent flow in a homogeneous fluid region with flow in a porous region in a composite porous/fluid domain is of great practical interest. This problem is important in modeling solidification of binary alloys with electromagnetic stirring [1], investigation of turbulent flow near porous obstacles [2] for applications including microelectronic cooling [3], and studying the contaminant transport by air flow through forests and crops. Results of Antohe and Lage [4] and Prakash et al. [5, 6] indicate that the effect of the porous medium is to dampen turbulence. This occurs because of the friction between the fluid and the porous matrix. Also, porous matrix imposes heavy restrictions on the size of turbulent eddies in the porous region. Therefore, if permeability of the porous medium is sufficiently small, even if the flow in the clear fluid region is turbulent, the flow in the porous region may still remain laminar.
Despite considerable interest in modeling of macroscopic turbulence in homogeneous porous media ([4]-[12]), the number of papers addressing turbulent flow in composite porous/fluid domains is very limited. This dissertation concentrates on the problem of forced convection in a composite circular tube or a parallel plate channel, with its central part filled with a homogeneous fluid and its peripheral part filled with a fluid saturated porous medium. The effect of turbulence in the central region on heat transfer from the wall to the fluid is analyzed for two types of boundary conditions at the tube wall, constant heat flux and constant wall temperature.

1.2 LAMINAR FLOW OF A NON-NEWTONIAN FLUID IN A HELICAL PIPE

A secondary flow is induced in a plane perpendicular to the main flow when a fluid passes through a curved helically coiled pipe. The secondary flow helps to achieve better heat and mass transfer; this is one of the reasons why helically coiled pipes are applied in many branches of industry and the research on the flow dynamics of liquids in helical pipes attracts lots of attention. The first theoretical study was done by Dean [13] for fully developed laminar flow. He introduced a dimensionless parameter, later called the Dean number, to characterize the magnitude and the shape of the secondary motion. Germano [14, 15] introduced a helical orthogonal coordinate system and derived the Navier-Stokes equations in this coordinate system to study the effect of torsion on the secondary flow. Numerical studies have been conducted later on to examine the effects of torsion and curvature on the fluid flow in helical pipes ([16-21]). However, all of these works studied Newtonian fluids. Many industrial applications deal with non-Newtonian fluids, especially in aseptic processing of foods such as milk, soups, sauces, fruit juices, and other beverages. Sandeep [22] and
Sandeep et al. [23] pioneered in modeling flows of non-Newtonian fluids in helical pipes using the Ostwald-de Waele model (Bird et al., [24]). However, since a Cartesian coordinate system was used, the effects of the curvature and torsion on the secondary flow in the plane normal to the main flow could not be studied in sufficient details. In this dissertation Germano’s orthogonal helical coordinate system is adopted for a fully developed laminar flow of a non-Newtonian fluid in a helical pipe and the governing equations in this coordinate system are derived. To solve the heat transfer problem, a thermal energy equation is derived and solved for the case of a constant wall heat flux. The effects of the Dean number, Germano number, and Prandtl number with a fixed Reynolds number on the hydrodynamics and heat transfer in non-Newtonian fluid flow in helical pipes are investigated.

1.3 LAMINAR FLOW IN A HELICAL PIPE FILLED WITH A FLUID SATURATED POROUS MEDIUM

Porous media are widely used in engineering applications, to study migration of moisture in fibrous insulation, grain storage, transport in contaminated soils, underground disposal of nuclear wastes, transport in drying processes, etc. Nield and Bejan [25] summarized the state-of-the-art on this topic. Another quickly developing research field related to porous media is concerned with biomedical applications. In a clotted artery, the lesions or "plaques" within the artery wall consist of localized deposits of fat compounds (lipids) surrounded by cells recruited from the blood stream and scar tissue; this acts as a porous medium that may diminish or completely eliminate the blood flow. The coronary arteries surrounding the heart are curved and at least segments of them can be modeled as helical.
Nothing has been published on flows in helical pipes filled with a fluid saturated porous medium. To fill the gap in the literature, an investigation on the laminar flow in a helical pipe filled with a porous medium is conducted. The Brinkman-Forchheimer-extended Darcy equation with inertia terms is solved numerically in an orthogonal helical coordinate system. The effects of the Darcy number, the Forchheimer coefficient, the curvature and torsion of the helical pipe on the axial flow velocity and secondary flow are investigated numerically.

1.4 **Two-phase Laminar Flow in a Helical Pipe**

Governing equations for a two-phase 3D helical pipe flow of a non-Newtonian fluid with large particles are derived in an orthogonal helical coordinate system. The Lagrangian approach is utilized to model solid particle trajectories. The interaction between solid particles and fluid that carries them is accounted for by a source term in the momentum equation for the fluid. The force-coupling method (Maxey et al. [26]; Maxey and Patel [27]) is adopted, in which the momentum source term is no longer a Dirac delta function but is spread on the numerical mesh by using a finite-sized envelop with a spherical Gaussian distribution. The influences of inter-particle and particle-wall collisions are also taken into account.

1.5 **Introduction of Parts and Chapters**

This dissertation includes four parts and nine chapters. Part One, which includes Chapters 2 and 3, investigates the interaction of turbulent flow in a homogeneous fluid region with flow in a porous region in a composite porous/fluid domain when the flow in the porous region of
the domain is assumed to be laminar and the flow in the clear fluid region of the domain is assumed to be turbulent. Part Two is composed of Chapters 4 and 5 and investigates laminar flow and heat transfer of a non-Newtonian fluid in a helical pipe. The momentum and energy equations are derived and solved in an orthogonal helical coordinate system. The Ostwald-de Waele model is utilized to consider the effective viscosity of a non-Newtonian fluid. Part Three, which includes Chapters 6 and 7, describes the modeling of the laminar flow and heat transfer in a helical pipe filled with a fluid saturated porous medium. A full momentum equation for the flow in porous media, which accounts for the Brinkman and Forchheimer extensions of the Darcy law as well as for the flow inertia, is utilized. Part Four consists of Chapter 8, which describes mathematical 3D modeling of two-phase (non-Newtonian fluid and solid particles) in a helical pipe. The Eulerian/Lagrangian approach is applied and a Force Coupling method by Maxey is adopted to consider the back influence of the particles on the carrying fluid.

Chapter 2 (published as ref. [28]) studies a composite parallel-plate channel whose central portion is occupied by a clear fluid and whose peripheral portion is occupied by a fluid saturated porous medium. The laminar flow in the porous region of the channel is governed by the Brinkma-Forchheimer-extended Darcy equation, while the turbulent flow in the clear fluid region of the channel is modeled using the two-layer algebraic turbulence model suggested by Cebeci and Smith (Cebeci and Smith [29], Wilcox [30]). The validity of this laminar/turbulent assumption is validated by estimating the Reynolds numbers in the clear fluid and porous regions of the channel.

Chapter 3 (published as ref. [31]) investigates a similar problem to that in Chapter 2 except that the object is now a circular tube, the center of which is filled with a homogeneous fluid
and the neighboring porous region is adjacent to the tube wall. Two kinds of thermal boundary conditions (isoflux wall and isothermal wall) are investigated. The effects of turbulence in the central region on velocity and temperature distributions as well as on the Nusselt number are analyzed by comparing turbulent model predictions with predictions of the model that assumes laminar flow in both homogeneous fluid and porous flow domains.

When a fluid passes through a curved helically coiled pipe, the centrifugal force causes an increased axial velocity near the pipe outer wall and decreased axial velocity near the pipe inner wall and in the mean time, a secondary flow is generated. Chapter 4 (published as ref. [32]) investigates this phenomenon by a numerical study of a fully developed laminar flow of a non-Newtonian fluid in a helical pipe based on an orthogonal helical coordinate system suggested by Germano [13, 14]. The SIMPLE algorithm with a staggered grid is adopted to solve the governing equations. The effects of the pressure gradient, the curvature, and the torsion on the fully developed laminar flow in helical pipes are investigated. The comparison of flow dynamics between Newtonian and non-Newtonian fluids is presented.

To show the effect of helical pipe on heat transfer, in Chapter 5 (published as ref. [33]), both the Navier-Stokes and energy equations are derived and solved in the same orthogonal helical coordinate system as the one in Chapter 4. The effects of the Dean number, Germano number, and Prandtl number with a fixed Reynolds number on the hydrodynamics and heat transfer in non-Newtonian fluid flow in helical pipes are investigated for the case of a constant wall temperature boundary condition.

Chapter 6 (published as ref. [34, 35]) investigates laminar flow in a helical pipe filled with a porous medium, which is relevant to a number of engineering and biological applications,
such as the flow in a helical segment of a clotted human coronary artery. Since the secondary flow in a helical pipe becomes significant at a relatively large flow velocity, it is insufficient to describe the drag that the porous medium imposes on a fluid by using just one linear (Darcy) term; at larger filtration velocities the surface drag due to friction becomes comparable with the form drag due to solid obstacles (Nield and Bejan [25]). Since the form drag due to solid obstacles is proportional to the square of the filtration velocity, to account for this effect an additional quadratic drag term is introduced into the momentum equation, which is called the Forchheimer term. In this chapter, the most general form of a momentum equation for porous media, the Brinkman-Forchheimer-extended Darcy equation with inertia terms, is utilized; this equation is solved numerically in the same orthogonal helical coordinate system as described in the previous chapters. The geometry of a helical pipe is characterized by the curvature and torsion. In this study, the effects of the Darcy number, the Forchheimer coefficient, the curvature and torsion of the helical pipe on the axial flow velocity and secondary flow are investigated numerically.

Chapter 7 (submitted as ref. [36, 37]) is to carry out a heat transfer investigation for the flow in a helical pipe filled with a fluid saturated porous medium. In addition to the full momentum equation for porous media that accounts for the Brinkman and Forchheimer extensions of the Darcy law as well as for the flow inertia described in Chapter 6, an energy equation is also derived and solved. The effects of the Darcy number, the Forchheimer coefficient as well as the Dean and Germano numbers on the axial flow velocity, secondary flow, temperature distribution, and the Nusselt number are investigated.

Chapter 8 (submitted as ref. [38]) simulates a two-phase 3D flow of a non-Newtonian fluid in a helical pipe with large particles. The governing equations for the fluid flow in an
orthogonal helical coordinate system are derived. The influence of the particles on the fluid is described by adding a source term to the momentum equation for the fluid flow. The particle-particle and particle-wall interactions are taken into account. It is shown that the particles have a significant effect on the flow field. The effects of mean flow velocity and the initial radial positions of particles on the residence time distribution (RTD) of the particles are analyzed.
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2 EFFECTS OF THERMAL DISPERSION AND TURBULENCE ON FORCED CONVECTION IN A COMPOSITE PARALLEL-PLATE CHANNEL: INVESTIGATION OF CONSTANT WALL HEAT FLUX AND CONSTANT WALL TEMPERATURE CASES

ABSTRACT

In this chapter, a composite parallel-plate channel whose central portion is occupied by a clear fluid and whose peripheral portion is occupied by a fluid saturated porous medium is considered. The flow in the porous region of the channel is assumed to be laminar, governed by the Brinkma-Forchheimer-extended Darcy equation, while the flow in the clear fluid region of the channel is assumed to be turbulent. The validity of this laminar/turbulent assumption is validated by estimating Reynolds numbers in the clear fluid and porous regions of the channel. Although the flow in the porous region remains laminar, it is still fast enough for the quadratic drag (Forchheimer) effects to be important. In this situation, hydrodynamic mixing of the interstitial fluid at the pore scale becomes important, and may cause significant thermal dispersion. It is shown that thermal dispersion may result in some counter-intuitive effects, such as the increase of the Nusselt number when the width of the clear fluid region in the center of the channel is decreased.

Nomenclature

\( a_f \) fluid thermal diffusivity, \( m^2/s \)

\( a_T \) eddy diffusivity of heat, \( m^2/s \)

\( A^+ \) Van Driest coefficient, defined in equation (2.9)

\( c_F \) Forchheimer coefficient
C  dimensionless experimental constant in the correlation for thermal dispersion

$d_p$  average diameter of porous particle, m

$Da$  Darcy number

$F_{Kleb}$  Klebanoff intermittency function, defined in equation (2.7)

$h$  heat transfer coefficient, $W/m^2K$

$k_{eff}$  effective thermal conductivity of the porous medium, $W/mK$

$k_f$  fluid thermal conductivity, $W/mK$

$k_m$  stagnant thermal conductivity of the porous medium, $W/mK$

$Nu$  Nusselt number, $h2R/k_f$

$p$  pressure, Pa

$Pr$  Prandtl number, $\nu_f/\alpha_f$

$Pr_t$  turbulent Prandtl number, $\nu_f/\alpha_f$

$q''_w$  wall heat flux, $W/m^2$

$r$  transverse coordinate, m

$r^+$  dimensionless transverse coordinate, $u_\tau r/\nu_f$

$R$  half parallel plates separation distance, m

$R^+$  dimensionless half parallel plates separation distance, $u_\tau R/\nu_f$
Re$_{25R}$ Reynolds number based on the width of the clear fluid region and the mean velocity in this region

Re$_k$ Reynolds number for the flow in the porous region based on $K^{1/2}$

Re$_p$ Reynolds number based on the average particle diameter and the friction velocity at the porous/fluid interface, $u_{\tau}d_p/\nu_f$

T temperature, $K$

$T_m$ mean flow temperature, $K$

$T_w$ wall temperature, $K$

$u$ longitudinal velocity, $m/s$

$u^+$ dimensionless velocity, $u/u_{\tau}$

$u_{\tau}$ friction velocity at the porous/fluid interface, $(\tau_i/\rho_f)^{1/2}$, $m/s$

$U_m^+$ dimensionless mean flow velocity in the channel

$y^+$ dimensionless distance from the porous/fluid interface, $\xi R^+ - r^+$

$y_m^+$ the smallest dimensionless distance from the interface for which $\mu_{\tau_i} = \mu_{r_i}$

**Greek symbols**

$\alpha_T$ closure coefficient in Cebeci-Smith model, defined in equation (2.9)

$\beta$ dimensionless adjustable coefficient in the matching condition for the shear stress at the porous/fluid interface
\( \theta \)  
Dimensionless temperature for the constant wall heat flux case,
\[
\frac{1}{Nu} \frac{(T - T_w)}{(T_m - T_w)}
\]

\( \kappa \)  
Von Karman constant, defined in equation (2.9)

\( \mu_{\text{eff}} \)  
Effective viscosity of porous medium, \( \text{kg} / \text{ms} \)

\( \mu_f \)  
Fluid viscosity, \( \text{kg} / \text{ms} \)

\( \mu_T \)  
Eddy viscosity, \( \text{kg} / \text{ms} \)

\( \mu_T^+ \)  
Dimensionless eddy viscosity, \( \mu_T / \mu_f \)

\( \mu_T^i \)  
Dimensionless eddy viscosity in the inner layer

\( \mu_T^u \)  
Dimensionless eddy viscosity in the outer layer

\( \nu_f \)  
Fluid kinematic viscosity, \( \text{m}^2 / \text{s} \)

\( \nu_T \)  
Eddy diffusivity of momentum, \( \text{m}^2 / \text{s} \)

\( \zeta \)  
Dimensionless position of the interface

\( \rho_f \)  
Fluid density, \( \text{kg} / \text{m}^3 \)

\( \tau_i \)  
Shear stress at the porous/fluid interface, \( \text{N} / \text{m}^2 \)

\( \phi \)  
Dimensionless temperature for the constant wall temperature case,
\[
\frac{(T - T_w)}{(T_m - T_w)}
\]
2.1 INTRODUCTION

Modeling of turbulent flows in porous media has been addressed in numerous publications (Pedras and de Lemos [1-3], Antohe and Lage [4], Nakayama and Kuwahara [5], Kuwahara et al. [6], Nield [7], and Masuka and Takatsu [8]). In a domain completely filled with a fluid saturated porous medium the flow may become turbulent, once the appropriately defined Reynolds number (for example, Re_\kappa, which is based on the square root of permeability as the length scale) becomes larger than its critical value. However, in composite porous/fluid domains the situation may be different. Results of Antohe and Lage [4] and Prakash et al. [9, 10] indicate that the effect of the porous medium is to dampen turbulence. This occurs because of the friction between the fluid and the porous matrix. Also, porous matrix imposes heavy restrictions on the size of turbulent eddies in the porous region. Therefore, if permeability of the porous medium is sufficiently small, even if the flow in the clear fluid region is turbulent, the flow in the porous region may still remain laminar. Later in this chapter, this hypothesis will be verified by computing Reynolds numbers for the clear fluid and porous regions and comparing them with their critical values.

Even if the flow in the porous region remains laminar, the filtration velocity may still be large enough for the quadratic drag (Forchheimer) effect to be important. Therefore, momentum transport in the porous region is described utilizing the Brinkman-Forchheimer-extended Darcy equation (the utilization of the Brinkman extension is important to retain the continuity of the filtration velocity at the porous/fluid interface and to impose the no-slip boundary condition at the solid wall). If filtration velocity is large enough for the Forchheimer term to be important in the momentum equation, the energy equation must account for the additional heat transfer in the porous medium due to the hydrodynamic
mixing of the interstitial fluid at the pore scale. This effect is called thermal dispersion (Nield and Bejan [11]).

Thermal dispersion results in apparent increase of thermal conductivity of the porous medium. Amiri and Vafai [12, 13] suggested accounting for thermal dispersion by assuming that the effective thermal conductivity consists of the stagnant and the dispersion conductivity. Strictly speaking, for a two-dimensional flow in an isotropic porous medium, it is necessary to consider effects of thermal dispersion on heat transfer in both longitudinal and transverse directions. However, Plumb [14] assumed that the longitudinal thermal dispersion coefficient was negligible and the transverse coefficient was proportional to the streamwise velocity component. According to Amiri and Vafai [12, 13] who constructed their correlation based on experimental findings of Wakao and Kaguei [15], the effective thermal conductivity in the transverse direction, $k_{\text{eff}}$, can be expressed as:

$$k_{\text{eff}} = k_m + C k_f \frac{Pr \rho_f u d_p}{\mu_f} \quad (2.1)$$

where the stagnant thermal conductivity of the porous matrix, $k_m$, can be approximated by the following equation:

$$k_m = \varepsilon k_f + (1-\varepsilon) k_s \quad (2.2)$$

In equations (2.1) and (2.2) $C$ is the dimensionless experimental constant, which according to Wakao and Kaguei [15] equals to 0.1 for the transverse dispersion; $d_p$ is the average diameter of a porous particle; $k_f$ is the thermal conductivity of the fluid phase; $k_s$ is the thermal conductivity of the solid phase; $Pr$ is the Prandtl number, $\mu_f c_f / k_f$; $c_f$ is the specific
heat of the fluid; $u$ is the filtration velocity; $\varepsilon$ is the porosity; $\mu_\varepsilon$ is the dynamic viscosity of the fluid; and $\rho_\varepsilon$ is the density of the fluid.

It should be noted that despite considerable number of publications addressing forced convection in composite channels (Poulikakos and Kazmierczak [16], Vafai and Thiyagaraja [17], Kuznetsov [18], and many others), previous work in this area addressed only the laminar flow case. This chapter investigates the interaction between turbulent flow in the clear fluid region of the channel and laminar non-Darcian flow in the porous region. Special consideration is given to the effect of thermal dispersion in the porous medium. It is shown that although the flow in the porous region remains laminar, thermal dispersion may have a dramatic impact on heat transfer in the channel.

![Figure 2.1 Schematic diagram of the composite parallel-plate channel](image-url)
Figure 2.1 displays a schematic diagram of the problem considered in this chapter. Homogeneous fluid occupies the central portion of the parallel plate channel, $0 \leq r \leq \xi R$. The peripheral part of the channel, $\xi R \leq r \leq R$, is occupied by an isotropic fluid saturated porous medium of uniform porosity. Two cases of thermal boundary condition are considered: a constant wall heat flux, $q^*_w$, and a constant wall temperature, $T_w$. The flow is assumed hydrodynamically and thermally fully developed.

### 2.2 MOMENTUM TRANSPORT IN THE CHANNEL

The flow domain is divided into two regions, the clear fluid region, where the flow is turbulent, and the porous region, where the flow is laminar. For the clear fluid region, the two-layer algebraic turbulence model suggested by Cebeci and Smith (Cebeci and Smith [19], Wilcox [20]) is utilized. According to this model, the velocity distribution in the clear fluid region, $0 \leq r \leq \xi R$, is computed from the following equation:

$$\frac{du^+}{dy^+} = \frac{1}{1 + \mu^+ f\tau^+ R^+} \left(1 - y^+ \right) \left(1 + y^+ \right) \left(1 - y^+ \right) \left(1 + y^+ \right)$$

where $u^+$ is the dimensionless velocity, $u / u_i$; $u$ is the longitudinal velocity; $u_i$ is the friction velocity at the porous/fluid interface, $\sqrt{\tau_i / \rho_f}$; $\tau_i$ is the shear stress at the porous/fluid interface (at $r = \xi R$); $R^+$ is the dimensionless half separation distance between the parallel plates, $u_i R / \nu_f$; $R$ is the half separation distance between the parallel plates; $\nu_f$ is the fluid kinematic viscosity; $y^+$ is the dimensionless distance from the porous/fluid interface, $\xi R^+ - r^+$; $r^+$ is the dimensionless transverse coordinate, $u_i r / \nu_f$; $r$ is the
transverse coordinate; \( \mu^+_T \) is the dimensionless eddy viscosity, \( \mu_T / \mu_f \); and \( \mu_T \) is the eddy viscosity.

According to the Cebeci-Smith model [19, 20], the turbulent flow domain is divided into two layers, the inner layer (\( 0 \leq y^+ \leq y_m^+ \)) and the outer layer (\( y^+ > y_m^+ \)), and dimensionless eddy viscosity is computed as:

\[
\mu^+_T = \begin{cases} 
\mu^+_i & \text{for } y^+ \leq y_m^+ \\
\mu^+_o & \text{for } y^+ > y_m^+ 
\end{cases}
\] (2.4)

where \( y_m^+ \) is the smallest value for which \( \mu^+_i = \mu^+_o \). The value of dimensionless eddy viscosity in the inner layer, \( \mu^+_i \), is computed according to the following equation:

\[
\mu^+_i = (\kappa y^+)^2 \left[ 1 - \exp \left( -y^+ / A^+ \right) \right]^2 \left[ du^+ / dy^+ \right] 
\] (2.5)

and the value of dimensionless eddy viscosity in the outer layer, \( \mu^+_o \), is computed as:

\[
\mu^+_o = \alpha_T U^+_c \delta^+_v F_{Kleb}
\] (2.6)

where \( U^+_c \) is the dimensionless centerline velocity, \( (u_{r=0})/u_r \); \( F_{Kleb} \) is the Klebanoff intermittency function:

\[
F_{Kleb} = \left[ 1 + 5.5 \left( y^+ / (\xi R^+) \right)^6 \right]^{-1/3}
\] (2.7)

and \( \delta^+_v \) is the dimensionless velocity thickness:

\[
\delta^+_v = \int_0^{\delta R^+} \left( 1 - u^+ / U^+_c \right) dy^+
\] (2.8)

The closure coefficients for the Cebeci-Smith model are:

\[
\kappa = 0.40, \quad \alpha_T = 0.0168, \quad A^+ = 26
\] (2.9)
In the traditional formulation of the Cebeci-Smith model, the value of the Van Driest’s coefficient, $\lambda^+$, is corrected to account for the effect of pressure gradient [20]. However, because it is assumed that the flow occurs under favorable pressure gradient, $dp/dx<0$, this correction to the value of $\lambda^+$ is not utilized here.

In the porous region, $\xi R^+ \leq r^+ \leq R^+$, the Brinkman-Forchheimer extension of the Darcy law (Nield and Bejan, [11]) is utilized. Utilizing the dimensionless variables defined above, this equation can be presented as:

$$\frac{1}{\xi R^+} + \left( \frac{\mu_{\text{eff}}}{\mu_f} \right) \frac{dr^+}{(dr^+)^2} = \frac{u^+}{\text{Da}(R^+)^2} - \frac{c_f}{\text{Da}^{1/2} R^+} \left( u^+ \right)^2 = 0 \quad (2.10)$$

where $c_f$ is the Forchheimer coefficient; $\text{Da}$ is the Darcy number, $K/R^2$; and $\mu_{\text{eff}}$ is the effective viscosity in the porous region.

At the walls of the channel the no-slip boundary condition is utilized:

$$u^+ \bigg|_{r^+ = R^+} = 0 \quad (2.11)$$

From the definition of $u^+$ and $r^+$ it follows that at the porous/fluid interface:

$$\frac{\partial u^+}{\partial r^+} \bigg|_{r^+ = \xi R^+ - 0} = -1 \quad (2.12)$$

To match the laminar velocity in the porous region with the turbulent velocity in the clear fluid region at the porous/fluid interface the boundary conditions suggested by Ochoa-Tapia and Whitaker [21, 22] are utilized:

$$u^+ \bigg|_{r^+ = R^+ + 0} = u^+ \bigg|_{r^+ = R^+ - 0} = u_i^+, \quad \left( \frac{\mu_{\text{eff}}}{\mu_f} \right) \frac{\partial u^+}{\partial r^+} \bigg|_{r^+ = \xi R^+ + 0} - \frac{\partial u^+}{\partial r^+} \bigg|_{r^+ = \xi R^+ - 0} \frac{\beta u_i^+}{\text{Da}^{1/2} R^+} = 0 \quad (2.13a,b)$$
where $u_i^+$ is the dimensionless velocity at the porous/fluid interface, $u_i / u_f$; and $\beta$ is the dimensionless adjustable coefficient. Equation (2.13b) represents the jump in the shear stress condition derived in [21, 22]. In refs. [21, 22] a laminar flow in both clear fluid and porous regions was assumed. However, according to the Cebeci-Smith model (equation (2.3)) the dimensionless eddy viscosity, $\mu^+_T$, is equal to zero at the porous/fluid interface. Therefore, equations (2.13a,b) are still valid.

The major assumption made in this research is that the flow in the clear fluid region is turbulent while the flow in the porous region is laminar. To prove that this assumption is valid it is necessary to estimate Reynolds numbers in the clear fluid and porous regions and compare them with their critical values.

The Reynolds number based on the width of the clear fluid region, $2\xi R^+$, and the mean velocity in this region, $(U_m)_{hom,fl}$, is defined as:

$$Re_{2\xi} = (U_m)_{hom,fl} 2\xi R^+ / \nu_f = U^+_m 2\xi R^+$$  \hspace{1cm} (2.14)

where $(U_m^+)_{hom,fl}$ is the dimensionless mean velocity in the clear fluid region, $(U_m)_{hom,fl} / u_f$:

$$\left( U^+_m \right)_{hom,fl} = \frac{1}{\xi R^+} \int_0^{2\xi} u^+ dr^+$$  \hspace{1cm} (2.15)

For the flow in a channel, the critical Reynolds number is $4 \times 10^3$.

For the porous region, the Reynolds number based on $K^{1/2}$ is defined as:

$$Re_k = \nu_f K^{1/2} / \nu_f$$  \hspace{1cm} (2.16)

where $K$ is the permeability of the porous medium.
For small values of the Darcy number, the velocity profile in the porous region consists of three regions [23], two boundary layers (one adjacent to the solid wall and the other adjacent to the porous/fluid interface) and the constant velocity region between them. In this constant velocity region second term in equation (2.10) is negligible, and velocity can be obtained by solving a simple quadratic equation as:

\[
\begin{align*}
    u_{\text{bulk}}^+ &= -\frac{1}{2c_F Da^{1/2} R^+} + \left[ \frac{1}{2c_F Da^{1/2} R^+} \right]^2 + \frac{Da^{1/2}}{c_F \xi}^1/2 \\
\end{align*}
\]

Estimating filtration velocity, \( v_{\text{fil}} \), in the bulk of the fluid region as \( v_{\text{fil}} = u_{\tau} u_{\text{bulk}}^+ \), equation (2.16) can be recast as:

\[
\begin{align*}
    \text{Re}_K &= R^+ Da^{1/2} \left\{ -\frac{1}{2c_F Da^{1/2} R^+} + \left[ \frac{1}{2c_F Da^{1/2} R^+} \right]^2 + \frac{Da^{1/2}}{c_F \xi}^1/2 \right\} \\
\end{align*}
\]

According to Bear [24], most experiments indicate that actual turbulence in porous media occurs at values of the Reynolds number at least one order of magnitude higher than the Reynolds number at which deviation from the Darcy law is observed due to the Forchheimer (quadratic drag) effects. According to Nield and Bejan [11], transition from Darcy to Forchheimer flow regime occurs when \( \text{Re}_K \) is larger than 10. This means that the turbulent flow regime may occur in porous media if \( \text{Re}_K \) is larger than 100.

Computational results for \( c_F = 0.55 \), \( R^+ = 10^3 \), \( \beta = 0 \), \( \mu_{\text{eff}} / \mu_f = 1 \), and \( \xi = 0.6 \) are given in Table 2.1. It can be seen that for all values of the Darcy number utilized in computations the value of \( \text{Re}_{2\xi R} \) is much larger than the critical Reynolds number of \( 4 \times 10^3 \). This indicates that the flow in the clear fluid region is turbulent. At the same time, \( \text{Re}_K \) is much smaller
than 100. This means that assumption that flow in the clear fluid region is turbulent and in the porous region is laminar is a reasonable one.

Table 2.1 Reynolds numbers in the clear fluid and porous regions of the channel.

<table>
<thead>
<tr>
<th>Da</th>
<th>Re_{2\xi R}</th>
<th>Re_\kappa</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0001</td>
<td>8,874.128</td>
<td>1.715</td>
</tr>
<tr>
<td>0.001</td>
<td>9,652.916</td>
<td>12.965</td>
</tr>
<tr>
<td>0.01</td>
<td>10,788.735</td>
<td>76.946</td>
</tr>
</tbody>
</table>

2.3 HEAT TRANSFER IN THE CHANNEL

2.3.1 CONSTANT WALL HEAT FLUX

The energy equation for the clear fluid region, \(0 \leq r^+ \leq \xi R^+\), is based on the constant turbulent Prandtl number model:

\[
\frac{d}{dr^+} \left[ \left( 1 + \mu_T^+ \frac{Pr}{Pr_1} \right) d\theta \right] = -\frac{1}{2(R^+)^2} \frac{u^+}{U_m^+} (2.19)
\]

where \(a_T\) is the fluid thermal diffusivity, \(Pr_t\) is the turbulent Prandtl number, \(\nu_T / a_T\); \(a_T\) is the eddy diffusivity of heat; and \(U_m^+\) is the mean fluid velocity in the channel:

\[
U_m^+ = \frac{1}{R^+} \int_0^{R^+} u^+ dr^+ \quad (2.20)
\]

In Eq. (2.19), \(\theta\) is the dimensionless temperature, which is defined as:

\[
\theta = \left(1 / Nu\right)(T - T_w)/(T_m - T_w) \quad (2.21)
\]

where \(T\) is the temperature, \(T_w\) is the wall temperature (at \(r^+ = R^+\)), \(T_m\) is the mean temperature in the channel:
\[ T_m = \frac{1}{RU_m} \int_0^R uTdr \quad (2.22) \]

and Nu is the Nusselt number:

\[ Nu = \frac{h2R}{k_f} = \frac{2Rq''/[k_f(T_w - T_m)]}{(2.23)} \]

where \( h \) is the heat transfer coefficient.

Utilizing equation (2.1) for effective thermal conductivity of the porous medium in the transverse direction, the energy equation for the porous region, \( \xi R^+ \leq r^+ \leq R^+ \), can be presented as:

\[ \frac{d}{dr^+} \left[ \left( \frac{k_m}{k_f} + C \Pr Re_p u^+ \right) \frac{d\theta}{dr^+} \right] = -\frac{1}{2(R^+)^2} \frac{u^+}{U_m^+} \quad (2.24) \]

where \( k_m \) is the stagnant thermal conductivity of the porous medium (when \( u^+ = 0 \)) and

\[ Re_p = \frac{u_f d_p}{v_f} \] is the Reynolds number based on the average particle diameter and the friction velocity at the porous/fluid interface.

In equation (2.24), following Kaviany [25], Nakayama et al. [26], Cheng et al. [27], Vafai and Kim [28], and Nield et al. [29], the longitudinal heat conduction is neglected. This assumption can be rigorously justified for large Peclet numbers (Bejan [30]). Also, energy equation (2.24) accounts for transverse thermal dispersion, while longitudinal thermal dispersion term is neglected. This is consistent with the neglect of longitudinal conduction.

If \( \partial^2 \theta / \partial x^2 \) is negligible in comparison with \( \partial^2 \theta / \partial r^2 \), then the contribution from longitudinal dispersion will automatically be negligible too, since it is multiplied by a negligible term.
Energy equations (2.19) and (2.24) must be solved subject to the following boundary conditions:

\[
\theta \bigg|_{r^* = R^*} = 0, \quad \frac{\partial \theta}{\partial r^*} \bigg|_{r^* = 0} = 0 \quad (2.25a,b)
\]

plus the continuity of the temperature and heat flux through the porous/fluid interface:

\[
\theta \bigg|_{r^* = \xi R^* - 0} = \theta \bigg|_{r^* = \xi R^* + 0}, \quad \frac{\partial \theta}{\partial r^*} \bigg|_{r^* = \xi R^* - 0} = \frac{k_{\text{eff}}}{k_f} \frac{\partial \theta}{\partial r^*} \bigg|_{r^* = \xi R^* + 0} \quad (2.26a,b)
\]

Finally, the Nusselt number is computed utilizing the compatibility condition (Bejan [31]), as:

\[
\text{Nu} = U_m^+ R^+ \int_0^{R^+} u^+ \theta \, dr^+ \quad (2.27)
\]

### 2.3.2 Constant Wall Temperature

In this case the dimensionless temperature is redefined as:

\[
\phi = \frac{T - T_w}{T_m - T_w} \quad (2.28)
\]

The dimensionless energy equation in the porous region \( (\xi R^* \leq r^* \leq R^* ) \) is:

\[
\frac{d}{dr^*} \left[ \left( \frac{k_m}{k_f} + C \Pr Re_p u^* \right) \frac{d \theta}{dr^*} \right] = -\frac{1}{2(R^+)^2} \text{Nu} \phi \frac{u^+}{U_m^+} \quad (2.29)
\]

The dimensionless energy equation in the clear fluid region \( (0 \leq r^* \leq \xi R^* ) \) is:

\[
\frac{d}{dr^*} \left[ \left( 1 + \frac{u^+}{\Pr} \right) \frac{d \phi}{dr^*} \right] = -\frac{1}{2(R^+)^2} \text{Nu} \phi \frac{u^+}{U_m^+} \quad (2.30)
\]

Equations (2.29) and (2.30) must be solved subject to boundary conditions (24a, b) and (25a, b). Finally, Nusselt number can be found from the following compatibility condition:
\[ \text{Nu} = -2 \frac{k_m}{k_f} R + \frac{d\Phi}{d r} \bigg|_{r^+=R^+} \]  

(2.31)

2.4 RESULTS AND DISCUSSION

Values of all parameters utilized in computations are shown directly on the figures. Unless it is specifically indicated on the figure, all computations are performed utilizing the turbulent flow model for the clear fluid region. Figure 2.2(a) displays the effect of the adjustable coefficient, \( \beta \), in the matching condition for the shear stress at the porous/fluid interface (given by equation (2.11b)) on velocity profiles in the channel for two different values of the Darcy number, \( 10^{-2} \) and \( 10^{-3} \). For all velocity profiles displayed in this figure, the Forchheimer term is accounted for (\( c_f = 0.55 \)). According to estimations of Ochoa-Tapia and Whitaker (1995a, 1995b), \( \beta \) may change from minus unity to plus unity. The case of \( \beta = 0 \) corresponds to direct matching of the shear stress at the porous/fluid interface, while non-zero value of \( \beta \) implies that there is a jump in the shear stress at the interface. Compared to the case of the laminar flow in both porous and clear fluid regions, which was considered in Kuznetsov [32], the effect of \( \beta \) displayed in Fig. 2.2(a) is less heavy. Changing Darcy number has more heavy impact on the velocity profile than changing \( \beta \). The flow structure in the porous region is also clearly seen. There are two momentum boundary layers in this region, one at the solid wall and another at the porous/fluid interface. Between the boundary layers the flow velocity remains constant, determined by the Darcy-Forchheimer equation.

Figures 2.2(b) and 2.2(c) display temperature distributions for the constant wall heat flux and constant wall temperature cases, respectively. Variation of \( \beta \) has almost no effect on the
temperature profiles, therefore only profiles that correspond to $\beta = 0$ are displayed. Computations are performed both accounting for the Forchheimer quadratic drag ($c_f = 0.55$) and neglecting it ($c_f = 0$). The kink at the porous/fluid interface occurs because of the thermal dispersion in the porous medium. Transverse thermal dispersion in the porous region is accounted for by increasing effective thermal conductivity in the transverse direction. This results in a large thermal conductivity in the transverse direction at the porous side of the interface. At the fluid side of the interface, turbulent effects are negligible, and the effective thermal conductivity is equal to the molecular thermal conductivity of the fluid. This explains the large kink on the temperature profile at the porous/fluid interface.
Figure 2.2 Dimensionless velocity (a) and dimensionless temperature profiles for the isoflux (b) and isothermal (c) wall cases.

The effect of thermal dispersion is illuminated in Figures 2.3(a) and 2.3(b), which display profiles of the dimensionless temperature for the isoflux and isothermal wall boundary conditions, respectively. Computations are performed accounting for thermal dispersion ($C = 0.1$) and neglecting it ($C = 0$). Temperature profiles computed neglecting thermal dispersion do not have a kink at the interface. This is because computations are performed assuming that the stagnant thermal conductivity of the porous medium is equal to the fluid thermal conductivity.
Figure 2.3 Effect of thermal dispersion on the dimensionless temperature distributions: isoflux (a) and isothermal (b) wall cases

Figures 2.4-2.6 are computed for the constant wall heat flux. Figure 2.4(a) displays the effect of the position of the fluid/porous interface on the Nusselt number. $\xi = 0$ corresponds to the channel fully occupied by the porous medium while $\xi = 1$ corresponds to the channel fully occupied by the clear fluid. At small values of $\xi$ the behavior of the Nusselt number is quite unexpected. When $\xi$ is smaller than 0.05 Fig. 2.4(a) shows a dramatic increase of the Nusselt number when the size of the clear fluid region in the center of the channel becomes smaller. To explain this unexpected effect, Fig. 2.5 displays velocity profiles in the channel (Fig. 2.5(a)) and the dimensionless effective thermal conductivity (Fig. 2.5(b)) computed for $\xi = 0$ and $\xi = 0.05$. Dimensionless effective thermal conductivity in the porous region is given by $k_m / k_f + C \Pr Re_p u^+$ (cf. Eq. (2.24)) while in the clear fluid region it is given by $1 + \mu_f^+ Pr / Pr_i$ (cf. Eq. (2.19)). As long as the clear fluid region exists in the center of the channel ($\xi = 0.05$), fluid tends to flow through this opening instead of going through the porous layers adjacent to the walls. However, once this opening is completely closed ($\xi = 0$), the fluid is forced to go through the porous layers. Closing the clear fluid region
thus results in a dramatic increase of filtration velocity in the porous medium. According to Eq. (2.1), the increase of effective thermal conductivity due to thermal dispersion is proportional to the filtration velocity. As shown in Fig. 2.5(b), the dramatic increase of filtration velocity results in a dramatic increase of effective thermal conductivity of the porous medium, which leads to the dramatic increase in the Nusselt number.

![Graph of Nusselt number vs. dimensionless position and half width](image)

**Figure 2.4** Dependence of the Nusselt number on the dimensionless position of the interface (a) and the dimensionless half width of the channel (b) for the isoflux wall case
Figure 2.4(b) displays the dependence of the Nusselt number on the dimensionless half width of the channel, $R^+$. $R^+$ can also be interpreted as the Reynolds number based on the friction velocity at the porous/fluid interface and half width of the channel. Increase of $R^+$ results in an increase of the Nusselt number, as expected. This increase is faster for larger value of the Darcy number.

![Graph of Nusselt number vs. $R^+$](image1)

**Figure 2.5** Distributions of the dimensionless velocity (a) and the dimensionless effective thermal conductivity (b) for the completely porous channel ($\xi = 0$) and for the channel with a small clear fluid opening in the center ($\xi = 0.05$)

Figure 2.6(a) displays the dependence of the Nusselt number on the Darcy number. To show the effect of turbulence in the clear fluid region, computations are performed utilizing both...
turbulent and laminar flow models in the clear fluid region (computations corresponding to the laminar model are performed by setting the eddy viscosity in the clear fluid region, $\mu_T$, to zero). For the turbulent flow case, increase of the Darcy number results in increase of the Nusselt number, while for the laminar flow case, the Nusselt number remains almost constant. As expected, laminar flow model heavily underpredicts values of the Nusselt number. Computations displayed in Fig. 2.6(a) are performed for two cases, accounting for the Forchheimer term in the momentum equation for the porous region and neglecting it. The effect of the Forchheimer quadratic drag is to decrease the Nusselt number. This is because quadratic drag decreases filtration velocity in the porous layer and thus decreases its effective thermal conductivity (cf. Eq. (2.1)). Variation of $c_f$ has more effect on the Nusselt number when the turbulent flow model in the clear fluid region is utilized than it does when the laminar flow model in this region is utilized.
Figure 2.6 Dependence of the Nusselt number on the Darcy number (a), the Forchheimer coefficient (b), and the dimensionless experimental constant in the correlation for thermal dispersion (c) for the isoflux wall case.

Figure 2.6(b) displays the dependence of the Nusselt number on the Forchheimer coefficient. The increase of the Forchheimer coefficient increases quadratic drag and therefore decreases filtration velocity. This results in a decrease of the Nusselt number.

Figure 2.6(c) displays the dependence of the Nusselt number on the dimensionless experimental constant in the correlation for thermal dispersion, C. Increase of C increases effective thermal conductivity of the porous medium and therefore increases Nusselt number.
Figures 2.7 and 2.8 are computed for the constant wall temperature. Figures 2.7(a, b) display the dependences of the Nusselt number on the dimensionless position of the porous/fluid interface, $\xi$, and on the dimensionless half thickness of the channel, $R^+$, respectively. These dependences are similar to those for the constant wall heat flux case displayed in Figs. 2.4(a, b). The major difference is that the values of the Nusselt number are slightly smaller than those for the isoflux case for the same parameter values.

Figure 2.7 Dependence of the Nusselt number on the dimensionless position of the interface (a) and the dimensionless half width of the channel (b) for the isothermal wall case
Figure 2.8 Dependence of the Nusselt number on the Darcy number (a), the Forchheimer coefficient (b), and the dimensionless experimental constant in the correlation for thermal dispersion (c) for the isothermal wall case.
Figures 2.8(a, b, c) display the dependences of the Nusselt number on the Darcy number, Da, the Forchheimer coefficient, $c_f$, and the dimensionless experimental constant in the correlation for thermal dispersion, $C$, respectively. These dependencies are similar to the corresponding dependencies for the constant wall heat flux case displayed in Figs. 2.6(a, b, c). Again, the major difference is that that the Nusselt number is slightly smaller than the corresponding values for the constant wall heat flux case.

2.5 CONCLUSIONS

This chapter investigates the effects of thermal dispersion on forced convection heat transfer in a composite channel partly filled with a fluid saturated porous medium. Flow in the central portion of the channel occupied by the clear fluid is turbulent, while it remains laminar in two porous layers adjacent to the walls of the channel. Probably the most important conclusion of this chapter is the behavior of the Nusselt number when the width of the clear fluid region in the center of the channel is decreased. The model predicts that decreasing the size of the clear fluid opening increases the Nusselt number. This counter-intuitive result is explained by the effect of thermal dispersion. Closing the clear fluid region forces more fluid to flow through porous layers adjacent to the walls of the channel. This increases filtration velocity. According to the model utilized in this research, the increase of transverse thermal conductivity due to thermal dispersion is proportional to the filtration velocity. Therefore, closing the clear fluid region causes the increase of effective thermal conductivity of the porous medium, which increases the Nusselt number.
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3 INVESTIGATION OF TURBULENCE EFFECTS ON FORCED CONVECTION IN A COMPOSITE POROUS/FLUID DUCT: CONSTANT WALL FLUX AND CONSTANT WALL TEMPERATURE CASES

ABSTRACT

Forced convection heat transfer in composite porous/fluid domains is of great practical and theoretical significance. However, research in this area traditionally addressed only the laminar flow case in both homogeneous fluid and porous regions of the domain. This chapter investigates the interaction between turbulent flow in the center of a circular tube filled with a homogeneous fluid and laminar flow in the porous layer adjacent to the tube wall. A two-layer algebraic turbulence model suggested by Cebeci and Smith is utilized for the flow in the central region of the tube. The effects of turbulence in the central region on velocity and temperature distributions as well as on the Nusselt number are analyzed.

List of symbols

\( a_f \) fluid thermal diffusivity, \( m^2/s \)

\( a_T \) eddy diffusivity of heat, \( m^2/s \)

\( A^+ \) Van Driest coefficient, defined in equation (3.7)

\( c_F \) Forchheimer coefficient

\( Da \) Darcy number

\( F_{\text{Kleb}} \) Klebanoff intermittency function, defined in equation (3.5)

\( h \) heat transfer coefficient, \( W/m^2K \)
\( k_f \) fluid thermal conductivity, \( W / mK \)

\( k_{\text{eff}} \) effective thermal conductivity of porous medium, \( W / mK \)

\( \text{Nu} \) Nusselt number, \( h2R / k_f \)

\( p \) pressure, Pa

\( \text{Pr} \) Prandtl number, \( \nu_t / \alpha_t \)

\( \text{Pr}_t \) turbulent Prandtl number, \( \nu_t / \alpha_t \)

\( q_w'' \) wall heat flux, \( W / m^2 \)

\( r \) radial coordinate, m

\( r^* \) dimensionless radial coordinate, \( u_z r / \nu_t \)

\( R \) duct radius, m

\( R^* \) dimensionless radius of the duct, \( u_z R / \nu_t \)

\( \text{Re}_{25R} \) Reynolds number based on the diameter of the homogeneous fluid region and the mean velocity in this region

\( T \) temperature, K

\( T_m \) mean flow temperature, K

\( T_w \) wall temperature, K

\( u \) longitudinal velocity, m/s

\( u^* \) dimensionless velocity, \( u / u_z \)
\( u_\tau \) friction velocity at the porous/fluid interface, \((\tau_i/\rho_f)^{1/2}\), m/s

\( U_m^+ \) dimensionless mean flow velocity in the duct

\( y^+ \) dimensionless distance from the porous/fluid interface, \( \xi R^+ - r^+ \)

\( y_m^+ \) the smallest dimensionless distance from the interface for which \( \mu_r = \mu_{r_0} \)

**Greek symbols**

\( \alpha_T \) closure coefficient in the Cebeci-Smith model, defined in equation (3.7)

\( \beta \) dimensionless adjustable coefficient in the matching condition for the shear stress at the porous/fluid interface

\( \theta \) dimensionless temperature for the constant wall heat flux case,

\( (1/Nu)(T - T_w)/(T_m - T_w) \)

\( \kappa \) von Karman constant, defined in equation (3.7)

\( \mu_{\text{eff}} \) effective viscosity of porous medium, kg/ms

\( \mu_f \) fluid viscosity, kg/ms

\( \mu_T \) eddy viscosity, kg/ms

\( \mu_T^+ \) dimensionless eddy viscosity, \( \mu_T/\mu_f \)

\( \mu_{T_i} \) dimensionless eddy viscosity in the inner layer

\( \mu_{T_o} \) dimensionless eddy viscosity in the outer layer

\( \nu_f \) fluid kinematic viscosity, \( m^2/s \)
\( \nu_T \) eddy diffusivity of momentum, \( m^2/s \)

\( \xi \) dimensionless position of the interface

\( \rho_f \) fluid density, \( kg/m^3 \)

\( \tau_i \) shear stress at the porous/fluid interface, \( N/m^2 \)

\( \phi \) dimensionless temperature for the constant wall temperature case,

\[
\frac{(T - T_w)}{(T_m - T_w)}
\]

### 3.1 Introduction

Interaction of turbulent flow in a homogeneous fluid region with flow in a porous region in a composite porous/fluid domain is of great practical interest. This problem is important in modeling solidification of binary alloys with electromagnetic stirring [1], investigation of turbulent flow near porous obstacles [2] for applications including microelectronic cooling [3], and studying the contaminant transport by air flow through forests and crops. Recent theoretical and experimental investigation by Prakash et al. [4, 5] addressed turbulent flow generated by a round water jet that impinges on a porous foam. It is established that the flow field in the fluid layer is affected by the flow in the porous medium, especially when permeability of the porous medium is high.

Despite considerable interest towards modeling of macroscopic turbulence in homogeneous porous media (Pedras and de Lemos [6-8], Antohe and Lage [9], Nakayama and Kuwahara [10], Kuwahara et al. [11], Niels [12], and Masuka and Takatsu [13]), the number of papers addressing turbulent flow in composite porous/fluid domains is very limited. Interaction
between turbulent flow in a homogeneous fluid region and laminar flow in a porous medium is a problem that is of practical interest. This chapter concentrates on the problem of forced convection in a composite circular tube, with its central part filled with a homogeneous fluid and its peripheral part filled with a fluid saturated porous medium. The effect of turbulence in the central region of the tube on heat transfer from the wall of the tube to the fluid is analyzed for two types of boundary conditions at the tube wall, constant heat flux, and constant wall temperature.

It should be noted that despite a considerable number of publications addressing forced convection in composite channels (Poulikakos and Kazmierczak [14], Vafai and Thiyagaraja [15], Kuznetsov [16], and many others), all the previous work in this area addressed only the laminar flow case. The main objective of this chapter is to investigate how turbulence in the homogeneous flow region affects the Nusselt number.

![Figure 3.1 Schematic diagram of the problem](image-url)
3.2 **Problem Description**

A schematic diagram of the problem considered in this research is displayed in Figure 3.1. The central portion of the circular tube, $0 \leq r \leq \xi R$, is occupied by a homogeneous fluid while its peripheral part, $\xi R \leq r \leq R$, is occupied by an isotropic porous medium of uniform porosity. The wall of the tube is subjected to either a constant heat flux, $q''_w$, or a constant wall temperature, $T_w$. The flow is assumed to be hydrodynamically and thermally fully developed. The investigation carried out in this chapter is based on the assumption that the flow in the homogeneous fluid region is turbulent while the flow in the porous layer adjacent to the wall is laminar. From a physical standpoint, this is a good assumption if permeability of the porous layer is small. Indeed, previous results of turbulence modeling [4, 9] indicated that porous medium dampens turbulence. Therefore, if permeability of a porous medium is sufficiently small, then true turbulence, in which there is a cascade of energy from large eddies to smaller eddies, cannot develop in the porous region.

3.3 **Hydrodynamic Problem in the Composite Channel**

As mentioned above, the flow domain is divided into two regions, the homogeneous fluid region, where the flow is turbulent, and the porous region, where the flow is laminar. The momentum equation for the homogeneous fluid region is based on a two-layer algebraic turbulence model suggested by Cebeci and Smith (Cebeci and Smith [17], Wilcox [18]). According to this model, the velocity distribution in the homogeneous fluid region, $0 \leq r \leq \xi R$, is computed from the following equation:
\[
\frac{du^+}{dy^+} = \frac{1}{1 + \mu_T^+} \left(1 - \frac{y^+}{\xi R^+}\right)
\]  \hspace{1cm} (3.1)

where \(u^+\) is the dimensionless velocity, \(u / u_*\); \(u\) is the longitudinal velocity; \(u_*\) is the friction velocity at the porous/fluid interface, \(\sqrt{\tau_i / \rho_f}\); \(\tau_i\) is the shear stress at the porous/fluid interface (at \(r = \xi R\)); \(\rho_f\) is the fluid density; \(R^+\) is the dimensionless radius of the tube, \(u_* R / \nu_f\); \(R\) is the tube radius; \(\nu_f\) is the fluid kinematic viscosity; \(y^+\) is the dimensionless distance from the porous/fluid interface, \(\xi R^+ - r^+\); \(r^+\) is the dimensionless radius, \(u_* r / \nu_f\); \(r\) is the radial coordinate; \(\mu_T^+\) is the dimensionless eddy viscosity, \(\mu_T / \mu_f\); \(\mu_T\) is the eddy viscosity; and \(\mu_f\) is the fluid viscosity.

According to the Cebeci-Smith model [17, 18], the turbulent flow domain is divided into two layers, the inner layer (\(0 \leq y^+ \leq y_m^+\)) and the outer layer (\(y^+ > y_m^+\)). The dimensionless eddy viscosity is then computed as:

\[
\mu_T^+ = \begin{cases} 
\mu_{Ti}^+ & \text{for } y^+ \leq y_m^+ \\
\mu_{To}^+ & \text{for } y^+ > y_m^+ 
\end{cases}
\]  \hspace{1cm} (3.2)

where \(y_m^+\) is the smallest value for which \(\mu_{Ti} = \mu_{To}\). The value of the dimensionless eddy viscosity in the inner layer, \(\mu_{Ti}^+\), is computed according to the following equation:

\[
\mu_{Ti}^+ = \left(k \nu^+ \right)^2 \left[1 - \exp\left(-y^+ / A^+\right) \right]^2 \left| \frac{du^+}{dy^+} \right|
\]  \hspace{1cm} (3.3)

and the value of the dimensionless eddy viscosity in the outer layer, \(\mu_{To}^+\), is computed as:

\[
\mu_{To}^+ = \alpha_T U_c^+ \delta^+ F_{Kleb}
\]  \hspace{1cm} (3.4)

where \(U_c^+\) is the dimensionless centerline velocity, \(\left(u_{r=0}^+\right) / u_*\); \(F_{Kleb}\) is the Klebanoff intermittency function:
\[ F_{\text{Kleb}} = \left[ 1 + 5.5 \left( y^+ / (\xi R^+) \right)^6 \right]^{-1} \]  

(3.5)

and \( \delta^*_v \) is the dimensionless velocity thickness:

\[ \delta^*_v = \int_0^{\xi R^+} (1 - u^+ / U^*_c) dy^+ \]  

(3.6)

The closure coefficients for the Cebeci-Smith model are:

\[ \kappa = 0.40, \quad \alpha_m = 0.0168, \quad A^+ = 26 \]  

(3.7)

The traditional formulation of the Cebeci-Smith model includes a correction to the value of the Van Driest’s coefficient, \( A^+ \), to account for the effect of pressure gradient [18]. This correction is omitted here because the flow occurs under a favorable pressure gradient, \( dp/dx < 0 \).

For the porous region \( (\xi R^+ \leq r^+ \leq R^+) \), the Brinkman-Forchheimer extension of the Darcy law (Nield and Bejan, [19]) is utilized. Even if in the bulk of the porous layer the filtration velocity is small, it may still be large at the interface; therefore accounting for the Forchheimer term is important. The Brinkman term is included to allow for the continuity of filtration velocity through the porous/fluid interface and also to allow utilizing the no-slip boundary condition at the tube wall (the utilization of the Darcy-Forchheimer equation would require a slip at the solid wall). In dimensionless variables the Brinkman-Forchheimer-extended Darcy equation can be presented as:

\[ \frac{2}{\xi R^+} + \left( \frac{\mu_{\text{eff}}}{\mu_f} \right) \frac{1}{r^+} \frac{d}{dr^+} \left( r^+ \frac{du^+}{dr^+} \right) - \frac{u^+}{Da(R^+)^2} - \frac{c_f}{Da^{1/2} R^+} \left( u^+ \right)^2 = 0 \]  

(3.8)

where \( c_f \) is the Forchheimer coefficient; \( Da \) is the Darcy number, \( K / R^2 \); and \( \mu_{\text{eff}} \) is the effective viscosity in the porous region.
At the wall of the tube the no-slip boundary condition is utilized:

$$u^+\bigg|_{r^*=R^*} = 0 \quad (3.9)$$

From the definition of $u^+$ and $r^+$ it follows that at the porous/fluid interface:

$$\frac{\partial u^+}{\partial r^+} \bigg|_{r^* = \xi R^* - 0} = -1 \quad (3.10)$$

To match the velocity in the porous region with the velocity in the homogeneous fluid region at the porous/fluid interface, the boundary conditions suggested by Ochoa-Tapia and Whitaker [20, 21] are utilized:

$$u^+\big|_{r^* = R^* + 0} = u^+\big|_{r^* = R^* - 0} = u^+_i, \quad \left(\frac{\mu_{\text{eff}}}{\mu_f}\right)\frac{\partial u^+}{\partial r^+} \bigg|_{r^* = \xi R^* + 0} - \frac{\partial u^+}{\partial r^+} \bigg|_{r^* = \xi R^* - 0} = \frac{\beta u^+_i}{\text{Da}^{1/2} R^*} \quad (3.11a,b)$$

where $u^+_i$ is the dimensionless velocity at the porous/fluid interface, $u_i / u_i$; and $\beta$ is the dimensionless adjustable coefficient. Equation (3.11b) represents the jump in the shear stress condition derived in [20, 21]. It should be noted that refs. [20, 21] assumed laminar flow in both homogeneous fluid and porous regions. However, according to the Cebeci-Smith model (equation (3.3)), the dimensionless eddy viscosity, $\mu^{+}_T$, equals zero at the porous/fluid interface. Thus it is assumed that equations (3.11a,b) are still valid for the flow situation considered in this chapter.

A major assumption made in this research is that the flow in the homogeneous fluid region is turbulent while the flow in the porous region is laminar. To estimate the validity of this assumption, Reynolds numbers must be estimated in these regions and compared with their critical values.
The Reynolds number based on the diameter of the homogeneous fluid region, \( 2\xi R \), and the mean velocity in this region, \( U_m \) \(_{\text{hom fl}} \), is defined as:

\[
\text{Re}_{2\xi R} = \left( U_m \right)_{\text{hom fl}} 2\xi R / \nu_f = \left( U_m^+ \right)_{\text{hom fl}} 2\xi R^+
\]

where \( \left( U_m^+ \right)_{\text{hom fl}} \) is the dimensionless mean velocity in the homogeneous fluid region, \( U_m / u^+ \):

\[
\left( U_m^+ \right)_{\text{hom fl}} = \frac{2}{\left( \xi R^+ \right)^{3/2}} \int_0^{5R^+} u^+ r^+ \, dr^+
\]

For the flow in a pipe, the critical Reynolds number is \( 4 \times 10^3 \).

For the porous region, the Reynolds number based on \( K^{1/2} \) is defined as:

\[
\text{Re}_k = v_{fil} K^{1/2} / \nu_f
\]

where \( K \) is the permeability of the porous medium.

For small values of the Darcy number, the velocity profile in the porous region consists of three regions [22], two boundary layers (one adjacent to the solid wall and the other adjacent to the porous/fluid interface) and the constant velocity region between them. In this constant velocity region second term in equation (3.8) is negligible and velocity can be obtained by solving a simple quadratic equation as:

\[
u^+_{\text{bulk}} = -\frac{1}{2c^* Da^{1/2} R^+} + \left[ \left( \frac{1}{2c^* Da^{1/2} R^+} \right)^2 + \frac{2Da^{1/2}}{c^* \xi} \right]^{1/2}
\]

Estimating filtration velocity, \( v_{fil} \), in the bulk of the fluid region as \( v_{fil} = u^+ u^+_{\text{bulk}} \), equation (3.14) can be recast as:
According to Bear [23], most experiments indicate that actual turbulence in porous media occurs at values of Reynolds number at least one order of magnitude higher than the Reynolds number at which deviation from the Darcy law is observed due to the Forchheimer (quadratic drag) effects. According to Nield and Bejan [19], transition from Darcy to Forchheimer flow regime occurs when $Re_K$ is larger than 10. This means that the turbulent flow regime may occur in porous media if $Re_K$ is larger than 100.

Computations show that for $R^+ = 1000$, $Da = 10^{-4}$, and $\xi = 0.6$ the value of $Re_{25R}$ is $8.928 \times 10^3$, which is larger than the critical Reynolds number of $4 \times 10^3$. This indicates that the flow in the homogeneous fluid region is turbulent. For the same parameter values, $Re_K$ is equal to 1.715, which is much smaller than 100. This means that the flow in the porous region is laminar.

### 3.4 Heat Transfer Problem: Constant Wall Heat Flux Case

The energy equation for the homogeneous fluid region, $0 \leq r^+ \leq \xi R^+$, is based on the constant turbulent Prandtl number model:

$$
\frac{1}{r^+} \frac{d}{dr^+} \left[ \left( 1 + \frac{Pr}{Pr_t} \right) r^+ \frac{d\theta}{dr^+} \right] = -\frac{1}{(R^+)^3} \frac{U_m^+}{U_m^+} \tag{3.17}
$$

where $Pr$ is the Prandtl number, $\nu_f / a_f$; $a_f$ is the fluid thermal diffusivity, $Pr_t$ is the turbulent Prandtl number, $\nu_f / a_f$; $a_f$ is the eddy diffusivity of heat; and $U_m^+$ is the mean fluid velocity in the tube:
\[
U_m^+ = \frac{2}{(R^+)^2} \int_0^{R^+} u^+ r^+ dr^+ \tag{3.18}
\]

In Eq. (3.17), \( \theta \) is the dimensionless temperature, which is defined as:
\[
\theta = \frac{1}{\text{Nu}} \left( \frac{T - T_w}{T_m - T_w} \right) \tag{3.19}
\]

where \( T \) is the temperature, \( T_w \) is the wall temperature (at \( r^+ = R^+ \)), \( T_m \) is the mean temperature in the tube:
\[
T_m = \frac{2}{R^2 U_m} \int_0^R u Tr dr \tag{3.20}
\]

and Nu is the Nusselt number:
\[
\text{Nu} = \frac{h 2R}{k_f} = 2Rq''/[k_f (T_w - T_m)] \tag{3.21}
\]

where \( k_f \) is the fluid thermal conductivity and \( h \) is the heat transfer coefficient.

The energy equation for the porous region, \( \xi R^+ \leq r^+ \leq R^+ \), is:
\[
\frac{k_{\text{eff}}}{k_f} \frac{1}{r^+} \frac{d}{dr^+} \left[ r^+ \frac{d\theta}{dr^+} \right] = -\frac{1}{(R^+)^2} \frac{u^+}{U_m} \tag{3.22}
\]

where \( k_{\text{eff}} \) is the effective thermal conductivity of the porous medium.

Energy equations (3.17) and (3.22) must be solved subject to the following boundary conditions:
\[
\left. \theta \right|_{r^+ = R^+} = 0, \quad \left. \frac{\partial \theta}{\partial r^+} \right|_{r^+ = 0} = 0 \tag{3.23a,b}
\]

plus the continuity of the temperature and heat flux through the porous/fluid interface:
\[
\left. \theta \right|_{r^+ = \xi R^+ - 0} = \left. \theta \right|_{r^+ = \xi R^+ + 0}, \quad \left. \frac{\partial \theta}{\partial r^+} \right|_{r^+ = \xi R^+ - 0} = \left. \frac{k_{\text{eff}}}{k_f} \frac{\partial \theta}{\partial r^+} \right|_{r^+ = \xi R^+ + 0} \tag{3.24a,b}
\]
Finally, the Nusselt number is computed utilizing the compatibility condition (Bejan [24]), as:

$$\text{Nu} = U_m^+ \left( R^+ \right)^2 \left[ 2 \int_0^{R^+} u^+ \theta r^+ dr^+ \right]$$

(3.25)

### 3.5 HEAT TRANSFER PROBLEM: CONSTANT WALL TEMPERATURE CASE

In this case the dimensionless temperature is redefined as:

$$\phi = \frac{T - T_w}{T_m - T_w}$$

(3.26)

The dimensionless energy equation in the porous region ($\xi R^+ \leq r^+ \leq R^+$) is:

$$\frac{k_{\text{eff}}}{k_f} \frac{1}{r^+} \frac{d}{dr^+} \left[ r^+ \frac{d\phi}{dr^+} \right] = -\frac{1}{\left( R^+ \right)^2} \text{Nu} \phi \frac{u^+}{U_m^+}$$

(3.27)

The dimensionless energy equation in the homogeneous fluid region ($0 \leq r^+ \leq \xi R^+$) is:

$$\frac{1}{r^+} \frac{d}{dr^+} \left[ \left( 1 + \frac{\mu^+}{Pr_f} \right) r^+ \frac{d\phi}{dr^+} \right] = -\frac{1}{\left( R^+ \right)^2} \text{Nu} \phi \frac{u^+}{U_m^+}$$

(3.28)

Equations (3.27) and (3.28) must be solved subject to boundary conditions (23a,b) and (24a,b). Finally, the Nusselt number can be found from the following compatibility condition:

$$\text{Nu} = -2 \frac{k_{\text{eff}}}{k_f} R^+ \left. \frac{d\phi}{dr^+} \right|_{r^+ = R^+}$$

(3.29)
3.6 RESULTS AND DISCUSSION

Computations are performed utilizing the following parameter values: $Pr = 1$, $Pr_t = 1$, $\mu_{eff} / \mu_f = 1$, $k_{eff} / k_f = 1$, and $\beta = 0$ (the last condition implies direct matching of the shear stress at the porous/fluid interface). Values of other parameters utilized in computations are directly shown in the figures. Figure 3.2(a) depicts dimensionless velocity profiles for different values of the Darcy number and the Forchheimer coefficient. It shows that the velocity increases with the increase of the Darcy number. This is because a larger Darcy number corresponds to a larger permeability and thus results in a larger filtration velocity. This increase is especially heavy when the Forchheimer coefficient is equal to zero. It also shows that the Forchheimer coefficient has larger effect on the velocity distribution for a larger value of the Darcy number. When the Darcy number equals $10^{-4}$, the velocity in the porous region is very small. Two non-overlapped boundary layers can be observed in the porous region when the Forchheimer coefficient is equal to zero or 0.55, one at the fixed wall and another at the porous/fluid interface. However, when the Darcy number is equal to $10^{-2}$ and the Forchheimer coefficient is equal to zero, the two boundary layers overlap and the velocity increases rapidly with the increase of the distance from the wall of the tube.

Figures 3.2(b) and 3.2(c) depict corresponding dimensionless temperature profiles for the cases of constant heat flux and constant wall temperature, respectively. Because thermophysical properties are independent of the temperature, the velocity distribution is independent of thermal boundary conditions (cf. Fig. 3.2(a)). Comparing Figs. 3.2(b) and 3.2(c), it can be seen that the boundary condition for the temperature does not have much
effect on the shape of the dimensionless temperature distribution. However, the magnitude of
the dimensionless temperature variation is significantly different, which can
be explained by different definitions of the dimensionless temperatures used for the isoflux
and isothermal cases (given by equations (3.19) and (3.26), respectively).

The results shown in Figs. 3.2(a)-(c) are computed by assuming turbulent flow in the
homogeneous fluid region. To better understand the effect of turbulence in the central portion
of the channel on the velocity and temperature distributions, computations are performed
assuming laminar flow in the homogeneous fluid region. This is done by setting the eddy
viscosity, $\mu_t$, to zero. It is important to note that the real flow is turbulent, and the
comparisons with computations carried out utilizing the laminar flow model are performed
only to emphasize the effects of turbulence. Corresponding dimensionless velocity and
temperature distributions are displayed in Figs. 3.3(a)-(c). Comparing these figures with Figs.
3.2(a)-(c), it can be seen that for the case of laminar flow model in the homogeneous fluid
region, the velocity in this region is much larger than for the turbulent flow model. This is
because in the real (turbulent) flow case the interaction between turbulent eddies will
increase apparent viscosity, thus decreasing velocity in the central portion of the tube and
making the velocity profile flatter.

Figure 3.4(a) depicts the dependence of the Nusselt number on the dimensionless thickness
of the homogeneous fluid region. When $\xi$ equals unity, there is no porous layer and the tube
is completely occupied by a homogeneous fluid. When $\xi$ equals zero, there is no
homogeneous fluid region and the tube is completely occupied by a fluid saturated porous
medium. An unexpected result shown in Fig. 3.4(a) is that for $\xi = 0$ (completely porous
channel) the Nusselt number is practically independent of the Darcy number. An explanation of this unexpected result is given in Figs. 3.5(a) and 3.5(b). As follows from Fig. 3.5(a), for the channel fully occupied by the porous medium, the momentum boundary layer at the channel wall is very thin, and velocity profiles almost correspond to the slug flow. (It should be noted that this conclusion is valid only for the relatively large Reynolds number case investigated in this chapter.) The dimensionless temperature distribution (Fig. 3.5(b)) is also practically independent of the Darcy number. As a result, the Nusselt number, computed according to equation (3.25), exhibits almost no dependence on the Darcy number for the case of completely porous channel.
Figure 3.2 Dimensionless velocities (a) and dimensionless temperatures for the isoflux (b) and isothermal (c) wall for different values of the Darcy number and the Forchheimer coefficient assuming turbulent flow in the central portion of the tube.
Figure 3.3 Dimensionless velocities (a) and dimensionless temperatures for the isoflux (b) and isothermal (c) wall for different values of the Darcy number and the Forchheimer coefficient assuming laminar flow in the central portion of the tube.

Figure 3.4 Dependence of the Nusselt number on the dimensionless position of the interface (a) and the dimensionless radius of the tube (b) for the case of isoflux wall.
Figure 3.5 Dimensionless velocity (a) and temperature (b) distributions for different values of the Darcy number for the isoflux case when the clear fluid region vanishes ($\zeta = 0$).

Figure 3.4(b) shows the effect of the Darcy number and the dimensionless tube radius on the Nusselt number and it also depicts curves computed assuming laminar flow regime in the homogeneous flow region. For the turbulent flow, the Nusselt number increases with $R^+$, but stays nearly constant for the laminar flow, especially for the small Darcy number case. As expected, the laminar flow assumption heavily underpredicts values of the Nusselt number.
Figures 3.6(a) and 3.6(b) display the change of the Nusselt number with the Darcy number and the Forchheimer coefficient, respectively, for the constant wall heat flux case. The increase of the Darcy number increases the Nusselt number and the increase of the Forchheimer coefficient decreases the Nusselt number, as expected.

![Graph](image)

**Figure 3.6 Dependence of the Nusselt number on the Darcy number (a) and the Forchheimer coefficient (b) for the case of isoflux wall**

For the isotemperature case, the dependence of the Nusselt number on the dimensionless position of the interface, the dimensionless radius of the tube, the Darcy number, and the Forchheimer coefficient are shown in Figures 3.7(a), 3.7(b), 3.8(a), and 3.8(b), respectively.
The Nusselt number has the same trend as in the isoflux case with the only difference being that the value of the Nusselt number is slightly smaller than that in the isoflux case for the same parameter values.

![Graph showing dependence of Nusselt number on dimensionless position and radius](image)

**Figure 3.7** Dependence of the Nusselt number on the dimensionless position of the interface (a) and the dimensionless radius of the tube (b) for the case of isothermal wall
Figures 3.9(a) and 3.9(b) display the dependence of the Nusselt number on the Prandtl number and the turbulent Prandtl number, respectively. Computations are performed for a constant wall heat flux and a constant wall temperature. The increase of the Prandtl number increases the Nusselt number, and the increase of the turbulent Prandtl number decreases the Nusselt number. This in agreement with the energy equations for the turbulent flow region, equations (3.17) and (3.28). According to these equations the increase of the Prandtl number and the decrease of the turbulent Prandtl number increases total (molecular plus turbulent)
thermal diffusivity of the fluid, thus enhancing heat transfer. Also, these two figures show that the Nusselt number for the isoflux wall case is a little larger than that for the isothermal wall case, as expected.

![Graph](image)

**Figure 3.9** Dependence of the Nusselt number on the Prandtl number (a) and the turbulent Prandtl number (b) for a constant wall heat flux and a constant wall temperature

### 3.7 CONCLUSIONS

The interaction between turbulent flow in the center of a circular tube filled with a homogeneous fluid and laminar flow in the porous layer adjacent to the tube wall is
investigated. The Cebeci-Smith model is utilized to model turbulent flow in the central region of the tube. Two kinds of thermal boundary conditions (isoflux wall and isothermal wall) are investigated. The velocity and temperature profiles are presented for different Darcy numbers and Forchheimer coefficients. The effects of the Darcy number, the Forchheimer coefficient, the dimensionless thickness of the porous layer, and the dimensionless tube radius on the Nusselt number are investigated. The effect of turbulence on the Nusselt number is investigated by comparing turbulent model predictions with predictions of the model that assumes laminar flow in both homogeneous fluid and porous flow domains.
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PART TWO:

LAMINAR FLOW AND HEAT TRANSFER OF A NON-NEWTONIAN
FLUID IN A HELICAL PIPE
4 INVESTIGATION OF A LAMINAR FLOW OF A NON-NEWTONIAN FLUID IN A HELICAL PIPE

ABSTRACT

This chapter presents a numerical study of a fully developed laminar flow of a non-Newtonian fluid in a helical pipe. An orthogonal helical coordinate system is utilized and the Navier-Stokes equations for the non-Newtonian fluid in this coordinate system are derived. The SIMPLE algorithm with a staggered grid is adopted to solve the governing equations. The effects of the pressure gradient, the curvature, and the torsion on the fully developed laminar flow in helical pipes are investigated. The comparison of flow dynamics between Newtonian and non-Newtonian fluids is presented.

Nomenclature

\( a \) \quad \text{pipe radius, m}

\( \text{Dn} \) \quad \text{Dean number, } \varepsilon^{1/2} \text{Re}

\( \text{g} \) \quad \text{gravity vector, m s}^{-2}

\( \text{Gn} \) \quad \text{Germano number, } (\varepsilon\lambda)\text{Re}

\( h \) \quad \text{scale factor}

\( m \) \quad \text{consistency factor}

\( n \) \quad \text{power-law index}

\( \text{Re}_p \) \quad \text{Reynolds number}
\( r \)  
dimensionless radial coordinate, \( \tilde{r} / a \)

\( \tilde{r} \)  
radial coordinate, m

\( \mathbf{\hat{r}} \)  
residual vector

\( R \)  
radius of the coil, defined in Fig. 4.1a

\( s \)  
dimensionless axial coordinate, \( \tilde{s} / a \)

\( \tilde{s} \)  
axial coordinate, m

\( p \)  
pitch, defined in Fig 4.1a

\( P \)  
dimensionless pressure, \( \tilde{P} / \rho U^2 \)

\( \tilde{P} \)  
pressure, Pa

\( U \)  
reference velocity, m s\(^{-1}\)

\( \mathbf{v} \)  
velocity vector, m s\(^{-1}\)

\( u_r, u_{\theta}, u_{\phi} \)  
dimensionless velocity components, \( \tilde{u}_r, \tilde{u}_{\theta}, \tilde{u}_{\phi} \)

\( \tilde{u}_r, \tilde{u}_{\theta}, \tilde{u}_{\phi} \)  
velocity components, m s\(^{-1}\)

**Greek symbols**

\( \varepsilon \)  
dimensionless curvature, \( \kappa \alpha \)

\( \theta \)  
angle, defined in Fig. 4.1

\( \kappa \)  
curvature, \( R / (R^2 + p^2) \), m\(^{-1}\)

\( \lambda \)  
the ratio of torsion to curvature, \( \tau / \kappa \)
\( \mu_{\text{Newt}} \) \hspace{1cm} \text{dynamic viscosity of a Newtonian fluid, kg m}^{-1} \text{ s}^{-1} \\
\( \mu \) \hspace{1cm} \text{effective dynamic viscosity of a non-Newtonian fluid, kg m}^{-1} \text{ s}^{-1} \\
\( \mu_F \) \hspace{1cm} \text{reference dynamic viscosity, see Equation (4.22), kg m}^{-1} \text{ s}^{-1} \\
\( \hat{\mu} \) \hspace{1cm} \text{dimensionless effective dynamic viscosity of a non-Newtonian fluid, } \frac{\mu}{\mu_F} \\
\( \nu \) \hspace{1cm} \text{kinematic viscosity of a non-Newtonian fluid, m}^2 \text{ s} \\
\( \zeta \) \hspace{1cm} \text{angle, defined in Fig. 4.1} \\
\( \rho \) \hspace{1cm} \text{fluid density, kg m}^{-3} \\
\( \tau \) \hspace{1cm} \text{torsion, } \frac{p}{(R^2 + p^2)}, \text{ m}^{-1} \\
\( \hat{\tau} \) \hspace{1cm} \text{shear stress} \\
\( \phi \) \hspace{1cm} \text{angle, defined in Equation (4.2)} \\

**Subscripts**

s \hspace{1cm} \text{axial direction} \\
r \hspace{1cm} \text{radial direction} \\
\( \theta \) \hspace{1cm} \text{circumferential direction} \\

### 4.1 Introduction

When a fluid passes through a curved helically coiled pipe (Figure 4.1a), a secondary flow is induced in a plane perpendicular to the direction of the main flow. It was found that the secondary flow in curved pipes increases the transition Reynolds numbers two to four times.
compared to that found in a straight tube and markedly reduces axial dispersion (Truesdell and Adler [1]). The secondary flow helps to achieve better heat and mass transfer, and this is one of the reasons why helically coiled pipes are applied in many branches of industry and the research on the flow dynamics of liquids in helical tubes attracts lots of attention.

The rotating motion of liquids flowing through coiled tubes develops a characteristic swirling action. The frictional resistance of the tube walls and the action of centrifugal force combine to produce this swirling action. Dean [2] indicated that besides the Reynolds number, Re, a new parameter characterizes the magnitude and the shape of the secondary motion, which was later defined as the Dean number $Dn = \varepsilon^{1/2} Re$. Wang [3] used a non-orthogonal coordinate system to solve helical flow problems with small curvature and small torsion. It was found that the major effect of curvature is on the flow rate while the major effect of torsion is on the secondary flow when the Reynolds number is low and the effects of curvature and torsion would diminish as the Reynolds number is increased. It was concluded that both curvature and torsion can produce a first-order effect on the flow. However, Germano [4] indicated that the secondary flow described by Wang is not projected on the normal plane. By extending the Dean equation to a helical pipe flow in an orthogonal coordinate system, he showed that the torsion does not produce the first-order effect in helical pipes of circular cross-section. Germano [5] proposed a third parameter, $\lambda/Re$, to describe the effect of torsion on a flow and verified that the effect of torsion on a helical pipe flow is second-order while the effect of the curvature is first-order. Tuttle [6] verified the first-order effect of torsion on the stream tubes and gave some explanation for the previous conclusions that such an effect would be of higher-order. Liu and Maliyah [7] performed comprehensive analyses of the secondary flow viewed both in orthogonal and non-
orthogonal coordinate systems. They concluded that in different coordinate systems (in
different reference frames) different patterns of the secondary flow can be observed although
the fluid flow itself is independent of the coordinate system. Liu and Maliyah also defined a
generalized Dean number, as shown previously, and Germano number, \( Gn = (e \lambda) \text{Re} \), and
proposed another dimensionless parameter, \( \gamma = GnDn^{-3/2} \), to analyze the combined effect of
the curvature and torsion.

All of the above work is based on either analytical research or experiments. In the analytical
research, some high-order terms were neglected so some of the conclusions may be
incomplete. With the development of computers, a number of hydrodynamic and
thermodynamic investigations have been performed numerically. Yang et al. [8] studied fully
developed laminar convective heat transfer in a helical pipe with a finite pitch and found that
the secondary flow increases with the Dean number, torsion, and the Prandtl number. Hüttl
[9, 10] investigated both laminar and turbulent fully-developed flows in curved and helically
cooled pipes. A detailed analysis of the effects of curvature and torsion on the axial velocity
was presented and the secondary flow motion was visualized by means of vector plots and
contour lines of the stream function in the cross-section of the pipe. The effects of the
Reynolds number, the Dean number, and the Germano number were studied and found to be
in good agreement with experiments concerning the influence of the curvature and torsion
(Hüttl [9]).

However, all of these works studied Newtonian fluids. Many industrial applications deal with
non-Newtonian fluids, especially in aseptic processing of foods such as milk, soups, sauces,
flows of non-Newtonian fluids in helical pipes using the Ostwald-de Waele model. However,
since the Cartesian coordinate system was used, the effects of the curvature and torsion on the secondary flow in the plane normal to the main flow could not be clarified. In this chapter the orthogonal coordinate system is adopted for a fully developed laminar flow of a non-Newtonian fluid in a helical pipe and the governing equations in this coordinate system are derived. Since the concentration is made on a fully developed flow in a helical pipe, a coordinate transformation is performed to simplify the general 3D equations, dropping the axial derivatives except for the pressure derivative. The SIMPLE algorithm on a staggered grid is utilized to solve these equations. A comparison between Newtonian and non-Newtonian fluids is performed. The axial velocity is shown by contour lines and the secondary flow is displayed by vector plots to analyze the effects of curvature and torsion on non-Newtonian fluid flow in a helical pipe.

4.2 Derivation of the Governing Equations

In this chapter, a steady-state incompressible flow is considered. Germano [4, 5] introduced the orthogonal helical coordinate system shown in Figure 4.1b with the helical coordinate $s$ for the axial direction, $r$ for the radial direction, and $\theta$ for the circumferential direction. The metric for this coordinate system is given by

$$dx \cdot dx = [1 + \kappa r \sin(\theta + \phi)]^2 (ds)^2 + (dr)^2 + r^2 (d\theta)^2$$

(4.1)

where

$$\phi(s) = -\int_{s_0}^{s} \tau(s')ds'$$

(4.2)

The continuity and momentum equations in the vector form are given by
\[ \nabla \cdot \mathbf{v} = 0 \quad (4.3) \]

and

\[ \frac{\partial}{\partial t} \rho \mathbf{v} = -[\nabla \cdot \rho \mathbf{v}] - \nabla \mathbf{P} - [\nabla \cdot \mathbf{\dot{e}}] + \rho g \quad (4.4) \]

Assuming constant density, and with the help of Equation (4.3), Equation (4.4) can be rearranged as follows:

\[ \rho \frac{D\mathbf{v}}{Dt} = -\nabla \mathbf{P} - [\nabla \cdot \mathbf{\dot{e}}] + \rho g \quad (4.5) \]

If a Newtonian fluid with constant properties is considered and gravity is neglected, Equation (4.5) can be simplified to

\[ \rho \frac{D\mathbf{v}}{Dt} = -\nabla \mathbf{P} + \mu_{\text{Newt}} \mathbf{\nabla}^2 \mathbf{v} \quad (4.6) \]

For non-Newtonian fluids, the Ostwald-de Waele model (Bird et al. [13]) (the power law model) is the most popular one. Incorporating this model into the mathematical formulation can be done in two ways. The straightforward method of doing this is to directly use an equation for the shear stress of a non-Newtonian fluid in the momentum equation (Equation (4.5)). The other approach is to use the effective viscosity, which replaces the Newtonian viscosity in the momentum equation. In this study, the latter approach is chosen due to its simplicity in programming. The Navier-Stokes equations for a non-Newtonian fluid can be derived by using the effective viscosity of a non-Newtonian fluid to substitute the Newtonian viscosity in the governing equations:

\[ \rho \frac{D\mathbf{v}}{Dt} = -\nabla \mathbf{P} + \nabla \cdot \mathbf{\mu} \mathbf{\nabla} \mathbf{v} \quad (4.7) \]

which can be expanded as
\[
\rho \frac{D\mathbf{v}}{Dt} = -\mathbf{\nabla}\bar{P} + \mu \nabla^2 \mathbf{v} + \nabla \mu \cdot \nabla \mathbf{v} \tag{4.8}
\]

Using a vector relation (Synge and Schild [14]), the Laplacian operator of the velocity vector can be recast as

\[
\nabla^2 \mathbf{v} = \nabla(\nabla \cdot \mathbf{v}) - [\nabla \times [\nabla \times \mathbf{v}]] \tag{4.9}
\]

For steady flow, this equation is simplified as

\[
(v \cdot \nabla) \mathbf{v} = -\frac{1}{\rho} \nabla \bar{P} + \nu [\nabla(\nabla \cdot \mathbf{v}) - [\nabla \times \nabla \times \mathbf{v}]] + \frac{1}{\rho} \nabla \mu \cdot \nabla \mathbf{v} \tag{4.10}
\]

In an orthogonal coordinate system the divergence is expressed as

\[
\nabla \cdot \mathbf{v} = \frac{1}{h_1 h_2 h_3} \left[ \frac{\partial}{\partial \xi_1} \left( h_2 h_3 \frac{\partial}{\partial \xi_1} (h_3 v_1) \right) + \frac{\partial}{\partial \xi_2} \left( h_1 h_3 \frac{\partial}{\partial \xi_2} (h_3 v_2) \right) + \frac{\partial}{\partial \xi_3} \left( h_1 h_2 \frac{\partial}{\partial \xi_3} (h_3 v_3) \right) \right], \tag{4.11}
\]

where \( \xi_1, \xi_2, \) and \( \xi_3 \) are the orthogonal coordinates, and \( h_1, h_2, \) and \( h_3 \) are the scale factors.

The components of the gradient are

\[ \frac{1}{h_1} \frac{\partial}{\partial \xi_1}, \frac{1}{h_2} \frac{\partial}{\partial \xi_2}, \frac{1}{h_3} \frac{\partial}{\partial \xi_3}. \]

The components of the vector \( \nabla \times \nabla \times \mathbf{v} \) are

\[
\frac{1}{h_2 h_3} \left( h_3 \frac{\partial}{\partial \xi_1} (h_2 v_2) - h_2 \frac{\partial}{\partial \xi_1} (h_3 v_1) \right) - \frac{\partial}{\partial \xi_3} \left( h_2 h_3 \left( \frac{\partial}{\partial \xi_3} (h_1 v_2) - \frac{\partial}{\partial \xi_1} (h_3 v_1) \right) \right) \tag{4.12a}
\]

\[
\frac{1}{h_1 h_3} \left( h_1 \frac{\partial}{\partial \xi_2} (h_3 v_3) - h_3 \frac{\partial}{\partial \xi_2} (h_1 v_3) \right) - \frac{\partial}{\partial \xi_1} \left( h_1 h_3 \left( \frac{\partial}{\partial \xi_1} (h_2 v_3) - \frac{\partial}{\partial \xi_2} (h_3 v_1) \right) \right) \tag{4.12b}
\]

\[
\frac{1}{h_1 h_2} \left( h_2 \frac{\partial}{\partial \xi_1} (h_1 v_3) - h_1 \frac{\partial}{\partial \xi_1} (h_2 v_3) \right) - \frac{\partial}{\partial \xi_2} \left( h_1 h_2 \left( \frac{\partial}{\partial \xi_2} (h_3 v_2) - \frac{\partial}{\partial \xi_3} (h_2 v_1) \right) \right) \tag{4.12c}
\]
and the components of the vector \((\mathbf{v} \cdot \nabla)\mathbf{v}\) are

\[
Dv_1 + \frac{v_2}{h_2 h_1} \left( v_1 \frac{\partial h_1}{\partial \xi_2} - v_2 \frac{\partial h_2}{\partial \xi_1} \right) + \frac{v_3}{h_3 h_1} \left( v_1 \frac{\partial h_1}{\partial \xi_3} - v_3 \frac{\partial h_3}{\partial \xi_1} \right)
\]  \hspace{1cm} (4.13a)

\[
Dv_2 + \frac{v_3}{h_3 h_2} \left( v_2 \frac{\partial h_2}{\partial \xi_3} - v_3 \frac{\partial h_3}{\partial \xi_2} \right) + \frac{v_1}{h_1 h_2} \left( v_2 \frac{\partial h_2}{\partial \xi_1} - v_1 \frac{\partial h_1}{\partial \xi_2} \right)
\]  \hspace{1cm} (4.13b)

\[
Dv_3 + \frac{v_1}{h_1 h_3} \left( v_3 \frac{\partial h_3}{\partial \xi_1} - v_1 \frac{\partial h_1}{\partial \xi_3} \right) + \frac{v_2}{h_2 h_3} \left( v_3 \frac{\partial h_3}{\partial \xi_2} - v_2 \frac{\partial h_2}{\partial \xi_3} \right)
\]  \hspace{1cm} (4.13c)

where
Finally, the components of the vector $\nabla \mu \cdot \nabla v$ are

$$(4.15a)$$

$$
\left[ \begin{array}{ccc}
\frac{1}{h_1} \frac{\partial \mu}{\partial \xi_1} + \frac{1}{h_2} \frac{\partial \mu}{\partial \xi_2} + \frac{1}{h_3} \frac{\partial \mu}{\partial \xi_3} \\
\frac{1}{h_1} \frac{\partial \mu}{\partial \xi_1} + \frac{1}{h_2} \frac{\partial \mu}{\partial \xi_2} + \frac{1}{h_3} \frac{\partial \mu}{\partial \xi_3} \\
\frac{1}{h_1} \frac{\partial \mu}{\partial \xi_1} + \frac{1}{h_2} \frac{\partial \mu}{\partial \xi_2} + \frac{1}{h_3} \frac{\partial \mu}{\partial \xi_3}
\end{array} \right]
$$

$$(4.15b)$$

$$
\left[ \begin{array}{ccc}
\frac{1}{h_1} \frac{\partial \mu}{\partial \xi_1} + \frac{1}{h_2} \frac{\partial \mu}{\partial \xi_2} + \frac{1}{h_3} \frac{\partial \mu}{\partial \xi_3} \\
\frac{1}{h_1} \frac{\partial \mu}{\partial \xi_1} + \frac{1}{h_2} \frac{\partial \mu}{\partial \xi_2} + \frac{1}{h_3} \frac{\partial \mu}{\partial \xi_3} \\
\frac{1}{h_1} \frac{\partial \mu}{\partial \xi_1} + \frac{1}{h_2} \frac{\partial \mu}{\partial \xi_2} + \frac{1}{h_3} \frac{\partial \mu}{\partial \xi_3}
\end{array} \right]
$$

$$(4.15c)$$


In the orthogonal helical coordinate system, the scale factors $\xi_1$, $\xi_2$, and $\xi_3$ are expressed as

$$h_s = 1 + \kappa r \sin(\theta + \phi) \quad h_r = 1 \quad h_\theta = r \quad (4.16)$$

Thus the dimensionless governing Navier-Stokes equations for a non-Newtonian fluid in the orthogonal helical coordinate system are the continuity equation

$$\frac{\partial (ru_s)}{\partial s} + \frac{\partial (rh_s u_r)}{\partial r} + \frac{\partial (h_s u_\theta)}{\partial \theta} = 0 \quad (4.17)$$

and the momentum equations

$$(4.18a)$$

$$
\begin{align}
\frac{1}{h_r r} \left( \frac{\partial (ru_s)}{\partial s} + \frac{\partial (rh_s u_r)}{\partial r} + \frac{\partial (h_s u_\theta)}{\partial \theta} \right) &+ \frac{\hat{\mu}}{Re} \left[ \frac{1}{h_s} \frac{\partial}{\partial s} \left( \frac{\partial (ru_s)}{\partial s} \right) + \frac{\partial (rh_s u_r)}{\partial r} + \frac{\partial (h_s u_\theta)}{\partial \theta} \right] = - \frac{1}{h_s} \frac{\partial p}{\partial s} \\
+ \frac{\hat{\mu}}{Re} & \left( \frac{1}{h_r r} \left( \frac{\partial (ru_s)}{\partial s} + \frac{\partial (rh_s u_r)}{\partial r} + \frac{\partial (h_s u_\theta)}{\partial \theta} \right) \right) \\
\frac{1}{h_r r} \left( \frac{\partial (ru_s)}{\partial s} + \frac{\partial (rh_s u_r)}{\partial r} + \frac{\partial (h_s u_\theta)}{\partial \theta} \right) &- \frac{\partial}{\partial \theta} \left( \frac{1}{h_r r} \left( \frac{\partial (ru_s)}{\partial s} + \frac{\partial (h_s u_\theta)}{\partial \theta} \right) \right) \\
\frac{1}{h_r r} & \left( \frac{\partial (ru_s)}{\partial s} + \frac{\partial (rh_s u_r)}{\partial r} + \frac{\partial (h_s u_\theta)}{\partial \theta} \right) + \frac{\partial (ru_s)}{\partial s} \frac{\partial \mu}{\partial s} + \frac{\partial (rh_s u_r)}{\partial r} \frac{\partial \mu}{\partial r} + \frac{\partial (h_s u_\theta)}{\partial \theta} \frac{\partial \mu}{\partial \theta}
\end{align}
$$
\[
\frac{1}{h_s} \left( \frac{\partial}{\partial s} \left( ru_s u_r \right) + \frac{\partial}{\partial r} \left( rh_u u_r \right) + \frac{\partial}{\partial \theta} \left( h_s u_{\theta} u_r \right) \right) - \frac{u_{\theta}^2}{r} - \frac{k}{h_s} u_{\theta}^2 \sin(\theta + \phi) = -\frac{\partial p}{\partial r}
\]

\[
+ \frac{\mu_{e}}{Re_F} \left[ \frac{1}{r} \frac{\partial}{\partial \theta} \left( \frac{h_s}{r} \left( \frac{\partial}{\partial r} \left( ru_o \right) - \frac{\partial u_{\theta}}{\partial \theta} \right) \right) + \frac{\partial}{\partial s} \left( \frac{r}{h_s} \left( \frac{\partial u_r}{\partial s} - \frac{\partial}{\partial r} \left( h_s u_{\theta} \right) \right) \right) \right]
\]

\[
\frac{1}{h_s} \left( \frac{\partial}{\partial s} \left( ru_o \right) + \frac{\partial}{\partial r} \left( rh_o u_r \right) + \frac{\partial}{\partial \theta} \left( h_s u_{\theta} u_{\theta} \right) \right) - \frac{\varepsilon}{r} u_{\theta}^2 \cos(\theta + \phi) + \frac{u_{\theta} u_{\theta}}{r} = -\frac{1}{r} \frac{\partial p}{\partial \theta}
\]

\[
+ \frac{\mu_{e}}{Re_F} \left[ \frac{1}{r} \frac{\partial}{\partial \theta} \left( \frac{h_s}{r} \left( \frac{\partial}{\partial r} \left( ru_o \right) - \frac{\partial u_{\theta}}{\partial \theta} \right) \right) + \frac{\partial}{\partial s} \left( \frac{r}{h_s} \left( \frac{\partial u_r}{\partial s} - \frac{\partial}{\partial r} \left( h_s u_{\theta} \right) \right) \right) \right]
\]

\[
\frac{1}{h_s} \left( \frac{\partial}{\partial s} \left( \frac{1}{h_s} \left( \frac{\partial}{\partial \theta} \left( h_s u_{\theta} \right) - \frac{\partial}{\partial s} \left( ru_o \right) \right) \right) - \frac{\partial}{\partial r} \left( \frac{h_s}{r} \left( \frac{\partial \left( ru_o \right)}{\partial r} - \frac{\partial u_{\theta}}{\partial \theta} \right) \right) \right)
\]

\[
+ \frac{1}{Re_F} \left[ \frac{1}{h_s^2} \frac{\partial}{\partial \theta} \frac{\partial}{\partial \theta} \left( h_s u_{\theta} \right) + \frac{\partial u_{\theta}}{\partial s} \frac{\partial u_{\theta}}{\partial \theta} + \frac{1}{r^2} \frac{\partial u_{\theta}}{\partial \theta} \frac{\partial u_{\theta}}{\partial \theta} \right]
\]

where

\[
s = \frac{\tilde{s}}{a}, \quad r = \frac{\tilde{r}}{a}, \quad (u_s, u_r, u_{\theta}) = \left( \frac{\tilde{u}_s}{U}, \frac{\tilde{u}_r}{U}, \frac{\tilde{u}_{\theta}}{U} \right), \quad P = \frac{\tilde{P}}{\rho U^2},
\]

\[
\varepsilon = \kappa \alpha, \quad \lambda = \frac{\tau}{\kappa}, \quad Re_F = \frac{\rho U a}{\mu_F}, \quad \hat{\mu} = \frac{\mu}{\mu_F}, \quad U = \int_0^{2\pi} \int_0^1 u_s r dr d\theta
\]

where \( a \) is the radius of the pipe, \( U \) is the bulk velocity defined in Eq. (4.19) and \( \mu_F \) is a reference viscosity defined in Eq. (4.22).

The following expression for the effective viscosity for a power law fluid is used:

\[
\mu = m \left[ \frac{1}{2} (\Delta : \Delta) \right]^{\frac{\sigma - 1}{2}}
\]

where \( \Delta \) is the rate of deformation tensor and the expression for \( (\Delta : \Delta) \) is given by
\[
\frac{1}{2} (\Delta : \Delta) = 2 \left[ \left( \frac{\partial}{\partial s} \left( \frac{\bar{u}_s}{h_s} \right) - \frac{\tau \kappa \cos(\theta - \bar{\xi})}{h_s^2} \bar{u}_s + \frac{\kappa \sin(\theta - \bar{\xi})}{h_s} \bar{u}_r + \frac{\kappa \cos(\theta - \bar{\xi})}{h_s} \bar{u}_\theta \right) \right]^2 \\
+ \left( \frac{\partial \bar{u}_r}{\partial \bar{r}} \right)^2 + \left( \frac{\partial}{\partial \theta} \left( \frac{\bar{u}_\theta}{\bar{r}} \right) + \frac{\bar{u}_\theta}{\bar{r}} \right)^2 \right] + \left( \frac{1}{h_s} \frac{\partial}{\partial \bar{r}} \left( \frac{\bar{u}_s}{h_s} \right) + \frac{1}{h_s^2} \frac{\partial \bar{u}_r}{\partial \bar{r}} \right)^2 \\
+ \left( h_s \frac{\partial}{\partial \bar{r}} \left( \frac{\bar{u}_s}{h_s} \right) + \frac{\bar{r}}{h_s} \frac{\partial}{\partial \bar{r}} \left( \frac{\bar{u}_\theta}{h_s} \right) \right)^2 \right] + \left( \frac{1}{h_s^2} \frac{\partial \bar{u}_r}{\partial \bar{r}} \right)^2 \right]
\] 
(4.21)

The reference viscosity \( \mu_f \) is introduced by using

\[
\mu_f = m \left[ \left( \frac{U}{a} \right)^2 \right]^{n-1} \frac{2}{\partial}
\]
(4.22)

A fully developed laminar flow is considered so that the dynamic variables, except for the pressure, are independent of \( s \), therefore, a simplifying transformation is performed from \( s, r, \theta \) to \( s, r, \xi \):

\[
\theta + \phi = \xi, \quad \frac{\partial}{\partial s} \Rightarrow \frac{\partial}{\partial \xi}, \quad \frac{\partial}{\partial \theta} \Rightarrow \frac{\partial}{\partial \xi}
\]
(4.23)

The governing equations are then reduced as follows:

\[
- \varepsilon \lambda \frac{\partial (ru_s)}{\partial \xi} + \frac{\partial (r h_u u_r)}{\partial r} + \frac{\partial (h_u u_\theta)}{\partial \xi} = 0
\]
(4.24)

\[
\frac{1}{h_s r} \left( -\varepsilon \lambda \frac{\partial (ru_s)}{\partial \xi} + \frac{\partial (r h_u u_r)}{\partial r} + \frac{\partial (h_u u_\theta)}{\partial \xi} \right) = -\varepsilon \lambda \left( \frac{\partial P}{\partial s} - \varepsilon \lambda \frac{\partial P}{\partial \xi} \right) \\
\]

\[
+ \left( \frac{\partial}{\partial r} \right) \left\{ -\varepsilon \lambda \left[ \frac{1}{r} \left( -\varepsilon \lambda \frac{\partial (ru_s)}{\partial \xi} - \frac{\partial (h_u u_r)}{\partial \xi} \right) - \frac{\partial}{\partial \xi} \left( \frac{1}{h_s r} \left( \frac{\partial (h_u u_r)}{\partial \xi} + \varepsilon \lambda \frac{\partial (ru_s)}{\partial \xi} \right) \right) \right] \right\} \\
+ \frac{1}{\varepsilon \lambda \lambda} \left[ \frac{\partial (\varepsilon \lambda)^2 \frac{\partial (ru_s)}{\partial \xi}}{h_s^2 \frac{\partial \mu}{\partial \xi} \frac{\partial \mu}{\partial \xi} + \frac{\partial (h_u u_\theta)}{\partial \xi} + \frac{1}{r^2} \frac{\partial u_r}{\partial \xi} \frac{\partial u_r}{\partial \xi} \right]
\]
(4.25a)
\[
\frac{1}{h_r^2} \left( -\epsilon \lambda \frac{\partial (ru_r)}{\partial \xi} + \frac{\partial (\rho h_r u_r)}{\partial r} + \frac{\partial (h_r u_r)}{\partial \xi} \right) - \frac{u_\theta^2}{r} - \frac{\epsilon}{h_s^2} u_s^2 \sin \xi = -\frac{\partial P}{\partial r} \\
+ \frac{\dot{\mu}}{\text{Re}_F} \left[ \frac{\partial}{\partial r} \left( \frac{h_r}{r} \left( \frac{\partial (ru_r)}{\partial r} - \frac{\partial u_r}{\partial \xi} \right) \right) + \epsilon \lambda \frac{\partial (ru_r)}{\partial \xi} + \frac{\partial (h_r u_r)}{\partial r} \right] \\
+ \frac{1}{\text{Re}_F} \left[ \left( \frac{\epsilon \lambda}{h_s^2} \right)^2 \frac{\partial u_r}{\partial r} \frac{\partial u_r}{\partial \xi} + \frac{\partial u_r}{\partial r} \frac{\partial u_r}{\partial r} + \frac{1}{r^2} \frac{\partial u_r}{\partial \xi} \frac{\partial u_r}{\partial \xi} \right] \\
+ \frac{\dot{\mu}}{\text{Re}_F} \left[ \frac{1}{r} \frac{\partial}{\partial \xi} \left( \frac{h_r}{r} \left( \frac{\partial (ru_r)}{\partial r} + \frac{\partial (h_r u_r)}{\partial \xi} \right) \right) - \frac{\epsilon \lambda}{h_s^2} \frac{\partial (ru_r)}{\partial \xi} + \frac{\partial (h_r u_r)}{\partial r} \right] \\
+ \frac{1}{\text{Re}_F} \left[ \left( \frac{\epsilon \lambda}{h_s^2} \right)^2 \frac{\partial u_r}{\partial r} \frac{\partial u_r}{\partial \xi} + \frac{\partial u_r}{\partial r} \frac{\partial u_r}{\partial r} + \frac{1}{r^2} \frac{\partial u_r}{\partial \xi} \frac{\partial u_r}{\partial \xi} \right] \\
\right]
\tag{4.25b}
\]

\[
\frac{1}{h_r^2} \left( -\epsilon \lambda \frac{\partial (ru_\theta)}{\partial \xi} + \frac{\partial (\rho h_r u_\theta)}{\partial r} + \frac{\partial (h_r u_\theta)}{\partial \xi} \right) - \frac{\epsilon}{h_s^2} u_s^2 \cos \xi + \frac{u_\theta u_\theta}{r} = -\frac{\partial P}{\partial \xi} \\
+ \frac{\dot{\mu}}{\text{Re}_F} \left[ \frac{1}{r} \frac{\partial}{\partial \xi} \left( \frac{h_r}{r} \left( \frac{\partial (ru_r)}{\partial r} - \frac{\partial u_r}{\partial \xi} \right) \right) - \frac{\epsilon \lambda}{h_s^2} \frac{\partial (ru_r)}{\partial \xi} + \frac{\partial (h_r u_r)}{\partial r} \right] \\
+ \frac{1}{\text{Re}_F} \left[ \left( \frac{\epsilon \lambda}{h_s^2} \right)^2 \frac{\partial u_r}{\partial r} \frac{\partial u_r}{\partial \xi} + \frac{\partial u_r}{\partial r} \frac{\partial u_r}{\partial r} + \frac{1}{r^2} \frac{\partial u_r}{\partial \xi} \frac{\partial u_r}{\partial \xi} \right] \\
\right]
\tag{4.25c}
\]

### 4.3 Computational Procedure

A uniform mesh is generated with an evenly spaced grid in \( r \) and \( \theta \) directions. The SIMPLE algorithm (Patankar [15]) is utilized on a staggered grid arrangement to solve the governing equations (Tao [16]). The control volume based finite-difference method is applied and the second-order accuracy is achieved. The convection-diffusion terms are discretized with the power-law scheme (Patankar [15]).

A one-dimensional parabolic velocity profile is imposed as the initial guess. Computations are terminated when the convergence criterion is met, namely

\[
\left\| \hat{r}^{(\ell)} \right\|_\infty \leq 10^{-6} \tag{4.26}
\]
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where $\hat{r}$ is the residual of the pressure correction equation obtained from the continuity equation when using the SIMPLE method. The superscripts (0) and (k) refer to the initial and $k$th iteration, respectively. A no-slip boundary condition is assumed at the walls of the helical pipe. In this coordinate system, there is a geometrical singularity at the pipe axis ($r=0$), so boundary values are needed for flow quantities, which are either located directly at the pipe axis or at the opposite sides of the pipe axis (Hüttl [17]).

If an even number of cells in the circumferential direction is used, matching of axial velocities from the opposite sides of the pipe axis can be utilized:

$$u_x(s,-\frac{\Delta r}{2},\theta) = u_x(s,\frac{\Delta r}{2},\theta + \pi) \quad (4.27)$$

An appropriate matching condition for the circumferential velocity $u_\theta$ is

$$u_\theta(s,-\frac{\Delta r}{2},\theta) = -u_\theta(s,\frac{\Delta r}{2},\theta + \pi) \quad (4.28)$$

The minus sign is due to the fact that the direction of the circumferential velocity at $\theta$ is defined opposite of that at $\theta + \pi$. The value of the radial velocity at the pipe axis is determined by a linear interpolation across the axis:

$$u_r(s,r=0,\theta) = \frac{u_r(s,\Delta r,\theta) - u_r(s,\Delta r,\theta + \pi)}{2} \quad (4.29)$$

The minus sign results from the fact that the coordinate direction changes for the radial velocity when taking the value from the opposite side.

4.4 NUMERICAL RESULTS AND DISCUSSION

The parameter $m$ in Equation (4.20) is the consistency factor and $n$ is the power-law index. There are two special cases: 1) $n=1$ and 2) $n=0$. If $n=1$ it reduces to a Newtonian flow with
\( m = \mu \) and if \( n=0 \) it represents a perfect plastic flow (Huang et al. [18]). The deviation of \( n \) from unity indicates the degree of deviation from the Newtonian behavior. If \( n \) is less than unity, the behavior is pseudo-plastic, that is, the fluid has a reduced viscosity when the rate of shear is large. If \( n \) is greater than unity, the behavior is dilatant, which means the effective viscosity increases with increasing the rate of shear. In this investigation the behavior of a non-Newtonian fluid with \( n=0.8 \), which is typical for many food products, is compared with that of a Newtonian fluid (\( n=1 \)). The parameters used in computations are summarized in Table 4.1.

<table>
<thead>
<tr>
<th>( \rho ) (kg m(^{-3}))</th>
<th>( a ) (m)</th>
<th>( m )</th>
<th>( n ) (non-Newtonian)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 10^3 )</td>
<td>0.0254</td>
<td>0.7</td>
<td>0.8</td>
</tr>
</tbody>
</table>

A FORTRAN code is developed using the above method with a \( 40 \times 40 \) grid to compute the flow of a non-Newtonian fluid in a helical pipe and comparisons with the dynamics of a Newtonian fluid are performed. Grid independence of the solution is checked by performing a test computation utilizing a \( 80 \times 80 \) grid, and no significant change in the solution is observed. Figure 4.2 shows contour lines of the axial velocities and vector plots of the secondary flow in a pipe cross-section for Newtonian and non-Newtonian fluids in a helical pipe with the dimensionless curvature \( \varepsilon =0.1 \), the ratio of torsion to curvature \( \lambda =0.1 \), and the dimensionless pressure gradient \( dP/ds \) of -30, -100, -300, respectively. From Fig 4.2(a), it can be seen that when the pressure gradient is small, for both Newtonian and non-Newtonian fluids, the parabolic profile of the axial velocity can still be observed and the displacement of the position of the maximum axial velocity from the pipe axis is not significant. Helical pipe deforms the parabolic profile of axial velocity because of the centrifugal force due to the
curvature of the helical pipe. The centrifugal force is proportional to the square of the velocity. When the pressure gradient is not large enough to conquer the viscosity friction (the velocity is small), the centrifugal force is not sufficiently large to drag the maximum of the axial velocity from the pipe axis. Figure 4.2(a) also shows that the mean velocity of a non-Newtonian fluid is greater than that of a Newtonian fluid. The secondary flow is not significant both for Newtonian and non-Newtonian fluid (Figure 4.2(b)).

When the dimensionless pressure gradient is -100 (Figure 4.2(c), (d)), the influence of the helical pipe on the non-Newtonian flow becomes apparent. The maximum of the axial velocity is displaced from the pipe axis to the wall. The vector plots show that the secondary flow in the central region of the pipe cross-section is directed toward the wall and the flow in the peripheral region of the cross-section is directed toward the center. Thus, the secondary flow induces mixing in the fluid. However, for a Newtonian fluid, the deformation of parabolic profile of the axial velocity is still not visible. The secondary flow does not show in the vector plots either. When $dP/ds$ reaches -300, as shown in Figures 4.2(e) and 4.2(f), the parabolic profiles of the axial velocity are more strongly deformed for a non-Newtonian fluid and vector plots also show that the secondary flow for a non-Newtonian fluid is more significant. Under this pressure gradient for the Newtonian flow, the deformation of the parabolic profile becomes apparent and the secondary flow becomes visible. The comparison shows that the distance by which the maximum of the axial velocity is dragged from the pipe axis to the wall for the non-Newtonian fluid is greater than that for the Newtonian fluid and the value of the maximum velocity is also greater.
Figure 4.2 Contour lines of the axial velocity and vector plots of the secondary flow in the pipe cross-section for Newtonian and non-Newtonian fluids at different values of the dimensionless pressure gradient: (a, b) \( \frac{dp}{ds}=-30 \), (c, d) \( \frac{dp}{ds}=-100 \), (e, f) \( \frac{dp}{ds}=-300 \) with the same value of curvature \( \varepsilon \) and the ratio of torsion to curvature \( \lambda \).

One of the most important geometrical parameters of a helical pipe is its curvature. The effect of the dimensionless curvature \( \varepsilon \) on the Newtonian and non-Newtonian fluid flow for the same pressure gradient, \( \frac{dP}{ds} \), is investigated. Figures 4.3 and 4.4 present the contour lines of the axial velocity for the Newtonian and non-Newtonian fluids, respectively, when the pressure gradient \( \frac{dP}{ds} \) is \(-300\) and the ratio of torsion to curvature \( \lambda \) is fixed at 0.1.
while the dimensionless curvature $\varepsilon$ equals to 0, 0.05, 0.1, and 0.2, respectively. Both Figures 4.3 and 4.4 show that when the curvature increases, the maximum axial velocity is more and more dragged from the center to the outer wall while the value of the maximum velocity decreases. For the non-Newtonian case, when $\varepsilon$ increases from 0 to 0.05, the deformation of the axial velocity distribution is apparent and the maximum of the axial velocity changes significantly (see Figures 4.4(a) and 4.4(b)). However, for the Newtonian fluid, the distribution does not change significantly, as seen from Figures 4.3(a) and 4.3(b). When $\varepsilon$ continues to increase (see Figures 4.4(b), 4(c) and 4(d)), the deformation of the axial velocity profile of the non-Newtonian fluid continues and the axial velocity continues to decrease, but the change is not as abrupt as the when $\varepsilon$ changes from 0 to 0.05. The changes for the Newtonian flow, nevertheless, are gradual for all examined values of $\varepsilon$ (see Figures 4.3(a) to 4.3(d)).

The above results can be more clearly seen in Figures 4.5 and 4.6 that depict the axial velocity profiles for the horizontal and vertical cut view of the pipe for the Newtonian and non-Newtonian fluids. Figure 4.5 shows that the parabolic profile changes to a more and more flat one as the curvature increases. It is easy to see that the mean velocity of the Newtonian fluid flow is less than that of the non-Newtonian one. For the non-Newtonian case, the maximum axial velocity decreases significantly when the pipe changes form a straight one ($\varepsilon = 0$) to a helical one with $\varepsilon = 0.05$. However, for the Newtonian fluid flow, such an abrupt decrease does not occur. As $\varepsilon$ continues to increase, the change of the velocity profile for the Newtonian fluid is slower than for the non-Newtonian fluid. Figure 4.5 also shows two local maxima on the profiles of the axial velocity on the horizontal cut.
view of the pipe for the non-Newtonian fluid flow; the Newtonian fluid flow, however, does not exhibit such behavior.

Figure 4.6 presents the axial velocity profiles in the vertical cut view. It shows that as the curvature increases, the position of the maximum velocity gets displaced towards the outer wall while the value of the maximum velocity decreases for both Newtonian and non-Newtonian cases. However, the position of the maximum velocity for the non-Newtonian fluid is dragged towards the wall faster than for the Newtonian fluid. The effect of $\varepsilon$ on the helical pipe flow is more apparent for the non-Newtonian than for the Newtonian fluid.

![Figure 4.3 Contour lines of the axial velocity for the Newtonian fluid flow for $dp/ds=-300$, $\lambda=0.1$ and different values of curvature: (a) $\varepsilon=0$ (b) $\varepsilon=0.05$ (c) $\varepsilon=0.1$ (d) $\varepsilon=0.2$](image)

Figure 4.3 Contour lines of the axial velocity for the Newtonian fluid flow for $dp/ds=-300$, $\lambda=0.1$ and different values of curvature: (a) $\varepsilon=0$ (b) $\varepsilon=0.05$ (c) $\varepsilon=0.1$ (d) $\varepsilon=0.2$
Another important parameter of the helical pipe is torsion. The effect of $\lambda$, the ratio of the torsion to curvature, on the dynamics of the Newtonian and non-Newtonian flow is investigated. This parameter was widely used in the previous work to investigate the effect of torsion on the helical pipe flow. Figures 4.7 and 4.8 compare the results for different $\lambda$ (0.1, 0.5, and 1.0, respectively) when $dP/ds$ is fixed at $-300$ and $\varepsilon$ is fixed at 0.1 and depict the contour lines of the axial velocity, vector plots of the secondary flow, and contour lines of the circumferential and radial velocities. From the similarity of contour lines of the axial velocity for the three cases computed with different values of $\lambda$ in both Figures 4.7 and 4.8, it seems that $\lambda$ does not have much influence on the axial velocity for both Newtonian and non-Newtonian fluid flow at $dP/ds=-300$, $\lambda=0.1$ and different values of curvature: (a) $\varepsilon=0$ (b) $\varepsilon=0.05$ (c) $\varepsilon=0.1$ (d) $\varepsilon=0.2$
Newtonian flows. The vector plots of the secondary flow, however, exhibit a variation with the change of $\lambda$. The effect of $\lambda$ can be more directly seen from the contour lines of the circumferential velocity. Along the horizontal direction in the cross-section of the pipe, the west wall has a positive circumferential velocity while the east wall has a negative circumferential velocity. The secondary flow, which consists of two vortices, is thus generated. When $\lambda$ increases, the west vortex becomes stronger and the east vortex becomes weaker. The values of the radial velocity have only a slight difference when $\lambda$ changes. This phenomenon occurs for both the Newtonian and non-Newtonian fluids but the vector plots of the secondary flow show that the change of the non-Newtonian flow is more apparent than that of the Newtonian flow and the distribution of the circumferential and radial velocities indicate more mixing for the case of a non-Newtonian fluid.

![Axial velocity profiles in the horizontal cut view of the pipe for the Newtonian and non-Newtonian fluid flow for $dp/ds=-300$, $\lambda=0.1$ and different values of curvature: (a) $\varepsilon=0$ (b) $\varepsilon=0.05$ (c) $\varepsilon=0.1$ (d) $\varepsilon=0.2$](image-url)
Figure 4.6 Axial velocity profiles in the vertical cut view of the pipe for the Newtonian and non-Newtonian fluids flow for \( \frac{dp}{ds} = 300 \), \( \lambda = 0.1 \) and different values of curvature: (a) \( \varepsilon = 0 \) (b) \( \varepsilon = 0.05 \) (c) \( \varepsilon = 0.1 \) (d) \( \varepsilon = 0.2 \)
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Figure 4.7 Velocity components for the Newtonian fluid flow at \(\frac{dp}{ds} = -300\), \(\varepsilon = 0.1\) for different values of the ratio of torsion to curvature: (a) \(\lambda = 0.1\) (b) \(\lambda = 0.5\) (c) \(\lambda = 1.0\)
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4.5 CONCLUSIONS

The laminar flow of a non-Newtonian fluid in a helical pipe is modeled using the orthogonal helical coordinate system. Comparisons of the effects of the pressure gradient, curvature, and torsion on the Newtonian and non-Newtonian fluid flows are performed. For the geometrically same helical pipe, increasing the pressure gradient increases the axial velocity and also the distance by which the position of the maximum axial velocity is dragged from the center to the outer wall. These effects are more significant for a non-Newtonian than for a Newtonian fluid. When the pressure gradient is small, the parabolic profile of the axial velocity can still be observed for both non-Newtonian and Newtonian fluids. The study of the effect of curvature on the helical pipe flow is presented by the contour lines and profiles of the axial velocity. It is shown that when the dimensionless curvature increases, the position
of the maximum axial velocity moves farther from the pipe axis to the outer wall and the value of the maximum velocity decreases. The comparison between the behaviors of the Newtonian and non-Newtonian fluids shows that the change for the Newtonian fluid is smoother than that for the non-Newtonian fluid when the dimensionless curvature is changed. Two local maxima that are shown on axial velocity profiles in the horizontal cut view of the pipe for the non-Newtonian fluid cannot be observed for the Newtonian fluid. The position of the maximum axial velocity is more displaced to the outer wall for the non-Newtonian fluid. There is an abrupt change of the dynamics of the non-Newtonian flow between a straight pipe and a helical pipe with small curvature, shown in this chapter as the cases of $\varepsilon=0$ and $\varepsilon=0.05$, but this is not true for the Newtonian flow. The change of $\lambda$ does not significantly influence the axial velocity but changes the behavior of the secondary flow for both the Newtonian and non-Newtonian flows, however, the effect of $\lambda$ is more apparent for the non-Newtonian than for the Newtonian flow.
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5 HEAT TRANSFER IN A LAMINAR FLOW OF A NON-NEWTONIAN FLUID IN HELICAL PIPE

ABSTRACT

A numerical investigation of heat transfer in a fully-developed laminar flow of a non-Newtonian fluid in a helical pipe is carried out. The momentum and energy equations are derived in an orthogonal helical coordinate system. The case of a constant wall heat flux is considered. The effects of the Dean number, Germano number, and Prandtl number with a fixed Reynolds number on the hydrodynamics and heat transfer in non-Newtonian fluid flow in helical pipes are investigated.

Nomenclature

\[ a \] \quad \text{pipe radius, m}

\[ Dn \] \quad \text{Dean number}

\[ g \] \quad \text{gravity, m/s}^2

\[ Gn \] \quad \text{Germano number}

\[ h_1, h_2, h_3 \] \quad \text{scale factors associated with orthogonal coordinates}

\[ h_s, h_r, h_\theta \] \quad \text{scale factors associated with orthogonal coordinates } \tilde{s}, \tilde{r}, \tilde{\theta} \text{, defined in Equation (5.14)}

\[ k \] \quad \text{thermal conductivity, W m}^{-1} \text{ K}^{-1}

\[ m \] \quad \text{consistency factor, Pa s}^n

\[ n \] \quad \text{power-law index}
Nu  Nusselt number
Re$_F$  Reynlods number
$r$  dimensionless radial coordinate, $\tilde{r}/a$
$\tilde{r}$  radial coordinate, m
$s$  dimensionless axial coordinate, $\tilde{s}/a$
$\tilde{s}$  axial coordinate, m
$p$  pitch, m
$P$  dimensionless pressure, $\tilde{P}/\rho U^2$
$\tilde{P}$  pressure, Pa
$Pr$  Prandtl number
$\tilde{t}$  time, s
$T$  dimensionless temperature, defined in Equation (5.22)
$\tilde{T}$  temperature, K
$\tilde{T}_b$  bulk temperature, defined in Equation (5.22), K
$\tilde{T}_w$  wall temperature, K
$U$  bulk velocity, defined in Equation (5.22), m/s
$v$  velocity vector, m/s
$u_x, u_r, u_\theta$  velocity components, m s$^{-1}$
$w, u, v$ dimensionless velocity components, $u_s, u_r, u_\theta$ \\

**Greek symbols**

$\varepsilon$ dimensionless curvature, $\kappa u$

$\theta$ angle, defined in Fig. 5.1

$\kappa$ curvature, m$^{-1}$

$\lambda$ the ratio of torsion to curvature, $\tau / \kappa$

$\mu_e$ effective dynamic viscosity of non-Newtonian fluid, kg m$^{-1}$ s$^{-1}$

$\mu_F$ reference dynamic viscosity, defined in Equation (5.25), kg m$^{-1}$ s$^{-1}$

$\hat{\mu}$ dimensionless effective dynamic viscosity of non-Newtonian fluid, $\frac{\mu_e}{\mu_F}$

$\xi$ angle, defined in Eq. (5.18)

$\xi_1, \xi_2, \xi_3$ orthogonal coordinates

$\rho$ fluid density, kg m$^{-3}$

$\tau$ torsion, m$^{-1}$

$\tau$ shear stress, N/ m$^2$

$\phi$ angle, defined in Equation (5.2)

**Subscripts**

$s$ axial direction

$r$ radial direction
5.1 INTRODUCTION

Helical pipe heat exchangers are extensively used in dairy and food processing as well as in refrigeration and hydrocarbon processing. Helical pipes provide a larger heat exchange surface than straight pipes in a given space with relative simplicity and economy. Also, compared to straight pipes, helical pipes yield higher heat transfer coefficients. As fluid flows within a helical pipe, it experiences a centrifugal force along with the axial pressure gradient. The centrifugal force induces secondary flow, resulting in an increased axial velocity near the pipe outer wall and decreased axial velocity near the pipe inner wall. At the pipe outer wall, the higher velocity decreases the thermal resistance considerably, resulting in a higher heat transfer coefficient (Shah and Joshi [1]).

Jeschke [2] performed the first experimental study on the turbulent flow of air in a curved pipe. His experimental formula was revised by Merkel [3] and the revised formula was referenced as Jeschke’s formula in many books. Experimental measurements of fluid flow and heat transfer in helical and curved pipes were later performed by Dravid et al. [4], Balejova et al. [5], Janssen and Hoogendoorn [6], Kalb and Seader [7], and Ausern and Soliman [8].

The first theoretical study of fluid flow in a helical pipe was performed by Dean [9] for the case of fully developed laminar flow. He introduced a new parameter to characterize the magnitude and the shape of the secondary motion, which was later called the Dean number, $Dn = \frac{\nu^{1/2} Re}{\Delta}$. Wang [10] introduced a non-orthogonal coordinate system to derive Navier-Stokes equations for the helical pipe flow and concluded that both curvature and torsion can
produce a first-order effect on the flow in a helical pipe. Germano [11, 12] suggested an orthogonal coordinate system and showed that the effect of torsion on the secondary flow is of second order. He also introduced another parameter that later was called the Germano number, \( Gn = \varepsilon \lambda \text{Re} \).

According to Shah and Joshi [1], the enhancement of heat transfer in curved ducts compared to that in straight ducts is most prominent for the laminar flow. For the turbulent flow, curved ducts offer no other significant advantage than space saving. Therefore, the laminar flow in helical pipe attracts most attention. Numerical computations of the laminar flow and heat transfer in helical pipes were reported in Sankariah and Rao [13] utilizing a toroidal coordinate system and in Patankar et al. [14] utilizing a curvilinear cylindrical coordinate system. Liu and Maliyah [15] numerically studied fully developed flows in helical pipes with a finite pitch and summarized the two controlling parameters, the Dean number, \( Dn \), and the Germano number, \( Gn \). The Dean number is a measure of the ratio of the square root of the product of inertial and centrifugal forces to the viscous forces. The Germano number is a measure of the ratio of the twisting to the viscous forces. Another dimensionless parameter, \( \gamma = GnDn^{3/2} \), was also proposed to analyze the combined effect of the curvature and torsion. The development of the Nusselt number at different Prandtl numbers was presented. Yang et al. [16] investigated the effects of the three parameters on fully developed laminar convective heat transfer in a helical pipe with a finite pitch: the Dean number, torsion, and Prandtl number.

In applications of helical pipes in chemical reactors, food processing, and medical equipment (such as kidney dialysis machines), the fluids flowing in the pipes are often non-Newtonian. However, publications on non-Newtonian flows in helical pipes are very limited. Hsu and
Patankar [17] computed fully developed Nusselt numbers for a power-law fluid. Sandeep et al. [18] modeled flows of non-Newtonian fluids in helical pipes using the Ostwald-de Waele model. However, none of these publications used an orthogonal helical coordinate system, so the effects of the curvature and torsion on the secondary flow in the plane normal to the main flow could not be fully clarified. In this chapter, the orthogonal coordinate system is adopted to investigate a fully developed laminar flow of a non-Newtonian fluid in a helical pipe and governing momentum and energy equations in this coordinate system are derived. The effects of the Dean number, Germano number, and Prandtl number with a fixed Reynolds number on the hydrodynamics and heat transfer in non-Newtonian fluid flow in helical pipes are investigated.

Figure 5.1 Schematic diagram of a helical pipe and the orthogonal helical coordinate system
5.2 THE GOVERNING EQUATIONS

Figure 5.1 depicts the schematic diagram of the helical pipe and the orthogonal helical coordinate system. The geometrical parameters include the pipe diameter, \(2a\), coil diameter, \(2R\), and pitch, \(p\). The curvature, \(\kappa\), and the torsion, \(\tau\), are defined as \(\kappa = \frac{R}{(R^2 + p^2)}\) and \(\tau = \frac{p}{(R^2 + p^2)}\), respectively. Germano [11, 12] introduced this orthogonal helical coordinate system with the helical coordinate \(\vec{s}\) for the axial direction, \(\vec{r}\) for the radial direction, and \(\theta\) for the circumferential direction. The metric of this coordinate system is given by

\[
d\vec{x} \cdot d\vec{x} = [1 + \kappa\sin(\theta + \phi)]^2 (d\vec{s})^2 + (d\vec{r})^2 + \tau^2 (d\theta)^2
\]

where

\[
\phi(\vec{s}) = \frac{1}{\vec{s}_0} \int^{\vec{s}}_{\vec{s}_0} \tau(\vec{s}') d\vec{s}'
\]

The continuity and momentum equations in the vector form are

\[
\nabla \cdot \mathbf{v} = 0
\]

and

\[
\frac{\partial}{\partial t} \rho \mathbf{v} = -[\mathbf{v} \cdot \nabla \rho] - \nabla \vec{p} - [\nabla \cdot \vec{\tau}] + \rho \mathbf{g}
\]

With the help of Equation (5.3), Equation (5.4) can be rearranged as

\[
\rho \frac{D\mathbf{v}}{Dt} = -\nabla \vec{p} - [\nabla \cdot \vec{\tau}] + \rho \mathbf{g}
\]

For non-Newtonian fluids, the Ostwald-de Waele model (Bird et al. [19]) (the power law model) is the most common one. Incorporating this model into the mathematical formulation can be done in two ways. The straightforward method of doing this is to directly use an equation for the shear stress of a non-Newtonian fluid in the momentum equation (Equation
The other approach is to use the effective viscosity, which replaces the Newtonian viscosity in the momentum equation. In this study, the latter approach is chosen due to its simplicity in programming. The Navier-Stokes equations for a non-Newtonian fluid can be derived by using the effective viscosity of a non-Newtonian fluid to substitute the Newtonian viscosity in the governing equations:

$$\rho \frac{Dv}{Dt} = -\nabla \tilde{P} + \nabla \cdot \mu_e \nabla v.$$  \hspace{1cm} (5.6)

A particular expression for the effective viscosity of a power law fluid is given later on by Equation (5.23). Equation (5.6) can be expanded for the steady flow as

$$(v \cdot \nabla)v = -\frac{1}{\rho} \nabla \tilde{P} + \frac{\mu_e}{\rho} \left[ \nabla (\nabla \cdot v) - [\nabla \times \nabla \times v] \right] + \frac{1}{\rho} \nabla \mu_e \cdot \nabla v$$  \hspace{1cm} (5.7)

where \(v = (v_1, v_2, v_3)\) is the dimensional fluid velocity vector. In an orthogonal coordinate system the continuity equation is given by

$$\frac{1}{h_1 h_2 h_3} \left[ \frac{\partial (h_2 h_3 v_1)}{\partial \xi_1} + \frac{\partial (h_3 h_1 v_2)}{\partial \xi_2} + \frac{\partial (h_1 h_2 v_3)}{\partial \xi_3} \right] = 0,$$  \hspace{1cm} (5.8)

where \(\xi_1, \xi_2,\) and \(\xi_3\) are the orthogonal coordinates, and \(h_1, h_2,\) and \(h_3\) are the scale factors.

The momentum equations are derived as (Cheng and Kuznetsov [20]):

$$Dv_1 + \frac{v_2}{h_2 h_1} \left( \frac{\partial h_h}{\partial \xi_2} - v_2 \frac{\partial h_2}{\partial \xi_1} \right) + \frac{v_3}{h_1 h_3} \left( \frac{\partial h_h}{\partial \xi_3} - v_3 \frac{\partial h_3}{\partial \xi_1} \right) = -\frac{1}{\rho} \frac{1}{h_1} \frac{\partial \tilde{P}}{\partial \xi_1} + \mu_e \frac{1}{\rho} \left[ \frac{\partial (h_2 h_3 v_1)}{\partial \xi_1} + \frac{\partial (h_3 h_1 v_2)}{\partial \xi_2} + \frac{\partial (h_1 h_2 v_3)}{\partial \xi_3} \right]$$

$$- \frac{1}{h_2 h_3} \left[ \frac{h_2}{h_2 h_3} \left( \frac{\partial (h_2 v_2)}{\partial \xi_2} - \frac{\partial (h_2 v_1)}{\partial \xi_1} \right) \right] - \frac{h_3}{h_2 h_3} \left( \frac{\partial (h_3 v_3)}{\partial \xi_3} - \frac{\partial (h_3 v_2)}{\partial \xi_2} \right)$$

$$+ \frac{1}{\rho} \frac{1}{h_2 h_3} \left[ \frac{\partial v_1}{\partial \xi_1} \frac{\partial (h_2 h_3 \mu_e)}{\partial \xi_1} \right] + \frac{\partial v_1}{\partial \xi_2} \frac{\partial (h_2 h_3 \mu_e)}{\partial \xi_2} + \frac{\partial v_1}{\partial \xi_3} \frac{\partial (h_2 h_3 \mu_e)}{\partial \xi_3}$$  \hspace{1cm} (5.9a)
For steady state flow, this equation can be presented as

\[
Dv_3 + \frac{v_3}{h_3 h_2} \left( \frac{\partial h_2}{\partial \xi_3} - v_3 \frac{\partial h_3}{\partial \xi_3} \right) + \frac{v_1}{h_3 h_2} \left( \frac{\partial h_2}{\partial \xi_1} - v_1 \frac{\partial h_3}{\partial \xi_1} \right) = - \frac{1}{\rho} \frac{\partial \tilde{P}}{\partial \xi_2} \\
+ \frac{\mu}{\rho} \left[ \frac{1}{h_2} \frac{\partial}{\partial \xi_2} \left( \frac{\partial (h_1 v_1) + \partial (h_2 v_2) \partial (h_3 v_3)}{\partial \xi_1} \right) \right] \\
- \frac{1}{h h_2} \left( \frac{\partial}{\partial \xi_2} \left( \frac{h_1 \partial (h_1 v_1) + \partial (h_2 v_2) \partial (h_3 v_3)}{\partial \xi_3} \right) \right) \\
+ \frac{1}{\rho} \frac{1}{h_2 h_3} \left[ \frac{\partial v_3}{\partial \xi_2} \left( h_1 \frac{\partial h_1}{\partial \xi_2} \right) + \frac{\partial v_3}{\partial \xi_2} \left( h_2 \frac{\partial h_2}{\partial \xi_2} \right) \right] (5.9b) \\
\]

\[
Dv_3 + \frac{v_1}{h_3 h_2} \left( \frac{\partial h_1}{\partial \xi_1} - v_1 \frac{\partial h_2}{\partial \xi_1} \right) + \frac{v_3}{h_3 h_2} \left( \frac{\partial h_2}{\partial \xi_3} - v_3 \frac{\partial h_3}{\partial \xi_3} \right) = - \frac{1}{\rho} \frac{\partial \tilde{P}}{\partial \xi_3} \\
+ \frac{\mu}{\rho} \left[ \frac{1}{h_3} \frac{\partial}{\partial \xi_3} \left( \frac{\partial (h_1 v_1) + \partial (h_2 v_2) \partial (h_3 v_3)}{\partial \xi_1} \right) \right] \\
- \frac{1}{h h_2} \left( \frac{\partial}{\partial \xi_3} \left( \frac{h_1 \partial (h_1 v_1) + \partial (h_2 v_2) \partial (h_3 v_3)}{\partial \xi_3} \right) \right) \\
+ \frac{1}{\rho} \frac{1}{h_2 h_3} \left[ \frac{\partial v_3}{\partial \xi_3} \left( h_1 \frac{\partial h_1}{\partial \xi_3} \right) + \frac{\partial v_3}{\partial \xi_3} \left( h_2 \frac{\partial h_2}{\partial \xi_3} \right) \right] (5.9c) \\
\]

where

\[
D = \frac{v_1}{h_1} \frac{\partial}{\partial \xi_1} + \frac{v_2}{h_2} \frac{\partial}{\partial \xi_2} + \frac{v_3}{h_3} \frac{\partial}{\partial \xi_3} (5.10) \\
\]

Utilizing the continuity equation, it can be shown that for any variable \( \phi \), Eq. (5.10) can be recast as

\[
D\phi = - \frac{1}{h h_2 h_3} \left( \frac{\partial h_2 h_3 v_1 \phi}{\partial \xi_1} + \frac{\partial h_1 h_3 v_2 \phi}{\partial \xi_2} + \frac{\partial h_1 h_2 v_3 \phi}{\partial \xi_3} \right) (5.11) \\
\]

Assuming constant thermal conductivity \( k \), the energy equation is given by

\[
\rho c_p \frac{D\tilde{T}}{Dt} = k \nabla^2 \tilde{T} (5.12) \\
\]

For steady state flow, this equation can be presented as
\[ \rho c_p \frac{1}{h_s h_r h_\theta} \left( \frac{\partial h_s h_r v_r^T}{\partial \xi_1} + \frac{\partial h_s h_r v_r^T}{\partial \xi_2} + \frac{\partial h_s h_r v_r^T}{\partial \xi_3} \right) = \]

\[ k \frac{1}{h_s h_r h_\theta} \left( \frac{\partial}{\partial \xi_1} \left[ h_s h_r \tilde{T} \right] + \frac{\partial}{\partial \xi_2} \left[ h_s h_r \tilde{T} \right] + \frac{\partial}{\partial \xi_3} \left[ h_s h_r \tilde{T} \right] \right) \]

(5.13)

In the orthogonal helical coordinate system \((\tilde{s}, \tilde{r}, \theta)\), where tilde indicates a dimensional variable, the scale factors \(h_s, h_r, \) and \(h_\theta\) are expressed as

\[ h_s = 1 + \kappa \tilde{r} \sin(\theta + \phi) \quad h_r = 1 \quad h_\theta = \tilde{r} \]

(5.14)

Thus, the governing equations for a non-Newtonian fluid in the orthogonal helical coordinate system are the continuity equation

\[ \frac{\partial (\tilde{r} u_r)}{\partial \tilde{s}} + \frac{\partial (\tilde{r} h_r u_r)}{\partial \tilde{r}} + \frac{\partial (h_s u_s)}{\partial \theta} = 0 \]

(5.15)

and the momentum and energy equations

\[ \frac{1}{h_s \tilde{r}} \left( \frac{\partial (\tilde{r} u_r)}{\partial \tilde{s}} + \frac{\partial (\tilde{r} h_r u_r)}{\partial \tilde{r}} + \frac{\partial (h_s u_s)}{\partial \theta} \right) + \frac{k}{h_s} u_r (u_r \sin(\theta + \phi) + u_\phi \cos(\theta + \phi)) = -\frac{1}{\rho} \frac{1}{h_s \tilde{s}} \frac{\partial \tilde{P}}{\partial \tilde{s}} \]

\[ + \frac{\mu_e}{\rho} \left[ \frac{1}{h_s} \frac{\partial}{\partial \tilde{r}} \left( \tilde{r} \frac{\partial (u_s)}{\partial \tilde{r}} - \frac{\partial (h_s u_s)}{\partial \tilde{r}} \right) - \frac{\partial}{\partial \theta} \left( \frac{1}{h_s} \frac{\partial (h_s u_s)}{\partial \tilde{r}} - \frac{\partial (\tilde{r} u_s)}{\partial \tilde{r}} \right) \right] \]

(5.16a)

\[ \frac{1}{h_s \tilde{r}} \left( \frac{\partial (\tilde{r} u_r)}{\partial \tilde{s}} + \frac{\partial (\tilde{r} h_r u_r)}{\partial \tilde{r}} + \frac{\partial (h_s u_s)}{\partial \theta} \right) - u_s^2 \frac{\partial h_s}{\tilde{r}} - k \frac{u_\phi^2}{h_s} \sin(\theta + \phi) = -\frac{1}{\rho} \frac{1}{h_s \tilde{r}} \frac{\partial \tilde{P}}{\partial \tilde{r}} \]

\[ + \frac{\mu_e}{\rho} \left[ \frac{\partial}{\partial \tilde{r}} \left[ \frac{1}{h_s} \frac{\partial (\tilde{r} u_r)}{\partial \tilde{s}} + \frac{\partial (\tilde{r} h_r u_r)}{\partial \tilde{s}} + \frac{\partial (h_s u_s)}{\partial \theta} \right] \right] \]

(5.16b)
where \( u_s, u_r, u_\theta, \tilde{P}, \) and \( \tilde{T} \) are the dimensional velocity components, pressure, and temperature, respectively. In this study a fully developed laminar flow is considered so that the dynamic variables, except for the pressure, are independent of \( s \), therefore, a simplifying transformation is performed from \( s, r, \theta \) to \( s, r, \xi \):

\[
\theta + \phi \Rightarrow \xi, \quad \frac{\partial}{\partial s} \Rightarrow \frac{\partial}{\partial s} - r \frac{\partial}{\partial \xi}, \quad \frac{\partial}{\partial \theta} \Rightarrow \frac{\partial}{\partial \xi}
\]

The governing equations are then reduced to the following dimensionless form (the dimensionless parameters are defined in Eq. (5.22)):

\[
-\frac{h_r}{\tilde{v}} \left( \frac{\partial \tilde{u}_s}{\partial s} + \frac{\partial \tilde{h}_s u_s}{\partial r} + \frac{\partial \tilde{h}_s u_\theta}{\partial \theta} \right) = -\frac{k}{h_s} u_s^2 \cos(\theta + \phi) + \frac{u_s}{h_s} \tilde{u}_s = -\frac{1}{\rho} \frac{\partial \tilde{P}}{\partial \theta}
\]

\[
\frac{1}{h_s} \left( \frac{\partial \tilde{u}_s}{\partial s} + \frac{\partial \tilde{h}_s u_s}{\partial r} + \frac{\partial \tilde{h}_s u_\theta}{\partial \theta} \right) - \frac{k}{h_s} u_s^2 \cos(\theta + \phi) + \frac{u_s}{h_s} \tilde{u}_s = -\frac{1}{\rho} \frac{\partial \tilde{P}}{\partial \theta}
\]

\[
\frac{1}{\mu} \left( \frac{1}{h_s} \left( \frac{\partial \tilde{r}_u}{\partial s} \right) - \frac{\partial \tilde{h}_s \tilde{u}_s}{\partial \theta} \right) = \frac{1}{\rho} \left( \frac{\partial \tilde{u}_\theta}{\partial \theta} \right) \frac{\partial \tilde{h}_s}{\partial \theta} + \frac{\partial \tilde{h}_s}{\partial \theta} \left( \frac{\partial \tilde{u}_\theta}{\partial \theta} \right) - \frac{\partial \tilde{h}_s}{\partial \theta} \left( \frac{\partial \tilde{u}_\theta}{\partial \theta} \right)
\]

\[
\frac{1}{\rho} \left( \frac{\partial \tilde{u}_\theta}{\partial s} \right) = \frac{1}{\rho} \left( \frac{\partial \tilde{h}_s}{\partial \theta} \right) \frac{\partial \tilde{u}_\theta}{\partial \theta} + \frac{\partial \tilde{h}_s}{\partial \theta} \left( \frac{\partial \tilde{u}_\theta}{\partial \theta} \right)
\]

\[
\frac{1}{\rho} \left( \frac{\partial \tilde{h}_s}{\partial \theta} \right) = \frac{1}{\rho} \left( \frac{\partial \tilde{u}_\theta}{\partial \theta} \right) \frac{\partial \tilde{h}_s}{\partial \theta} + \frac{\partial \tilde{h}_s}{\partial \theta} \left( \frac{\partial \tilde{u}_\theta}{\partial \theta} \right)
\]
\[
\frac{1}{h_r^2} \left( -\frac{\partial (rvw)}{\partial \zeta} + \frac{\partial (rh_vw)}{\partial \zeta} + \frac{\partial (h_uw)}{\partial \zeta} \right) - \frac{u_\theta^2}{r} - \frac{\varepsilon}{h_r} w^2 \sin \zeta = - \frac{\partial P}{\partial r} \\
+ \frac{\mu_t}{\text{Re}_F} \left\{ \frac{\partial}{\partial r} \left[ \frac{1}{h_r} \left( -\frac{\partial (rvw)}{\partial \zeta} + \frac{\partial (rh_vw)}{\partial \zeta} + \frac{\partial (h_uw)}{\partial \zeta} \right) \right] \right\} \\
- \frac{1}{h_r} \left[ \frac{\partial}{\partial \zeta} \left( \frac{h}{r} \left( \frac{\partial (ru)}{\partial r} - \frac{\partial v}{\partial \xi} \right) \right) + \frac{\varepsilon}{h_r} \frac{\partial}{\partial \zeta} \left( \frac{r}{h_r} \left( \frac{\partial (ru)}{\partial r} - \frac{\partial v}{\partial \xi} \right) \right) \right] \\
+ \frac{1}{\text{Re}_F} \left\{ \frac{(\varepsilon \lambda)^2}{h_r^2} \frac{\partial}{\partial \zeta} \left( \frac{\partial \hat{v}}{\partial \xi} \right) + \frac{\partial v}{\partial r} \frac{\partial \hat{u}}{\partial \xi} + 1 \right\} \\
\frac{1}{\text{Re}_F} \left( \frac{(\varepsilon \lambda)^2}{h_r^2} \frac{\partial}{\partial \zeta} \left( \frac{\partial \hat{v}}{\partial \xi} \right) + \frac{\partial v}{\partial r} \frac{\partial \hat{u}}{\partial \xi} + 1 \right) \\
\left( -\varepsilon \lambda \frac{\partial (rwT)}{\partial \zeta} + \frac{\partial (rh_vT)}{\partial \zeta} + \frac{\partial (h_uT)}{\partial \zeta} \right) = ru_s \frac{1}{\text{Re}_F} \frac{1}{\text{Pr}} \\
+ \frac{1}{\text{Re}_F} \frac{(\varepsilon \lambda)^2}{h_r^2} \left[ \frac{\partial \hat{T}}{\partial \xi} \right] + \frac{\partial}{\partial r} \left[ \frac{\partial \hat{T}}{\partial \xi} \right] + \frac{\partial}{\partial \zeta} \left[ \frac{h_r \partial \hat{T}}{\partial \xi} \right] \\
\frac{(\varepsilon \lambda)^2}{h_r^2} \left[ \frac{\partial \hat{T}}{\partial \xi} \right] + \frac{\partial}{\partial r} \left[ \frac{\partial \hat{T}}{\partial \xi} \right] + \frac{\partial}{\partial \zeta} \left[ \frac{h_r \partial \hat{T}}{\partial \xi} \right]
\] 
(5.20b)
The following expression for the effective viscosity of a power law fluid is used:

\[ \mu_e = m \left[ \frac{1}{2} (\Delta : \Delta) \right]^{\frac{n-1}{2}} \]  \hspace{1cm} (5.23)

where \( \Delta \) is the rate of deformation tensor and the expression for \( (\Delta : \Delta) \) is given by

\[ \frac{1}{2} (\Delta : \Delta) = 2 \left[ \left( \frac{\partial}{\partial r} \left( \frac{u_r}{h} \right) - \frac{\tau \theta}{h} \cos(\theta - \theta) \right) u_r + \kappa \sin(\theta - \theta) u_r + \frac{\kappa \cos(\theta - \theta)}{h} u_\theta \right]^2 \]
\[ + \left( \frac{\partial u_r}{\partial r} \right)^2 + \left( \frac{\partial}{\partial \theta} \left( \frac{u_\theta}{r} \right) + \frac{u_r}{r} \right)^2 \]
\[ + \left( \frac{h_s}{r} \frac{\partial}{\partial \theta} \left( \frac{u_s}{h} \right) + \frac{\tau_s}{h} \frac{\partial}{\partial r} \left( \frac{u_s}{h} \right) + \frac{1}{h_s} \frac{\partial u_r}{\partial r} \right)^2 \]
\[ + \left( \frac{h_s}{r} \frac{\partial}{\partial \theta} \left( \frac{u_s}{h} \right) + \frac{\tau_s}{h} \frac{\partial}{\partial r} \left( \frac{u_s}{h} \right) + \frac{1}{h_s} \frac{\partial u_r}{\partial r} \right)^2 \]  \hspace{1cm} (5.24)

The reference viscosity \( \mu_F \) is introduced as follows

\[ \mu_F = m \left( \frac{U}{a} \right)^{n-1} \]  \hspace{1cm} (5.25)

### 5.3 Computational Procedure

In the computational domain (the cross-section of the pipe), a uniform mesh is generated with evenly spaced grid in both radial and circumferential directions. The control volume-based finite difference method is applied and the convection-diffusion terms are discretized with the power-law scheme (Patankar [21]). The SIMPLE algorithm (Patankar [21]) is utilized on a staggered grid arrangement to solve equations (5.19)-(5.20).

A one-dimensional parabolic velocity profile is imposed as the initial guess and computations are terminated when the convergence criterion is met. A no-slip boundary condition and constant heat flux are assumed at the walls of the pipe. In this coordinate system, there is a geometrical singularity at the pipe axis \((r=0)\), so boundary values are needed for flow
quantities, which are either located directly at the pipe axis or at the opposite sides of the pipe axis (Hüttl, [22]; Cheng and Kuznetsov [20]).

5.4 Numerical Results and Discussion

A constant wall heat flux is assumed for this study of the fully-developed laminar non-Newtonian flow in a helical pipe. Because of this thermal boundary condition, the axial temperature gradient is also constant. The parameters used to specify the non-Newtonian fluid, $m$ and $n$, are 0.7 and 0.8. These parameter values are characteristic for CMC (carboxymethylcellulose), a modified cellulose gum, which is often used in food processing (Sandeep et al. [18]).

Due to the centrifugal force, when the non-Newtonian fluid flows through a helical pipe, the maximum of the axial velocity is shifted towards the outer wall and the parabolic profile is deformed (Fig. 5.2a). The secondary flow is shown in Figures 5.2b and 5.2c by a velocity vector plot and a contour plot of the stream function. The temperature distribution is also deformed and the maximum of the dimensionless temperature is shifted to the outer wall (Fig. 5.2d). The computed values for the Nusselt number show that helical pipes yield higher heat transfer coefficients compared to straight pipes. To test the accuracy of computations of the Nusselt number, the case of a fully-developed Newtonian flow with temperature-independent viscosity in a straight pipe ($\varepsilon = 0$) is investigated. Computations yield $Nu_{FD} = 4.30$. This is less than 2% off the exact value for the straight pipe (4.36) given in Bejan [23].
Figure 5.2 Dimensionless velocity and temperature fields in laminar non-Newtonian flow in a helical pipe, \( \text{Re}=1000, \, \varepsilon = 0.01, \, \lambda = 0.1, \, \text{Pr}=1.0 \) (a) contour lines of the dimensionless axial velocity (b) vector plots of the secondary flow (c) contour lines of the stream function (d) contour lines of the dimensionless temperature.

Figures 5.3, 5.4 and 5.5 display the effect of the Dean number on the dimensionless flow velocity and the dimensionless temperature. Figures 5.3 depicts the contour lines of the axial velocity and the velocity vector plot of the secondary flow for the same values of the Reynolds number, Germano number, and Prandtl number for different values of the dimensionless curvature, \( \varepsilon \) (so for different Dean numbers). Figure 5.3 shows that when \( Dn \) increases, the contour lines corresponding to large values of the axial velocity are displaced to the outer wall due to the centrifugal force. The vector plots of the secondary flow show that the effect of \( \varepsilon \) on the secondary flow is significant. The secondary flow becomes
stronger with an increase in the Dean number. Figure 5.4 shows the effect of the Dean number on the dimensionless temperature distribution. The effect is similar to that on the axial velocity except the maximum value of the dimensionless temperature increases when the Dean number is increased while that of the axial velocity decreases, as shown in the dimensionless axial velocity and temperature profiles in the horizontal and vertical cut views of the pipe (Figure 5.5). Table 5.1 also shows that the Nusselt number increases when the Dean number is increased. From the above comparison, it may be concluded that both heat transfer and fluid flow strongly depend on the dimensionless curvature of the pipe.

Figure 5.3 Contour lines of the dimensionless axial velocity and vector plots of the secondary flow at $Re=1000$, $Gn=0.1$, $Pr =1.0$ for different dimensionless curvatures: (a) $\varepsilon =0.0$, $Dn=0.0$ (b) $\varepsilon =0.001$, $Dn=31.62$ (c) $\varepsilon =0.01$, $Dn=100.0$ (d) $\varepsilon =0.1$, $Dn=316.22$
Figure 5.4 Contour lines of the dimensionless temperature at $Re=1000$, $Gn=0.1$, $Pr = 1.0$ for different dimensionless curvatures: (a) $\varepsilon = 0.0$, $Dn=0.0$ (b) $\varepsilon = 0.001$, $Dn=31.62$ (c) $\varepsilon = 0.01$, $Dn=100.0$ (d) $\varepsilon = 0.1$, $Dn=316.22$
Figure 5.5 Profiles of the dimensionless axial velocity (top) and the dimensionless temperature (bottom) in the horizontal (left) and vertical (right) cut views of the pipe at $Re=1000$, $Gn=0.1$, $Pr=1.0$ for different dimensionless curvatures: (a) $\varepsilon=0.0$, $Dn=0.0$ (b) $\varepsilon=0.001$, $Dn=31.62$ (c) $\varepsilon=0.01$, $Dn=100.0$ (d) $\varepsilon=0.1$, $Dn=316.22$

Table 5.1 Nusselt number for different parameters

<table>
<thead>
<tr>
<th>$\varepsilon$</th>
<th>$\lambda$</th>
<th>$Pr$</th>
<th>$Dn$</th>
<th>$Gn$</th>
<th>Nu</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.1</td>
<td>1.0</td>
<td>0.00</td>
<td>0</td>
<td>2.75</td>
</tr>
<tr>
<td>0.001</td>
<td>0.1</td>
<td>1.0</td>
<td>31.62</td>
<td>0.1</td>
<td>4.40</td>
</tr>
<tr>
<td>0.01</td>
<td>0.01</td>
<td>1.0</td>
<td>100.00</td>
<td>0.1</td>
<td>8.09</td>
</tr>
<tr>
<td>0.1</td>
<td>0.001</td>
<td>1.0</td>
<td>316.23</td>
<td>0.1</td>
<td>16.31</td>
</tr>
<tr>
<td>0.01</td>
<td>0.1</td>
<td>1.0</td>
<td>316.23</td>
<td>1.0</td>
<td>16.31</td>
</tr>
<tr>
<td>0.1</td>
<td>0.05</td>
<td>1.0</td>
<td>316.23</td>
<td>50.0</td>
<td>16.35</td>
</tr>
<tr>
<td>0.1</td>
<td>1.0</td>
<td>1.0</td>
<td>316.23</td>
<td>100.0</td>
<td>16.49</td>
</tr>
<tr>
<td>0.01</td>
<td>0.1</td>
<td>0.1</td>
<td>100.00</td>
<td>1.0</td>
<td>5.32</td>
</tr>
<tr>
<td>0.01</td>
<td>0.1</td>
<td>1.0</td>
<td>100.00</td>
<td>1.0</td>
<td>8.09</td>
</tr>
<tr>
<td>0.01</td>
<td>0.1</td>
<td>10</td>
<td>100.00</td>
<td>1.0</td>
<td>13.66</td>
</tr>
</tbody>
</table>

Figures 5.6 and 5.7 display the effect of the ratio of torsion to curvature, $\lambda$ (which is characterized by the Germano number) when the Reynolds number is fixed, on the dynamics and heat transfer of a non-Newtonian flow in a helical pipe. The contour lines of the dimensionless axial velocity do not exhibit a strong dependence on the Germano number.
The dimensionless temperature distributions in the cross-section of a pipe are also similar for different values of $Gn$. From Table 5.1, it also can be observed that the Germano number does not significantly affect the heat transfer coefficient. However, vector plots of the secondary flow and the contour lines of the stream function in Figure 5.7 exhibit a dependence on the Germano number, a greater value of $Gn$ corresponds to a stronger secondary flow. For small values of the Germano number, the symmetric pattern of the secondary flow is only slightly deformed. When $\lambda$ is increased (the Germano number is increased), the symmetry is destroyed. Therefore, the Germano number influences the secondary flow but not as much as the axial velocity and heat transfer.

Figure 5.6 Contour lines of the dimensionless axial velocity (top) and the dimensionless temperature (bottom) at $Re=1000$, $\varepsilon=0.1$, $Dn=316.22$, $Pr=1.0$ for different dimensionless ratio of torsion to curvature:
(a) $\lambda=0.1$, $Gn=10.0$ (b) $\lambda=0.5$, $Gn=50.0$ (c) $\lambda=1.0$, $Gn=100.0$
Figure 5.7 Vector plots of the secondary flow (top) and contour lines of the stream function (bottom) for the non-Newtonian fluid flow at $Re=1000, \varepsilon=0.1$ for different values of the ratio of torsion to curvature: (a) $\lambda=0.1$, $Gn=10.0$ (b) $\lambda=0.5$, $Gn=50.0$ (c) $\lambda=1.0$, $Gn=100.0$

Since the momentum equations are independent of the energy equation, the axial velocity and the secondary flow do not change with the Prandtl number. Figures 5.8 and 5.9 present the effect of the Prandtl number on the dimensionless temperature. Figure 5.8 shows the contour lines and 3D plots of the dimensionless temperature for three values of the Prandtl number: 0.1, 1.0, and 10. The maximum of the dimensionless temperature gets displaced to the outer wall when the Prandtl number increases. When the Prandtl number increases to as much as 10, two local maxima of the temperature appear (cf. Figures 5.8 and 5.9). The heat transfer coefficient increases with the Prandtl number (Table 5.1), as expected.
Figure 5.8 Contour lines (top) and 3D plots (bottom) of the dimensionless temperature at $Re=1000$, $\varepsilon=0.01$, $\lambda=0.1$, $Dn=100.0$, $Gn=1.0$ for different Prandtl numbers: (a) $Pr=0.1$ (b) $Pr=1.0$ (c) $Pr=10$

Figure 5.9 Temperature profiles in the horizontal (left) and vertical (right) cut views of the pipe at $Re=1000$, $\varepsilon=0.01$, $\lambda=0$, $Dn=100.0$, $Gn=1.0$ for different Prandtl numbers. The curves for different $Pr$ correspond to cases (a)-(c) in Figure 5.8
5.5 CONCLUSIONS

Helical pipes have the advantage of greater heat transfer compared to straight pipes due to heat transfer enhancement by the secondary flow. Heat transfer in the fully developed laminar non-Newtonian flow in a helical pipe is investigated. When the Dean number increases, the contour lines corresponding to large values of the axial velocity are displaced to the outer wall and the value of the maximum axial velocity decreases; the contour lines corresponding to large values of the dimensionless temperature are also displaced to the outer wall but the maximum value of the dimensionless temperature increases. The Nusselt number increases with the Dean number. The secondary flow becomes stronger when the Dean number is increased. The increase of the Germano number does not have any significant effect on the axial velocity and heat transfer but strengthens the secondary flow and destroys the symmetric pattern of the secondary flow. Since temperature-independent viscosity is assumed in this chapter, the Prandtl number does not affect the primary and secondary flow velocity; a greater value of the Prandtl number results in a displacement of the maximum dimensionless temperature to the outer wall and yields higher heat transfer coefficient. When the Prandtl number is large enough, two local maxima of dimensionless temperature appear.
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PART THREE:

LAMINAR FLOW AND HEAT TRANSFER IN A HELICAL PIPE

FILLED WITH FLUID SATURATED POROUS MEDIUM
INVESTIGATION OF LAMINAR FLOW IN A HELICAL PIPE FILLED WITH A FLUID SATURATED POROUS MEDIUM

ABSTRACT

Laminar flow in a helical pipe filled with a fluid saturated porous medium is investigated numerically. The analysis is based on a full momentum equation for the flow in porous media that accounts for the Brinkman and Forchheimer extensions of the Darcy law as well as for the flow inertia. Accounting for the flow inertia is shown to be important for predicting secondary flow in a helical pipe. The effects of the Darcy number, the Forchheimer coefficient as well as the curvature and torsion of the helical pipe on the axial flow velocity and secondary flow are investigated numerically.

Nomenclature

\( a \) pipe radius, m

\( C_F \) Forchheimer coefficient

\( Da \) Darcy number, \( K / a^2 \)

\( Dn \) Dean number, \( \varepsilon^{1/2} \) Re

\( g \) gravity, m/s\(^2\)

\( G_n \) Germano number, \( (\varepsilon \lambda) \) Re

\( h_s \) dimensionless scale factor

\( \tilde{h}_r, \tilde{h}_s, \tilde{h}_t \) dimensional scale factors

\( K \) permeability, m\(^2\)
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Re</td>
<td>Reynolds number, $\rho_j U a / \mu$</td>
</tr>
<tr>
<td>$r$</td>
<td>dimensionless radial coordinate, $\tilde{r} / a$</td>
</tr>
<tr>
<td>$\tilde{r}$</td>
<td>radial coordinate, m</td>
</tr>
<tr>
<td>$\hat{r}$</td>
<td>residual vector</td>
</tr>
<tr>
<td>$s$</td>
<td>dimensionless axial coordinate, $\tilde{s} / a$</td>
</tr>
<tr>
<td>$\tilde{s}$</td>
<td>axial coordinate, m</td>
</tr>
<tr>
<td>$p$</td>
<td>pitch, m</td>
</tr>
<tr>
<td>$P$</td>
<td>dimensionless pressure, $\tilde{P} / \rho U^2$</td>
</tr>
<tr>
<td>$\tilde{P}$</td>
<td>pressure, Pa</td>
</tr>
<tr>
<td>$U$</td>
<td>bulk velocity, defined in Eq. (6.9), m/s</td>
</tr>
<tr>
<td>$\tilde{v}$</td>
<td>velocity vector, m s$^{-1}$</td>
</tr>
<tr>
<td>$u_x, u_r, u_\theta$</td>
<td>dimensionless velocity components, $\frac{\tilde{u}_x}{U}, \frac{\tilde{u}<em>r}{U}, \frac{\tilde{u}</em>\theta}{U}$</td>
</tr>
<tr>
<td>$\tilde{u}_x, \tilde{u}<em>r, \tilde{u}</em>\theta$</td>
<td>velocity components, m s$^{-1}$</td>
</tr>
</tbody>
</table>

**Greek symbols**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\varepsilon$</td>
<td>dimensionless curvature, $\kappa a$</td>
</tr>
<tr>
<td>$\theta$</td>
<td>angle, defined in Fig. 1b</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>curvature, m$^{-1}$</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>the ratio of torsion to curvature, $\tau / \kappa$</td>
</tr>
<tr>
<td>$\mu$</td>
<td>effective dynamic viscosity of the porous medium (assumed to the same as the fluid viscosity), kg m$^{-1}$s$^{-1}$</td>
</tr>
<tr>
<td>$\nu$</td>
<td>effective kinematic viscosity in a porous medium, m$^2$ s$^{-1}$</td>
</tr>
<tr>
<td>$\xi$</td>
<td>angle, defined in Eq. (6.10)</td>
</tr>
</tbody>
</table>
\[ \rho_f \] fluid density, \( kg \ m^{-3} \)

\[ \tau \] torsion, \( m^{-1} \)

\[ \varphi \] porosity

\[ \phi \] angle, defined in Equation (6.3)

**Subscripts**

- \( s \) axial direction
- \( r \) radial direction
- \( \theta \) circumferential direction

**6.1 INTRODUCTION**

Flow in helical pipes has been a subject of intensive investigation. The major advantage of helical pipe flow is the occurrence of a secondary flow in planes normal to the main flow. Secondary flow increases heat and mass transfer efficiency compared to that in straight pipes. Dean [1] initially studied the flow in loosely coiled pipes and found the secondary flow with two symmetric vortices. Besides the Reynolds number, \( Re \), another parameter, the Dean number, \( Dn \), was later introduced to characterize the magnitude and the shape of the secondary flow. Germano [2, 3] suggested an orthogonal helical coordinate system and used it to solve a laminar flow problem with a small ratio of torsion to curvature. He concluded that torsion has a second-order effect on the helical pipe flow. The Germano number, \( Gn \), was introduced by Liu and Masliyah [4]. The Dean number given by \( Dn = \varepsilon^{1/2} \) Re is a measure of the ratio of the square root of the product of inertial and centrifugal forces to the viscous forces. The Germano number given by \( Gn = (\varepsilon\lambda) \) Re is a measure of the ratio of the centrifugal forces to the viscous forces (Liu and Masliyah [5]). Liu and Masliyah [4, 5]
performed a comprehensive analysis of fully-developed laminar Newtonian flows in helical pipes of constant circular cross-sections with a finite pitch and found that when the torsion is dominant, the flow in helical pipes approaches that in a straight pipe. When the torsion is small, the developing flow is oscillatory and the flow develops more quickly than in a straight pipe. Numerical studies have been conducted later to examine the effects of torsion and curvature on the fluid flow in helical pipes ([6-11]).

Sandeep [12] extended the analysis of helical pipe flow to non-Newtonian fluids; the numerical research was performed in a Cartesian coordinate system. Cheng and Kuznetsov [13] used an orthogonal helical coordinate system to study the effects of torsion and curvature on non-Newtonian fluid flow in helical pipes and compared the flow dynamics between Newtonian and non-Newtonian fluids.

Nield and Kuznetsov [14] presented a perturbation analysis and obtained an analytical expression for the Nusselt number in a helical pipe filled with a porous medium for the case when flow in a pipe is described by the Darcy law. To the best of the authors’ knowledge, nothing has been published before on flows in helical pipes filled with a fluid saturated porous medium. The aim of the present chapter is to fill this gap in the literature. Flow in helical pipes filled with a fluid saturated porous medium is relevant to a number of engineering and biological applications, such as the flow in a helical segment of clotted human coronary artery. This chapter investigates laminar flow in a helical pipe filled with a porous medium. Since the secondary flow in a helical pipe becomes significant at relatively large flow velocity, it is insufficient to describe the drag that the porous medium imposes on a fluid by using just one linear (Darcy) term; at larger filtration velocities the surface drag due to friction becomes comparable with the form drag due to solid obstacles (Nield and
Bejan [15]). Since the form drag due to solid obstacles is proportional to the square of the filtration velocity, to account for this effect an additional quadratic drag term is introduced into the momentum equation, which is called the Forchheimer term. In this chapter, the most general form of a momentum equation for porous media, the Brinkman-Forchheimer-extended Darcy equation with inertia terms, is utilized; this equation is solved numerically in an orthogonal helical coordinate system suggested by Germano [2, 3]. The geometry of a helical pipe is characterized by the curvature and torsion. In this study, the effects of the Darcy number, the Forchheimer coefficient, the curvature and torsion of the helical pipe on the axial flow velocity and secondary flow are investigated numerically. The investigation shows that increasing the Darcy number increases the distortion of the axial velocity profile and enhances the secondary flow. Increasing the Forchheimer coefficient decreases the axial velocity and the secondary flow. The dimensionless curvature of helical pipes affects both the axial velocity distribution and the secondary flow, but the ratio of torsion to curvature produces a noticeable effect only on the secondary flow.

6.2 Governing Equations

Figure 6.1a shows the schematic diagram of a helical pipe which is characterized by two parameters, the curvature, \( \kappa \), and the torsion, \( \tau \), which are defined as, respectively

\[
\kappa = \frac{R}{R^2 + p^2}, \quad \tau = \frac{p}{R^2 + p^2},
\]

(6.1)

Figure 6.1(b) displays the orthogonal helical coordinate system introduced by Germano [2, 3] with the helical coordinate \( s \) for the axial direction, \( r \) for the radial direction, and \( \theta \) for the circumferential direction. The metric for this coordinate system is given by
Figure 6.1 Schematic diagram of a helical pipe and the orthogonal helical coordinate system
\[ dx \cdot dx = [1 + \kappa \tilde{r} \sin(\theta + \phi)]^2 (d\tilde{s})^2 + (d\tilde{r})^2 + \tilde{r}^2 (d\theta)^2 \]  

(6.2)

where

\[ \phi(\tilde{s}) = -\int_{\tilde{s}_0}^{\tilde{s}} \tau(\tilde{s}')d\tilde{s}' \]  

(6.3)

The continuity and momentum equations in the vector form are

\[ \nabla \cdot \mathbf{v} = 0 \]  

(6.4)

and

\[ \frac{\rho_f}{\phi^2} (\hat{\mathbf{v}} \cdot \nabla)\mathbf{v} = -\nabla P + \frac{\mu}{\phi} \nabla^2 \mathbf{v} - \frac{\mu}{K} \mathbf{v} - \frac{C_f \rho_f}{K^{1/2}} |\mathbf{v}| \mathbf{v} \]  

(6.5)

where \( K \) is the permeability of the porous medium, \( C_f \) is the Forchheimer coefficient, and \( \phi \) is the porosity.

Equation (6.5) is a full momentum equation for the steady flow in porous media that accounts for the Brinkman and Forchheimer extensions of the Darcy law as well as for the flow inertia ([15]).

In the orthogonal helical coordinate system, the scale factors are given by

\[ h_s = 1 + \kappa \tilde{r} \sin(\theta + \phi) \quad h_r = 1 \quad h_\theta = \tilde{r} \]  

(6.6)

The dimensionless governing equations for the flow in a porous medium written in the orthogonal helical coordinate system are the continuity equation

\[ \frac{\partial (ru_s)}{\partial s} + \frac{\partial (rh_s u_r)}{\partial r} + \frac{\partial (h_s u_\theta)}{\partial \theta} = 0 \]  

(6.7)

and the momentum equations
\[
\frac{1}{\varphi^2} h_r \left( \frac{\partial (ru_u)}{\partial s} + \frac{\partial (rh_u_u_r)}{\partial r} + \frac{\partial (h_u_u_u)}{\partial \theta} \right) + \frac{1}{\varphi^2} \frac{\varepsilon}{h_r} u_s (u_s \sin(\theta + \phi) + u_o \cos(\theta + \phi)) = -\frac{1}{h_r} \frac{\partial P}{\partial s} \\
+ \frac{1}{\varphi} \frac{1}{\text{Re}} \frac{1}{h_s} \frac{1}{\partial r} \left[ \frac{1}{\varphi} \frac{1}{\partial r} \right] \left[ \frac{1}{\partial r} \left( \frac{\partial (ru_u)}{\partial s} + \frac{\partial (rh_u_u_r)}{\partial r} + \frac{\partial (h_u_u_u)}{\partial \theta} \right) \right] - \\
\left\{ \frac{1}{r} \left( \frac{\partial}{\partial r} \left( r \left( \frac{\partial u_r}{\partial s} - \frac{\partial (h_u_u_r)}{\partial r} \right) \right) \right) - \frac{1}{h_r} \left( \frac{\partial}{\partial r} \left( \frac{\partial (ru_u)}{\partial s} - \frac{\partial (h_u_u_u)}{\partial \theta} \right) \right) \right\}  \\
- \frac{1}{\text{Re} \, Da} \frac{1}{h_r} \frac{1}{\partial s} \left[ C_F \left( u_s^2 + u_r^2 + u_o^2 \right)^{1/2} \right]
\]

\[
\frac{1}{\varphi^2} h_s \left( \frac{\partial (ru_u_r)}{\partial s} + \frac{\partial (rh_u_u_r)}{\partial r} + \frac{\partial (h_u_u_u_r)}{\partial \theta} \right) - \frac{1}{\varphi^2} \frac{u_o^2}{r} - \frac{1}{\varphi^2} \frac{\varepsilon}{h_s} u_o^2 \sin(\theta + \phi) = -\frac{\partial P}{\partial r} \\
+ \frac{1}{\varphi} \frac{1}{\text{Re} \, Da} \left[ \frac{1}{\partial r} \left( \frac{\partial (ru_u_r)}{\partial s} + \frac{\partial (rh_u_u_r)}{\partial r} + \frac{\partial (h_u_u_u_r)}{\partial \theta} \right) \right] - \\
\left\{ \frac{1}{h_s} \left( \frac{\partial}{\partial \theta} \left( \frac{\partial \left( ru_u_r \right)}{\partial s} - \frac{\partial (h_u_u_u_r)}{\partial \theta} \right) \right) \right\}  \\
- \frac{1}{\text{Re} \, Da} \frac{1}{h_s} \frac{1}{\partial r} \left[ C_F \left( u_s^2 + u_r^2 + u_o^2 \right)^{1/2} \right]
\]

\[
\frac{1}{\varphi^2} h_r \left( \frac{\partial (ru_u_o)}{\partial s} + \frac{\partial (rh_u_u_o)}{\partial r} + \frac{\partial (h_u_u_u_o)}{\partial \theta} \right) - \frac{1}{\varphi^2} \frac{\varepsilon}{h_r} u_o (u_s \cos(\theta + \phi)) + \frac{1}{\varphi^2} \frac{u_o^2}{r} - \frac{1}{\varphi^2} \frac{u_o u_r}{r} \frac{\partial P}{\partial \theta} \\
+ \frac{1}{\varphi} \frac{1}{\text{Re} \, Da} \left[ \frac{1}{\partial r} \left( \frac{\partial (ru_u_o)}{\partial s} + \frac{\partial (rh_u_u_o)}{\partial r} + \frac{\partial (h_u_u_u_o)}{\partial \theta} \right) \right] - \\
\left\{ \frac{1}{h_r} \left( \frac{\partial}{\partial \theta} \left( \frac{\partial \left( h_u_u_o \right)}{\partial s} - \frac{\partial \left( ru_u_o \right)}{\partial \theta} \right) \right) \right\}  \\
- \frac{1}{\text{Re} \, Da} \frac{1}{h_r} \frac{1}{\partial s} \left[ C_F \left( u_s^2 + u_r^2 + u_o^2 \right)^{1/2} \right]
\]

where

\[
s = \frac{\tilde{s}}{a}, \quad r = \frac{\tilde{r}}{a}, \quad (u_s, u_r, u_o) = \left( \frac{\tilde{u}_s}{U}, \frac{\tilde{u}_r}{U}, \frac{\tilde{u}_o}{U} \right), \quad P = \frac{\tilde{P}}{\rho_j U^2}, \quad \varepsilon = \kappa a, \quad \lambda = \frac{\tau}{\kappa},
\]

\[
h_s = 1 + \varepsilon \sin(\theta + \phi), \quad \text{Re} = \frac{\rho_j U a}{\mu}, \quad Da = \frac{K}{a^2}, \quad U = \frac{1}{\int_0^{2\pi} \int_0^1 \tilde{u}_r dr d\theta}
\]

where \(a\) is the radius of the pipe, and \(U\) is the bulk velocity defined in Eq. (6.9).
A fully developed laminar flow is considered so that the dynamic variables except for the pressure are independent of $s$, therefore, a simplifying transformation is performed from $s, r, \theta$ to $s, r, \xi$:

$$\theta + \phi \Rightarrow \xi, \frac{\partial}{\partial s} \Rightarrow \frac{\partial}{\partial s} - \varepsilon \lambda \frac{\partial}{\partial \xi}, \frac{\partial}{\partial \theta} \Rightarrow \frac{\partial}{\partial \xi}$$  \hspace{1cm} (6.10)

The governing equations are then reduced as:

$$-\varepsilon \lambda \frac{\partial (ru_x)}{\partial \xi} + \frac{\partial (ru_y u_r)}{\partial r} + \frac{\partial (h u_{\theta})}{\partial \xi} = 0$$ \hspace{1cm} (6.11)

$$\frac{1}{\phi^2} \frac{1}{h_r} \left( -\varepsilon \lambda \frac{\partial (ru_x)}{\partial \xi} + \frac{\partial (ru_y u_r)}{\partial r} + \frac{\partial (h u_{\theta} u_r)}{\partial \xi} \right) + \frac{1}{\phi^2} \varepsilon \frac{1}{h_s} \left( \frac{\partial}{\partial \xi} - \varepsilon \lambda \frac{\partial}{\partial \xi} \right) u_r \sin \xi + u_{\theta} \cos \xi = -\frac{1}{h_r} \left( \frac{\partial P}{\partial \xi} - \varepsilon \lambda \frac{\partial P}{\partial \xi} \right)$$

$$+ \frac{1}{\phi \Re} \frac{1}{r} \left( -\varepsilon \lambda \frac{\partial u_x}{\partial \xi} - \frac{\partial (ru_x)}{\partial r} + \frac{\partial (ru_y u_r)}{\partial \xi} \right) - \frac{1}{\phi^2} \frac{1}{h_r} \left( \frac{\partial}{\partial \xi} - \varepsilon \lambda \frac{\partial}{\partial \xi} \right) (ru_x)$$  \hspace{1cm} (6.12a)

$$- \frac{1}{\Re D a u_r} - \frac{C_p}{D a^{1/2}} u_r \left( u_x^2 + u_r^2 + u_{\theta}^2 \right)^{1/2}$$

$$\frac{1}{\phi^2} \frac{1}{h_r} \left( -\varepsilon \lambda \frac{\partial (ru_x)}{\partial \xi} + \frac{\partial (ru_y u_r)}{\partial r} + \frac{\partial (h u_{\theta} u_r)}{\partial \xi} \right) - \frac{1}{\phi^2} \frac{1}{h_s} u_{\theta}^2 \sin \xi = -\frac{\partial P}{\partial r}$$

$$+ \frac{1}{\phi \Re} \frac{1}{h_r} \left( \frac{\partial}{\partial \xi} - \varepsilon \lambda \frac{\partial}{\partial \xi} \right) \left( \frac{\partial (ru_x)}{\partial r} + \frac{\partial (ru_y u_r)}{\partial \xi} \right)$$

$$\frac{1}{h_r} \left( \frac{\partial}{\partial \xi} \left( \frac{ru_x}{r} \right) - \frac{\partial u_r}{\partial \xi} \right) + \varepsilon \lambda \frac{\partial}{\partial \theta} \left( \frac{r}{h_s} \frac{\partial (ru_x)}{\partial \xi} - \frac{\partial (ru_y u_r)}{\partial r} \right)$$  \hspace{1cm} (6.12b)

$$- \frac{1}{\Re D a u_r} - \frac{C_p}{D a^{1/2}} u_r \left( u_x^2 + u_r^2 + u_{\theta}^2 \right)^{1/2}$$
6.3 **COMPUTATIONAL PROCEDURE**

The governing equations are discretized based on a control volume method on an evenly spaced 41 by 41 mesh. The convection-diffusion terms are discretized with the power-law scheme (Patankar [16]) and the other terms are approximated with central differences. The SIMPLE algorithm (Patankar [16]) is utilized on a staggered grid arrangement to solve the governing equations.

A one-dimensional parabolic velocity profile is imposed as the initial guess. Computations are terminated when the convergence criterion is met. The following criterion is adopted

$$
\frac{1}{\varphi} \frac{1}{h r} \left( -\varepsilon \frac{\partial}{\partial \xi} \frac{\partial (ru, u_\theta)}{\partial r} + \frac{\partial (rh, u_r, u_\theta)}{\partial r} + \frac{\partial (h, u_\theta u_\theta)}{\partial \xi} \right) - \frac{1}{\varphi^2} \frac{\varepsilon}{h_s} u_r^2 \cos \xi + \frac{1}{\varphi^2} \frac{u_r u_\theta}{r} = - \frac{1}{r} \frac{\partial P}{\partial \xi}
$$

$$
+ \frac{1}{\varphi} \text{Re} \left[ \frac{1}{r} \frac{\partial}{\partial \xi} \left( \frac{1}{h_r} \left( -\varepsilon \frac{\partial}{\partial \xi} \frac{\partial (ru)}{\partial r} + \frac{\partial (rh, u_r)}{\partial r} + \frac{\partial (h, u_\theta)}{\partial \xi} \right) \right) \right] - \frac{1}{h_s} \left( -\varepsilon \frac{\partial}{\partial \xi} \frac{1}{h_r} \left( \frac{\partial}{\partial \xi} (h_s u_s) + \varepsilon \frac{\partial}{\partial \xi} (ru_\theta) \right) \right) - \frac{\partial}{\partial r} \left( \frac{h_s}{r} \left( \frac{\partial}{\partial r} (ru_\theta - \frac{\partial}{\partial \xi} (u_r)) \right) \right)
$$

$$
- \frac{1}{\text{Re} \ Da} u_\theta - \frac{C_F}{D_a^{1/2}} u_\theta \left( u_s^2 + u_r^2 + u_\theta^2 \right)^{1/2}
$$

(6.12c)

where $\hat{r}$ is the residual of the pressure correction equation obtained from the continuity equation when using the SIMPLE method. The superscripts (0) and (k) refer to the initial value and kth iteration, respectively. A no-slip boundary condition is assumed at the walls of the helical pipe. In the coordinate system utilized in this research, there is a numerical singularity at the pipe axis ($r=0$), so boundary values are needed for flow quantities, which
are either located directly at the pipe axis or at the opposite sides of the pipe axis (Hüttl [8], Cheng and Kuznetsov [13]).

An initial value of the Reynolds number, which is needed to start iterations, is estimated as follows. The flow is driven by a constant pressure gradient $d\tilde{P}/ds$ that has to balance the fluid friction in a porous medium. If fluid friction was modeled by only the Darcian resistance, the axial pressure gradient would be estimated as

$$\frac{d\tilde{P}}{ds} = -\frac{\mu}{k} \tilde{u}_s$$

This gives the following equation that relates the dimensionless pressure gradient and the Reynolds number defined in Equation (6.9)

$$\left( \frac{dP}{ds} \right) = -\frac{1}{Da \cdot Re}$$

This is used to evaluate only the initial value of Re. During the iteration process, Re is evaluated according to Eq. (6.9) utilizing the value of the mean velocity from the previous iteration.

### 6.4 RESULTS AND DISCUSSION

This chapter investigates the fully-developed laminar flow in a helical pipe filled with a fluid saturated porous medium driven by a constant pressure gradient. Figure 6.2 displays the axial velocity contours, axial velocity profiles and velocity vector plot of the secondary flow in the plane normal to the main flow at different Darcy numbers. It shows that the axial velocity increases with the Darcy number. This is because a larger Darcy number means larger permeability, which results in larger filtration velocity. The axial velocity profiles show that when the Darcy number is very small, the profile of the axial velocity is almost that of a slug.
flow. The effect of the centrifugal force that is usually important in helical pipe flow can not be observed. With an increase of the Darcy number, the distortion of the velocity profile becomes apparent and the maximum axial velocity is displaced towards the outer wall. The effect of the Darcy number on secondary flow is also significant. For small Darcy numbers, the secondary flow can not be seen but when the Darcy number is increased to $5 \times 10^{-2}$, the secondary flow becomes very strong. The axial velocity profiles for the horizontal and vertical cut view at different Darcy numbers are plotted in Figure 6.3. It clearly shows the trend of the axial velocity described above when the Darcy number changes.
Figure 6.2 Contour lines and 3D plot of the axial velocity and vector plots of the secondary flow at $dP/ds = -10$, $C_F = 0.55$, $\varphi = 0.95$, $\varepsilon = 0.1$, $\lambda = 0.1$ for different Darcy numbers: (a) $Da = 5 \times 10^{-4}$ (b) $Da = 1 \times 10^{-3}$ (c) $Da = 5 \times 10^{-3}$ (d) $Da = 1 \times 10^{-2}$ (e) $Da = 5 \times 10^{-2}$

Figure 6.4 displays the effects of the Forchheimer coefficient, $C_F$, on the fluid flow in a helical pipe filled with a porous medium. The contour lines and the 3D plots of the axial
velocity show that the distributions of the axial velocity are similar for different values of $C_F$, except that the value of the axial velocity decreases with $C_F$. A larger Forchheimer coefficient means larger form drag due to solid obstacles in the porous medium, therefore, the axial velocity decreases when $C_F$ increases. The secondary flow is also damped a little for larger Forchheimer coefficients, as shown in the vector plots of the secondary flow. Figure 6.5 shows the profiles of the axial velocity for both the horizontal and vertical cut view of a cross-section normal to the pipe axes. The distortion of the axial velocity profile is observed for all displayed cases. The velocity profiles in the core region of the pipe (outside the boundary layer region) computed for different values of the Forchheimer coefficient are parallel to each other.

![Dimensionless axial velocity for horizontal cut](image)

![Dimensionless axial velocity for vertical cut](image)

Figure 6.3 Axial velocity profiles in the horizontal (left) and vertical (right) cut view of the pipe at $dP/ds$ = $10$, $C_F$ = 0.55, $\varphi$ = 0.95, $\varepsilon$ = 0.1, $\lambda$ = 0.1 for different Darcy numbers. The curves for different $Da$ correspond to the cases (a)-(e) displayed in Figure 6.2
Axial velocity contour  Axial velocity 3D plot  Vector plot of secondary flow

(a) $C_F = 0.0$

(b) $C_F = 0.25$

(c) $C_F = 0.50$
Figures 6.6, 6.7, 6.8 and 6.9 present the effect of the dimensionless curvature, $\varepsilon$, on the distribution of the axial velocity. Both 3D (Figure 6.6) and 2D (Figure 6.7) plots of the axial velocity show that when $\varepsilon$ increases, the maximum axial velocity is displaced to the outer wall and the value of the maximum axial velocity increases. Figure 6.8 presents profiles of the axial velocity for the horizontal and vertical cut view. It is interesting that the profiles are quite flat for the horizontal cut view and are relatively independent of $\varepsilon$; the profile for the vertical cut view, however, is inclined to the outer wall and becomes steeper when the dimensionless curvature, $\varepsilon$, increases. The profile of the axial velocity becomes cuneiform for the case of $\varepsilon = 0.8$. The vector plots of the secondary flow displayed in Figure 6.9 show
that the secondary flow is almost invisible for the case of $\varepsilon = 0.1$ but when $\varepsilon$ increases the secondary flow becomes much stronger.

Figure 6.5 Axial velocity profiles in the horizontal (left) and vertical (right) cut view of the pipe at $dP/ds = -10$, $Da = 1 \times 10^{-3}$, $\phi = 0.95$, $\varepsilon = 0.1$ $\lambda = 0.1$ for different Forchheimer coefficients. The curves for different $\varepsilon$ correspond to the cases (a)-(e) displayed in Figure 6.4

(a) $\varepsilon = 0.1$  
(b) $\varepsilon = 0.2$
Figure 6.6 3D plots of the axial velocity at $dP/ds=-10$, $Da = 1 \times 10^{-3}$, $C_f = 0.55$, $\varphi = 0.95$, $\lambda = 0.1$ for different dimensionless curvatures: (a) $\varepsilon = 0.1$ (b) $\varepsilon = 0.2$ (c) $\varepsilon = 0.5$ (d) $\varepsilon = 0.8$
Figure 6.7 Contour lines of the axial velocity at \( \frac{dP}{ds}=-10 \), \( Da = 1 \times 10^{-3} \), \( C_r =0.55 \), \( \varphi =0.95 \), \( \lambda =0.1 \) for different dimensionless curvatures: (a) \( \varepsilon =0.1 \) (b) \( \varepsilon =0.2 \) (c) \( \varepsilon =0.5 \) (d) \( \varepsilon =0.8 \)

Figure 6.8 Axial velocity profiles in the horizontal (left) and vertical (right) cut view of the pipe at \( \frac{dP}{ds}=-10 \), \( Da = 1 \times 10^{-3} \), \( C_r =0.55 \), \( \varphi =0.95 \), \( \lambda =0.1 \) for different dimensionless curvatures. The curves for different \( \varepsilon \) corresponds to the cases (a)-(d) displayed in Figure 6.6 and 6.7
Figure 6.9 Vector plots of secondary flow at $dP/ds = -10$, $Da = 1 \times 10^{-3}$, $C_f = 0.55$, $\varphi = 0.95$, $\lambda = 0.1$ for different dimensionless curvatures: (a) $\varepsilon = 0.1$ (b) $\varepsilon = 0.2$ (c) $\varepsilon = 0.5$ (d) $\varepsilon = 0.8$

Figure 6.10 compares the contour lines of the axial velocity, vector plots of the secondary flow, contour lines of the circumferential velocity and the radial velocity for different ratios
of torsion to curvature, $\lambda$, (0.1, 0.5, and 1.0, respectively) when $dP/ds$ is fixed at $-10$, Darcy number $Da$ is $1 \times 10^3$, Forchheimer coefficient $C_F$ is 0.55, $\varphi$ is 0.95, and $\varepsilon$ is fixed at 0.1.

The contour lines of the axial velocity are similar for the three cases computed with different values of $\lambda$ and the distributions and magnitudes of the axial velocity are almost identical. It seems that $\lambda$ does not have much influence on the axial velocity. Nevertheless, the vector plots of the secondary flow depend upon $\lambda$. When the ratio of torsion to curvature increases, the secondary flow becomes stronger. The contour lines of the circumferential velocity and radial velocity also show that the magnitudes of velocity components in the plane normal to the main flow increase with $\lambda$. However, the magnitudes of circumferential and radial velocity are very small compared to that of the axial velocity.

To show the importance of the inertia term for predicting the secondary flow, the Figure 6.11 presents computational results obtained using the full form of the momentum equation (with flow inertia) and the truncated form of the momentum equation (with the inertia term neglected). This figure shows that when the inertia term is accounted for in the momentum equation, the axial velocity is greater and the secondary flow is apparent. When the inertia term is neglected, the secondary flow can not be observed.
Figure 6.10 Velocity components computed at \( \frac{dP}{ds} = 10 \), \( Da = 1 \times 10^{-3} \), \( C_f = 0.55 \), \( \varphi = 0.95 \), \( \varepsilon = 0.1 \) for different values of the ratio of torsion to curvature: (a) \( \lambda = 0.1 \) (b) \( \lambda = 0.5 \) (c) \( \lambda = 1.0 \)
Figure 6.11 Axial velocity (left) and secondary flow (right) computed for $dP/ds = -10$, $Da = 1 \times 10^{-2}$, $C_F = 0.55$, $\phi = 0.95$, $\varepsilon = 0.1$, $\lambda = 0.1$ utilizing (a) the full momentum equation (with the inertia term) (b) truncated form of the momentum equation (without the inertia term)
6.5 CONCLUSIONS

The laminar flow in a helical pipe filled with a fluid saturated porous medium is investigated. A full momentum equation that accounts for the Brinkman and Forchheimer extensions of the Darcy law and the flow inertia is utilized. The governing equations are projected on an orthogonal helical coordinate system. The objective is to study the effects of the parameters characterizing the porous medium, the Darcy number, $Da$, and the Forchheimer coefficient, $C_F$, and the geometrical parameters of helical pipes, dimensionless curvature, $\varepsilon$, and the ratio of torsion to curvature, $\lambda$. For a given helical pipe, if the Forchheimer coefficient is constant, increasing the Darcy number results in larger axial filtration velocity and the distortion of the axial velocity profile caused by the centrifugal force becomes more apparent. A maximum axial velocity is displaced towards the outer wall. The secondary flow is also intensified with increase in the Darcy number. When $Da$ is fixed, the axial velocity decreases and the secondary flow becomes weaker when the Forchheimer coefficient, $C_F$, increases. In the core region of the helical pipe, the profiles of the axial velocity are represented by straight lines which are parallel to each other for different values of the Forchheimer coefficient. When $Da$ and $C_F$ are fixed, investigation shows that the dimensionless curvature, $\varepsilon$, affects both the axial velocity distribution and the secondary flow, but the other dimensionless parameter, the ratio of torsion to curvature, $\lambda$, affects only the secondary flow. When $\varepsilon$ increases, the flow through the helical pipe is dragged more to the outer wall and the profile of the axial velocity changes from flat to cuneiform. The secondary flow is not visible for small $\varepsilon$, but becomes stronger when $\varepsilon$ increases. The larger ratio of torsion to curvature, $\lambda$, results in stronger secondary flow but does not significantly affect the distribution of the axial velocity. Computations utilizing the truncated
form of the momentum equation (with the inertia term neglected) show that accounting for the inertia term is crucial for predicting secondary flow in a helical pipe. Thus, in a curved pipe, utilizing the Brinkman-Forchheimer extension of the Darcy law is insufficient to correctly predict the secondary flow. The inertia term must be accounted for as well.
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HEAT TRANSFER IN A LAMINAR FLOW IN A HELICAL PIPE FILLED WITH A FLUID SATURATED POROUS MEDIUM

ABSTRACT

This chapter presents the first attempt to investigate numerically heat transfer in a helical pipe filled with a fluid saturated porous medium; the analysis is based on the full momentum equation for porous media that accounts for the Brinkman and Forchheimer extensions of the Darcy law as well as for the flow inertia. Numerical computations are performed in an orthogonal helical coordinate system. The effects of the Darcy number, the Forchheimer coefficient as well as the Dean and Germano numbers on the axial flow velocity, secondary flow, temperature distribution, and the Nusselt number are investigated.

Nomenclature

\[ a \] — pipe radius, m
\[ C_F \] — Forchheimer coefficient
\[ Da \] — Darcy number, \( \frac{K}{a^2} \)
\[ Dn \] — Dean number, \( \varepsilon^{1/2} \) Re
\[ Gn \] — Germano number, \( \varepsilon \lambda \) Re
\[ h \] — dimensionless scale factor
\[ \tilde{h}_r, \tilde{h}_z, \tilde{h}_\theta \] — dimensional scale factors
\[ k \] — thermal conductivity, W m\(^{-1}\) K\(^{-1}\)
$K$ permeability, m$^2$

$\text{Nu}$ Nusselt number, \( \frac{2a}{K} \frac{q'_w}{(\tilde{T}_w - \tilde{T}_b)} \)

$r$ dimensionless radial coordinate, \( \tilde{r} / a \)

$\tilde{r}$ radial coordinate, m

$\hat{r}$ residual vector

$\text{Re}$ Reynolds number, \( \frac{\rho J U a}{\mu} \)

$s$ dimensionless axial coordinate, \( \tilde{s} / a \)

$\tilde{s}$ axial coordinate, m

$p$ pitch, m

$P$ dimensionless pressure, \( \tilde{P} / \rho U^2 \)

$\tilde{P}$ pressure, Pa

$Pr$ Prandtl number, \( \frac{c_p \mu}{k_m} \)

$T$ dimensionless temperature, defined in Equation (7.10)

$\tilde{T}$ temperature, K

$\tilde{T}_b$ mean temperature, defined in Equation (7.10), K

$\tilde{T}_w$ wall temperature, K

$U$ reference velocity, ms$^{-1}$
\( \vec{v} \) velocity vector, m s\(^{-1}\)

\( u_s, u_r, u_\theta \) dimensionless velocity components, \( \frac{\tilde{u}_s}{U}, \frac{\tilde{u}_r}{U}, \frac{\tilde{u}_\theta}{U} \)

\( \tilde{u}_s, \tilde{u}_r, \tilde{u}_\theta \) velocity components, m s\(^{-1}\)

**Greek symbols**

\( \varepsilon \) dimensionless curvature, \( \kappa a \)

\( \theta \) angle, defined in Fig. 1b

\( \kappa \) curvature, m\(^{-1}\)

\( \lambda \) the ratio of torsion to curvature, \( \tau / \kappa \)

\( \mu \) effective dynamic viscosity of a porous medium, kg m\(^{-1}\) s\(^{-1}\)

\( \nu \) effective kinematic viscosity of a porous medium, m\(^2\) s

\( \xi \) angle, defined in Fig. 7.1b

\( \rho_f \) fluid density, kg m\(^{-3}\)

\( \tau \) torsion, m\(^{-1}\)

\( \phi \) porosity

\( \phi \) angle, defined in Fig. 1a

**Subscripts**

\( s \) axial direction

\( r \) radial direction
7.1 INTRODUCTION

The investigation of flows in porous media is motivated by various engineering applications, such as migration of moisture in fibrous insulation, grain storage, transport in contaminated soils, underground disposal of nuclear wastes, transport in drying processes, etc. Nield and Bejan [1] summarized the state-of-art on this topic. Another quickly developing research field related to porous media is concerned with biomedical applications. In a clotted artery, the lesions or "plaques" within the artery wall consist of localized deposits of fat compounds (lipids) surrounded by cells recruited from the blood stream and scar tissue; this acts as a porous medium that may diminish or completely eliminate the blood flow. The coronary arteries surrounding the heart are curved and at least segments of them can be modeled as helical.

Flow in helical pipes is also a subject of intensive investigation. Of primary interest is the secondary flow caused by the centrifugal force in a helical pipe. Numerical studies have been conducted to examine the effects of torsion and curvature on the Newtonian fluid flow in helical pipes utilizing the Dean number, \( Dn = \varepsilon^{1/2} Re \), and the Germano number, \( Gn = (\varepsilon \lambda) Re \), to characterize the magnitude and the shape of the secondary flow and the effects of the curvature and torsion on helical pipe flow [2-9]. Sandeep [10] extended the analysis of a helical pipe flow to non-Newtonian fluids; the numerical research was performed in a Cartesian coordinate system. Cheng and Kuznetsov [11] used the orthogonal helical coordinate system to study the effects of torsion and curvature on non-Newtonian
fluid flow in helical pipes and compared the flow dynamics between Newtonian and non-Newtonian fluids.

Numerical computations of heat transfer in helical pipes were reported in a number of publications [12-16]. Cheng and Kuznetsov [17] studied heat transfer in a fully-developed laminar flow of a non-Newtonian fluid in a helical pipe with a constant wall heat flux; the effects of the Dean and Germano numbers with a fixed Reynolds number on the hydrodynamics and heat transfer in non-Newtonian fluid flow in helical pipes were investigated. Nield and Kuznetsov [18] presented a perturbation analysis and obtained an analytical expression for the Nusselt number in a helical pipe filled with a porous medium for the case when the flow in a pipe is described by the Darcy law.

In the previous chapter, Cheng and Kuznetsov [19] investigated laminar flow in a helical pipe filled with a porous medium utilizing the Brinkman-Forchheimer-extended Darcy equation with inertia terms. The purpose of this chapter is to perform numerical simulations of heat transfer for a fully developed laminar flow of a Newtonian fluid in a helical pipe filled with a fluid saturated porous medium subjected to a constant wall heat flux. An orthogonal helical coordinate system is utilized. The effects of the Darcy number, the Forchheimer coefficient, the Dean number, and the Germano number with a fixed Reynolds number on the hydrodynamics and heat transfer in helical pipes are investigated.
7.2 Governing Equations

A helical pipe (Fig. 7.1a) is characterized by two parameters, the curvature, $\kappa$, and the torsion, $\tau$, which are defined as, respectively
\[ \kappa = \frac{R}{R^2 + p^2}, \quad \tau = \frac{p}{R^2 + p^2} \]  
(7.1)

An orthogonal helical coordinate system introduced by Germano [3, 4] is utilized with a helical coordinate \( s \) for the axial direction, \( r \) for the radial direction, and \( \theta \) for the circumferential direction (Figure 7.1b). The continuity and momentum equations in the vector form are

\[ \nabla \cdot \vec{v} = 0 \]  
(7.2)

and

\[
\frac{\rho_f}{\varphi^2} (\vec{v} \cdot \nabla) \vec{v} = -\nabla P + \frac{\mu}{\varphi} \nabla^2 \vec{v} - \frac{\mu}{K} \vec{v} - \frac{C_F \rho_f}{K^{1/2}} |\nabla \vec{v}| \vec{v} \]  
(7.3)

where \( K \) is the permeability of the porous medium, \( C_F \) is the Forchheimer coefficient, and \( \varphi \) is the porosity.

Equation (7.3) is a full momentum equation for the steady flow in porous media that accounts for the Brinkman and Forchheimer extensions of the Darcy law as well as for the flow inertia [1]. The energy equation (the effect of thermal dispersion is neglected) is given by

\[
\left( \rho c_p \right)_f \frac{D \tilde{T}}{D\tau} = \nabla \cdot \left[ k_m \nabla \tilde{T} \right] \]  
(7.4)

\[ k_m = \varphi k_f + (1 - \varphi) k_s \]  
(7.5)

where \( k_m \) is the effective thermal conductivity of porous medium and the subscripts ‘\( f \)’ and ‘\( s \)’ refer to ‘fluid’ and ‘solid’, respectively.

In the orthogonal helical coordinate system, the scale factors are given by

\[ \tilde{h}_s = 1 + \kappa \tilde{r} \sin(\theta + \phi) \quad \tilde{h}_r = 1 \quad \tilde{h}_\theta = \tilde{r} \]  
(7.6)
The dimensionless governing equations for the flow in a porous medium written in the orthogonal helical coordinate system are the continuity equation

\[
\frac{\partial (r_{s, z})}{\partial s} + \frac{\partial (r_{s, r})}{\partial r} + \frac{\partial (h_{s, u})}{\partial \theta} = 0
\]  

(7.7)

the momentum equations

\[
\frac{1}{\phi^2 h_r} \left( \frac{\partial (r_{u, z})}{\partial s} + \frac{\partial (r_{u, r})}{\partial r} + \frac{\partial (h_{u, u})}{\partial \theta} \right) + \frac{1}{\phi^2 h_z} u_{s, u} (u_s \sin(\theta + \phi) + u_r \cos(\theta + \phi)) = \frac{-1}{h_z} \frac{\partial P}{\partial s} \\
+ \frac{1}{\phi} \frac{1}{Re} \left[ \frac{1}{h_r} \left( \frac{\partial (r_{u, z})}{\partial s} + \frac{\partial (r_{u, r})}{\partial r} + \frac{\partial (h_{u, u})}{\partial \theta} \right) \right] \\
- \frac{1}{Re Da} u_r - \frac{C_{f, r}}{Da^{1/2}} (u_r^2 + u_t^2 + u_\theta^2)^{1/2}
\]  

(7.8a)

\[
\frac{1}{\phi^2 h_r} \left( \frac{\partial (r_{u, z})}{\partial s} + \frac{\partial (r_{u, r})}{\partial r} + \frac{\partial (h_{u, u})}{\partial \theta} \right) - \frac{1}{\phi^2 r} \frac{u_{s, r}^2}{r} - \frac{1}{\phi^2 h_z} u_{s, u} \sin(\theta + \phi) = -\frac{\partial u}{\partial s} \\
+ \frac{1}{\phi} \frac{1}{Re} \left[ \frac{1}{h_r} \left( \frac{\partial (r_{u, z})}{\partial s} + \frac{\partial (r_{u, r})}{\partial r} + \frac{\partial (h_{u, u})}{\partial \theta} \right) \right] \\
- \frac{1}{Re Da} u_r - \frac{C_{f, r}}{Da^{1/2}} (u_r^2 + u_t^2 + u_\theta^2)^{1/2}
\]  

(7.8b)

\[
\frac{1}{\phi^2 h_r} \left( \frac{\partial (r_{u, z})}{\partial s} + \frac{\partial (r_{u, r})}{\partial r} + \frac{\partial (h_{u, u})}{\partial \theta} \right) - \frac{\frac{\phi}{\phi^2}}{h_z^2} u_{s, u} \cos(\theta + \phi) + \frac{1}{\phi^2} u_{s, u} \phi = -\frac{1}{r} \\
+ \frac{1}{\phi} \frac{1}{Re} \left[ \frac{1}{h_r} \left( \frac{\partial (r_{u, z})}{\partial s} + \frac{\partial (r_{u, r})}{\partial r} + \frac{\partial (h_{u, u})}{\partial \theta} \right) \right] \\
- \frac{1}{Re Da} u_{s, u} - \frac{C_{f, s}}{Da^{1/2}} (u_r^2 + u_t^2 + u_\theta^2)^{1/2}
\]  

(7.8c)
and the energy equation

\[
\left( \frac{\partial (r u_s T)}{\partial s} + \frac{\partial (r h u_r T)}{\partial r} + \frac{\partial (h u_\theta T)}{\partial \xi} \right) = \frac{ru_s}{\text{Re Pr}} \\
+ \frac{1}{\text{Re Pr}} \left( \frac{\partial}{\partial s} \left[ r \frac{\partial T}{\partial s} \right] + \frac{\partial}{\partial r} \left[ h_s \frac{\partial T}{\partial r} \right] + \frac{\partial}{\partial \xi} \left[ \frac{h_s}{r} \frac{\partial T}{\partial \xi} \right] \right)
\]

(7.9)

where

\[
s = \frac{s}{a}, \quad r = \frac{r}{a}, \quad (u_s, u_r, u_\theta) = \left( \frac{\tilde{u}_s}{U}, \frac{\tilde{u}_r}{U}, \frac{\tilde{u}_\theta}{U} \right), \quad P = \frac{\tilde{P}}{\rho_f U^2}, \quad \epsilon = \kappa a, \quad \lambda = \frac{\tau}{\kappa},
\]

(7.10)

\[
\text{Re} = \frac{\rho_f U a}{\mu}, \quad \text{Da} = \frac{K}{a^2}, \quad U = \frac{1}{\pi} \int_0^{2\pi} u_r r dr d\theta, \quad \tilde{T}_b = \frac{1}{U \pi} \int_0^{2\pi} \tilde{u}_r \tilde{T} r dr d\theta,
\]

\[
\text{Pr} = \frac{c_p \mu}{k_m}, \quad \text{Nu} = \frac{2a}{K} \frac{q''}{(\tilde{T}_w - \tilde{T}_b)}, \quad T = \frac{\tilde{T} - \tilde{T}_w}{\text{Nu}(\tilde{T}_b - \tilde{T}_w)}
\]

where \( a \) is the radius of the pipe and \( U \) is the bulk velocity defined in Eq. (7.10).

A fully developed laminar flow is considered so that the dynamic variables except for the pressure are independent of \( s \); therefore, the following simplifying transformation is performed from \( s, r, \theta \) to \( s, r, \xi \):

\[
\theta + \phi = \xi \Rightarrow \frac{\partial}{\partial s} \Rightarrow \frac{\partial}{\partial s} - \epsilon \lambda \frac{\partial}{\partial \xi}, \quad \frac{\partial}{\partial \theta} \Rightarrow \frac{\partial}{\partial \xi}
\]

(7.11)

The governing equations are then reduced as:

\[
- \epsilon \lambda \frac{\partial (r u_s)}{\partial \xi} + \frac{\partial (r h u_r)}{\partial r} + \frac{\partial (h u_\theta)}{\partial \xi} = 0
\]

(7.12)
\[
\frac{1}{\varphi^2} \int_0^1 \left( -\varepsilon_\lambda \frac{\partial (ru_s)}{\partial \xi} + \frac{\partial (ru_s u_r)}{\partial r} + \frac{\partial (h u_s u_r)}{\partial \xi} \right) + \frac{1}{\varphi^2} \frac{\partial}{\partial r} u_s \left( u_s \sin \xi + u_o \cos \xi \right) - \frac{\partial}{\partial \xi} \left( \frac{1}{h_r} \left( \frac{\partial}{\partial \xi} \left( h u_s \right) + \varepsilon_\lambda \frac{\partial}{\partial \xi} \left( ru_o \right) \right) \right) = \frac{1}{h_s} \left( \frac{\partial P}{\partial \xi} - \varepsilon_\lambda \frac{\partial P}{\partial r} \right) \\
+ \frac{1}{\varphi} \text{Re} \left\{ -\varepsilon_\lambda \frac{1}{h_s} \frac{\partial}{\partial r} \left[ \frac{1}{h_r} \left( \frac{\partial}{\partial \xi} \left( h u_s \right) + \frac{\partial}{\partial \xi} \left( ru_o \right) \right) \right] \right\} - \frac{1}{\text{Re} Da} u_r - \frac{C_F}{Da^{1/2}} u_r \left( u_r^2 + u_r^2 + u_o^2 \right)^{1/2} \\
\frac{1}{\varphi^2} \int_0^1 \left( -\varepsilon_\lambda \frac{\partial (ru_s)}{\partial \xi} + \frac{\partial (ru_s u_r)}{\partial r} + \frac{\partial (h u_s u_r)}{\partial \xi} \right) - \frac{1}{\varphi^2} \frac{\partial}{\partial r} u_s^2 \sin \xi = -\frac{\partial l}{\partial r} \\
+ \frac{1}{\varphi} \text{Re} \left\{ \frac{\partial}{\partial r} \left[ \frac{1}{h_r} \left( \frac{\partial}{\partial \xi} \left( h u_s \right) + \frac{\partial}{\partial \xi} \left( ru_o \right) \right) \right] \right\} - \frac{1}{\text{Re} Da} u_r - \frac{C_F}{Da^{1/2}} u_r \left( u_r^2 + u_r^2 + u_o^2 \right)^{1/2} \\
\frac{1}{\varphi^2} \int_0^1 \left( -\varepsilon_\lambda \frac{\partial (ru_s)}{\partial \xi} + \frac{\partial (ru_s u_r)}{\partial r} + \frac{\partial (h u_s u_r)}{\partial \xi} \right) - \frac{1}{\varphi^2} \frac{\partial}{\partial r} u_s^2 \cos \xi + \frac{1}{\varphi^2} \frac{u_s u_o}{r} = -\frac{1}{\varphi} \frac{i}{h_s} \\
+ \frac{1}{\varphi} \text{Re} \left\{ \frac{1}{h_r} \frac{\partial}{\partial \xi} \left[ \frac{1}{h_r} \left( \frac{\partial}{\partial \xi} \left( h u_s \right) + \frac{\partial}{\partial \xi} \left( ru_o \right) \right) \right] \right\} - \frac{1}{\text{Re} Da} u_o - \frac{C_F}{Da^{1/2}} u_o \left( u_o^2 + u_o^2 + u_o^2 \right)^{1/2} \\
\left( -\varepsilon_\lambda \frac{\partial (ru_T)}{\partial \xi} + \frac{\partial (ru_T u_r)}{\partial r} + \frac{\partial (h u_T u_r)}{\partial \xi} \right) = \frac{ru_i}{\text{RePr}} \\
+ \frac{1}{\text{RePr}} \left( \varepsilon_\lambda^2 \frac{\partial}{\partial \xi} \left[ r^2 \frac{\partial T}{\partial \xi} \right] + \frac{\partial}{\partial r} \left[ h_r \frac{\partial T}{\partial r} \right] + \frac{\partial}{\partial \xi} \left[ h_r \frac{\partial T}{\partial \xi} \right] \right) \\
\right)
7.3 **Computational Procedure**

A control volume-based finite difference method is utilized on an evenly spaced mesh in both radial and circumferential directions. The convection-diffusion terms are discretized with the power-law scheme (Patankar [20]) and the other terms are approximated by central differences. The SIMPLE algorithm (Patankar [20]) is adopted on a staggered grid arrangement to solve the governing equations.

A no-slip boundary condition is assumed at the walls of the helical pipe. To solve the numerical singularity at the pipe axis \((r=0)\), boundary values are needed for flow quantities, which are either located directly at the pipe axis or at the opposite sides of the pipe axis (Hüttl [7]; Cheng and Kuznetsov [11]). An initial value of the Reynolds number, which is needed to start the iterations, is estimated as follows. The flow is driven by a constant pressure gradient \(dP/ds\) that has to balance the fluid friction in a porous medium, which implies that approximately (neglecting the Forchheimer resistance) the following equation is satisfied:

\[
\left(\frac{dP}{ds}\right) = \frac{1}{Da \, Re}
\]

(7.15)

This is used to evaluate only the initial value of Re. During the iteration process, Re is evaluated according to Eq. (7.10) utilizing the value of the mean velocity from the previous iteration.

A constant wall heat flux is assumed as the boundary condition for the energy equation. Since heat transfer is independent of the flow velocity, the energy equation is solved after the velocity profile has been obtained. The effects of different parameters for the same values of
the Reynolds number on the hydrodynamics and heat transfer in a helical pipe are investigated.

7.4 RESULTS AND DISCUSSION

A constant Reynolds number of 100 is assumed for all cases to compare the effects of the Darcy number, the Forchheimer coefficient, the Dean number, and the Germano number. Values of the Nusselt number for different cases are listed in Table 7.1 to compare the heat transfer efficiency for different parameter values.

<table>
<thead>
<tr>
<th>Da</th>
<th>(C_F)</th>
<th>(\varepsilon)</th>
<th>(\lambda)</th>
<th>Dn</th>
<th>Gn</th>
<th>Nu</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>0.55</td>
<td>0.1</td>
<td>0.1</td>
<td>31.6</td>
<td>1.0</td>
<td>21.10</td>
</tr>
<tr>
<td>0.05</td>
<td>0.55</td>
<td>0.1</td>
<td>0.1</td>
<td>31.6</td>
<td>1.0</td>
<td>12.40</td>
</tr>
<tr>
<td>0.1</td>
<td>0.55</td>
<td>0.1</td>
<td>0.1</td>
<td>31.6</td>
<td>1.0</td>
<td>10.19</td>
</tr>
<tr>
<td>0.01</td>
<td>0.0</td>
<td>0.1</td>
<td>0.1</td>
<td>31.6</td>
<td>1.0</td>
<td>6.34</td>
</tr>
<tr>
<td>0.01</td>
<td>0.25</td>
<td>0.1</td>
<td>0.1</td>
<td>31.6</td>
<td>1.0</td>
<td>15.34</td>
</tr>
<tr>
<td>0.01</td>
<td>0.5</td>
<td>0.1</td>
<td>0.1</td>
<td>31.6</td>
<td>1.0</td>
<td>20.30</td>
</tr>
<tr>
<td>0.01</td>
<td>0.55</td>
<td>0.1</td>
<td>0.1</td>
<td>31.6</td>
<td>1.0</td>
<td>21.13</td>
</tr>
<tr>
<td>0.01</td>
<td>0.55</td>
<td>0.2</td>
<td>0.05</td>
<td>44.7</td>
<td>1.0</td>
<td>20.88</td>
</tr>
<tr>
<td>0.01</td>
<td>0.55</td>
<td>0.5</td>
<td>0.02</td>
<td>70.7</td>
<td>1.0</td>
<td>19.08</td>
</tr>
<tr>
<td>0.01</td>
<td>0.55</td>
<td>0.8</td>
<td>0.0125</td>
<td>89.4</td>
<td>1.0</td>
<td>15.21</td>
</tr>
<tr>
<td>0.01</td>
<td>0.55</td>
<td>0.1</td>
<td>0.1</td>
<td>31.6</td>
<td>1.0</td>
<td>21.13</td>
</tr>
<tr>
<td>0.01</td>
<td>0.55</td>
<td>0.1</td>
<td>0.5</td>
<td>31.6</td>
<td>5.0</td>
<td>21.13</td>
</tr>
<tr>
<td>0.01</td>
<td>0.55</td>
<td>0.1</td>
<td>1.0</td>
<td>31.6</td>
<td>10.0</td>
<td>21.13</td>
</tr>
</tbody>
</table>

Figures 7.2 and 7.3 show the effect of the Darcy number on the flow and heat transfer in a helical pipe. Figure 7.2 depicts the axial velocity contours, velocity vector plot of the secondary flow and the dimensionless temperature contours for different Darcy numbers. This figure shows that with the increase of the Darcy number, the axial velocity increases and the secondary flow becomes stronger. This is explained by a larger filtration velocity that can
be attributed to a larger permeability for larger Darcy numbers. However, the dimensionless temperature decreases with the Darcy number, as shown in Fig. 7.2, and the Nusselt number becomes smaller, as shown in Table 7.1. The displacement of the maximum value of the axial velocity to the wall is apparent and can be explained by the effect of the centrifugal force in a helical pipe, but this does not happen for the dimensionless temperature, which remains parabolic for all computed values of the Darcy number. These trends can also be observed from the profile plots of the dimensionless axial velocity and temperature on the horizontal and vertical cut views of the cross section of the pipe (Fig. 7.3).
Figure 7.2 Contour lines of the axial velocity (top), vector plots of the secondary flow (middle) and contour lines of the dimensionless temperature (bottom) at $Re=100$, $C_f=0.55$, $\varphi=0.95$, $\varepsilon=0.1$, $\lambda=0.1$, $Dn=31.6$, $Gn=1.0$ for different values of the Darcy number: (a) $Da = 10^{-1}$ (b) $Da = 5 \times 10^{-2}$ (c) $Da = 10^{-1}$

Figure 7.3 Profile plots of the axial velocity (top) and dimensionless temperature (bottom) in the horizontal (left) and vertical (right) cut view of the pipe at $Re=100$, $C_f=0.55$, $\varphi=0.95$, $\varepsilon=0.1$, $\lambda=0.1$, $Dn=31.6$, $Gn=1.0$ for different values of the Darcy number. The curves for different $Da$ correspond to cases (a)-(c) in Figure 7.2
The effect of the Forchheimer coefficient, $C_F$, on the fluid flow and heat transfer in a helical pipe filled with a porous medium is shown in Figures 7.4 and 7.5. The contour lines of the axial velocity show that the value of the maximum axial velocity decreases when $C_F$ is increased and the profile plots of the axial velocity show that increasing $C_F$ results in the displacement of the maximum axial velocity towards the wall. The secondary flow is also damped for larger Forchheimer coefficients (which physically corresponds to larger resistance to the flow by the porous medium), as shown in the vector plots of the secondary flow. The displacement of the maximum value of the dimensionless temperature from the center to the wall becomes smaller with the increase of $C_F$, however, the value of the maximum increases, opposite to the axial velocity. The Nusselt number also increases, as shown in Table 7.1. When $C_F$ increases from zero (which means that the form drag due to the solid obstacles in the porous medium is totally ignored) to 0.25, the change is much larger than when it increases from 0.25 to 0.5, for both the velocity and the temperature.

The Dean number is a parameter used to characterize the magnitude and the shape of the secondary flow. The effect of the Dean number on the flow and heat transfer is investigated in Figures 7.6, 7.7, and 7.8. Figure 7.6 shows that when $Dn$ increases, the contour lines corresponding to large values of the axial velocity are displaced to the outer wall due to the centrifugal force and the value of the maximum axial velocity increases. The secondary flow also becomes stronger. Figure 7.7 shows the contour lines of the dimensionless temperature for the corresponding Dean number. The maximum of the temperature is also displaced to the outer wall with the increase of the Dean number. The profile plots of the axial velocity and temperature in Fig. 7.8 show that the trends are similar except that the profile of the axial velocity is closer to that of a slug flow while the profile of the dimensionless temperature
looks more as a deformed parabolic profile. Table 7.1 shows that the Nusselt number decreases when the Dean number is increased. It can be concluded that the Dean number has significant effect on the axial velocity, secondary flow, and heat transfer.

Figure 7.4 Contour lines of the axial velocity (top), vector plots of the secondary flow (middle), and contour lines of the dimensionless temperature (bottom) at $Re=100$, $Da = 10^{-2}$, $\phi=0.95$, $\epsilon = 0.1$, $\lambda = 0.1$, $Dn=31.6$, $Gn=1.0$ for different values of the Forchheimer coefficient: (a) $C_F = 0.0$ (b) $C_F = 0.25$ (c) $C_F = 0.50$
Figure 7.5 Profile plots of the axial velocity (top) and dimensionless temperature (bottom) in the horizontal (left) and vertical (right) cut view of the pipe at $Re=100$, $Da = 10^{-2}$, $\varphi = 0.95$, $\varepsilon = 0.1$, $\lambda = 0.1$, $Dn=31.6$, $Gn=1.0$ for different values of the Forchheimer coefficients. The curves for different $C_F$ correspond to cases (a)-(c) in Figure 7.4.

When the Darcy number, the Forchheimer coefficient, and the Dean number are fixed, the distributions of the axial velocity and temperature at the cross-section of a helical pipe do not show any significant sensitivity to the Germano number, which describes the effect of torsion on a flow in a helical pipe (Fig. 7.9). The Nusselt number remains the same, as seen from
Table 7.1. However, the secondary flow does change, as seen from the contour lines of the stream function, which shows that the shape of the swirl is different for different values of the Germano number. It seems that the Germano number only affects the secondary flow but not the axial velocity and heat transfer.

Figure 7.6 Contour lines of the axial velocity and vector plots of the secondary flow at $Re=100$, $Da = 10^{-2}$, $C_f = 0.55$, $\phi = 0.95$, $Gn=1.0$ for different values of the Dean number: (a) $\varepsilon = 0.1, \lambda = 0.1$, $Dn=31.6$ (b) $\varepsilon = 0.2, \lambda = 0.05$, $Dn=44.7$ (c) $\varepsilon = 0.5, \lambda = 0.02$, $Dn=70.7$ (d) $\varepsilon = 0.8, \lambda = 0.0125$, $Dn=89.4$
Figure 7.7 Contour lines of the dimensionless temperature at \( Re=100, \) \( Da = 10^{-2}, C_r = 0.55, \varphi = 0.95, \) \( Gn=1.0 \) for different values of the Dean number: (a) \( \varepsilon = 0.1, \lambda = 0.1, Dn=31.6 \) (b) \( \varepsilon = 0.2, \lambda = 0.05, Dn=44.7 \) (c) \( \varepsilon = 0.5, \lambda = 0.02, Dn=70.7 \) (d) \( \varepsilon = 0.8, \lambda = 0.05, Dn=89.4 \)

Figure 7.8 Profile plot of the axial velocity (top) and the dimensionless temperature (bottom) in the horizontal (left) and vertical (right) cut view of the pipe at \( Re=100, \) \( Da = 10^{-2}, C_r = 0.55, \varphi = 0.95, \) \( Gn=1.0 \) for different values of the Dean numbers. The curves for different \( Dn \) correspond to cases (a)-(c) in Figure 7.6 and 7.7
Contour lines of the axial velocity

Contour lines of dimensionless temperature

Contour lines of the stream function

Figure 7.9 Contour lines of the axial velocity, the dimensionless temperature and the stream function at $Re=100$, $Da = 10^{-2}$, $C_f = 0.55$, $\varphi = 0.95$, $E = 0.1$, $Dn=31.6$ for different values of the Germano number:

(a) $\lambda = 0.1$, $Gn=1.0$  (b) $\lambda = 0.5$, $Gn=5.0$ (c) $\lambda = 1.0$, $Gn=10.0$

7.5 CONCLUSIONS

This chapter studies the laminar flow and heat transfer in a helical pipe filled with a fluid saturated porous medium for a constant wall heat flux. A full momentum equation that accounts for the Brinkman and Forchheimer extensions of the Darcy law and the flow inertia is utilized and derived in an orthogonal helical coordinate system. The effects of the parameters characterizing the porous medium, the Darcy number, $Da$, and the Forchheimer coefficient, $C_f$, and the parameters characterizing the helical pipe flow, the Dean number,
$Dn$, and the Germano number, $Gn$, are investigated. Increasing the Darcy number results in a larger axial filtration velocity and a stronger secondary flow but a smaller value of the maximum of the dimensionless temperature and the Nusselt number. When $Da$ is fixed and the Forchheimer coefficient, $C_F$, is increased, the axial velocity decreases and the secondary flow becomes weaker, however, the values of the maximum dimensionless temperature and the Nusselt number increase. The change is especially apparent when $C_F$ changes from zero to a non-zero value. For the same porous medium (i.e., when $Da$ and $C_F$ are fixed), when the Dean number increases, the maximum values of the axial velocity and the dimensionless temperature increase and the secondary flow become stronger. The Nusselt number increases with the Dean number. The increase of the Germano number does not have any significant effect on the axial velocity and heat transfer but strengthens the secondary flow.
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PART FOUR: 3D MODELING OF TWO-PHASE FLOW IN A HELICAL PIPE
MATHEMATICAL MODELING OF TWO-PHASE NON-NEWTONIAN FLOW IN A HELICAL PIPE

ABSTRACT

Governing equations for a two-phase 3D helical pipe flow of a non-Newtonian fluid with large particles are derived in an orthogonal helical coordinate system. The Lagrangian approach is utilized to model solid particle trajectories. The interaction between solid particles and the fluid that carries them is accounted for by a source term in the momentum equation for the fluid. The force-coupling method (FCM) is adopted, in which the momentum source term is no longer a Dirac delta function but is spread on a numerical mesh by using a finite-sized envelop with a spherical Gaussian distribution. The influence of interparticle and particle-wall collisions is also taken into account.

Nomenclature

\( a \)  
pipe radius, m

\( a_p \)  
particle radius, m

\( C_d \)  
drag coefficient, defined in Eq. (19)

\( D_p \)  
region occupied by a particle

\( f \)  
source term induced by particles, N m\(^{-3}\)

\( F \)  
force, N

\( F_b \)  
buoyancy force, N
\( F_d \) drag force, N

\( F_m \) Magnus lift force, N

\( F_{saf} \) Saffman lift force, N

\( g \) gravity, m s\(^{-2}\)

\( G \) force dipole, N m

\( h_s, h_r, h_\theta \) scale factors associated with orthogonal coordinates \( s, r, \theta \), defined in Equation (3)

\( I \) moment of inertia, kg m\(^2\)

\( K \) vorticity vector, s\(^{-1}\)

\( m \) consistency factor, Pa s\(^n\)

\( m_f \) mass of the fluid in a finite volume, kg

\( m_p \) particle mass, kg

\( n \) power-law index

\( N \) particle number

\( p \) pitch, m

\( P \) pressure, Pa

\( Pr \) Prandtl number

\( \text{Re}_p \) particle Reynlods number

\( r \) radial coordinate, m
$R$  
coil radius, m

$s$  
axial coordinate, m

t  
time, s

$T$  
torque, N m

$v$  
velocity vector, m s$^{-1}$

$v_f$  
fluid velocity, m s$^{-1}$

$v_p$  
particle velocity, m s$^{-1}$

$u_r, u_r, u_\theta$  
velocity components, m s$^{-1}$

**Greek symbols**

$\beta$  
declining angle

$\epsilon_p$  
stiffness parameters for particle-particle interactions, m$^3$ N$^{-1}$

$\epsilon_w$  
stiffness parameters for particle-wall interactions, m$^3$ N$^{-1}$

$\theta$  
angle

$\kappa$  
curvature, m$^{-1}$

$\mu$  
effective dynamic viscosity of a non-Newtonian fluid, kg m$^{-1}$ s$^{-1}$

$\nu$  
kinematic viscosity, m$^2$ s$^{-1}$

$\Omega$  
angular velocity vector, s$^{-1}$

$\rho_f$  
fluid density, kg m$^{-3}$
\( \rho_p \)  
particle density, \( \text{kg m}^{-3} \)

\( \tau \)  
torsion, \( \text{m}^{-1} \)

\( \sigma \)  
length scale for force monopole, \( \text{m} \)

\( \sigma' \)  
length scale for force dipole, \( \text{m} \)

**Subscripts**

\( s \)  
axial direction

\( r \)  
radiial direction

\( \theta \)  
tangential direction

**Superscripts**

\( P \)  
particle to particle

\( W \)  
wall to particle

### 8.1 Introduction

Because of space saving and, more importantly, the enhancement of mixing achieved due to the secondary flow, helical pipes are widely used in industry. The centrifugal force increases the axial velocity near the pipe outer wall and decreases that near the pipe inner wall. At the pipe outer wall, the higher velocity decreases the thermal resistance considerably, resulting in a higher heat transfer coefficient between a fluid and pipe wall (Shah and Joshi [1]). Cheng and Kuznetsov [2, 3] numerically investigated heat transfer in a fully-developed laminar flow of a non-Newtonian fluid in a helical pipe with the momentum and energy equations derived in an orthogonal helical coordinate system.
Two-phase flow can be modeled by two approaches, the Eulerian/Eulerian and the Eulerian/Lagrangian. In the Eulerian/Eulerian approach, both the solid phase and carrying fluid are treated as continuum phases. This approach is often used to deal with large concentrations of small particles. In the Eulerian/Lagrangian approach, however, only the carrying fluid is described as a continuum and the continuity and momentum equations for the fluid phase are solved on an Eulerian grid. The particle motion is governed by the second law of Newton. When particles are moving in the fluid, the momentum is exchanged between the particles and the fluid. This effect is described by a source term introduced into the momentum equation for the fluid phase. This approach has advantages in predicting particle trajectories and suits for low concentration of large particles (Shah and Joshi [1]; Liu and Zuritz [2]; Drust [5]). The main practical significance of the results of this part is in predicting the dynamics of large particles in aseptic processing of food, in which information about individual particle trajectories is needed; therefore, the Eulerian/Lagrangian approach is utilized.

To implement this approach, Maxey et al. [6] and Maxey and Patel [7] introduced a forced-coupling method (FCM), the basic idea of which is to model the presence of each particle in the flow by a low-order expansion of finite-valued, force multipoles applied as a distributed body force on the flow. Fluid fills the whole domain, including the volume occupied by the particles, and the Navier-Stokes equations with this body force term are solved throughout the domain on a fixed numerical mesh. Based on the fluid flow field, the particle trajectories and velocities are determined. Lomholt and Maxey [8] extended FCM to include higher-order effects by introducing force dipole terms and extended this approach to bounded
domains. To address the collision problem, Glowinski et al. [9] adopted a collision strategy described below, which is based on activating an artificial repelling force at a close range.

Aseptic processing of fruit juices and other homogeneous products has been extensively studied. However, few commercial activities for aseptic processing of foods containing large particles have been approved by the Food and Drug Administration (FDA) due to the lack of information regarding the behavior of large food particles in a flow. This information is the key to determining the residence time distribution (RTD) of particles in the suspension and the heat transfer coefficient between the particles and the fluid, which are the two critical factors in aseptic processing. To ensure that the fastest moving particles get enough thermal treatment and to keep the slower particles from overheating, the residence time distribution must be as narrow as possible. The relative velocity between the solid particles and the fluid has a critical influence on heat transfer as well as on the temperature distribution in the particles. Therefore, the dynamics of the particles and the fluid is the basic information necessary to design a commercially safe and economical aseptic process (Liu and Zuritz [4]; Sandeep et al. [10]).

In aseptic processing, the carrying fluid, such as milk, soup, sauce or fruit juices, is typically non-Newtonian, so the viscosity of the fluid is different at different locations in the pipe, which further complicates the problem. Sandeep et al. [10] made the first attempt to model non-Newtonian two-phase flows in conventional and helical holding pipes. A Cartesian coordinate system was utilized and the low-order effect of back influence of the particles on the fluid flow was investigated. In this dissertation, different from Sandeep et al. [10], an orthogonal helical coordinate system introduced by Germano [11, 12] is utilized. This allows capturing more accurately the secondary flow in the planes normal to the main flow. The
extended FCM method developed by Maxey [6, 7, 8, 13], with a collision strategy, is applied to describe the effect of particles on the flow field. The non-Newtonian fluid is simulated by the Ostwald-de Waele model (Bird et al. [14]). The simulation is based on a fully 3D flow in a helical pipe and the flow field is computed for any moment of time when particles are traveling from the inlet to the outlet of the pipe. In this study, the particles of a spherical shape are considered.

(a)        (b)
Figure 8.1 Schematic diagram of a two phase flow in a helical pipe and the orthogonal helical coordinate system
8.2 Mathematical Modeling

8.2.1 Equations of Motion for the Fluid With Particles

Figure 8.1(a) depicts a schematic diagram of a helical pipe while Fig. 8.1(b) shows the orthogonal helical coordinate system. The helical pipe can be viewed as a pipe of radius $a$ wound around a cylinder of a constant radius, $R - a$. The parameters that characterize the geometry of a helical pipe include the pipe diameter, $2a$, the coil diameter, $2R$, and the pitch, $p$. The curvature $\kappa$ and the torsion $\tau$ are defined as $\kappa = R/(R^2 + p^2)$ and $\tau = p/(R^2 + p^2)$, respectively. The declining angle of the pipe winding around the cylinder is

$$\beta = \frac{p}{\sqrt{p^2 + R^2}}.$$

The governing equations for a non-Newtonian fluid flow in a helical pipe (Cheng and Kuznetsov [2, 3]) that account for gravity as well as the influence of particles on the fluid flow are

$$\nabla \cdot \mathbf{v} = 0 \quad \text{(8.1)}$$

$$\rho_f \frac{D\mathbf{v}}{Dt} = -\nabla P + \nabla \cdot \mu \nabla \mathbf{v} + \rho_f \mathbf{g} + \mathbf{f} \quad \text{(8.2)}$$

where $\mathbf{f} = (f_x, f_r, f_\theta)$ represents the momentum transfer resulting from all particles, which is given by the sum of the source terms obtained accounting for the contribution of each particle. The derivation of the momentum source term $\mathbf{f}$ is discussed in detail later on.

In the orthogonal helical coordinate system introduced by Germano [11, 12], the scale factors are expressed as

$$h_s = 1 + \kappa r \sin(\theta + \phi) \quad h_r = 1 \quad h_\theta = r \quad \text{(8.3)}$$

and Eqs. (8.1) and (8.2) become
the viscosity of a non-Newtonian fluid:

\[
\frac{\partial (ru_s)}{\partial s} + \frac{\partial (rh_u_r)}{\partial r} + \frac{\partial (h_u_\theta)}{\partial \theta} = 0 \quad (8.4)
\]

\[
\frac{\partial u_s}{\partial t} + \frac{1}{h_r r} \left( \frac{\partial (ru_s)}{\partial s} + \frac{\partial (rh_u_r)}{\partial r} + \frac{\partial (h_u_\theta)}{\partial \theta} \right) + \frac{\mu}{\rho h_s} \left[ \frac{\partial (ru_s)}{\partial s} + \frac{\partial (rh_u_r)}{\partial r} + \frac{\partial (h_u_\theta)}{\partial \theta} \right] - \frac{\beta}{h_s} \left( \frac{\partial (ru_s)}{\partial s} - \frac{\partial (rh_u_r)}{\partial r} + \frac{\partial (h_u_\theta)}{\partial \theta} \right) - g \sin \beta + f_s \quad (8.5a)
\]

\[
\frac{\partial u_r}{\partial t} + \frac{1}{h_r r} \left( \frac{\partial (ru_r)}{\partial s} + \frac{\partial (rh_u_r)}{\partial r} + \frac{\partial (h_u_\theta)}{\partial \theta} \right) + \frac{\beta}{h_s} \left[ \frac{\partial (ru_r)}{\partial s} + \frac{\partial (rh_u_r)}{\partial r} + \frac{\partial (h_u_\theta)}{\partial \theta} \right] - \frac{\mu}{\rho h_s} \left[ \frac{\partial (ru_r)}{\partial s} + \frac{\partial (rh_u_r)}{\partial r} + \frac{\partial (h_u_\theta)}{\partial \theta} \right] - \frac{1}{h_r r} \left( \frac{\partial (ru_r)}{\partial s} - \frac{\partial (rh_u_r)}{\partial r} + \frac{\partial (h_u_\theta)}{\partial \theta} \right) - g \cos \beta \sin (\theta + \phi) + f_r \quad (8.5b)
\]

\[
\frac{\partial u_\theta}{\partial t} + \frac{1}{h_r r} \left( \frac{\partial (ru_\theta)}{\partial s} + \frac{\partial (rh_u_\theta)}{\partial r} + \frac{\partial (h_u_\theta)}{\partial \theta} \right) + \frac{\beta}{h_s} \left[ \frac{\partial (ru_\theta)}{\partial s} + \frac{\partial (rh_u_\theta)}{\partial r} + \frac{\partial (h_u_\theta)}{\partial \theta} \right] - \frac{1}{h_s} \left( \frac{\partial (ru_\theta)}{\partial s} - \frac{\partial (rh_u_\theta)}{\partial r} + \frac{\partial (h_u_\theta)}{\partial \theta} \right) - g \cos \beta \cos \phi + f_\theta \quad (8.5c)
\]

The following expression for the effective viscosity of a power law fluid is used to evaluate the viscosity of a non-Newtonian fluid:
\[ \mu = m \left[ \frac{1}{2} (\Delta : \Delta) \right]^{n-1} \quad (8.6) \]

where \( \Delta \) is the rate of deformation tensor and the expression for \( (\Delta : \Delta) \) is given by

\[
\frac{1}{2} (\Delta : \Delta) = 2 \left[ \left( \frac{\partial}{\partial s} \left( \frac{u_s}{h_s} \right) - \frac{\kappa \sigma \cos(\theta - \tau)}{h_s^2} u_s + \frac{\kappa \sin(\theta - \tau)}{h_s} u_r + \frac{\kappa \cos(\theta - \tau)}{h_s} u_\theta \right) \right] \]

\[
\quad + \left( \frac{\partial u_r}{\partial r} \right)^2 + \left( \frac{\partial (u_\theta / r)}{\partial r} \right)^2 + \left( \frac{h_s \partial (u_s / h_s)}{\partial s} + \frac{1}{r} \frac{\partial u_r}{\partial \theta} \right)^2 \]

\[
\quad + \left( \frac{h_s}{r} \frac{\partial (u_s / h_s)}{\partial \theta} + \frac{r}{h_s} \frac{\partial (u_\theta / r)}{\partial \theta} \right)^2 \quad (8.7)
\]

**8.2.2 Momentum Source Term Induced by Particles**

A force-coupling method (FCM) by Maxey [6, 7, 8, 13] is utilized to simulate the source term incorporated into the momentum equation to account for the presence of the particles. The general principle of FCM is to utilize a localized body force \( f(x,t) \), which is a resultant force of all particles, to represent the effect of the particles on the fluid. The momentum source term is no longer a Dirac delta function but is spread on the numerical mesh by using a finite-sized envelop with a spherical Gaussian distribution. The equations for fluid motion are also solved in the domain occupied by the particles.

The body force generated by \( N \) spherical particles centered at \( Y^{(n)}(t) \) \( (n=1, 2, \ldots, N) \) is

\[
f(x,t) = \sum_{n=1}^{N} \left[ F^{(n)} J (x - Y^{(n)}(t)) + G^{(n)} \frac{\partial}{\partial x_j} \Delta^{(n)} (x - Y^{(n)}(t)) \right] \left( \frac{4}{3} \pi a^{(n)} \rho^{(n)} \right) \quad (8.8)\]

where both \( \Delta(x) \) and \( \Delta'(x) \) are Gaussian functions:

\[
\Delta(x) = \left( 2\pi \sigma^2 \right)^{-3/2} \exp \left( -r^2 / 2\sigma^2 \right) \quad \text{with} \quad r = |x| \quad (8.9)
\]
The first term in the brackets on the right-hand side of Eq. (8.8) refers to a finite force monopole of strength $F$ and the second term in the brackets on the right-hand side refers to a force dipole $G_{ij}$. The strength of the force monopole is determined by the sum of the external force $F^{(n)}_{\text{ext}}$ acting on the particles and the inertia of the particle:

$$F^{(n)} = F^{(n)}_{\text{ext}} - (m_p^{(n)} - m_f) \frac{d
\nu^{(n)}_p}{dt}$$  \hspace{1cm} (8.10)$$

where $\nu^{(n)}_p(t)$ is the particle velocity, which is calculated by averaging the fluid velocity over the region $D_p$ occupied by the particles:

$$\nu^{(n)}_p(t) = \int_{D_p} \mathbf{v}(x,t) \Delta \left( \mathbf{x} - \mathbf{Y}^{(n)}(t) \right) d^3 \mathbf{x}$$  \hspace{1cm} (8.11)$$

The length scale $\sigma$ is set in terms of the particle radius, $a_p$, as

$$\sigma = \frac{a_p}{\sqrt{\pi}}$$  \hspace{1cm} (8.12)$$

The force dipole is introduced to improve the flow representation; it consists of a symmetric part and an anti-symmetric part. The symmetric dipole term is chosen to ensure that the following equation

$$\int_{D_p} \frac{1}{2} \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right) \Delta' \left( \mathbf{x} - \mathbf{Y} \right) d^3 \mathbf{x} = 0$$  \hspace{1cm} (8.13)$$

is satisfied. The anti-symmetric part of $G_{ij}$ corresponds to a torque on the flow. The length scale $\sigma'$ for the second envelop $\Delta'$ is set as

$$\sigma' = \frac{a_p}{\left(6\sqrt{\pi}\right)^{1/3}}$$  \hspace{1cm} (8.14)$$

Similarly to the velocity, the angular velocity is calculated as follows
\[ \Omega_p^{(n)} = \frac{1}{2} \int_{\partial_p} \omega^{(n)}(x,t) \Delta'(x) d^3x \] (8.15)

The external force \( F^{ext} \) acting on the particles suspended in the fluid consists of the following forces (Liu and Zuritz [4], Sandeep et al. [10]):

(1) Magnus Lift Force

\[ F_m = \pi \rho_f a_p^3 \Omega \times (v_p - v_f) \] (8.16)

where \( \Omega \) is the angular velocity of the particle.

(2) Saffman Lift Force

\[ F_{saf} = 6.46 \rho_f a_p^2 \left( \frac{v}{|K|} \right)^{1/2} K \times (v_p - v_f) \] (8.17)

where \( K \) is the vorticity vector, \( \nu \) is the kinematic viscosity, and \( a_p \) is the radius of the particle.

(3) Drag Force

\[ F_d = \frac{1}{2} C_d \rho_f a_p^2 \left| v_f - v_p \right| (v_f - v_p) \] (8.18)

where the drag coefficient, \( C_d \), is calculated as follows:

\[ C_d = \frac{24}{\text{Re}_p} \left[ 1 + 0.15 \text{Re}_p^{0.687} \right] \] (8.19)

for \( 1 < \text{Re}_p < 1000 \), where the particle Reynolds number is defined as follows

\[ \text{Re}_p = \frac{\rho(2a_p) |v_f - v_p|}{\mu} \] (8.20)

(4) Buoyancy force

The expression to compute the buoyancy force exerted on the particle is given by:
\[ F_h = (4/3) \pi a_p^3 (\rho_f - \rho_g)g \]  

(8.21)

In the helical coordinate system, the above forces sum up to the following equations for the \( s \), \( r \) and \( \theta \) projections of the total external force on the particles:

\[
F_s = \pi \rho_f a_p^3 \left( \frac{1}{h_s} \right) \left[ \Omega_z \left( r \left( u_{\theta f} - u_{\phi f} \right) \right) - \Omega_z \left( u_{\theta f} - u_{\phi f} \right) \right] \\
+ 6.46 \rho_f a^2 \left[ \frac{v}{|K|} \right]^{1/2} \left( \frac{1}{h_s} \right) \left( \frac{\partial}{\partial \theta} \left( h_s u_{\theta f} \right) - \frac{\partial}{\partial s} \left( ru_{\theta f} \right) \right) \left( u_{\theta f} - u_{\phi f} \right) \\
- \frac{1}{h_s} \left( \frac{\partial u_f}{\partial s} - \frac{\partial u_f}{\partial r} \left( h_s u_{\theta f} \right) \right) \left( u_{\theta f} - u_{\phi f} \right) \\
+ \frac{1}{2} C_s \rho_f \pi a^2 \left( r u_{\theta f} - V_f \right) \left( h_s u_{\theta f} - u_{\phi f} \right) \\
+ \frac{4}{3} \pi a^3 (\rho_f - \rho_g) g \sin \beta
\]

(8.22a)

\[
F_r = \pi \rho_f a_p^3 \left( \frac{1}{h_s} \right) \left[ \Omega_z \left( h_s \left( u_{r f} - u_{\theta f} \right) \right) - \Omega_z \left( u_{r f} - u_{\theta f} \right) \right] \\
+ 6.46 \rho_f a^2 \left[ \frac{v}{|K|} \right]^{1/2} \left( \frac{1}{h_s} \right) \left( \frac{\partial}{\partial \theta} \left( h_s u_{\theta f} \right) - \frac{\partial}{\partial r} \left( ru_{\theta f} \right) \right) \left( h_s \left( u_{r f} - u_{\theta f} \right) \right) \\
- \frac{1}{h_s} \left( \frac{\partial u_f}{\partial s} - \frac{\partial u_f}{\partial r} \left( h_s u_{\theta f} \right) \right) \left( h_s \left( u_{r f} - u_{\theta f} \right) \right) \\
+ \frac{1}{2} C_s \rho_f \pi a^2 \left( r u_{\theta f} - V_f \right) \left( h_s u_{r f} - u_{\theta f} \right) \\
+ \frac{4}{3} \pi a^3 (\rho_f - \rho_g) g \sin \beta \sin \theta
\]

(8.22b)

\[
F_\theta = \pi \rho_f a_p^3 \left( \frac{1}{h_s} \right) \left[ \Omega_z \left( h_s \left( u_{\theta f} - u_{r f} \right) \right) - \Omega_z \left( u_{\theta f} - u_{r f} \right) \right] \\
+ 6.46 \rho_f a^2 \left[ \frac{v}{|K|} \right]^{1/2} \left( \frac{1}{h_s} \right) \left( \frac{\partial}{\partial \theta} \left( h_s u_{\theta f} \right) - \frac{\partial}{\partial r} \left( ru_{\theta f} \right) \right) \left( h_s \left( u_{\theta f} - u_{r f} \right) \right) \\
- \frac{1}{h_s} \left( \frac{\partial u_f}{\partial s} - \frac{\partial u_f}{\partial r} \left( h_s u_{\theta f} \right) \right) \left( h_s \left( u_{\theta f} - u_{r f} \right) \right) \\
+ \frac{1}{2} C_s \rho_f \pi a^2 \left( r u_{\theta f} - V_f \right) \left( h_s u_{\theta f} - u_{r f} \right) \\
+ \frac{4}{3} \pi a^3 (\rho_f - \rho_g) g \sin \beta \cos \theta
\]

(8.22c)

where

\[
|K| = \left( \frac{1}{r} \left( \frac{\partial}{\partial r} (ru_{\theta f}) - \frac{\partial u_f}{\partial \theta} \right) \right)^2 + \left( \frac{1}{h_s} \left( \frac{\partial}{\partial \theta} (h_s u_{\theta f}) - \frac{\partial}{\partial s} (ru_{\theta f}) \right) \right)^2 + \left( \frac{1}{h_s} \left( \frac{\partial u_f}{\partial s} - \frac{\partial}{\partial r} (h_s u_{\theta f}) \right) \right)^2
\]

(8.23)
In addition, to prevent particles from overlapping each other domains or penetrating into the wall, an additional inter-particle and particle-wall short-range repulsive force $F'$ is added to the force $F$ for each particle, as suggested by Glowinski et al. [9]:

$$F'(n) = \sum_{m=1}^{N} F^{p(n,m)} + F^{w(n)}$$  \hspace{1cm} (8.24)

The first term on the right-hand side of Eq. (8.24) represents the force exerted on the $n$th particle by the $N-1$ other particles and the second term represents that exerted by the pipe wall. The particle-particle force is calculated as follows:

$$F^{p(n,m)} = \begin{cases} 0, & d^{(n,m)} \geq a^{(n)} + a^{(m)} + \delta, \\ \frac{1}{\varepsilon_p} (Y^{(n)} - Y^{(m)}) \left(a^{(n)} + a^{(m)} + \delta - d^{(n,m)}\right)^2, & d^{(n,m)} \leq a^{(n)} + a^{(m)} + \delta, \end{cases}$$  \hspace{1cm} (8.25)

where $d^{(n,m)} = |Y^{(n)} - Y^{(m)}|$ is the distance between the centers of the $n$th and $m$th particles, $a^{(n)}$ is the radius of the $n$th particle and $\varepsilon_p$ is a small positive stiffness parameter. In Eq. (8.25), $\delta$ is the force range, which is the distance between the surfaces of two particles (measured along the line that connects their centers) at which the contact force is activated; $\delta$ is set to one mesh size in this study. The particle-wall force is modeled as the force between a particle and the imaginary particle located on the other side of the wall $\Gamma$ (a mirror image of the particle with respect to the wall) (see Fig. 8.2):

$$F^{w(n)} = \begin{cases} 0, & d^{(n)}' \geq 2a^{(n)} + \delta \\ \frac{1}{\varepsilon_w} \left(Y^{(n)} - Y^{(n)}\right)' \left(2a^{(n)} + \delta - d^{(n)}\right)'^2, & d^{(n)}' \leq 2a^{(n)} + \delta \end{cases}$$  \hspace{1cm} (8.26)

where $d^{(n)}' = |Y^{(n)} - Y^{(n)}|$ is the distance between the centers of the $n$th particle and the center of its mirror image, $Y^{(n)}'$ is the position of the imaginary particle, and $\varepsilon_w$ is another
stiffness parameter. The stiffness parameters are taken as $\varepsilon_p = 8.15 \times 10^{-5}$ m$^3$ N$^{-1}$ and

$\varepsilon_w = \varepsilon_p / 2$.

Figure 8.2 Schematic diagram for calculating contact forces of inter-particle and particle-wall collisions

To find the force dipole $G_{ij}$, the particle torque and angular velocities must be determined from the following equations:

$$I \left( \frac{d\Omega}{dt} \right) = \sum \mathbf{T}$$  \hspace{1cm} (8.27)

where $I$ is the moment of inertia ($I = 2/5m_p a_p^2$ for a sphere) and $\mathbf{T}$ are the local torques exerted by the viscous fluid on the surface of a particle:

$$\mathbf{T} = \int d\mathbf{T} = \int_A r \times (\dot{\mathbf{r}} \cdot \mathbf{n}) dA$$  \hspace{1cm} (8.28)

In the $(s, r, \theta)$ coordinate system, Eq. (8.28) can be rewritten as

$$T_s = \pi^2 a_p^3 \mu \left[ r \frac{\partial}{\partial r} \left( \frac{u_\theta}{r} \right) + \frac{1}{r} \left( \frac{1}{r} \frac{\partial u_r}{\partial \theta} \right) \right]$$  \hspace{1cm} (8.29a)

$$T_r = \pi^2 a_p^3 \mu \left[ h_s \left( \frac{h_s}{r} \frac{\partial}{\partial \theta} \left( \frac{u_s}{h_s} \right) \right) + r \left( \frac{r}{h_s} \frac{\partial}{\partial s} \left( \frac{u_\theta}{r} \right) \right) \right]$$  \hspace{1cm} (8.29b)

$$T_\theta = \pi^2 a_p^3 \mu \left[ \frac{1}{h_s^2} \frac{\partial u_s}{\partial s} + h_s \frac{\partial}{\partial r} \left( \frac{u_s}{h_s} \right) \right]$$  \hspace{1cm} (8.29c)
8.3 Computational Procedure

To solve a 3D flow problem, three velocity components at the inlet and the pressure at the outlet must be specified. In this chapter, a fully developed velocity profile is specified as the inlet profile of the fluid to the helical pipe. A no-slip boundary condition is specified at the wall of the pipe.

A uniform mesh is generated on an evenly spaced grid in the axial, radial and circumferential directions. An implicit time-integration scheme and the time marching procedure introduced by Patankar and Spalding [15] is adopted to solve the continuity and momentum equations. The SIMPLE algorithm is utilized on a staggered grid and the longitudinal and cross-stream pressure gradients are uncoupled.

The continuity and momentum equations (Eqs. (4) and (5a-c)) for the fluid phase are first solved in the absence of particles. Once the information about the fluid phase motion is obtained, the linear and angular velocities of the particles are determined from Eqs. (11) and (15). The source term defined by Eq. (8), which accounts for the influence of particles on the fluid, is calculated using the force-coupling method. The continuity and momentum equations are then solved again taking the particle source term into account, and the procedure is repeated until convergence.

Computations were performed on a NCSU supercomputer using a single 208 Intel Xeon 3.0 GHz processor. A typical CPU to investigate the process between the moment when the particles are released and the moment when the particles exit the pipe for a $51 \times 21 \times 21$ uniform mesh with a time step of 0.025s is about 360 hours (when the mean flow velocity is 0.5 m/s).
8.4 RESULTS AND DISCUSSION

In this study, a helical pipe whose length is 1m and whose diameter is 5.08cm, built by coiling the tube around a cylindrical mandrel (whose diameter is 60 cm) is considered; the pitch of the helical pipe is 2 cm. At the inlet, a fully developed parabolic axial velocity profile is imposed, the radial and circumferential velocity components are assumed to be zero. The uniform atmospheric pressure at the outlet of the pipe is specified. The particles are assumed spherical with the diameter of 0.8cm. The density of the particles is assumed the same as that of the fluid. Nine particles are initially introduced at the pipe inlet as fixed obstacles (they initially have zero velocities). The flow in the whole pipe attains steady-state, and then, at t=0s, the particles are suddenly released, and the cluster of 9 particles propagates through the pipe. This makes the flow unsteady, depending on the positions of the particles which are now carried by the fluid. In this study, two cases, A and B, of particle configuration at the inlet are investigated. For Case A, the particles are placed at the inlet
with the same radial position (half of the pipe radius) and the same angle between neighboring particles, as shown in Fig. 8.3(A). For Case B, the particles are placed at the inlet with the same angular interval between them (as in Case A), but at different radial position, as shown in Fig. 8.3(B). The interaction between the particles and the flow field is reciprocal. Both the effect of the particles on the fluid flow and the effects of the flow velocity and different positioning of particles at the inlet of the pipe on particle trajectories and the residence time distribution are investigated.

When there are no particles in the fluid, the maximum of the axial velocity is displaced from the pipe axis to the wall. The secondary flow induces mixing in the fluid. The phenomena of the displacement of the axial velocity and the occurrence of the secondary flow are discussed in detail in Cheng and Kuznetsov [2, 3]. When particles are traveling in the fluid, the impact of the particles on the fluid changes the flow field. First, the case in which the centerline velocity of 1.0m/s and the mean velocity of 0.5m/s (Case A1) is investigated. To show the fluid flow and the trajectories of the particles, the helical pipe is stretched and viewed from an axial cut view. Figure 8.4a shows the contour lines of the fluid axial velocity when the particles have just entered the pipe (\(t=0.025s\)). Figure 8.4b shows those when the particles have traveled for 0.3s and are concentrated between cross-sections 2 and 3. Figure 8.4(a) shows that vortices have developed close to the pipe inlet due to the presence of the particles. This is because the particles were introduced to the inlet of the pipe as fixed obstacles, and then suddenly released at \(t=0\). It also shows that the vortices are not symmetric because the pipe is not straight but a helical one. The parabolic distribution of the axial velocity gets deformed as the distance of the cross-section from the inlet increases and the maximum of the axial velocity gets displaced to the outer wall. When the particles are between cross-
sections 2 and 3 (Fig. 8.4(b)), the contour lines of the axial velocity clearly show that the particles create a disturbance in the flow field.

To show the influence of the particles on the fluid flow, the axial velocity and the secondary flow for Case A1 in cross-sections 1-6 (the positions of these cross-sections are displayed in Fig. 8.4b) at t=0.3s (at this moment of time, the particles are between cross-sections 2 and 3), are presented in Fig. 8.5. In cross-section 1, since it is close to the inlet, the parabolic profile of the axial velocity is not deformed significantly and the secondary flow is also not strong. The particles have just passed cross-section 2. The vector plot of the secondary flow at cross-section 2 shows that passing of particles through this cross-section increased the strength of the secondary flow and caused an irregular distribution of the axial velocity. The particles most strongly influence the flow in the cross-section in which the particles are passing at a given moment of time. The deformation of the axial velocity distribution and strengthening of the secondary flow are still significant in cross-section 3 but less than those in cross-section 2 because the particles have not yet reached cross-section 3. The effect of the particles on the flow can be observed in cross-section 4 from the contour lines of the axial
velocity but is not apparent in the vector plots of the secondary flow. However, when a cross-section is located too far downstream from the particles (cross-sections 5 and 6), the effect of the particles becomes negligible.

Figure 8.5 Contour lines of the axial velocity (left) and the vector plots of the secondary flow (right) in the cross sections 1-6 at t=0.3s, the positions of these cross-sections are displayed in Fig. 8.4b (Case A1)
Figure 8.6 Snapshots of the particles at different moments of time (Case A1)

Figure 8.7 Radial positions of the particles at different moments of time (Case A1)
Figures 8.6 and 8.7 depict the axial and radial positions of the particles at different moments of time for Case A1. In the beginning, the axial velocity profile of the fluid flow remains close to parabolic. Since for this case the particles are initially introduced in the same radial positions at the inlet, once they are released, they enter the pipe parallel to each other and the layout of the particles does not change significantly during the first 0.2s (see Fig. 8.6 and 8.7 for $t=0.2$s). However, the deformed axial velocity distribution and the secondary flow induced by the helical pipe soon cause the particles to move away from each other. The factors that affect the particle trajectories include the local velocity of the fluid flow, the local viscous drag force, the fluid lift force associated with the shear flow, the particle inertia as
well as particle-particle and particle-wall interactions. Figures 8.8 displays the projections of the particle trajectories on an axial cut view of the pipe while Fig. 8.9 depicts the axial velocities of the particles versus their axial position. Both Figs. 8 and 9 are computed for Case A1. In the beginning, all particles travel parallel to each other with the same axial velocity. At s=0.05m, the particle trajectories start overlapping. At s=0.57m, a “mixing event” occurs. Figure 8.9 shows that once the particles are released, they first accelerate (the inertia of the particles is accounted for) and attain the same axial velocity within a very short time and very short distance from the inlet. The acceleration period of the particles is shown on an enlarged scale in a small separate figure in Fig. 9. The decrease of the axial velocity of the particles, which follows the acceleration period, may be caused by moving the particles to different radial positions. After approximately 0.1s, the secondary flow begins to show visible influence and the particles move to different radial positions which correspond to different axial velocities.

To investigate the effect of the mean flow velocity on the residence time distribution (RTD) of the particles in the pipe, the inlet configuration of Case A, in which 9 particles are introduced at same inlet radial positions, is computed for three more cases with different mean flow velocities (Cases A2, A3 and A4, respectively). The average axial velocity and the residence time of the particles are listed in Table 1. It is shown that the mean, minimum, maximum and standard deviation of the particle residence time (RT\text{mean}, RT\text{min}, RT\text{max}, and RT\text{std}, respectively) are significantly affected by the mean flow velocity. As expected, particles travel faster when the mean flow velocity is increased. The increase of a standard deviation means a more scattered residence time distribution of the particles, which shows that the effect of the secondary flow on the particles is more significant when the fluid axial
velocity is small. It can be explained as follows: when the fluid axial velocity increases, the increase of the secondary flow does not keep up with the increase of the axial velocity. This result is in agreement with experimental findings of Tanyel [16].

Table 8.1 Axial velocity and residence time of particles introduced to the inlet of the pipe at same inlet radial positions, computed for different inlet mean flow velocities, $U_{s,f}$

<table>
<thead>
<tr>
<th>Particle No.</th>
<th>$U_{s,f}=0.50\text{m/s}$ (A1)</th>
<th>$U_{s,f}=0.30\text{m/s}$ (A2)</th>
<th>$U_{s,f}=0.20\text{m/s}$ (A3)</th>
<th>$U_{s,f}=0.10\text{m/s}$ (A4)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$U_{s,p}(\text{m/s})$</td>
<td>$\text{RT}(\text{s})$</td>
<td>$U_{s,p}(\text{m/s})$</td>
<td>$\text{RT}(\text{s})$</td>
</tr>
<tr>
<td>1</td>
<td>0.75</td>
<td>1.33</td>
<td>0.50</td>
<td>2.30</td>
</tr>
<tr>
<td>2</td>
<td>0.69</td>
<td>1.46</td>
<td>0.47</td>
<td>2.12</td>
</tr>
<tr>
<td>3</td>
<td>0.63</td>
<td>1.58</td>
<td>0.42</td>
<td>2.39</td>
</tr>
<tr>
<td>4</td>
<td>0.55</td>
<td>1.80</td>
<td>0.37</td>
<td>2.73</td>
</tr>
<tr>
<td>5</td>
<td>0.55</td>
<td>1.83</td>
<td>0.35</td>
<td>2.83</td>
</tr>
<tr>
<td>6</td>
<td>0.65</td>
<td>1.53</td>
<td>0.41</td>
<td>2.49</td>
</tr>
<tr>
<td>7</td>
<td>0.68</td>
<td>1.45</td>
<td>0.47</td>
<td>2.17</td>
</tr>
<tr>
<td>8</td>
<td>0.76</td>
<td>1.33</td>
<td>0.50</td>
<td>2.02</td>
</tr>
<tr>
<td>9</td>
<td>0.77</td>
<td>1.25</td>
<td>0.51</td>
<td>1.97</td>
</tr>
<tr>
<td>$\text{RT}_{\text{mean}}$</td>
<td>1.50</td>
<td></td>
<td>2.33</td>
<td></td>
</tr>
<tr>
<td>$\text{RT}_{\text{min}}$</td>
<td>1.83</td>
<td></td>
<td>1.97</td>
<td></td>
</tr>
<tr>
<td>$\text{RT}_{\text{max}}$</td>
<td>1.25</td>
<td></td>
<td>2.83</td>
<td></td>
</tr>
<tr>
<td>$\text{RT}_{\text{std}}$</td>
<td>0.20</td>
<td></td>
<td>0.30</td>
<td></td>
</tr>
</tbody>
</table>

To investigate the effect of the inlet radial position of particles on their residence time distribution, Case B, in which the particles are introduced at different inlet radial positions, is computed using the same mean flow velocity as in Case A1. Figure 8.10 displays the snapshots of the particles in the pipe for different moments of time. It can be seen that the particles have already moved away from each other at $t=0.2\text{s}$ while for Case A1 all 9 particles still stay together (see Fig. 8.6, $t=0.2\text{s}$). This is because in Case B the particles have different streamwise velocities according to their radial positions. For $t=0.2\text{s}$, the distribution of the particles takes the shape of an inclined “S”. This shape remains when $t$ is increased to
0.4s and even to 0.6s; however, the particles move away from each other even further. When time reaches 0.8s, particle 6 chases up particle 5 and the S-shape is deformed. After this point, the deformed axial velocity distribution and the secondary flow in the helical pipe make the particle distribution even more deformed. This phenomenon can also be observed in Fig. 8.11, which depicts the corresponding radial positions of the particles at different moments of time. At t=0.2, 0.4 and 0.6s, the radial configuration of the 9 particles exhibits only a small deviation from the inlet configuration, but after that the displacements of the particles from their initial positions are significant.
Figure 8.10 Snapshots of the particles at different moments of time (Case B)
Table 2 presents the average axial velocities and the residence times of particles for Cases A1 and B. The range of the average velocities of the particles for Case B is much greater than that for Case A, showing that the inlet radial positions of particles significantly impact the residence time of particles in a helical pipe. The range of the residence times of particles for Case B is much greater than that for Case A1. The standard deviation of RTD in this case is 0.43s compared to 0.20s for Case A1, that is, the distribution of the residence time is more scattered, which can also be seen in Fig. 8.12. It is observed in Fig. 8.12 that the range of the residence time of particles is [1.2, 2.0] when the particles enter the pipe at the same radial
position while the range of the residence time is [1.2, 2.8] when the particles enter at different radial positions.

Table 8.2 Axial velocity and residence time of particles introduced to the inlet of the pipe at different inlet radial positions, computed for inlet mean flow velocities, $U_{in}=0.5m/s$

<table>
<thead>
<tr>
<th>Particle No.</th>
<th>Same radial position (Case A1)</th>
<th>Different radial positions (Case B)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$U_{sp} (m/s)$</td>
<td>$RT (s)$</td>
</tr>
<tr>
<td>1</td>
<td>0.75</td>
<td>1.33</td>
</tr>
<tr>
<td>2</td>
<td>0.69</td>
<td>1.46</td>
</tr>
<tr>
<td>3</td>
<td>0.63</td>
<td>1.58</td>
</tr>
<tr>
<td>4</td>
<td>0.55</td>
<td>1.80</td>
</tr>
<tr>
<td>5</td>
<td>0.55</td>
<td>1.83</td>
</tr>
<tr>
<td>6</td>
<td>0.65</td>
<td>1.53</td>
</tr>
<tr>
<td>7</td>
<td>0.68</td>
<td>1.45</td>
</tr>
<tr>
<td>8</td>
<td>0.76</td>
<td>1.33</td>
</tr>
<tr>
<td>9</td>
<td>0.77</td>
<td>1.25</td>
</tr>
<tr>
<td>$RT_{mean}$</td>
<td>1.50</td>
<td></td>
</tr>
<tr>
<td>$RT_{min}$</td>
<td>1.83</td>
<td></td>
</tr>
<tr>
<td>$RT_{max}$</td>
<td>1.25</td>
<td></td>
</tr>
<tr>
<td>$RT_{std}$</td>
<td>0.20</td>
<td></td>
</tr>
</tbody>
</table>

8.5 CONCLUSIONS

A flow model is developed to simulate a two-phase 3D flow of a non-Newtonian fluid in a helical pipe with large particles. The governing equations for the fluid flow in an orthogonal helical coordinate system are derived. The forces acting on the particles are analyzed. The influence of the particles on the fluid is described by adding a source term to the momentum equation for the fluid flow. The source term is computed utilizing the force-coupling method. The particle-particle and particle-wall interactions are taken into account. It is shown that the particles have a significant effect on the flow field, including the axial velocity distribution
and the strength of the secondary flow. The trajectories and velocities of the particles are predicted. The residence time distribution (RTD) of particles is analyzed. It is shown that when the fluid axial velocity decreases, the mean residence time, minimum residence time, maximum residence time and standard deviation of the residence time increase. When the particles are initially placed at different radial positions at the inlet of the pipe, the distribution of the residence time is more scattered than that for the case of the same inlet radial positions.
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9 CONCLUSIONS
This dissertation investigates the interaction of turbulent flow in a homogeneous fluid region with flow in a porous region in a composite porous/fluid domain; laminar flow and heat transfer of a non-Newtonian fluid in a helical pipe; the modeling of the laminar flow and heat transfer in a helical pipe filled with fluid saturated porous medium; two-phase (non-Newtonian fluid and solid particles) flow in a helical pipe. Mathematical modeling and numerical results are presented.

9.1 REMARKS ON TURBULENCE EFFECTS ON COMPOSITE POROUS/FLUID DOMAIN
Forced convection heat transfer in composite porous/fluid domains draws lots of attention due to a wide variety of its engineering applications. If permeability of the porous medium is sufficiently small, even if the flow in the clear fluid region is turbulent, the flow in the porous region may still remain laminar. However, previous work addressed only the laminar flow case in both homogeneous fluid and porous regions of the domain. In this dissertation, an interaction between turbulent flow in the center of a circular tube filled with a homogeneous fluid and laminar flow in the porous layer adjacent to the tube wall is investigated.

The flow in the porous region of the channel is governed by the Brinkma-Forchheimer-extended Darcy equation and the flow in the central region of the tube is governed by a two-layer algebraic turbulence model suggested by Cebeci and Smith. The effects of turbulence in the central region on velocity and temperature distributions as well as on the Nusselt number
are presented for both constant wall temperature and constant heat flux cases in a channel (Chapter 2) and a tube (Chapter 3).

9.2 **Remarks on Non-Newtonian Laminar Flow in a Helical Pipe**

Secondary flow occurs in the flow in a helical pipe. It increases heat and mass transfer efficiency compared to that in straight pipes. To investigate the helical pipe flow applied in dairy and food processing industry, non-Newtonian fluid model is adopted and the derivation of the momentum and energy equations in an orthogonal coordinate system is presented. Comparisons of the effects of the pressure gradient, curvature, and torsion on the Newtonian and non-Newtonian fluid flows are performed. These effects are more significant for a non-Newtonian fluid studied in this dissertation than for a Newtonian fluid.

When investigating the heat transfer problem, a constant wall heat flux and a fixed Reynolds number are assumed for this study of the fully-developed laminar non-Newtonian flow in a helical pipe. The effect of two controlling parameters, the Dean number, $De$, and the Germano number, $Gn$, are investigated. The development of the Nusselt number at different Prandtl numbers is also presented. It is found that helical pipes do have the advantage of greater heat transfer compared to straight pipes. The Nusselt number increases and the secondary flow becomes stronger with increase of the Dean number. The increase of the Germano number does not have any significant effect on the axial velocity and heat transfer but strengthens the secondary flow. Since temperature-independent viscosity is assumed, the Prandtl number affects heat transfer but not the primary and secondary flow velocities.
9.3 Remarks on Laminar Flow in a Helical Pipe Filled with Porous Medium

The original motivation of this topic comes from biomedical applications. In a clotted artery, the lesions or "plaques" within the artery wall consist of localized deposits of fat compounds (lipids) surrounded by cells recruited from the blood stream and scar tissue; this acts as a porous medium that may diminish or completely eliminate the blood flow. The coronary arteries surrounding the heart are curved and at least segments of them can be modeled as helical. Nothing has been published before on flows in helical pipes filled with a fluid saturated porous medium. The aim of the present chapter is to fill this gap in the literature.

The analysis is based on the full momentum equation for porous media that accounts for the Brinkman and Forchheimer extensions of the Darcy law as well as for the flow inertia. This equation is derived in an orthogonal helical coordinate system. The effects of the Darcy number, the Forchheimer coefficient as well as the Dean and Germano numbers on the axial flow velocity, secondary flow, temperature distribution, and the Nusselt number are investigated.

9.4 Remarks on 3D Modeling of Two-Phase Flow in a Helical Pipe

A 3D two-phase flow model is set up for large particles carried by a non-Newtonian fluid in a helical pipe. The governing equations of the fluid flow in an orthogonal coordinate system are derived. The forces acting on the particles are analyzed. The influence of the particles on the fluid is described by adding a source term to the momentum equation for the fluid flow. The source term is modeled by the Force-Coupling method developed by Maxey. The particle-particle and particle-wall interactions are taken into account. It is shown that the
particles have a significant effect on the flow field, including the axial velocity distribution and the secondary flow strength. The trajectories and velocities of the particles are predicted. The residence time and the residence time distribution (RTD) of the particles are analyzed. The residence time distribution (RTD) of particles is analyzed. It is shown that when the fluid axial velocity decreases, fewer particles fall into the central interval and the residence time distribution becomes more scattered.
Appendix A: Derivation of the external forces acting on a particle in a helical orthogonal coordinate system

Particles suspended in a viscous fluid are subjected to the following forces:

1) Magnus Lift Force

The Magnus lift force is the one that causes the curving of a spinning sphere. This force acts in a direction perpendicular to the direction of motion of the particle. The Magnus lift force \( F_{rk} \) is calculated by

\[
F_{rk} = \pi \rho f a_p^3 \Omega \times (v_p - v_f)
\]  

where \( \Omega \) is the angular velocity of the particle. In the above expression, the difference in velocities \( v_p - v_f \) is called the slip velocity or relative velocity (\( v_{rel} \)). The vector product \( \Omega \times v_{rel} \) in an orthogonal coordinate system \( (e_1, e_2, e_3) \) is determined as follows:

\[
\Omega \times v_{rel} = \frac{1}{h_1 h_2 h_3} \begin{pmatrix}
    h_1 e_1 & h_2 e_2 & h_3 e_3 \\
    \Omega_1 & \Omega_2 & \Omega_3 \\
    h_1 V_{rel1} & h_2 V_{rel2} & h_3 V_{rel3}
\end{pmatrix}
\]  

Substituting Equation (A.2) into (A.1) results in the following expressions for the projections of the Magnus lift force, respectively:

\[
F_{sk1} = \pi \rho f a_p^3 \frac{1}{h_2 h_3} (\Omega_2 (h_3 V_{rel3}) - \Omega_3 (h_2 V_{rel2}))
\]  

\[
F_{sk2} = \pi \rho f a_p^3 \frac{1}{h_1 h_3} (\Omega_3 (h_1 V_{rel1}) - \Omega_1 (h_3 V_{rel3}))
\]  

\[
F_{sk3} = \pi \rho f a_p^3 \frac{1}{h_1 h_2} (\Omega_1 (h_2 V_{rel2}) - \Omega_2 (h_1 V_{rel1}))
\]
In vector notation, the Saffman lift force on a particle is given by:

\[
\mathbf{F}_s = 6.46 \rho_f a_p^2 \left( \frac{\nu}{|\mathbf{K}|} \right)^{1/2} \mathbf{K} \times (\mathbf{v}_p - \mathbf{v}_f) \quad (A.4)
\]

where \( \mathbf{K} \) is the curl of the fluid velocity, \( \nu \) is the kinematic viscosity, and \( a \) is the radius of the particle. The expression for \( \mathbf{K} \) in the above equation can be obtained as follows:

\[
\mathbf{K} = \nabla \times \mathbf{v}_f = \frac{1}{h_1 h_2 h_3} \begin{pmatrix}
    h_1 e_1 & h_2 e_2 & h_3 e_3 \\
    \partial & \partial & \partial \\
    \frac{\partial}{\partial \xi_1} & \frac{\partial}{\partial \xi_2} & \frac{\partial}{\partial \xi_3} \\
    h_1 V_{f_1} & h_2 V_{f_2} & h_3 V_{f_3}
\end{pmatrix}
\]

\[
= \frac{1}{h_1 h_2 h_3} \left( \frac{\partial}{\partial \xi_2} (h_3 V_{f_3}) - \frac{\partial}{\partial \xi_3} (h_2 V_{f_2}) \right) e_1 + \frac{1}{h_1 h_3} \left( \frac{\partial}{\partial \xi_1} (h_1 V_{f_1}) - \frac{\partial}{\partial \xi_3} (h_3 V_{f_3}) \right) e_2 + \frac{1}{h_1 h_2} \left( \frac{\partial}{\partial \xi_1} (h_2 V_{f_2}) - \frac{\partial}{\partial \xi_2} (h_1 V_{f_1}) \right) e_3 \quad (A.5)
\]

The vector product in Equation (A.4) can be evaluated as follows:

\[
\mathbf{K} \times (\mathbf{v}_p - \mathbf{v}_f) = \mathbf{K} \times \mathbf{v}_r = \frac{1}{h_1 h_2 h_3} \begin{pmatrix}
    h_1 e_1 & h_2 e_2 & h_3 e_3 \\
    K_1 & K_2 & K_3 \\
    h_1 V_{rel1} & h_2 V_{rel2} & h_3 V_{rel3}
\end{pmatrix}
\]

\[
= \frac{1}{h_1 h_2 h_3} \left( K_2 (h_3 V_{rel3}) - K_3 (h_2 V_{rel2}) \right) e_1 + \frac{1}{h_1 h_3} \left( K_3 (h_1 V_{rel1}) - K_1 (h_3 V_{rel3}) \right) e_2 + \frac{1}{h_1 h_2} \left( K_1 (h_2 V_{rel2}) - K_2 (h_1 V_{rel1}) \right) e_3 \quad (A.6)
\]

where

\[
|\mathbf{K}| = \left( \frac{1}{h_2 h_3} \left( \frac{\partial}{\partial \xi_2} (h_3 V_{f_3}) - \frac{\partial}{\partial \xi_3} (h_2 V_{f_2}) \right) \right)^2 + \left( \frac{1}{h_1 h_3} \left( \frac{\partial}{\partial \xi_1} (h_3 V_{f_3}) - \frac{\partial}{\partial \xi_3} (h_2 V_{f_2}) \right) \right)^2 + \left( \frac{1}{h_1 h_2} \left( \frac{\partial}{\partial \xi_1} (h_2 V_{f_2}) - \frac{\partial}{\partial \xi_2} (h_1 V_{f_1}) \right) \right)^2 \quad (A.7)
\]

Thus, the scalar forms of the Saffman lift force in the \((e_1, e_2, e_3)\) coordinates are, respectively
\[ F_{s1} = 6.46 \rho_f a_p^2 \left( \frac{v}{|k|} \right)^{1/2} \frac{1}{h_2 h_3} \left( \frac{1}{h_1 h_3} \left( \frac{\partial}{\partial \xi_3} (h_1 V_{f1}) - \frac{\partial}{\partial \xi_1} (h_3 V_{f3}) \right) \right) (h_1 V_{rel1}) \]
\[ - \frac{1}{h_1 h_2} \left( \frac{\partial}{\partial \xi_2} (h_2 V_{f2}) - \frac{\partial}{\partial \xi_1} (h_1 V_{f1}) \right) (h_2 V_{rel2}) \]  
\[ (A.8a) \]

\[ F_{s2} = 6.46 \rho_f a_p^2 \left( \frac{v}{|k|} \right)^{1/2} \frac{1}{h_1 h_3} \left( \frac{1}{h_1 h_2} \left( \frac{\partial}{\partial \xi_2} (h_1 V_{f2}) - \frac{\partial}{\partial \xi_3} (h_2 V_{f3}) \right) \right) (h_3 V_{rel3}) \]
\[ - \frac{1}{h_2 h_3} \left( \frac{\partial}{\partial \xi_3} (h_3 V_{f3}) - \frac{\partial}{\partial \xi_2} (h_2 V_{f2}) \right) (h_3 V_{rel3}) \]  
\[ (A.8b) \]

\[ F_{s3} = 6.46 \rho_f a_p^2 \left( \frac{v}{|k|} \right)^{1/2} \frac{1}{h_1 h_3} \left( \frac{1}{h_2 h_3} \left( \frac{\partial}{\partial \xi_3} (h_3 V_{f3}) - \frac{\partial}{\partial \xi_2} (h_2 V_{f2}) \right) \right) (h_2 V_{rel2}) \]
\[ - \frac{1}{h_1 h_3} \left( \frac{\partial}{\partial \xi_3} (h_1 V_{f1}) - \frac{\partial}{\partial \xi_2} (h_2 V_{f2}) \right) (h_1 V_{rel1}) \]  
\[ (A.8c) \]

(3) Drag Force

The expression for the drag on a particle in a viscous fluid is given by:

\[ F_d = \frac{1}{2} C_d \rho_f \frac{a_p^2}{\mu} \left| v_f - v_p \right| \left| v_f - v_p \right| \]  
\[ (A.9) \]

where the drag coefficient, \( C_d \) is obtained from the following equation:

\[ C_d = \frac{24}{Re_p} \left[ 1 + 0.15 Re_p^{0.687} \right] \]  
\[ (A.10) \]

for \( 1 < Re_p < 1000 \) and the particle Reynolds number is defined by

\[ Re_p = \frac{\rho (2a_p) \left| v_f - v_p \right|}{\mu} \]  
\[ (A.11) \]

(4) Buoyancy force

The expression to compute the buoyancy force exerted on the particle is given by:
Substituting the helical orthogonal coordinate system with

\[ z = \frac{1}{r} \left( \frac{\partial}{\partial \theta} \left( \rho_u u_r - \rho_{\theta} u_{\theta} \right) \right) - \rho_{\theta} \left( \rho_u u_r - \rho_{\theta} u_{\theta} \right) \]

into the three forces and setting \( h_s = h_t \) result as follows:

\[
\begin{align*}
F_x &= \pi \rho_f a_p \frac{1}{r} \left( \frac{\partial}{\partial \theta} \left( \rho_u u_r - \rho_{\theta} u_{\theta} \right) \right) - \rho_{\theta} \left( \rho_u u_r - \rho_{\theta} u_{\theta} \right) \\
&+ 6.46 \rho_f a^2 \left( \frac{v}{K} \right)^{1/2} \frac{1}{h_s} \left( \frac{1}{h_s} \left( \frac{1}{h_s} \left( \frac{\partial}{\partial \theta} \left( \rho_u u_r - \rho_{\theta} u_{\theta} \right) \right) \right) \left( \frac{\partial}{\partial \theta} \left( \rho_u u_r - \rho_{\theta} u_{\theta} \right) \right) - \frac{1}{h_s} \left( \frac{\partial}{\partial r} \left( \rho_u u_r - \rho_{\theta} u_{\theta} \right) \right) \right) \left( \rho_u u_r - \rho_{\theta} u_{\theta} \right) \\
&+ \frac{1}{2} C_s \rho_f \pi a^2 \left( \frac{v}{K} \right)^{1/2} \left( \frac{v}{K} \right)^{1/2} \left( \frac{1}{h_s} \left( \frac{1}{h_s} \left( \frac{\partial}{\partial \theta} \left( \rho_u u_r - \rho_{\theta} u_{\theta} \right) \right) \right) \left( \frac{\partial}{\partial \theta} \left( \rho_u u_r - \rho_{\theta} u_{\theta} \right) \right) - \frac{1}{h_s} \left( \frac{\partial}{\partial r} \left( \rho_u u_r - \rho_{\theta} u_{\theta} \right) \right) \right) \left( \rho_u u_r - \rho_{\theta} u_{\theta} \right) \\
&+ \frac{4}{3} \pi a^3 \left( \rho_f - \rho_{\theta} \right) g \sin \beta \sin \theta
\end{align*}
\]

\[
\begin{align*}
F_y &= \pi \rho_f a_p \frac{1}{h_s} \left( \frac{\partial}{\partial \theta} \left( \rho_u u_r - \rho_{\theta} u_{\theta} \right) \right) - \rho_{\theta} \left( \rho_u u_r - \rho_{\theta} u_{\theta} \right) \\
&+ 6.46 \rho_f a^2 \left( \frac{v}{K} \right)^{1/2} \frac{1}{h_s} \left( \frac{1}{h_s} \left( \frac{1}{h_s} \left( \frac{\partial}{\partial \theta} \left( \rho_u u_r - \rho_{\theta} u_{\theta} \right) \right) \right) \left( \frac{\partial}{\partial \theta} \left( \rho_u u_r - \rho_{\theta} u_{\theta} \right) \right) - \frac{1}{h_s} \left( \frac{\partial}{\partial r} \left( \rho_u u_r - \rho_{\theta} u_{\theta} \right) \right) \right) \left( \rho_u u_r - \rho_{\theta} u_{\theta} \right) \\
&+ \frac{1}{2} C_s \rho_f \pi a^2 \left( \frac{v}{K} \right)^{1/2} \left( \frac{v}{K} \right)^{1/2} \left( \frac{1}{h_s} \left( \frac{1}{h_s} \left( \frac{\partial}{\partial \theta} \left( \rho_u u_r - \rho_{\theta} u_{\theta} \right) \right) \right) \left( \frac{\partial}{\partial \theta} \left( \rho_u u_r - \rho_{\theta} u_{\theta} \right) \right) - \frac{1}{h_s} \left( \frac{\partial}{\partial r} \left( \rho_u u_r - \rho_{\theta} u_{\theta} \right) \right) \right) \left( \rho_u u_r - \rho_{\theta} u_{\theta} \right) \\
&+ \frac{4}{3} \pi a^3 \left( \rho_f - \rho_{\theta} \right) g \sin \beta \cos \theta
\end{align*}
\]

where

\[
|K| = \left( \frac{1}{r} \left( \frac{\partial}{\partial r} \left( \rho u_r \right) - \frac{\partial}{\partial \theta} \left( \rho u_{\theta} \right) \right) \right)^2 + \left( \frac{1}{h_s} \left( \frac{1}{h_s} \left( \frac{\partial}{\partial r} \left( \rho u_r \right) - \frac{\partial}{\partial \theta} \left( \rho u_{\theta} \right) \right) \right) \right)^2 + \left( \frac{1}{h_s} \left( \frac{\partial}{\partial r} \left( \rho u_{\theta} \right) - \frac{\partial}{\partial \theta} \left( \rho u_r \right) \right) \right)^2
\]
Appendix B: Derivation of the Torque Experienced by a particle in a helical orthogonal coordinate system

The equation that is used to calculate the torque experienced by particles suspended in a viscous fluid is:

\[ T = \int dT = \int_A \mathbf{r} \times (\mathbf{T} \cdot \mathbf{n}) dA \]  

\[ (\mathbf{T} \cdot \mathbf{n}) = [e_1(e_1 \tau_{e_1} + e_2 \tau_{e_2} + e_3 \tau_{e_3}) + e_2(e_1 \tau_{e_1} + e_2 \tau_{e_2} + e_3 \tau_{e_3}) + e_3(e_1 \tau_{e_1} + e_2 \tau_{e_2} + e_3 \tau_{e_3})] 
+ e_1(n_1 \tau_{e_1} + n_2 \tau_{e_2} + n_3 \tau_{e_3}) + e_2(n_1 \tau_{e_1} + n_2 \tau_{e_2} + n_3 \tau_{e_3}) + e_3(n_1 \tau_{e_1} + n_2 \tau_{e_2} + n_3 \tau_{e_3}) \]

and

\[ dT = \frac{1}{h_1 h_2 h_3} \begin{pmatrix} h_1 e_1 & h_2 e_2 & h_3 e_3 \\ r_1 & r_2 & r_3 \\ h_1 (\mathbf{T} \cdot \mathbf{n})_1 & h_2 (\mathbf{T} \cdot \mathbf{n})_2 & h_3 (\mathbf{T} \cdot \mathbf{n})_3 \end{pmatrix} \]

\[ = \frac{1}{h_2 h_3} \left( r_2 h_3 \left( n_1 \tau_{e_1} + n_2 \tau_{e_2} + n_3 \tau_{e_3} \right) - r_1 h_2 \left( n_1 \tau_{e_1} + n_2 \tau_{e_2} + n_3 \tau_{e_3} \right) \right) e_1 \]

\[ + \frac{1}{h_1 h_3} \left( r_3 h_1 \left( n_1 \tau_{e_1} + n_2 \tau_{e_2} + n_3 \tau_{e_3} \right) - r_1 h_2 \left( n_1 \tau_{e_1} + n_2 \tau_{e_2} + n_3 \tau_{e_3} \right) \right) e_2 \]

\[ + \frac{1}{h_1 h_2} \left( r_2 h_3 \left( n_1 \tau_{e_1} + n_2 \tau_{e_2} + n_3 \tau_{e_3} \right) - r_2 h_3 \left( n_1 \tau_{e_1} + n_2 \tau_{e_2} + n_3 \tau_{e_3} \right) \right) e_3 \]

Thus

\[ dT_{e_1} = \frac{1}{h_2 h_3} \left( r_2 h_3 \left( n_1 \tau_{e_1} + n_2 \tau_{e_2} + n_3 \tau_{e_3} \right) - r_1 h_2 \left( n_1 \tau_{e_1} + n_2 \tau_{e_2} + n_3 \tau_{e_3} \right) \right) (B.4) \]
Since normal shear stresses have no contribution toward the torque, the above equation reduces to the following form:

\[ dT_{e_1} = \frac{1}{h_2h_3} \left( r_2h_3\left(n_{e_1} \tau_{e_1e_3} + n_{e_2} \tau_{e_2e_3}\right) - r_3h_2\left(n_{e_3} \tau_{e_3e_3} + n_{e_3} \tau_{e_3e_3}\right) \right) \]  

(B.5)

It is also noted that the shear stresses in the \( e_1 \) direction do not contribute toward the \( e_1 \) component of the torque and that \( \tau_{e_1e_3} \) and \( \tau_{e_3e_3} \) must have opposite signs in order to produce a torque in the same direction. Thus, the above equation reduces to:

\[ dT_{e_1} = \frac{1}{h_2h_3} \left( r_2h_3\left(n_{e_1} \tau_{e_1e_3}\right) + r_3h_2\left(n_{e_3} \tau_{e_3e_3}\right) \right) \]  

(B.6)

substituting with helical coordinate system results in:

\[ dT_s = \frac{1}{r} \left( r_r(n_r \tau_{r0}) + r_0(n_\theta \tau_{r0}) \right) \]

\[ = r_r n_r \mu \left( r \frac{\partial}{\partial r} \left( \frac{u_\theta}{r} \right) + \frac{1}{r} \frac{\partial u_r}{\partial \theta} \right) + \frac{1}{r} r_0 n_\theta \mu \left( \frac{\partial}{\partial r} \left( \frac{u_\theta}{r} \right) + \frac{1}{r} \frac{\partial u_r}{\partial \theta} \right) \]  

(B.7)

with

\[ \tau_{ss} = 2\mu \left( \frac{\partial}{\partial s} \left( \frac{u_s}{h_s} \right) - \frac{\tau_s \kappa \cos(\theta - \zeta)}{h_s^2} u_s + \frac{\kappa \sin(\theta - \zeta)}{h_s} u_r + \frac{\kappa \cos(\theta - \zeta)}{h_s} u_\theta \right) \],

\[ \tau_{rr} = \frac{2}{\text{Re}} \left( \frac{\partial u_r}{\partial r} \right), \tau_{r\theta} = 2\mu \left( \frac{\partial}{\partial \theta} \left( \frac{u_\theta}{r} \right) + \frac{u_r}{r} \right), \tau_{sr} = \tau_{rs} = \mu \left( h_s \frac{\partial}{\partial r} \left( \frac{u_s}{h_s} \right) + \frac{1}{h_s} \frac{\partial u_r}{\partial s} \right), \]  

(B.8)

\[ \tau_{s\theta} = \tau_{\theta s} = \mu \left( h_s \frac{\partial}{\partial \theta} \left( \frac{u_s}{h_s} \right) + \frac{r \frac{\partial}{\partial r} \left( \frac{u_\theta}{r} \right)}{h_s} \right), \tau_{r\theta} = \tau_{\theta r} = \mu \left( r \frac{\partial}{\partial r} \left( \frac{u_\theta}{r} \right) + \frac{1}{r} \frac{\partial u_r}{\partial \theta} \right) \]

Since \( \partial u_\theta / \partial r \) is parallel to \( r_\theta \) and \( \partial u_r / \partial \theta \) is parallel to \( r_r \), they do not contribute toward the torque and hence are dropped, thereby reducing the above equation to the following form:
\[
d T_s = r_r n_r \mu \left( r \frac{\partial}{\partial r} \left( \frac{u_\theta}{r} \right) \right) + \frac{1}{r} r_\theta n_\theta \mu \left( \frac{1}{r} \frac{\partial u_r}{\partial \theta} \right) \quad (B.9)
\]

In the above equation, the term \( r_r n_r \) and \( r_\theta n_\theta \) can be written in the following form:

\[
r_r n_r = (r \cdot n) - r_r n_s - r_\theta n_\theta, \quad r_\theta n_\theta = (r \cdot n) - r_r n_s - r_\theta n_r
\]

Then

\[
d T_s = \left( (r \cdot n) - r_r n_s - r_\theta n_\theta \right) \mu \left( r \frac{\partial}{\partial r} \left( \frac{u_\theta}{r} \right) \right) + \frac{1}{r} \left( (r \cdot n) - r_r n_s - r_\theta n_r \right) \mu \left( \frac{1}{r} \frac{\partial u_r}{\partial \theta} \right) \quad (B.10)
\]

It is noted that the lever arm \( r_s \) cannot contribute toward the torque in the \( s \)-direction and that the velocity which has the same direction as the lever arm, cannot contribute toward the torque. Thus, the above expression reduces to the following form:

\[
d T_s = a_p \mu \left[ r \frac{\partial}{\partial r} \left( \frac{u_\theta}{r} \right) \right] + \frac{1}{r} \left( \frac{1}{r} \frac{\partial u_r}{\partial \theta} \right) \quad (B.11)
\]

In obtaining this equation it is noted that the scalar product \((r \cdot n)\) is equal to the radius of the particle \(a_p\).

In order to convert the above expression for the torque on an infinitesimal area on the surface of the particle to the total torque experienced by the particle, the above expression was integrated over the entire surface of the particle. In spherical coordinates, the lever arm, \( r_{\text{particle}} \), varies as \( r_{\text{particle}} = a_p \sin \theta \). It is also noted that the shear stress at the center of the particle is a constant and hence the \( s \)-component of the torque on the particle is given by:
Repeating the same procedure, the other two components of torque are obtained as:

\[
\tau_r = \int_A \varepsilon_{r \text{particule}} \mu \left[ \left( \frac{\partial}{\partial r} \left( \frac{u_\theta}{r} \right) \right) + \frac{1}{r} \left( \frac{\partial u_r}{\partial \vartheta} \right) \right] dA
\]

\[
= \frac{2 \pi r}{0} a_p \sin \theta \mu \left[ \left( \frac{\partial}{\partial r} \left( \frac{u_\theta}{r} \right) \right) + \frac{1}{r} \left( \frac{\partial u_r}{\partial \vartheta} \right) \right] a_p \sin \vartheta \partial r \partial \vartheta
\]

\[
= 2 \pi a_p \mu \left[ \left( \frac{\partial}{\partial r} \left( \frac{u_\theta}{r} \right) \right) + \frac{1}{r} \left( \frac{\partial u_r}{\partial \vartheta} \right) \right] \sin^2 \vartheta
\]

\[
= \pi^2 a_p \mu \left[ \left( \frac{\partial}{\partial r} \left( \frac{u_\theta}{r} \right) \right) + \frac{1}{r} \left( \frac{\partial u_r}{\partial \vartheta} \right) \right]
\]

(B.13)

Repeating the same procedure, the other two components of torque are obtained as:

\[
d\tau_r = \frac{1}{h_r} \int_A \left( r h_s \left( n_s \tau_{rs} + n_\vartheta \tau_{r\vartheta} \right) - r_r r_h \left( n_s \tau_{rs} + n_r \tau_{rr} + n_\vartheta \tau_{r\vartheta} \right) \right)
\]

\[
= \frac{1}{h_r} \left( r h_s \left( n_s \tau_{rs} + n_\vartheta \tau_{r\vartheta} \right) + r_r r_h \left( n_s \tau_{rs} + n_r \tau_{rr} + n_\vartheta \tau_{r\vartheta} \right) \right)
\]

\[
= \frac{1}{h_r} \left( r h_s \left( n_s \tau_{rs} \right) + r_r h_s \left( n_r \tau_{rr} \right) \right)
\]

\[
= \frac{1}{h_s} \left[ r h_s \left( n_s \mu \left( h_s \frac{\partial}{\partial r} \left( u_\varphi \right) \right) + \frac{1}{h_s} \frac{\partial u_r}{\partial s} \right) \right] + r_r h_s \left( n_r \mu \left( h_s \frac{\partial}{\partial r} \left( u_\varphi \right) \right) + \frac{1}{h_s} \frac{\partial u_r}{\partial s} \right)
\]

\[
= \frac{1}{h_s} \left[ r h_s \left( n_s \mu \left( \frac{\partial u_r}{\partial s} \right) \right) \right] + r_r h_s \left( n_r \mu \left( h_s \frac{\partial}{\partial r} \left( u_\varphi \right) \right) \right)
\]

\[
= a_p \mu \left[ \frac{1}{h_s^2} \frac{\partial u_r}{\partial s} + h_s \frac{\partial}{\partial r} \left( u_\varphi \right) \right]
\]

\[
(B.14)
\]

(B.15)
\[ T_r = \pi^2 a_p^3 \mu \left( h_s \frac{\partial}{\partial r} \left( \frac{u_s}{h_s} \right) + r \frac{\partial}{\partial \theta} \left( \frac{u_\theta}{r} \right) \right) \]  
(B.16)

\[ T_\theta = \pi^2 a_p^3 \mu \left[ \frac{1}{h_s} \frac{\partial u_r}{\partial s} + h_s \frac{\partial}{\partial r} \left( \frac{u_s}{h_s} \right) \right] \]  
(B.17)

The angular dynamics equation for the particles is as follows:

\[ I \left( \frac{d\Omega}{dt} \right) = \sum T \]  
(B.18)

where \( I \) is the moment of inertia (\( I = 2/5 m_p a_p^2 \) for a sphere) and \( T \) are the local torques exerted by the viscous fluid on the surface of a particle.

Substituting the expression for the torque into the angular momentum equation results in:

\[ \frac{d\Omega_s}{dt} = \frac{15}{\rho_p a_p^2} \left[ \frac{\pi}{8} \left( \frac{h_s h_s}{r} \frac{\partial}{\partial r} \left( \frac{u_s}{h_s} \right) + \frac{rr}{h_s} \frac{\partial}{\partial \theta} \left( \frac{u_\theta}{r} \right) \right) \right] \]  
(B.19a)

\[ \frac{d\Omega_r}{dt} = \frac{15}{\rho_p a_p^2} \left[ \frac{\pi}{8} \left( h_s h_s \frac{\partial}{\partial r} \left( \frac{u_r}{h_s} \right) + r r \frac{\partial}{\partial \theta} \left( \frac{u_\theta}{r} \right) \right) \right] \]  
(B.19b)

\[ \frac{d\Omega_\theta}{dt} = \frac{15}{\rho_p a_p^2} \left[ \frac{\pi}{8} \left( \frac{1}{h_s} \frac{\partial u_r}{\partial s} + h_s \frac{\partial}{\partial r} \left( \frac{u_s}{h_s} \right) \right) \right] \]  
(B.19c)