ABSTRACT

CHUNG, REN-HUA. Statistical Methods for Family-Based Association Studies for Complex Human Diseases: Single-Locus and Haplotype Methods. (Under the direction of Dr. Eden Martin.)

Disease-gene fine-mapping is an important task in human genetics. Linkage and association analyses are the two main approaches for exploring disease susceptibility genes. In Chapter 1, we introduce the development of methods for disease-gene mapping in the past decades and present the rationale behind our new method development. Family-based association analyses have provided powerful tools for disease-gene mapping. The Association in the Presence of Linkage test (APL), a family-based association method, can use nuclear families with multiple affected siblings and infer missing parental genotypes properly in the linkage region. In Chapter 2, we generalized and extended APL so that it can be applied to general nuclear family structures using a bootstrap variance estimator. Unlike the original APL that can handle at most two affected siblings, the new APL can handle up to three affected siblings. We also extended APL from a single-marker test to a multiple-marker haplotype analysis. According to our simulations, the new APL has a correct type I error rate and more power than other family-based association methods such as PDT, FBAT/HBAT, and PDTPHASE in nuclear families with missing parents. The robustness of APL when there are rare alleles or haplotypes and when there is population substructure such that the allele frequencies in the population deviate from the Hardy-Weinberg Equilibrium (HWE) assumption was also examined in Chapter 2. Genes on the X chromosome play a role in many common diseases. Linkage analyses have identified regions on the X chromosome with high linkage peaks for several diseases. Currently there are few family-based association
methods available for X-chromosome markers. In order to fill in this gap, we proposed a novel family-based association method, X-APL, in Chapter 3. X-APL is a modification of APL and shares some important properties with APL. X-APL can also perform haplotype analyses, which is the only family-based test of association we are aware of for testing haplotypes for the X-chromosome markers. Our simulation results showed that X-APL has a correct type I error rate and has more power than other family-based association methods for X chromosome such as XS-TDT, XPDT and XMCPDT for single-marker analysis in nuclear families. The robustness of X-APL when there are deviations of genotype frequencies from HWE was also examined in Chapter 3. Linkage and family-based association analyses are often applied simultaneously in the same data in order to maximize use of family data sets. However, it is not intuitively clear under what conditions association and linkage tests performed in the same data set may be correlated. In Chapter 4, we used computer simulations and theoretical statements to estimate the correlation between linkage statistics (affected sib pair maximum LOD scores) and family-based association statistics (PDT and APL) under various hypotheses. Different types of pedigrees were studied: nuclear families with affected sib pairs, extended pedigrees and incomplete pedigrees. Both simulation and theoretical results showed that when there is either no linkage or no association, the linkage and association statistics are not correlated. When there is linkage and association in the data, the two tests have a positive correlation.
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Chapter 1

Review
1.1 Introduction to disease-gene mapping

In 1865, the Bohemian monk Gregor Mendel published “Experiments of Plant Hybridization,” which later became Mendel’s law of inheritance, and this law turned into an essential chapter in today’s genetics textbooks. Mendel studied traits that were mainly caused by segregation of a single gene. Thus, diseases caused by mutations in one gene are referred to as Mendelian diseases. Finding disease susceptibility genes is one of the major tasks in human genetics studies. Disease-gene mapping has been fairly successful for Mendelian disorders, mainly by the process of positional cloning [Risch, 2000]. Traditionally, genes were isolated based on the amino acid sequences of known proteins. Positional cloning has the property that genes are identified and mapped solely based on the inherited traits and no biological knowledge regarding the traits is required [Botstein and Risch, 2003]. A total of 1822 genes have been reported that cause monogenic Mendelian diseases in “the online version of Mendelian Inheritance in Man” database (OIMM) [Antonarakis and McKusick, 2000; Antonarakis and Beckmann, 2006].

For complex diseases that multiple genes, as well as environmental risk factors, may directly or interactively cause, more factors should be considered for disease-gene mapping. Some examples of complex diseases are Alzheimer’s disease, schizophrenia, type-2 diabetes and cancer. Disease-gene mapping for complex diseases is more challenging than mapping genes for Mendelian disorders due to genetic heterogeneity in which mutations in different genes can cause the same disease phenotype [Lander and Schork, 1994; Risch, 2000]. Other factors
such as incomplete penetrances, phenocopies and late age at disease onset also limit the progress of complex disease gene mapping [Gillanders et al., 2006]. Hence, disease-gene mapping efforts for complex diseases have not been as successful as those for Mendelian disorders [Weiss and Terwilliger, 2000; Todd, 2001; Tabor et al., 2002]. For example, the number of genes and environmental factors involved in schizophrenia is not clear. The genes encoding dysbindin (DTNBP1) and neuregulin 1 (NRG1) are considered to have strong evidence of association with schizophrenia [Owen et al., 2005]. Other genes such as “disrupted in schizophrenia 1” (DISC1), “D-amino-acid oxidase” (DAO), “D-amino-acid oxidase activator” (DAOA) and “regulator of G-protein signaling 4” (RGS4) still do not have convincing results for schizophrenia [Owen et al., 2005].

Although 99.9% of the human genomes are identical between people, there are still millions of differences among the 3.2 billion base pairs [Kruglyak and Nickerson, 2001]. These genetic variations can cause phenotypic variations among people and are potentially associated with traits or diseases. Genetic markers, which are nucleotide variants with known positions, are often used for human disease analyses. Several types of markers exist, such as Restriction Fragment Length Polymorphisms (RFLP’s), microsatellites, and single nucleotide polymorphisms (SNPs). Markers can be used to construct a genetic map, which can be used as a reference for disease-gene mapping [Dib et al., 1996]. Researchers can genotype markers for studying their relationship with diseases according to a genetic map. Botstein et al. [1980] proposed the concept using RFLP’s as the markers to construct a genetic map. Later, genetic
maps were constructed using denser microsatellites [Cooperative Human Linkage Center, 1994; Dib et al., 1996]. SNPs, which usually contain two alleles, have drawn significant attention as markers for genetic disease-mapping studies due to their high abundance across the human genome [Kruglyak, 1997; The International SNP Map Working Group, 2001]. It was estimated that there are around 7.1 million SNPs with a minimal allele frequency of at least 0.05 in the human population [Kruglyak and Nickerson, 2001]. With the completion of PHASE I of the HapMap Project, the number of SNPs in the public database (dbSNP) increased from 2.6 million to 9.2 million [The International HapMap Consortium, 2005].

As genotyping cost has become cheaper and the process has become faster, genotyping for markers can be performed on a genome-wide scale, which produces a large amount of marker data for analysis [Gunderson et al., 2005; Syvanen, 2006]. Hence, statistical methods are required after numerous markers are genotyped from collected samples. Two commonly used statistical methods are linkage and association (linkage disequilibrium) analyses [Lander and Schork, 1995]. Theoretical methods for linkage tests were proposed around 1930 [Fisher, 1935a; 1935b; Penrose, 1935]. Association analyses can be performed based on case-control samples or samples collected from families [Falk and Rubinstein, 1987; Spielman et al., 1993]. These two methods will be introduced in the following sections.
1.2 Linkage analysis

The first step of positional cloning is linkage analysis. Then genes are cloned according to the mapped positions from linkage analyses to study their functions. Linkage analyses are used to find chromosome regions that do not recombine with a proposed disease locus. Linkage is often evaluated by the logarithm of the odds (LOD) score [Morton et al., 1955], which is the logarithm of odds of the recombination rate equal to \( \theta \) estimated from the observed data with respect to the assumption that the recombination rate is 0.5. A traditional LOD score assumes that a single locus contributes to the disease with a specific model of inheritance (e.g., dominant or recessive model). Hence, this type of method that requires a genetic model assumption is called parametric and may not have high power for complex diseases, since an obvious genetic segregation of markers cannot be observed in the polygenic disorders [Weeks and Lathrop, 1995].

Another category of methods utilizes the observation of allele sharing between affected sib pairs [Kruglyak et al., 1996; Kong and Cox, 1997; Whittemore and Tu, 1998]. The LOD score is defined based on the allele-sharing probabilities for identity-by-descent (IBD) between affected siblings. If there is no linkage between the disease locus and marker, the transmissions of alleles from parents to siblings are independent and the probabilities of an affected sib pair sharing 0, 1, and 2 alleles IBD are 0.25, 0.5, and 0.25, respectively. If there is linkage between the disease locus and marker, the transmissions of alleles from parents to affected siblings are not independent and the IBD probabilities may vary. Therefore, one can
compare the observed estimates of IBD parameters in the data with the expected IBD parameters (1/4, 1/2, 1/4) derived under the null assumption that there is no linkage. A significant departure of the observed IBD parameters from the expected IBD parameters implies the presence of linkage. A major advantage of the allele-sharing method is that it does not require the information of a genetic model. Hence, it is referred as a non-parametric model and is robust under different genetic models.

Linkage analysis can be performed with either two-point or multipoint estimates [Kruglyak et al., 1996]. For two-point linkage analysis, only one marker and the disease locus are considered when calculating the statistic. For multipoint linkage analysis, several markers are considered simultaneously with the disease locus. Hence, we can define the most likely position of the disease locus on the marker map. A map of the markers with distances between them is required for multipoint linkage analysis.

### 1.3 Association analysis

Linkage analysis can lack power for common diseases caused by multiple genes and environmental factors [Cardon and Bell, 2001]. Since the linkage test uses LOD scores to measure the degree of linkage in data, it is not intuitively obvious how large a LOD score should be in order to be claimed a significant finding [Lander and Kruglyak, 1995; Curtis, 1996; Risch and Botstein, 1996; Morton, 1998]. The identified linkage regions also rarely reached a resolution less than a few megabases [Cardon and Bell, 2001]. Association analysis
can be used as a complementary method to linkage analysis. The association test can be more powerful than the linkage test, and it requires fewer samples than linkage analysis to achieve the same power for common complex diseases [Risch and Merikangas, 1996].

Association analysis tests whether the disease and marker alleles are in linkage disequilibrium (LD). Disease phenotypes are used for association analyses instead of disease loci since, in general, the disease loci are unknown [Weiss and Terwillinger, 2000]. LD generally spans only small distances, and the markers used for association analysis are often very tightly spaced. Therefore, association analysis provides a higher resolution for locating disease genes than linkage analysis. A common strategy for identifying complex disease genes is to conduct linkage analyses first and then follow significant results with tests for association at a denser panel of markers in an attempt to further localize the disease gene [Cardon and Bell, 2001].

1.3.1 Population-based association analysis

Two main categories of statistical methods, population-based (case-control and case-cohort studies) and family-based studies, are often used for association analysis [Laird and Lange, 2006]. Population-based analysis requires samples to be independently collected. It compares the differences of distributions of allele frequencies between the affected individuals (cases) and unaffected individuals (controls) [Risch, 2000]. A contingency table can be created and the Pearson chi-squared statistic or Fisher’s exact test can be used to test for association.
Regression-based analyses such as logistic regression can also be used in the case-control test [Agresti, 2002]. The main limitation of the case-control analysis is that the presence of confounding effects in the samples could cause a high false positive rate in the analysis [Risch, 2000; Devlin et al., 2001]. For example, population admixture and population substructure can cause confounding, which can produce association between unlinked loci [Ewens and Spielman, 1995].

Two major types of approaches were proposed to solve this problem: genomic control (GC) [Devlin et al., 1999; 2001] and structured analysis (SA) [Prichard et al., 2000]. In GC, Devlin and Roeder [1999] demonstrated that the effect of confounding is constant across the genome, which potentially allows for correction on the test statistic. A set of null markers across the genome was used to estimate the effect of confounding. The confounding effect is then removed from the test statistic for association to achieve a reasonable type I error rate. SA analysis assumed the population was derived from several subpopulations and the allele frequencies were different between subpopulations. A Markov Chain Monte Carlo (MCMC) algorithm was applied to infer the origin of each individual in the sample using a set of loci unlinked to the candidate gene, given a specific number of origins. Individuals from the same origin were clustered into a group. Then association analysis was performed conditionally on each inferred group.
1.3.2 Family-based association analysis

Another approach for the association test uses family data. A widely used family-based method, the TDT [Spielman et al. 1993], compares the differences of alleles transmitted and untransmitted from parents to affected siblings in triad families (one affected offspring and both parents). A McNemar’s chi-squared test is used for the paired transmitted and untransmitted statistics. The TDT was originally proposed to test for linkage in the presence of association, but it is also a valid test for association in the presence of linkage [Ewens and Spielman, 2005]. In terms of statistical power, the TDT has similar power compared with case-control studies for association tests when the number of triad families is equal to the number of cases and the number of cases is equal to the number of controls for case-control studies [McGinnis et al., 2002]. Hence, performing case-control studies for association can cost less, since collecting family data generally requires more resources in terms of time and money [Laird and Lange, 2006]. However, the TDT test has the advantage that it is valid even when population stratification is present in the data [Ewens and Spielman, 1995], since the test is conditional on parental data.

In the TDT, each pair of transmitted/untransmitted alleles from a parent to an affected sibling is treated as independent to construct the McNemar’s test. However, as a test for association in a linkage region, this assumption does not hold for transmissions between affected siblings. Hence, the TDT is not a valid test for association when more than one affected sibling is used and there is linkage between marker and disease loci [Martin et al., 1997].
One solution is to randomly select one affected sibling from each family and perform the TDT [Wang et al., 1996]. However, affected sibling pairs can significantly increase the power and efficiency of the family-based association test [Risch 2000]. It was estimated that less than half of the number of families with one affected sib are required for families with two affected sibs to achieve the same power as families with one affected sib [McGinnis et al., 2002]. Hence, it is not an optimal solution for the TDT to use only one affected sibling in the family when other affected siblings’ information is available.

Several modifications of the TDT for association test were proposed to account for linkage in families with multiple affected siblings. Martin et al. [1997] proposed the Pedigree Disequilibrium Test (PDT) that treats the transmissions from a parent to the affected sib pair as a unit, and the unit can be shown to be independent between parents. The PDT statistic and its variance were constructed based on the unit of transmissions and can avoid the independence assumption between affected siblings used in TDT. Rabinowitz and Laird [2000] compared the difference between the transmissions from parents to the affected siblings and the expected value conditional on the minimum sufficient statistics for the null distribution. The distribution for the statistic can be generated by the Monte-Carlo method [Kaplan et al., 1997], approximated by asymptotic normal distribution, or computed by the exact distribution when the number of pedigrees is small [Rabinowitz and Laird, 2000].
TDT was also extended to large pedigrees (extended pedigrees). In Martin et al. [2000a], the extended pedigrees are partitioned into several related nuclear families, and the transmissions in each related nuclear family sums to a statistic. The variance for the statistic was estimated based on independent transmissions between each extended pedigree. Abecasis et al. [2000] also used a similar strategy to Martin et al. [2000a] that generalized TDT to extended pedigrees.

For late-onset diseases, parental genotypes for the affected siblings are often missing. In order to accommodate the loss of information, one approach for a family-based association test is to compare the difference of allele frequencies between affected and unaffected siblings without using parental data, such as the S-TDT test proposed in Spielman and Ewens [1998]. However, S-TDT still has the requirement that only one affected sibling with one unaffected sibling should be used in each family for a valid test for association in the presence of linkage. S-TDT was generalized to multiple affected sibs in Horvath and Laird [1998] as the SDT test. The difference of the averaged numbers of a certain allele between the affected and unaffected siblings was used to form a sign test in SDT. An exact distribution for the SDT statistic was calculated based on the distribution of the sign test. When the genotypes of some parents as well as some unaffected siblings are available, the statistic for the transmissions from parents to affected siblings such as the TDT statistic can be combined with the statistic for the difference of the number of a certain allele between affected and unaffected siblings [Spielman and Ewens, 1998; Martin et al., 2000a].
Another approach to deal with missing parental genotypes uses siblings’ genotypes to infer the missing parental genotypes and then compares the number of alleles transmitted and untransmitted from parents to affected siblings [Weinberg, 1999]. Knapp [1999] proposed “reconstruction combined TDT” (RC-TDT), which reconstructs missing parental genotypes first and then performs the combined TDT and S-TDT test. The missing parental mating-types are reconstructed based on siblings’ genotypes. However, because of the same property inherited from TDT and S-TDT, RC-TDT is not a valid test for association in the presence of linkage when multiple affected siblings are used in the data. Clayton [1999] proposed a score test derived from the likelihood of parental genotypes and offspring genotypes conditional on disease in the offspring. When there are missing parents in the data, the likelihood for possible parental genotypes was used for in the likelihood to derive the score test. The variance was estimated by taking the variability for inferring possible parental genotypes into consideration.

Linkage between disease and marker loci should be considered when inferring the missing parental genotypes based on siblings’ genotypes with multiple affected sibs present in the data [Martin et al., 2003]. The score test proposed by Clayton [1999] is implemented in the software package TRANSMIT. The inference of missing parental genotype in TRANSMIT is based on Mendelian probabilities for the siblings, which assumes the transmissions to the affected sibs are independent. The inference is appropriate when there is no linkage between
disease and marker loci. However, in a linkage region, ignoring linkage when inferring the missing parental genotypes with multiple affected sibs in the data can inflate the type I error rate in TRANSMIT [Martin et al., 2003].

### 1.3.3 Association in the Presence of Linkage method

The Association in the Presence of Linkage (APL) method, proposed by Martin et al. [2003], is a powerful family-based association tool. The APL uses nuclear families with at least one affected offspring. The APL compares the difference between the number of copies of a specific allele in affected offspring and the expected number under the null hypothesis of no association conditional on parental genotypes. The APL can infer missing parental genotypes properly in the linkage region by taking the IBD parameters for affected siblings into consideration. Hence, APL does not have the problem of possible inflation of the type I error rate, as in TRANSMIT, if linkage is present and multiple affected siblings’ data are used [Martin et al., 2003]. Martin et al. [2003] demonstrated that APL can have more power than PDT and FBAT [Rabinowitz and Laird, 2000] for nuclear family data with missing parents. Hence, APL provides a useful family-based association tool for late-onset diseases in which parental data are usually not available.

The original APL proposed in Martin et al. [2003] is not flexible for mixed nuclear family structures (including the mixture of singleton and multiplex families with an arbitrary number of unaffected sibs) due to the fact that different parameters in the variance estimator
should be considered for each type of family structure separately. Moreover, the original APL can use nuclear families with up to two affected sibs. However, in real data analysis, the data can contain a mixture of different nuclear family structures. For disease with higher prevalence, more than two affected sibs can be present in a family. Taking more affected sibs into account in the statistic may increase the power for a family-based association test. IBD status between each pair of affected sibs should be considered in the linkage region to infer missing parental genotypes when including multiple affected sibs in the test. In order to resolve these problems, a novel variance estimator based on the bootstrap approach [Efron and Tibshirani, 1993], which allows APL for different nuclear family structures and extension to use of three affected sibs, will be introduced in Chapter 2. A strategy of inference for missing parental genotypes based on IBD status between multiple affected sibs will also be introduced in Chapter 2.

Haplotype analyses can show more power than single-marker analyses if the joint LD between markers and the disease locus is stronger than the pairwise LD between a single marker and the disease locus [Morris and Kaplan, 2003; Nielsen et al., 2004]. A global test for all haplotypes jointly considers the effects of all haplotypes on the disease under the global null hypothesis that none of the haplotypes are associated with the disease. A global test for all haplotypes can be more informative than individual haplotype tests since it can capture multiple haplotype effects [Horvath et al., 2004]. The global test can also have more power than individual haplotype tests since it does not have the multiple-testing issue faced
when analyzing haplotypes individually [Morris et al., 1997]. Hence, a tool for haplotype association tests is desirable. A single-marker test was proposed in the original APL method. An extension of the single-locus APL test to a multiple-locus haplotype test will also be introduced in Chapter 2.

The TDT has the advantage over a population-based association test in that it is robust to population stratification. Thus, keeping this feature in developing a family-based association test is important. The presence of population admixture can cause the allele frequencies to deviate from the Hardy-Weinberg Equilibrium (HWE). For the APL statistic, HWE for allele or haplotype frequencies may be required to reduce the number of parameters required to be estimated by APL. Hence, there was a need for the robustness of APL toward the deviations from HWE assumption. We used simulations to generate data sets with allele and haplotype frequencies that are deviated from HWE and evaluated the robustness of APL in Chapter 2.

An informative family for APL is the family in which the difference of the number of a certain allele between parents and affected siblings is not equal to 0. Families with both homozygous parents are not informative for APL. Although these “uninformative” families can still help in the estimation of allele frequency and IBD parameters, they do not contribute to the APL statistic. The APL statistic is asymptotically a normal distribution if the number of informative families is large [Martin et al., 2003], based on the central limit theorem [Feller, 1971]. When the number of informative families is small, this normality assumption
may not hold. The violation of the normal approximation under the null hypothesis may inflate the type I error rate for the APL test. Hence, it is very important to investigate the type I error rate for the APL test when the tested markers have rare alleles. In Chapter 2, a guideline of deciding when the APL test is a valid test for rare alleles or haplotypes will be provided and discussed.

1.4 X-linked analysis

The mammalian sex chromosomes (the X and Y chromosomes) derived from a pair of autosomes around 300 million years ago, and the Y chromosome then lost almost all genes shared with the X chromosome [Ross et al., 2005]. The X chromosome has the property that females have two copies of the chromosomes – one is inherited from the mother and the other from the father – while males only inherit one X chromosome from the mother. One copy of the X chromosomes in females undergoes X inactivation in early development and remains inactivated in somatic tissues [Gartler, 1983]. This process achieves dosage compensation, which equalizes gene expression between males and females [Lyon, 1961]. The inactivated X chromosome later enters a reactivation step in meiosis [Gartler, 1983]. The mechanism of choosing which X chromosome will undergo inactivation in females is still not fully understood [Vallender et al., 2005].

Sex-linked traits were first discovered in the fruit fly (Drosophila) in 1910 [Morgan, 1910]. Morgan observed that the mutated white-eyed flies did not appear randomly between sexes
but were sex-limited. X-linked diseases are diseases in which genes responsible for the diseases are located on the X chromosome. X-linked inheritance has several specific properties [Dobyns, 1996]. For example, male-to-male transmission of X-linked disease can never happen. Female siblings are always heterozygous for the X-linked disease when the father is affected but the mother is not. In general, X-linked disease genes affect a greater proportion of males than females due to the fact that the hemizygous males can express recessive traits [Dobyns, 2006].

To study X-linked diseases, linkage analyses have identified regions on the X-chromosome with high linkage peaks for several complex diseases. For Parkinson disease, Pankratz et al. (2003) identified the position 109 cM on the X chromosome that has a nonparametric linkage LOD score 3.1 after removing families with parkin mutations from their sample. Shao et al. (2002) found locus DXS6789 on the X-chromosome position 62.5 cM that shows linkage with autism (with maximum nonparametric LOD score 1.81). In order to further localize the disease susceptibility genes, association analyses should be applied in these linkage regions. However, association methods were designed primarily for autosomal markers and cannot be applied directly to the markers on the X chromosome. Fine-mapping in these regions has been slow in part due to the lack of appropriate statistical methods for family-based association analysis on the X chromosome.
The X-linked sibling TDT (XS-TDT) and reconstruction-combined transmission/disequilibrium test for X-chromosome markers (XRC-TDT), proposed in Horvath et al. [2000], are the first association methods specifically for X-chromosome markers. XRC-TDT was modified from RC-TDT proposed by Knapp [1999], which can reconstruct missing parental genotypes and combine the transmissions from parents to affected siblings and the difference of the number of a specific allele between affected and unaffected siblings. XS-TDT was modified from S-TDT proposed by Spielman and Ewens [1998], which compares the difference of the number of a specific allele between affected and unaffected siblings. XRC-TDT and XS-TDT were originally proposed for linkage tests, but theoretically they are also valid tests for association in the presence of linkage for families with a single proband. However, XRC-TDT and XS-TDT, which assume independent transmissions between affected siblings, are not valid tests for association when linkage is present and there are affected sib pairs in the data. This is the same problem faced by RC-TDT and S-TDT, as discussed in the previous sections.

More recently, the PDT, proposed for autosomal markers by Martin et al. [1997; 2000a], was extended to X-chromosomal PDT (XPDT) and X-chromosomal MC PDT (XMCPDT) [Ding et al., 2006]. As demonstrated in Martin et al. [2003] and Chung et al. [2006], PDT can have lower power than the APL test if parental genotypes are not available. Like PDT, XPDT can have low power in families with missing parents. XMCPDT can infer missing genotypes conditional on estimated or true allele frequency based on the Monte Carlo approach. In real
data analyses, true allele frequency is always unknown. As discussed in Ding et al. [2006], the allele frequency can be estimated from the parents (founders), but the statistic does not account for the variability in this estimate. For late-onset diseases the parental genotypes are often missing. It is not clear if a small portion of founders for the estimate of allele frequency can affect the validity of the XMCPDT test. Though the examples simulated by Ding et al. [2006] show no inflation of type I error, the validity of the test with varying amounts of missing parental data has not been thoroughly examined.

The APL test accounts for linkage when inferring missing parental genotypes based on affected sib pair data [Martin et al., 2003]. The APL can estimate allele frequency based on the siblings’ data even when parental data are not available. The extended APL uses the bootstrap approach to account for the variability in the parameter estimation [Chung et al., 2006]. The APL also remains a valid test when multiple affected siblings are used in the linkage region. The same strategies can be applied to X-chromosome markers as well. In Chapter 3, we present X-APL, a novel test for association in the presence of linkage on the X chromosome.

Disease loci can have different effects on males and females. For example, \textit{BRCA1} and \textit{BRCA2} genes associated with breast cancer result in different prevalences for females and males [Cornelisse et al., 1996; Ormiston, 1996; Frank et al., 2002; Fentiman et al., 2006], and the \textit{Cox-2} gene is associated with prostate cancer only for males [Panguluri et al., 2004;
Shahedi et al., 2006]. Knowing that the effects of genes vary according to sex helps in follow-up studies. For example, resequencing may be performed only in males or females if there is a sex-specific effect. Therefore, in addition to the test using all data from both sexes, a strategy for testing sex-specific effects will also be introduced in Chapter 3.

1.5 Correlation between linkage and association analyses

Linkage analysis can be powerful for finding rare variants associated with the disease. However, the regions identified by linkage tests are often very large, often as large as 40cM. Association analysis provides a higher resolution of finding disease genes than linkage analysis, since dense markers can be genotyped to test LD between the markers and disease loci. To take advantage of their complementary properties, a common strategy for identifying complex disease genes is to conduct linkage analyses first and then follow significant results with family-based tests for association at a denser panel of markers in an attempt to further localize the disease gene [Cardon et al., 2001]. Using this strategy, many studies have found significant association results from regions that showed high linkage peaks. For example, Martin et al. [2000b] identified several SNPs significantly associated with late-onset Alzheimer’s disease (AD) in the APOE region, which was a well-established susceptibility gene for AD by linkage analyses [Pericak-Vance et al., 1991]. Van der Walt et al. [2004] found three SNPs located in the fibroblast growth factor 20 (FGF20) gene significantly associated with Parkinson disease (PD) in the linkage region 8p identified in Scott et al. [2001].
For family-based association analysis design, the same data are often tested for linkage and association analyses. For example, in the study of linkage and association for schizophrenia in Schwab et al. [2002], microsatellite markers in the region on chromosome 6q were genotyped from 69 families with at least two affected siblings per family. Nonparametric multipoint linkage analysis and TDT for association were both applied on the same microsatellite markers. In the study of linkage and association for alcoholism in McQueen et al. [2005], a total of 11555 SNPs, released by the Genetic Analysis Workshop 14 (GAW 14), were genotyped from 143 families. Multipoint linkage analysis and quantitative trait association analysis were both performed on the same SNP markers. As discussed in McQueen et al. [2005], this strategy can provide more information than just performing linkage or association analysis alone.

Recently, advanced technology and reduced genotyping costs have made genome-wide association (GWA) analyses of hundreds of thousands of single nucleotide polymorphism (SNP) markers possible. With the completion of PHASE I of the HAPMAP project [International HapMap Consortium, 2003; Altshuler et al., 2005], about 6 million new SNPs were genotyped to promote the discovery of high-quality SNPs and to define LD structures in the human genome as a framework for whole-genome association analyses. Whole-genome association analyses can be performed without information from linkage analyses. However, a large sample size is required to compensate for the power lost from multiple comparison
corrections required for the huge number of hypothesis tests. This multiple-testing issue is a challenging problem for whole-genome association analysis [Carlson et al., 2004]. Recently, a novel approach for GWA analyses uses linkage test results to weight the p-values of association tests, and this approach shows more power than association tests alone if the linkage tests are informative [Roeder et al., 2006]. If the linkage tests are not informative, the loss of power for association is small. Hence, even in the era of genome-wide association analysis, linkage analysis can still play an important role. Furthermore, we must keep in mind that due to the limitation of association analyses for finding rare variants associated with the diseases, linkage analyses will still remain essential [Wang et al., 2005].

However, it is not intuitively clear under what conditions association and linkage tests performed in the same data set may be correlated. For association tests such as APL, which includes IBD parameters for estimating parental mating-type, it is also not clear whether the IBD-based test statistic may be correlated with the linkage statistic. If there is correlation between linkage and family-based association test statistics, the results obtained from the tests may not be appropriate, particularly when one test is performed based on the results from the other test. For example, if there is correlation between linkage and family-based association test statistics when there is linkage and no association, then association tests performed based on significant results from linkage tests may tend to be liberal.
To help interpret the results from linkage and association tests conducted on the same data, it is desirable to know when the tests are correlated. In Chapter 4, we will introduce our theoretical and simulation studies to estimate the correlation between the linkage and association statistics. General pedigree structures such as extended pedigrees and incomplete pedigrees (families with missing parents) were used in the simulations to estimate the correlation between the linkage and association statistics. Commonly used methods for linkage and association implemented in software packages were used. For linkage statistics, the Kong and Cox’s LOD score [Kong and Cox, 1997], extended from the allele-sharing method in Kruglyak et al. [1996] and implemented in the software package MERLIN [Abecasis et al., 2002], were used. For association statistics, the PDT software package [Martin et al., 2000a], which can handle extended pedigrees, and APL [Martin et al., 2003], which is implemented in the APL software package and can handle missing parents in nuclear families [Chung et al., 2006], were used.

1.6 Conclusion

Linkage and association methods have played very important roles in human complex disease gene mapping. They can be applied complementarily to obtain the maximum information from the data. The APL test proposed in Martin et al. [2003] provides a powerful family-based test for association in the linkage region. The extension of the APL method and examination of its robustness will be described in Chapter 2. Due to the lack of family-based association methods for the X-chromosome markers, we have developed the X-APL, which
was extended from APL and will be introduced in Chapter 3. Since linkage and association
approaches are often applied on the same data, it is important to know when the two statistics
may be correlated. An examination and interpretation of the correlation between the linkage
and association statistics will be described in Chapter 4. Finally, some future work such as
extension of the discussed methods will be discussed in Chapter 5.
Chapter 2

The APL Test: Extension to General Nuclear Families and Haplotypes and Examination of Its Robustness

Ren-Hua Chung, Elizabeth R. Hauser, Eden R. Martin

2.1 Abstract

Objective: The Association in the Presence of Linkage test (APL) is a powerful statistical method that allows for missing parental genotypes in nuclear families. However, in its original form, the statistic does not easily extend to mixed nuclear family structures nor to multiple-marker haplotypes. Furthermore, the robustness of APL in practice has not been examined. Here we present a generalization of the APL model and an examination of its robustness under a variety of non-standard scenarios. Methods: The generalization is made possible by incorporating a bootstrap variance estimator instead of the original robust variance estimator. This allows for use of more than two affected siblings. Haplotype analysis was accomplished by combining estimation of haplotype phase into the EM algorithm. Computer simulation was used to examine robustness of the APL to departures from test assumptions. Results: The extended APL tests both single-marker and multiple-marker haplotypes and shows more power than other association methods. Simulation results showed that the single-marker APL test is robust to the departure from HWE. For the haplotype test, violation of the HWE assumption can inflate type I error. We also evaluated general guidelines for the validity of APL with rare alleles and rare haplotypes. Software for the APL test is available from http://www.chg.duke.edu/research/apl.html.

2.2 Introduction

Family-based association tests provide powerful tools for finding genes associated with complex diseases. The classic transmission/disequilibrium test (TDT) [Spielman et al., 1993],
for example, can be used to test for association in the presence of linkage (i.e. linkage disequilibrium) in family triads (one affected offspring and both parents). However, the TDT is not a valid test of association when more than one affected sibling is used and there is linkage between disease loci and markers. Modifications of the TDT have been proposed to take linkage into consideration for families with multiple affected siblings [Martin et al., 1997, 2000a; Abecasis et al., 2000; Rabinowitz and Laird, 2000].

In some cases, such as the late-onset diseases, parental genotypes are often missing. One approach to deal with this problem is to compare the allele frequencies between affected siblings and unaffected siblings only [Martin et al., 2000a; Horvath and Laird, 1998; Monks et al., 1998]. These methods all properly allow for correlation due to linkage in their statistics. Another approach is to use genotypes of the siblings to infer the genotypes of their parents [Clayton, 1999; Knapp, 1999; Weinberg, 1999; Martin et al., 2003]. A widely used program TRANSMIT was implemented based on the method in Clayton [1999]. As indicated in Martin et al. [2003], when linkage is present between marker and disease loci, TRANSMIT, which assumes independent transmission between siblings from their parents, has an inflated type I error rate when parental genotypes are missing. The Association in the Presence of Linkage (APL) method, proposed in Martin et al. [2003], correctly infers missing parental genotypes in regions of linkage by simultaneously estimating identity-by-descent (IBD) parameters. However, the original APL is not flexible for mixed nuclear family structures (including the mixture of singletons and multiplexes with arbitrary number of unaffected sibs).
due to the fact that the different parameters in the variance estimator should be considered for each type of family structure separately. Furthermore, only the single-marker test was proposed in the original APL method and up to two affected siblings were considered. The robustness of APL toward the rare alleles or rare haplotypes and the deviations from the Hardy-Weinberg Equilibrium (HWE) assumption were not examined either.

In order to generalize APL to be flexible in real data applications, we modified and extended the APL method. A bootstrap variance estimator, instead of the original robust variance estimator, is used. The bootstrap variance estimator has the advantage that mixed family structures can be easily incorporated when estimating the variance. Two affected siblings in families were considered for estimating IBD parameters for inferring missing parental genotypes in Martin et al. [2003]. We extended APL to utilize three affected siblings by considering IBD between every two affected siblings in the three siblings and we compared its power to APL using only two affected siblings.

APL was also extended from single-marker analysis to multiple-marker haplotype analysis. Haplotypes can be more informative than genotypes if multiple markers contribute to the trait [Martin et al., 2000a]. Hence, developing a powerful haplotype analysis tool for association is desirable. Our modified APL model allows for unknown phase, and the missing parental haplotypes are correctly inferred by taking IBD parameters into consideration. A global test measuring the overall effect of all possible haplotypes is also calculated. We then compared
the power of the modified APL to other association analysis methods. For the single-marker test, we compared the power of APL to two alternative methods in nuclear families: the pedigree disequilibrium test (PDT) [Martin et al., 2000a] and the family-based association test (FBAT) [Lake et al., 2000]. For the haplotype test, we compared the power of APL to PDTPHASE [Dudbridge, 2003] and the haplotype FBAT (HBAT) [Horvath et al., 2000].

To examine the robustness of the APL statistic, we use computer simulation to investigate two issues that frequently occur in real data analyses: rare alleles or rare haplotypes and the deviations from the HWE assumption. Since APL assumes HWE for the haplotype test, we simulated several data sets that have deviations from HWE and observed the effect on APL statistic. Finally, a powerful software package is provided based on the implementation of the generalized APL model, which will be very useful for family-based disease association studies.

2.3 Methods

2.3.1 Review of the APL model

We followed the statistical development proposed in Martin et al. [Martin et al., 2003] and show the modifications and extensions that have been made. The APL uses nuclear families with at least one affected offspring. The APL is based on the statistic $T$ which is the difference between the number of copies of a specific allele in affected offspring and the expected number under the null hypothesis of no association conditional on parental
genotypes. $T_s$ is the sum of $T$’s over all families in the sample. If the parental genotypes are missing, probabilities of consistent parental mating types are used to estimate the expected copies of the allele in parents. When affected siblings are used, mating types are correctly inferred by taking linkage into consideration. Linkage between disease loci and markers was accommodated by including IBD parameters for affected siblings when estimating parental mating-type probabilities. For an affected sib-pair family, the probability of parental mating-type $G_p$ was estimated based on the siblings’ genotypes $G$ and their affection status $A$ in Martin et al. [2003] equation (2):

$$P(G_p \mid G, A) = \frac{\mu_{G_p} \sum_{k=0}^{2} z_k P(G \mid G_p, IBD = k)}{P(G \mid A)}$$

(1)

where $\mu_{G_p}$ is the unconditional mating-type probability and $z_k$ is the IBD parameter which denotes the probability that the affected siblings share $k$ alleles IBD. The parameters $\mu_{G_p}$ and $z_k (k = 0, 1, 2)$ can be estimated by EM algorithm. The probability $P(G \mid G_p, IBD = k)$ in the numerator is simply a function of Mendelian segregation probabilities. The probability $P(G \mid A)$ in the denominator can be calculated by summing all terms in the numerator over all possible parents, $G_p$, for a given $G$.

If there is only one affected sibling in a family, the probabilities $P(G \mid G_p, IBD = k)$ reduce to $P(G \mid G_p)$, which are simply Mendelian transmission probabilities. As shown in Martin et al. [2003], unaffected siblings can be used to improve the estimation of the parental mating-type probabilities. When the disease penetrances are low, which is common for complex diseases,
transmissions to unaffected siblings are independent conditional on parental genotypes and do not depend on disease status. Hence, if unaffected siblings are present, the probabilities $P(G \mid G_p, IBD = k)$ are multiplied by the Mendelian transmission probabilities for the unaffected siblings for a given parental genotypes. Partial parental genotypes can also help APL estimate the parental mating-type probabilities. If one parental genotype, $P_1$, is present and the other parent, $P_2$, is missing, equation (1) can be modified by conditioning on $P_1$ as well: $P(P_2 \mid P_1, G, A)$. The calculation procedures are similar to equation (1) with a restriction that $P_1$ is known.

Under the null hypothesis that there is no association (with or without linkage), the expected value of $T_s$ is 0. $T_s$ can be standardized to have an asymptotic normal distribution with mean 0 and variance 1. The statistic, called the APL statistic, takes the following form Martin et al. [2003]:

$$T_s / \sqrt{\hat{Var}(T_s)}$$  

(2)

where $\hat{Var}(T_s)$ is an estimate of the variance of $T_s$.

The hypothesis test based on the APL statistic will be referred as the APL test. Specifically the null hypothesis is that there is no linkage or no association between marker and disease loci.
2.3.2 Variance estimation

In Martin et al. [2003], a robust variance estimator which takes into account the variance associated with estimation of IBD parameters was used to estimate the variance of $T_s$. However, the estimator is practically difficult to implement when various family structures exist in a data set. To offer more flexibility, we implement a different approach for variance estimation based on the bootstrap method. Assume there are $n$ families in the sample. We perform $k$ bootstrap resamplings. Each family is treated as an independent unit for resampling. For each bootstrap sample, a new set of $n$ families are resampled with replacement from the original $n$ families. We measure the $T_s$ statistic from the $i$th set of families and we can obtain $T_i$, where $i = 1, 2, ..., k$. The estimation of the variance of $T_s$ is the sample variance of the $k$ $T_i$’s [Efron and Tibshirani, 1993]:

$$\hat{Var}(T_i) = \frac{\sum_{i=1}^{k} (T_i - \overline{T})^2}{(k - 1)}$$

(3)

where

$$\overline{T} = \frac{\sum_{i=1}^{k} T_i}{k}$$

When $k$ is large, the sample variance of the $k$ $T_i$’s is close to the variance of $T_s$.

Even when there are mixed nuclear family structures in the data, the bootstrap variance estimator still works properly. Although the numbers of different types of nuclear families may change during each bootstrap resampling, the bootstrap procedure simulates the
sampling scheme based on current data. Hence, the bootstrap variance estimator estimates the variance caused by sampling errors and parameter estimation in the APL model. We verified the validity of the bootstrap variance estimator by simulations.

2.3.3 Extension to three affected siblings

In Martin et al. [2003], no more than two affected siblings were considered when inferring the missing parental genotypes. This requires three IBD parameters between the two affected siblings ($z_0$: IBD=0, $z_1$: IBD=1, $z_2$: IBD=2). Here we extend the algorithm to three affected siblings by considering IBD status between every pair of the three affected siblings. We follow the IBD configurations for IBD sharing among three siblings in Whittemore et al. [1998] Table 3. Four IBD parameters, $k_0$, $k_1$, $k_2$ and $k_3$, denote IBD sharing of (2,1,1), (2,2,2), (1,0,1), and (2,0,0) alleles among three sibling pairs, respectively. For example, for three siblings A, B and C, (2,1,1) means that A and B share 2 alleles IBD, B and C share 1 allele IBD and A and C also share 1 allele IBD. Hence, when three affected siblings are present in a pedigree, the probability of a missing mating-type $G_p$ in Martin et al. [2003] equation (2) is modified as:

$$P(G_p | G, A) = \frac{\mu_{G_p} \sum_{i=0}^{3} k_i P(G \mid G_p, IBD \, status = k_i)}{P(G \mid A)}$$

(4)

where $G$ is the set of genotypes of the three affected siblings, $A$ is the affection status, and $\mu_{G_p}$ is the mating-type probability for parents with genotypes $G_p$. 
The IBD parameters $k_0$, $k_1$, $k_2$ and $k_3$ are estimated by the EM algorithm jointly with $\mu_{O_p}$ and $z_0$, $z_1$ and $z_2$ from sibpair families. The IBD parameters between two individuals can be obtained from the IBD parameters between three individuals by simply considering the IBD of the first pair of the three individuals. The relationships between $z_0$, $z_1$, $z_2$ and $k_0$, $k_1$, $k_2$, $k_3$ are indicated in equation (5). These relationships are included as one additional step in the “M-Step” of EM algorithm.

\[
\begin{align*}
    z_0 &= \left( \frac{k_2}{3} \right) + 2 \times \left( \frac{k_3}{3} \right) \\
    z_1 &= 2 \times \left( \frac{k_0}{3} \right) + 2 \times \left( \frac{k_2}{3} \right) \\
    z_2 &= \left( \frac{k_0}{3} \right) + k_1 + \left( \frac{k_3}{3} \right)
\end{align*}
\]  
(5)

**2.3.4 Extension to multiple-marker haplotype analysis**

We extended the APL test to a multiple-marker haplotype test suggested by Martin et al. [2003]. For simplicity, no recombination is assumed to occur between the markers within the families. The number of parental mating types increases exponentially with the number of haplotypes that are used for testing. Hence, the APL program assumes the Hardy-Weinberg Equilibrium (HWE) for haplotype frequencies in order to reduce the number of parameters that will be estimated. Under HWE, only haplotype frequencies and IBD parameters need to be estimated to obtain the mating-type probabilities.

The strategy of haplotype testing is analogous to a multiple-allele analysis. Probabilities for consistent haplotype phases within each family are estimated through the EM algorithm. The
probabilities of the haplotype phases for each family are calculated by taking IBD parameters into consideration. Therefore, the modified APL test correctly infers the phase probabilities under the null even when linkage is present. $T_j$ is calculated as an expected value of the statistic $T$ from all possible phases for a family and $T_s$ is the sum of all $T_j$’s over all families. Here $T$ is a vector where each element in $T$ corresponds to a specific haplotype.

We calculate the global test statistic $X$ to evaluate the haplotype effect. A global test of all haplotypes can be used to capture the multiple haplotype effect [Horvath et al., 2004]. The statistic $X$ is a quadratic form that asymptotically follows a chi-squared distribution under the null hypothesis that none of the haplotypes is in linkage disequilibrium with the disease allele:

$$X = T_s^\top \Sigma^{-1} T_s \sim \chi^2_{p-1}$$

where $\Sigma$ is the variance-covariance matrix of $T_s$ and $p$ is the number of haplotypes tested.

The variance-covariance matrix $\Sigma$ of $T_s$ can be estimated easily from the bootstrap samples. Due to the property that the elements in $T_s$ sum to 0, the variance-covariance matrix of $T_s$ is not full rank and is not invertible. We substitute the generalized inverse of $\Sigma$ in the quadratic form. The statistic still has a chi-squared distribution, where the degree of freedom is the rank of $\Sigma$ [Rao, 1971].

Though it has been suggested that separate tests can be conducted for individual haplotypes, that is to test whether a specific haplotype is in linkage disequilibrium with a disease allele,
this procedure may not be valid. In the APL test, IBD and mating-type parameters are estimated under the global null hypothesis. Estimation under a haplotype-specific null hypothesis is not straightforward in this context. Consequently, we implement only the global test for haplotype analysis.

2.3.5 Rare alleles and rare haplotypes

The APL statistic (equation (2)) is normally distributed when the number of transmissions of alleles or haplotypes is large. However, when alleles or haplotypes are rare, this assumption of normality may not be appropriate. As a guideline for whether the approximation is valid or not, the online manual of TRANSMIT suggests considering the size of the variance estimate. The size 2.5 provides a general guideline of deciding whether the statistic in TRANSMIT is valid or not. This rule can be applied to the APL statistic as well since the square of APL statistic has an asymptotically chi-squared distribution that is analogous to the TRANSMIT statistic. As suggested in the online manual of TRANSMIT, raising the value of the variance estimate to 5 or higher would provide more confidence in validity of the statistic. The same guideline can also be applied to rare haplotypes. We can compute the variance of the $T_s$ statistic of a specific haplotype to decide whether it should be included for global haplotype statistic calculation or not. We evaluate these guidelines in simulations. In order to investigate the guidelines for a broad range of disease models, we simulated data sets under dominant, recessive, additive and multiplicative models. We also generated data sets with a
mixture of singleton and multiplex families to examine if the guidelines are appropriate for mixed nuclear family structures.

2.3.6 HWE assumption

The default version of the single-marker APL test assumes HWE. A version of single-marker APL test without the HWE assumption is also implemented. The HWE assumption for haplotype frequencies is used solely in the multiple-marker haplotype test in order to reduce parameters that are estimated by the EM algorithm. In the real data, genotyping errors or population admixtures may cause the deviation from HWE. To examine the effect of the deviation from HWE on the APL test, we generated a data set by combing two simulated data sets from random-mating populations with different allele frequencies into one data set. This population admixture generates deviation from HWE. Several data sets with different degrees of deviation were generated. Data with two markers were generated to evaluate the effect for haplotype tests. We measure the degree of HWE deviation using the HWE goodness-of-fit test statistic, which has a chi-squared distribution with 1 degree of freedom. We evaluate the robustness of the APL test when the HWE assumption is violated in simulations.

2.3.7 Computer simulations

Computer simulations were used to evaluate the type I error and power for the modified APL statistic. We used the SIMLA computer program [Bass et al., 2004] to generate replicate
samples of families with different disease models and three types of family structures AA, AAU and AAAU. An AA family has one affected sibling pair, an AAU family has one affected sibling pair and one unaffected sibling and an AAAU family has three affected siblings and one unaffected sibling. Families with both parental genotypes missing and only one parental genotype missing were simulated. We used the same parameter values for SIMLA as Martin et al. [2003] table 1 to generate different disease models including four recessive models (RecA, RecB, RecC, RecD) and four multiplicative models (MultA, MultB, MultC, MultD) and marker loci, where the recurrence-risk ratios for siblings range from 1.26 to 1.02. Genetic markers were simulated under the assumption of complete linkage to the disease locus.

For type I error simulations, there was no association between the disease and marker alleles. For single-marker tests, five different samples composed of different types of family structures were used: (1) 300 AAU families with all parental genotypes missing, (2) 300 AAAU families with all parental genotypes missing (3) 250 AA plus 250 AAU families with all parental genotypes missing, and (4) 200 AAAU families plus 100 AAU families with all parental genotypes missing (5) 250 AAU families with all parental genotypes missing plus 250 AAU families with one of the parents’ genotypes missing. For multiple-marker haplotype tests for type I error, three markers were simulated. There are eight possible haplotypes (111), (112), (121), (122), (211), (212), (221), (222) simulated for the three
markers with frequencies 0.512, 0.128, 0.128, 0.032, 0.128, 0.032, 0.032, 0.008, respectively. None of them is associated with the disease allele.

For single-marker tests, power simulations assumed that the marker and disease alleles were in perfect association. Therefore, the marker locus is in fact equivalent to the disease locus. For multiple-marker haplotype tests, two markers were simulated having four possible haplotypes (11), (12), (21), (22) with frequencies 0.3, 0.3, 0.2, 0.2, respectively. Table 2.1 shows the association configurations between these haplotypes and the disease alleles used in SIMLA.

2.4 Results

2.4.1 Type I errors and power

In Martin et al. [2003], the APL statistic using the robust variance estimator was shown to have a correct type I error rate. Here we verify proper implementation of the modified APL statistic with the novel bootstrap variance estimator by testing the type I error for both single- and multiple-marker haplotype analysis. Tables 2.2 and 2.3 show the results of the type I error for single-marker and multiple-marker haplotype analysis with the APL program, respectively. Table 2.2 shows that under different disease models and different types of family structures, the mean of the APL statistic is close to 0, the variance is close to 1, and the type I error is close to the nominal level of 0.05. Table 2.3 shows that the type I error rate for the global test of all haplotypes is also close to 0.05.
We next compared the power of the modified APL test and other family based tests of association. PDT [Martin et al., 2000a], FBAT/HBAT [Lake et al., 2000; Horvath et al., 2004] and PDTPHASE [Dudbridge, 2003] were selected for comparison since they remain valid tests for association when linkage is present. TRANSMIT was not included in the comparison since it has an inflated type I error when linkage is present [Martin et al., 2003]. Figure 1 shows the results for single-marker analysis. Compared with figure 1 in Martin et al. [2003], APL using bootstrap variance estimator obtains more power than the APL test using the original variance estimator. For example, APL using the bootstrap estimator has estimated power 0.44 at the 0.05 significance level for the RecD model for 250AAU families and the power estimate for APL using the original variance estimator under the same model is 0.32.

It is not surprising to see that when families with three affected siblings are present in the data, the extension of APL which takes all three affected siblings into account obtains more power than APL using only two affected siblings (Figure 1). For example, for the RecD model for 250 AAAU families, APL using three affected siblings has power 0.725 at the 0.05 significance level and APL using only two affected siblings has power 0.553 under the same model.
We also see that, for different types of family structures, the modified APL has more power than the other two methods under all genetic models considered. APL typically has an outstanding power for the RecD and MultD models. In the combined data sets with both AAU and AA families, the PDT and FBAT do not use the families without unaffected siblings. The APL test will use information from the entire collection of families. The results in figure 1 show that these AA families add a little power to the APL test for all models while the PDT and FBAT maintain the same power.

Figure 2 shows the comparison of the power of global haplotype analysis between APL, HBAT, and PDTPHASE. The pattern is similar to the single-marker results. APL continues to have more power than HBAT and PDTPHASE in most of the examples tested, and in some cases can have considerably more power.

2.4.2 Rare alleles and haplotypes

Rare alleles or rare haplotypes may cause an inflated or conservative type I error rate for the APL test. Table 2.4 shows that, for single-marker APL test, the type I error tends to be inflated for both rare alleles with expected frequencies 0.1 and 0.01 for the smaller samples for different disease models and family structures. The type I error is close to 0.08 if the rare allele frequency is approximately 0.01 in 100 AAU families. It decreases to close to 0.05 if 600 AAU families were used. Hence, collecting more families helps the accuracy of APL statistic when rare alleles are present.
Table 2.4 also shows the adjusted type I error rate after all replicates that have estimated variances of $T_s$ less than 2.5 and 5 were eliminated. For allele frequency of 0.01, the adjusted type I error rate becomes smaller and is often conservative, relative to the inflated rate before adjustment. Table 2.4 shows the guideline using variance 2.5 may not work well in some cases. For example, for a sample that has 100 AAU families and a rare allele with frequency 0.1, the adjusted type I error rates using a cutoff of 2.5 are inflated (0.061 and 0.058) for the RecA and MultA models, respectively. The guideline of variance 5 generally avoids inflated type I error rate shown in Table 2.4. The results of simulated data sets for disease models RecA and MultA generally show the same pattern in Table 2.4. Moreover, we can also observe the same pattern in the mixed nuclear family structures of singleton and multiplex families in Table 2.4. Note that we did not show the adjusted type I error rate using variance of 5 for the mixed family structures of 50 singleton and 50 multiplex families since only a few data sets have variance greater than 5. Hence, it is not suggested that such small sample should be tested with APL for a rare allele frequency 0.01 in real data analysis. The same pattern was observed in dominant and additive models as well using the same family structures in Table 2.4 (results not shown).

Table 2.5 shows estimates of the type I error rate of the global haplotype test when several rare haplotypes exist. We can see that the type I error rate of the global test tends to be conservative. The adjusted type I error rates that are calculated by excluding rare haplotypes
with corresponding variances of $T_s$ less than 5 are close to the 0.05 level. We also observed the same pattern in dominant and additive models using the same family structures. The simulation results show that requiring a variance estimate > 5 serves as a good guideline of deciding whether the APL test is valid or not when rare alleles or rare haplotypes are present.

### 2.4.3 HWE effect

Table 2.6 shows the effect of deviations from HWE for APL single-marker analysis. It shows that even with deviations from HWE (Goodness-of-fit statistics from 0.036 to 5.055), the APL test remains valid so that the type I error under different models is close to the nominal 0.05 level. The version of APL single-marker test without the HWE assumption was also tested and found to have correct type I error rate by simulations (results not shown). The APL single-marker test with the HWE assumption is preferred since it has more power than the version without the HWE assumption, according to our simulation results (results not shown).

Table 2.6 also shows the effect of deviations from HWE for multiple-marker haplotype analysis. It is no surprise to see that the haplotype APL test is more sensitive to the HWE deviation than the single-marker test since more parameters need to be estimated. We conclude that APL statistic is not very sensitive to the deviation of HWE of allele frequencies in single-marker analysis. However, in haplotype analysis, haplotype frequencies in HWE
would be crucial for APL. Therefore, it may not be prudent to conduct haplotype analysis with the APL if there is evidence of deviation from HWE.

### 2.4.4 Performance

The APL program is written in C++ and available for Linux, Sun and Windows platforms. Since APL needs to perform a certain amount of bootstrap iterations, it is not as efficient as Transmit without the bootstrap option, which has the same time complexity for calculating $T_s$ as APL. Generally APL can finish a single-marker analysis within one minute for 300 families with all parental genotypes missing. Haplotype analysis causes higher density of calculations and APL usually takes 30 minutes for a data set that has 300 families and 3 markers with all parental genotypes missing running on a Sun workstation equipped with a 1.2GHz CPU.

### 2.5 Discussion

In this paper, we present the generalization and examinations of the APL test that will be useful for the association analysis in family data. Both single-marker and multiple-marker haplotype tests are provided. We replaced the robust variance estimator proposed in Martin et al. [2003], which is difficult to implement in practice when different types of family structures exist, with the bootstrap variance estimator. The bootstrap variance estimator differs from the robust variance estimator in that it estimates the variance of $T_s$ under the observed model while the robust variance estimator estimates the variance under the null
model. Our simulation results showed that by using the bootstrap variance estimator, the modified APL obtains more power than the APL statistic using the robust variance estimator. We demonstrated the proper implementation of the modified APL by testing its type I error rate from different family structures and disease models.

Our simulation results showed that under different family structures, the bootstrap variance estimator correctly estimated the variance of $T_i$. Even when there was a mixture of different nuclear family structures, the variances were correctly estimated. In addition to the results for mixtures of multiplex families presented in Table 2.2, we also simulated a mixture of singleton and multiplex families and the type I error rate was as expected (results not shown). Hence, the bootstrap variance estimator is robust to mixed nuclear family structures.

APL was extended to consider three affected siblings if they are present in the data. Simulation results showed the extended APL obtains more power than APL using only two affected siblings. We also compared the power of the APL test, the PDT, FBAT/HBAT and PDTPHASE. The APL test consistently had the highest power for both single-marker and multiple-marker haplotype analysis for nuclear family data. Hence, APL may be preferred in analyzing nuclear family data sets. Although APL may have greater power in nuclear families, the test, unlike PDT, is not valid in extended pedigrees, nor does it offer the flexibility to handle quantitative traits as the FBAT does. So each of these tests offers advantages in different situations.
We examined the robustness of APL for the deviations of HWE and rare alleles or rare haplotypes. HWE is assumed in the haplotype analysis to reduce the number of parameters. Though we found deviations from HWE had little impact on single-marker tests, they do affect validity of haplotype analyses. We also considered the situation when rare alleles or haplotypes are present in the data. They could affect the validity of APL statistic leading to an inflated or conservative type I error rate. When there is extensive LD between markers, rare haplotypes are more likely to exist. In this case, the global haplotype statistic may not be valid. As the TRANSMIT online manual suggests, we confirmed with simulations that variance greater or equal to 5 provides a general guideline of deciding whether to accept APL statistic or not. For global haplotype analysis, haplotypes with variance less than 5 are ignored. Another possible approach to reduce the effect of extensive LD on global haplotype analysis is to collapse rare haplotypes into one haplotype. However, the strategy of choosing which haplotypes to collapse is not trivial. The simulations presented here suggest that collapsing rare haplotypes until they exceed a variance of 5 may be a good strategy.

Since APL considers only nuclear families, the next challenging problem is to extend APL to larger families. In order to do so, the inheritance vectors should be considered when estimating parental mating-type probabilities and IBD parameters since these parameters are correlated within an extended pedigree. An alternative test, the PDT, can handle extended
pedigrees and can be used as a complementary tool for APL for family-based association studies.

In conclusion, we have included several useful extensions to the APL algorithm and provided a comprehensive software package for single marker and haplotype analysis. The APL software provides a useful approach for fine-mapping complex disease genes in sibships or nuclear families that can dramatically outperform existing methods. APL can be publicly accessed at http://www.chg.duke.edu/research/apl.html.
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### 2.7 Tables

**Table 2.1** Association configurations in SIMLA for the power simulations for haplotype tests.

| Haplotypes | E(freq $|$ d)$^a$ | E(freq $|$ D)$^b$ |
|------------|------------------|------------------|
| 11         | 0.30             | 1.00             |
| 12         | 0.30             | 0.00             |
| 21         | 0.20             | 0.00             |
| 22         | 0.20             | 0.00             |

$^a$ The expected haplotype frequencies on chromosomes with wild-type allele d.  
$^b$ The expected haplotype frequencies on chromosomes with disease allele D.
Table 2.2 Mean, Variance and Type I error of the single-marker APL test across 5000 replicate data sets.

<table>
<thead>
<tr>
<th>Data APL test</th>
<th>N and model of inheritance</th>
<th>Mean</th>
<th>Variance</th>
<th>Type I error&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N = 300 AAU:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>RecA</td>
<td>-.011</td>
<td>.994</td>
<td>.048</td>
</tr>
<tr>
<td></td>
<td>RecB</td>
<td>.051</td>
<td>.988</td>
<td>.045</td>
</tr>
<tr>
<td></td>
<td>MultA</td>
<td>-.013</td>
<td>1.018</td>
<td>.051</td>
</tr>
<tr>
<td></td>
<td>MultB</td>
<td>-.014</td>
<td>1.004</td>
<td>.049</td>
</tr>
<tr>
<td></td>
<td>N = 300 AAAU:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>RecA</td>
<td>-.047</td>
<td>1.029</td>
<td>.052</td>
</tr>
<tr>
<td></td>
<td>RecB</td>
<td>-.018</td>
<td>.991</td>
<td>.049</td>
</tr>
<tr>
<td></td>
<td>MultA</td>
<td>-.023</td>
<td>.989</td>
<td>.047</td>
</tr>
<tr>
<td></td>
<td>MultB</td>
<td>-.013</td>
<td>1.028</td>
<td>.054</td>
</tr>
<tr>
<td></td>
<td>N = 250 AA + 250 AAU</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>RecA</td>
<td>-.028</td>
<td>.995</td>
<td>.050</td>
</tr>
<tr>
<td></td>
<td>RecB</td>
<td>-.051</td>
<td>1.101</td>
<td>.051</td>
</tr>
<tr>
<td></td>
<td>MultA</td>
<td>-.056</td>
<td>.994</td>
<td>.051</td>
</tr>
<tr>
<td></td>
<td>MultB</td>
<td>-.035</td>
<td>1.010</td>
<td>.048</td>
</tr>
<tr>
<td></td>
<td>N = 200 AAAU + 100 AAU</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>RecA</td>
<td>.004</td>
<td>.978</td>
<td>.046</td>
</tr>
<tr>
<td></td>
<td>RecB</td>
<td>-.017</td>
<td>.989</td>
<td>.050</td>
</tr>
<tr>
<td></td>
<td>MultA</td>
<td>-.014</td>
<td>1.025</td>
<td>.052</td>
</tr>
<tr>
<td></td>
<td>MultB</td>
<td>-.058</td>
<td>.972</td>
<td>.047</td>
</tr>
<tr>
<td></td>
<td>N = 250 AAU* + 250 AAU</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>RecA</td>
<td>.007</td>
<td>.963</td>
<td>.049</td>
</tr>
<tr>
<td></td>
<td>RecB</td>
<td>-.021</td>
<td>1.009</td>
<td>.049</td>
</tr>
<tr>
<td></td>
<td>MultA</td>
<td>-.013</td>
<td>1.000</td>
<td>.053</td>
</tr>
<tr>
<td></td>
<td>MultB</td>
<td>-.023</td>
<td>1.047</td>
<td>.054</td>
</tr>
</tbody>
</table>

<sup>a</sup>Proportion of data sets with p-value ≤ 0.05.

* Only one parental genotype in every family is missing. Other families without * were generated without parental genotypes.
**Table 2.3** Type I error of the multiple-marker haplotype APL global test across 5000 replicate data sets.

<table>
<thead>
<tr>
<th>Data</th>
<th>APL test</th>
</tr>
</thead>
<tbody>
<tr>
<td>N and haplotypes</td>
<td>Type I error&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>N = 300 AAU:</td>
<td></td>
</tr>
<tr>
<td>RecA</td>
<td>.046</td>
</tr>
<tr>
<td>MultA</td>
<td>.050</td>
</tr>
<tr>
<td>N = 250 AA + 250 AAU:</td>
<td></td>
</tr>
<tr>
<td>RecA</td>
<td>.041</td>
</tr>
<tr>
<td>MultA</td>
<td>.047</td>
</tr>
<tr>
<td>N = 250 AAU* + 250 AAU:</td>
<td></td>
</tr>
<tr>
<td>RecA</td>
<td>.052</td>
</tr>
<tr>
<td>MultA</td>
<td>.053</td>
</tr>
</tbody>
</table>

<sup>a</sup> Proportion of data sets with p-value \( \leq 0.05 \).

* Only one parental genotype in every family is missing. Other families without * were generated without parental genotypes.
Table 2.4 Type I error of the single-marker APL test before and after the adjustment.

<table>
<thead>
<tr>
<th>N and model of inheritance</th>
<th>Data</th>
<th>APL test</th>
<th>Type I error</th>
<th>Type I error&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Type I error&lt;sup&gt;c&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N and model of inheritance</td>
<td>E(freq)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Type I error</td>
<td>Type I error&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Type I error&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>N = 100 AAU</td>
<td>RecA</td>
<td>0.10</td>
<td>.065</td>
<td>.061 (99%)</td>
<td>.052 (97%)</td>
</tr>
<tr>
<td></td>
<td>RecA&lt;sup&gt;e&lt;/sup&gt;</td>
<td>0.01</td>
<td>.069</td>
<td>.005 (18%)</td>
<td>.041 (2%)</td>
</tr>
<tr>
<td></td>
<td>MultA</td>
<td>0.10</td>
<td>.060</td>
<td>.058 (99%)</td>
<td>.047 (96%)</td>
</tr>
<tr>
<td></td>
<td>MultA&lt;sup&gt;e&lt;/sup&gt;</td>
<td>0.01</td>
<td>.076</td>
<td>.006 (18%)</td>
<td>.052 (2%)</td>
</tr>
<tr>
<td>N = 300 AAU</td>
<td>RecA</td>
<td>0.10</td>
<td>.053</td>
<td>.053 (100%)</td>
<td>.053 (100%)</td>
</tr>
<tr>
<td></td>
<td>RecA&lt;sup&gt;e&lt;/sup&gt;</td>
<td>0.01</td>
<td>.076</td>
<td>.033 (77%)</td>
<td>.020 (34%)</td>
</tr>
<tr>
<td></td>
<td>MultA</td>
<td>0.10</td>
<td>.051</td>
<td>.051 (100%)</td>
<td>.051 (100%)</td>
</tr>
<tr>
<td></td>
<td>MultA&lt;sup&gt;e&lt;/sup&gt;</td>
<td>0.01</td>
<td>.078</td>
<td>.042 (76%)</td>
<td>.023 (34%)</td>
</tr>
<tr>
<td>N = 600 AAU</td>
<td>RecA</td>
<td>0.10</td>
<td>.050</td>
<td>.050 (100%)</td>
<td>.050 (100%)</td>
</tr>
<tr>
<td></td>
<td>RecA&lt;sup&gt;e&lt;/sup&gt;</td>
<td>0.01</td>
<td>.055</td>
<td>.054 (99%)</td>
<td>.039 (33%)</td>
</tr>
<tr>
<td></td>
<td>MultA</td>
<td>0.10</td>
<td>.053</td>
<td>.053 (100%)</td>
<td>.053 (100%)</td>
</tr>
<tr>
<td></td>
<td>MultA&lt;sup&gt;e&lt;/sup&gt;</td>
<td>0.01</td>
<td>.063</td>
<td>.069 (99%)</td>
<td>.047 (88%)</td>
</tr>
<tr>
<td>N = 50 AU + 50 AAU</td>
<td>RecA</td>
<td>0.10</td>
<td>.066</td>
<td>.064 (99%)</td>
<td>.040 (88%)</td>
</tr>
<tr>
<td></td>
<td>RecA&lt;sup&gt;e&lt;/sup&gt;</td>
<td>0.01</td>
<td>.071</td>
<td>.010 (9%)</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>MultA</td>
<td>0.10</td>
<td>.048</td>
<td>.048 (98%)</td>
<td>.043 (83%)</td>
</tr>
<tr>
<td></td>
<td>MultA&lt;sup&gt;e&lt;/sup&gt;</td>
<td>0.01</td>
<td>.078</td>
<td>.018 (6%)</td>
<td>N/A</td>
</tr>
<tr>
<td>N = 150 AU + 150 AAU</td>
<td>RecA</td>
<td>0.10</td>
<td>.051</td>
<td>.051 (100%)</td>
<td>.051 (100%)</td>
</tr>
<tr>
<td></td>
<td>RecA&lt;sup&gt;e&lt;/sup&gt;</td>
<td>0.01</td>
<td>.061</td>
<td>.024 (60%)</td>
<td>.032 (15%)</td>
</tr>
<tr>
<td></td>
<td>MultA</td>
<td>0.10</td>
<td>.049</td>
<td>.049 (100%)</td>
<td>.049 (100%)</td>
</tr>
<tr>
<td></td>
<td>MultA&lt;sup*e&lt;/sup&gt;</td>
<td>0.01</td>
<td>.058</td>
<td>.022 (58%)</td>
<td>.027 (15%)</td>
</tr>
</tbody>
</table>
Table 2.4 (Continued)
Three types of family structures, 100 AAU, 300 AAU and 600 AAU, were simulated with two types of allele frequencies, 0.01 and 0.1, for the RecA and MultA models across 5000 replicate data sets. Two types of mixed family structures, 50AU (one affected child and one unaffected child) plus 50AAU and 150 AU plus 150 AAU, were also simulated. All parental genotypes are assumed to be missing.

\( a \) E(freq) is the expected frequency of the rare allele.

\( b \) The adjusted type I error rate calculated by the proportion of data sets with p-value \( \leq 0.05 \) where alleles with variance < 2.5 were excluded.

\( c \) The adjusted type I error rate calculated by the proportion of data sets with p-value \( \leq 0.05 \) where alleles with variance < 5 were excluded.

\( d \) The percentage shows the percentage of the replicates remaining for type I error calculation.

\( e \) 100,000 replicate data sets were generated for 100 families and 20000 replicate data sets were generated for 300 families to better approximate the type I error.
Table 2.5 Type I error of the multiple-marker haplotype APL test before and after the adjustment.

<table>
<thead>
<tr>
<th>Data</th>
<th>APL test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Set1</td>
</tr>
<tr>
<td></td>
<td>E(freq)$^c$</td>
</tr>
<tr>
<td>111</td>
<td>0.84645</td>
</tr>
<tr>
<td>211</td>
<td>0.09405</td>
</tr>
<tr>
<td>121</td>
<td>0.04455</td>
</tr>
<tr>
<td>221</td>
<td>0.00855</td>
</tr>
<tr>
<td>112</td>
<td>0.00495</td>
</tr>
<tr>
<td>122</td>
<td>0.00045</td>
</tr>
<tr>
<td>212</td>
<td>0.00095</td>
</tr>
<tr>
<td>222</td>
<td>0.00005</td>
</tr>
</tbody>
</table>

Models       | Type I error |
-------------|--------------|
N = 300 AAU RecA: |
Global test   | .027         | .035        |
Global test$^a$ | .044         | .038        |
Global test$^b$ | .048         | .049        |
N = 300 AAU MultA: |
Global test   | .021         | .036        |
Global test$^a$ | .037         | .039        |
Global test$^b$ | .047         | .053        |

Two sets, set1 and set2, were simulated across 5000 replicate data sets with different haplotype frequencies, including rare haplotypes, for the RecA and MultA models. All parental genotypes are assumed to be missing.

$^a$ The adjusted type I error rate calculated by the proportion of data sets with p-value ≤ 0.05 where haplotypes with variance < 2.5 were excluded.

$^b$ The adjusted type I error rate calculated by the proportion of data sets with p-value ≤ 0.05 where haplotypes with variance < 5 were excluded.

$^c$ E(freq) are the expected frequencies of the haplotypes used in SIMLA configurations.
Table 2.6 Type I error of APL tests with HWE deviations.

<table>
<thead>
<tr>
<th>HWE statistic</th>
<th>RecA</th>
<th>RecB</th>
<th>MultA</th>
<th>MultB</th>
<th>RecA</th>
<th>MultA</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.036</td>
<td>.038</td>
<td>.049</td>
<td>.039</td>
<td>.046</td>
<td>.045</td>
<td>.051</td>
</tr>
<tr>
<td>2.479</td>
<td>.045</td>
<td>.039</td>
<td>.045</td>
<td>.054</td>
<td>.067</td>
<td>.119</td>
</tr>
<tr>
<td>5.055</td>
<td>.047</td>
<td>.050</td>
<td>.051</td>
<td>.046</td>
<td>.225</td>
<td>.213</td>
</tr>
</tbody>
</table>

300 AAU families were simulated with HWE deviations for RecA, RecB, MultA and MultB models without parental genotypes.

a Proportion of data sets with p-value ≤ 0.05.
2.8 Figures

Figure 2.1 Power comparison for single-marker analysis

Power of the single-marker APL test, PDT, and FBAT over 2000 replicates. All families were simulated without parental data except AAU* families which have only one parental genotype missing. In the figures for 250AAAU families, APL1 and APL2 are the APL tests using three and two affected siblings, respectively. Power is calculated for significance level (α) of 0.05 and 0.001 for recessive and multiplicative models.
Figure 2.2 Power comparison for haplotype analysis

Power of the haplotype APL test, PDTPHASE, and HBAT over 2000 replicates. All families were simulated without parental data except AAU* families which have only one parental genotype missing. Power is calculated for significance level ($\alpha$) of 0.05 and 0.001 for recessive and multiplicative models.
Chapter 3
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3.1 Abstract

Family-based association methods have been developed primarily for autosomal markers. XS-TDT and XRC-TDT are the first association-based methods for testing markers on the X chromosome in family data sets. These are valid tests of association in family triads or discordant sib pairs, but are not theoretically valid in multiplex families when linkage is present. Recently, XPDT and XMCPDT, modified versions of the pedigree disequilibrium test (PDT), were proposed. Like the PDT, XPDT compares genotype transmissions from parents to affected offspring or genotypes of discordant siblings; however the XPDT can have low power if there are many missing parental genotypes. XMCPDT uses a Monte Carlo sampling approach to infer missing parental genotypes based on true or estimated population allele frequencies. Though the XMCPDT was shown to be more powerful than the XPDT, variability in the statistic due to using an estimate of allele frequency is not properly accounted for. Here we present a novel family-based test for association, X-APL, a modification of the APL test for Association in the Presence of Linkage. Like the APL, X-APL can use singleton or multiplex families and properly infers missing parental genotypes in linkage regions by considering identity-by-descent parameters for affected sibs. Sampling variability of parameter estimates is accounted for through a bootstrap procedure. X-APL can test marker loci individually or X-chromosome haplotypes. To allow for different penetrances in males and females, separate sex-specific tests are provided. Using simulated data, we demonstrated validity and showed that the X-APL is more powerful than alternative
tests. To show its utility and discuss interpretation in real data analysis, we also applied the X-APL to candidate gene data in a Parkinson disease family sample.

3.2 Introduction

Family-based association methods are often used for localizing genes in complex diseases when family data are available; however, methodological developments have focused primarily on analysis of autosomal markers [Spielman et al., 1993; Martin et al., 1997; 2000; Abecasis et al., 2000; Rabinowitz and Laird, 2000]. Linkage analyses have identified regions on the X chromosome for several diseases, such as Parkinson disease [Scott et al., 2001; Pankratz et al., 2003], autism [Shao et al., 2002; Vincent et al., 2005] and early-onset cardiovascular disease [Hauser et al., 2003]. Although association analysis is often applied to further localize disease susceptibility genes in linkage regions, fine-mapping of such regions on the X chromosome has been slow, in part due to the lack of appropriate statistical methods for family-based association analysis on the X chromosome.

The “X-linked sibling TDT” (XS-TDT) and “reconstruction-combined transmission/disequilibrium test for X-chromosome markers” (XRC-TDT), proposed in Horvath et al. [2000], are the first family-based association methods that test specifically X-chromosome markers. These are valid tests of association in family designs which include a single proband, such as triads or discordant sib pairs. For families with multiple affected offspring, these tests, which assume independent gamete transmissions from parents to
affected siblings, can have an inflated type I error rate when linkage is present between a marker and the disease locus. This is the same problem faced by the original TDT and S-TDT [Martin et al., 1997]. Because association analyses are often conducted in regions showing evidence of linkage, it is critical that family-based association tests allow for the presence of linkage under a null hypothesis of no association when multiple affected offspring are available.

More recently, the pedigree disequilibrium test (PDT), originally proposed for autosomal markers by Martin et al. [1997; 2000], was extended to markers on the X chromosome [Ding et al., 2006]. This approach maintains the properties of the PDT. Namely, the XPDT is a test of association in the presence of linkage in general pedigrees, is valid in stratified populations and does not require specification of model parameters. However, in families with missing parental data the XPDT uses only same-sex discordant sibships and thus may not have optimal power. Recognizing this Ding et al. [2006] suggest a Monte Carlo approach to inferring missing parental data, the XMCPDT. They show that this approach generally has more power than the XPDT, and the power difference increases with increasing amount of missing parental data. A limitation of the XMCPDT is that allele frequencies must be provided. Unknown allele frequencies are estimated from known parental (founder) genotypes, but the statistic does not account for variability in this estimate. Though the examples simulated by Ding et al. [2006] show no inflation of type I error, validity of the test with varying amounts of missing parental data has not been thoroughly examined.
Here we extend the Association in the Presence of Linkage (APL) method [Martin et al., 2003] developed for autosomal markers to the analysis of X-chromosome markers in nuclear families. Like the APL, our proposed procedure, which we refer to as X-APL, properly infers missing parental genotypes in regions of linkage by considering identity-by-descent (IBD) parameters for affected siblings. We use a bootstrap procedure to adjust for the variation in parameter estimates, which does not assume allele frequencies are given. X-APL can perform both single-locus and haplotype association tests. Recognizing the existence of sex-limited traits, we introduce into the X-APL separate tests for males and females, which allow inference about different effects in the sexes.

We used computer simulations to demonstrate the validity of the X-APL statistic and examine robustness and power. We compared the power of the X-APL to the power of the XS-TDT, XPDT and XMCPDT under a range of models and sampling schemes. We compared the power of the X-APL test using all data with separate tests for males and females under sex-specific penetrance models. We then applied X-APL to a real data set containing families with Parkinson disease. We tested markers in two X-linked genes, monoamine oxidase A and B (MAOA and MAOB), which have been examined previously as candidate genes for Parkinson disease [Kurth et al., 1993; Ho et al., 1995; Costa et al., 1997; Wu et al., 2001; Kang et al., 2006].
3.3 Methods

The X-APL statistic is a modification of the APL statistic [Martin et al., 2003]. The APL statistic is based on the difference between the observed number of copies of a specific allele in affected siblings and the expected number of copies conditional on parental genotypes under the null hypothesis that there is no association or no linkage in nuclear families. When parental genotypes are missing, APL infers missing parental genotypes using siblings’ genotypes and accounts for linkage by taking the IBD parameters into consideration, see Martin et al. [2003] for details. The APL software can analyze families with up to three affected siblings and arbitrary numbers of unaffected siblings [Chung et al., 2006].

3.3.1 X-APL statistic

The X-APL is designed for nuclear families with one or more affected siblings. First, consider a sample of $n$ families, each with two affected siblings. Markers are assumed to be biallelic with alleles 1 and 2 on the X chromosome. We denote $I_j$ as the number of copies of allele 1 in the affected siblings in the $j$th family. In Martin et al. [2003], the APL statistic $T_j$ is the difference between $I_j$ and the conditional expected value of $I_j$, $E(I_j \mid G_{pj})$, where the parental genotypes are represented by $G_{pj}$ in the $j$th family. To extend the APL statistic to X-chromosome markers, we consider the sexes of the siblings when calculating the expected value of $I_j$. We define $m$ as an affected male sibling, $f$ as an affected female sibling and $sex$ as the combination of sexes of the affected siblings:

$$sex = (m,m) \text{ if both affected siblings are male}$$
\[(m, f) \quad \text{if one affected sibling is male and the other is female} \]
\[(f, f) \quad \text{if both affected siblings are female} \]

Under the null hypothesis, the expected value of \( I_j \) can be estimated conditional on the parental genotypes and sexes of the affected siblings:

\[
E(I_j | G_{pj}, \text{sex}) = \begin{cases} 
N_{fj} & \text{if } \text{sex} = (m, m) \\
N_{fj} + N_{mj} & \text{if } \text{sex} = (m, f) \\
N_{fj} + 2N_{mj} & \text{if } \text{sex} = (f, f) 
\end{cases}
\]

where \( N_{fj} \), the number of allele 1 in the female parent, takes values 0, 1 or 2 and \( N_{mj} \), the number of allele 1 in the male parent, takes values 0 or 1 in the \( j \)th family. The expected value of \( I_j \) for a singleton family has a simpler form. \( E(I_j | G_{pj}, \text{sex} = m) \) is \((1/2) \times N_{fj}\) and \( E(I_j | G_{pj}, \text{sex} = f) \) is \((1/2) \times N_{fj} + N_{mj}\). We define the statistic \( T_j \) to be \( T_j = I_j - E(I_j | G_{pj}, \text{sex}) \) in the \( j \)th family. In complete pedigrees, \( N_{fj} \) and \( N_{mj} \) can be counted directly from the parental data and the transmissions from male parent to affected siblings cancel in \( T_j \); therefore, male parents provide no information for the X-APL statistic in complete pedigrees.

Although calculation of the statistic \( T_j \) is straightforward if the parental genotypes are available, for late-onset diseases, parental genotypes are often missing. In this case, we must infer missing parental genotypes based on the siblings’ genotypes. In Martin et al. [2003] equation (2), the probability of a parental mating type \( \Pr(G_p | G, A) \) was estimated based on siblings’ genotypes \( G \) and their affection status \( A \). We modified this probability for X-APL by also conditioning on the sexes of the siblings. Like the APL for autosomes, the IBD parameters for an affected sibling pair are used to account for linkage between marker and
disease locus when inferring the missing parental genotypes. The IBD for the alleles transmitted from the male parent is fully determined by the sexes of the affected sibling pair. That is, when we consider IBD sharing for alleles transmitted from the male parent, the affected siblings share 0 allele IBD when \( \text{sex} = (m,m) \) or \((m,f)\) and 1 allele IBD when \( \text{sex} = (f,f) \). Thus, only IBD status for alleles transmitted from the female parent needs to be estimated. The affected siblings share either 0 or 1 allele IBD from the female parent.

When there is no association and tight linkage, the probability \( \Pr(G_p | G,A, \text{sex}) \) is similar to Martin et al. [2003] equation (2) and can be written as:

\[
\Pr(G_p | G,A, \text{sex}) = \frac{\mu_{G_p} \sum_{k=0}^{1} z_k \Pr(G | G_p, IBD = k, \text{sex})}{\Pr(G | A, \text{sex})}
\]

where \( \mu_{G_p} \) is the unconditional probability of parental mating type \( G_p \) and \( z_k \) is the probability that the affected siblings share \( k \) alleles IBD from the female parent. Since disease penetrances are expected to be low for any particular locus for complex diseases, transmissions to the unaffected siblings are assumed to be independent of disease status. Then IBD parameters for an unaffected sibling pair, or a pair with one affected and one unaffected sibling, can be approximated by \((z_0, z_1) = (1/2, 1/2)\). Therefore, when there are unaffected siblings in a family, the probabilities \( \Pr(G | G_p, IBD=k, \text{sex}) \) are multiplied by the Mendelian transmission probabilities for the unaffected siblings for given parental genotypes. The EM algorithm is used to estimate the parameters \( \mu_{G_p} \) and \( z_k \). The procedures of the EM algorithm for estimating the mating-type and IBD parameters are similar to those used by
Martin et al. [2003] For singleton families, the probability \( \Pr(G \mid G_p, IBD = k, \text{sex}) \) reduces to \( \Pr(G \mid G_p, \text{sex}) \), which depends only on Mendelian transmission probabilities. When parental genotypes are missing, the expectation of \( I_j \) is taken over missing parental genotypes as well as transmissions from (female) parents, as follows:

\[
T_j = I_j - \sum_{i=1}^{|\Omega|} \Pr(G_{pi} \mid G_j, A, \text{sex})E(I_j \mid G_{pi}, \text{sex})
\]  

where \( \Omega \) is a set of all possible parental mating types. Partial parental genotypes can be used to improve estimation of the parental mating-type parameters, using the same methods discussed in Martin et al. [2003]. Let \( T_s \) be the sum of \( T_j \) over families, then under the null hypothesis that there is no association or no linkage, the expected value of the statistic \( T_s \) is 0. The X-APL test is based on this summary statistic \( T_s \).

### 3.3.2 Variance estimation

Martin et al. [2003] used a robust estimator to estimate the variance of the APL statistic. However, the estimator is difficult to implement in practice when various nuclear family structures exist in a data set. In Chung et al. [2006], a bootstrap variance estimator, which offers more flexibility for analysis of different family structures, was proposed to replace the original variance estimator. The bootstrap approach can be applied to the X-APL model as well. Families are resampled with replacement to form each bootstrap replicate, and a new \( T_s \) is calculated for each replicate. If \( B \) bootstrap replicates are performed, then the sample
variance $\hat{Var}(T_s)$ can be obtained from the $B_T$s. When $B$ is large, the sample variance will be asymptotically close to the variance of $T_s$.

Finally, the X-APL statistic takes the following form:

$$\frac{T_s}{\sqrt{\hat{Var}(T_s)}}$$

(3)

Under the null hypothesis of no linkage or no association, this statistic is asymptotically normal, with a mean of 0 and a variance of 1.

3.3.3 Separate tests for males and females

Disease loci can have different effects on males and females. Although a test using combined data could still find association between disease and markers, separate tests for males and females may be more powerful and informative for sex-specific effects. A straightforward approach to test association for males and females separately is to divide the transmissions from parents to affected siblings into separate transmissions to affected male and female siblings. They can be calculated using the parental mating-type and IBD parameters estimated by all data from both sexes. However, when a marker is in linkage disequilibrium (LD) with a disease locus, estimating parameters using all data may not be appropriate for separate tests, particularly when the disease locus has an effect in only one sex. The parameters may not be estimated properly since they are estimated under the null hypothesis that the marker alleles are not associated with the disease in either sex. Our simulation results
showed that type I errors for the X-APL statistic for the sex with no disease-locus effect can be inflated when all data are used to estimate the parameters. A solution is to divide the data into two sets: one set that has only male affected siblings and another set that has only female affected siblings. The two sets may have overlapping families if some families have both affected male and female siblings. All unaffected individuals are retained in both sets. Then X-APL tests can be applied separately on the two sets using parameters estimated in their respective sets. We refer to the test using only male affected sibs and the test using only female affected sibs as X-APL male and female test, respectively. Since both male and female tests may be performed simultaneously, multiple testing should be considered when we interpret the p-values from the two tests. An adjustment for the p-values may be required such as Bonferroni correction in order to interpret the p-values properly.

3.3.4 Extension to multiple-marker haplotype analysis

To extend the X-APL test to a multiple-marker haplotype test, we assume no recombination occurs between the markers within the families in the sample. The strategy of haplotype testing is analogous to a multiple-allele analysis for a single marker, but with haplotype phase not always known. Probabilities of consistent haplotype phases within each family are estimated jointly with the estimation of IBD parameters and haplotype frequencies using the EM algorithm. Only phase probabilities for females need to be estimated since phase for the male is always known. A global test statistic $G$, which follows an asymptotic chi-squared distribution under the null hypothesis that none of the haplotypes are associated with the
disease locus, is calculated using the method in Chung et al. [2006] to measure the overall haplotype effect:

\[ G = T_s \Sigma^{-1} T_s \]  \hspace{1cm} (4)

where the vector \( T_s \) contains the X-APL statistics for each possible haplotype, \( \Sigma \) is the variance-covariance matrix of \( T_s \). If \( h \) is the number of haplotypes tested, then the statistic \( G \) is asymptotically distributed as chi-square with \( h-l \) degrees of freedom.

A global test for all haplotypes can be more informative than individual haplotype tests since it can capture multiple haplotype effects [Horvath et al., 2004]. The global test also can have more power than individual haplotype tests since it does not have the multiple-testing issue faced when analyzing haplotypes individually [Morris et al., 1997]. Moreover, in the X-APL test, IBD and parental mating-type parameters are estimated under the global null hypothesis that none of the haplotypes are in LD with a disease allele. It is not straightforward to estimate those parameters under a haplotype-specific null hypothesis. For these reasons, we base inference solely on the global test for haplotype analysis.

### 3.3.5 Hardy-Weinberg equilibrium assumption

Hardy-Weinberg equilibrium (HWE) for haplotype frequencies is assumed in X-APL for the haplotype test to reduce the number of parameters estimated by EM algorithm. The same assumption is also applied to the separate male and female tests. For single-marker analyses, we implement two versions of X-APL, one with and one without a HWE assumption. In real
data analysis, genotyping errors, mutations, and population stratification may cause genotype frequencies to deviate from HWE. We used computer simulations to generate data sets with different degrees of deviation from HWE by combining samples from two random-mating populations with different allele frequencies into one data set. To evaluate deviation from random mating, we generated data with two markers to evaluate the effect for haplotype tests. The HWE goodness-of-fit (GOF) test statistic, which has an asymptotic chi-squared distribution, was used to measure the degree of HWE deviation. Note that we can only measure this deviation in females since males are haploid for the X chromosome. The HWE GOF statistic was calculated as \[ \Psi = \sum_{i,j \in \psi} \left( \frac{n \sum_{i,j} P(h_i h_j) - P(h_i) P(h_j))^2}{nP(h_i) P(h_j)} \right), \] where \( n \) is the number of female parents, \( P(h_i) \) and \( P(h_j) \) are the estimated allele frequencies from the mixed population for alleles \( h_i \) and \( h_j \). For single marker, \( P(h_i h_j) \) are the estimated genotype frequencies in the mixed population and \( \psi \) is a set of all alleles for the marker. For haplotypes with two markers, \( P(h_i h_j) \) are the estimated haplotype frequencies and \( \psi \) is a set of all haplotypes between the two markers. Hence, the deviations from HWE in the data set were simulated with respect to haplotype frequencies for the two markers. We investigated the effects of deviations of allele or haplotype frequencies from HWE expectations for X-APL test using all data and the separate male and female tests.

3.3.6 Computer simulations

Computer simulations were used to evaluate the type I error and power of X-APL. We used the SIMLA computer program [Schmidt et al., 2005] to generate replicate samples of
families based on different disease models. Family ascertainment included the following family structures: single affected offspring with one unaffected sibling (AU), one affected sibling pair (AA), and one affected sibling pair plus one unaffected sibling (AAU). No parental genotypes were available in these families except as noted in the tables.

The SIMLA parameters used in our simulations are shown in Table 1, which contains six recessive models (RecA, RecB, RecC, RecD, RecE, RecF) and six multiplicative models (MultA, MultB, MultC, MultD, MultE, MultF) with different prevalences and genotypic relative risks (GRR) [Martin et al., 2003]. The NullModel in Table 1, with GRR = 1, was used to simulate disease loci that have no effect on a specific sex. The GRR for females is the penetrance function for homozygous disease alleles \( f_{DD} \) divided by the penetrance function for homozygous normal alleles \( f_{dd} \). The GRR for males, assumed to be hemizygous, is the penetrance of the disease allele \( f_D \) divided by the penetrance of the normal allele \( f_d \). Hence, when GRR is 1 for each sex, the disease loci do not contribute to the disease phenotype. When GRR is greater than 1, the disease alleles increase risk of developing the disease phenotype. By default we simulated samples in which males and females have the same prevalence and GRR, e.g., GRR for females \( f_{DD}/f_{dd} \) is equal to GRR for males \( f_D/f_d \). The sex ratio of males to females is 1:1 due to the equal disease prevalence. Samples with different GRR and prevalences for males and females were also generated to reflect disease loci with different effects in the different sexes. In cases of unequal prevalences in males and females, the sex ratio is determined by the prevalence in males to the prevalence in females.
For type I error simulations, we assumed that disease and marker loci were tightly linked (there was no recombination between them), but there was no association between the disease and marker alleles, except as noted below (Scenario 4). Four scenarios were simulated (Scenarios 1, 2, 3 and 4), each has different family structures and disease models as described in Table 2. In (Scenario 4), the marker and disease locus were in strong LD but the GRR for one sex was 1 and for the other sex was greater than 1. To evaluate type I error for multiple-marker haplotype tests, three markers were simulated with eight possible haplotypes. The haplotype frequencies were 0.512, 0.128, 0.128, 0.032, 0.128, 0.032, 0.032, 0.008 for haplotypes (111), (112), (121), (122), (211), (212), (221), (222), respectively. As indicated in Chung et al. [2006], rare haplotypes may affect the validity of the global haplotype APL statistic. Rare haplotypes may also have effects on the X-APL statistic, particularly when samples are stratified into male and female tests. Hence, we increased the number of families to 1000 in Scenarios 1, 3, and 4 for haplotype analyses.

Power simulations assumed that the marker and disease alleles were in perfect LD for single-locus tests, so that the marker locus was in fact equivalent to the disease locus. The AU, AA and AAU family structures with all parents missing were simulated. For multiple-marker haplotype tests, two markers were simulated having four possible haplotypes (11), (12), (21), (22) with frequencies 0.3, 0.3, 0.2, 0.2, respectively. Haplotype (11) was set to be the risk haplotype and was the only haplotype positively associated with the disease allele.
In order to compare the power between the X-APL test using all data to the separate male and female tests, we simulated two additional scenarios (Scenarios 5 and 6) as described in Table 2. The two scenarios were simulated with 250 AAU families with all parental genotypes missing under the recessive model.

For comparison with X-APL, we used a SAS macro downloaded from the author’s website to conduct the XS-TDT and XRC-TDT [Horvath et al., 2000]. An R program provided by Ding et al was used to conduct the XPDT and XMCPDT [Ding et al., 2006]. Asymptotic p-values provided by the software were used to evaluate significance.

3.4 Results

3.4.1 Type I error and power

We first considered the effect of linkage on the XRC-TDT and XS-TDT as tests for association using computer simulations. Table 3 shows estimates of type I error for disease models RecA and MultA from Table 1 based on 5000 replicate data sets with all parents missing. We found that when multiple affected siblings are present both XS-TDT and XRC-TDT have inflated type I error rates. For example, with significance level 0.05, XS-TDT has a type I error rate 0.062 and XRC-TDT has a type I error rate 0.088 for the 300 AAU families simulated under the disease model MultA. Unlike XS-TDT and XRC-TDT, the XPDT and XMCPDT allow for correlation among multiple affected siblings. In our
simulations, we found that the type I error of the XPDT and the XMCPDT using the true allele frequencies are close to the nominal level (type I error estimates range from 0.045 to 0.054 at the nominal level of 0.05).

We examined the impact of varying the sample size and the proportion of families with parents on the XMCPDT using allele frequencies estimated from the observed parental genotypes (Table 4). When the proportion of families with parents is small, we found that the type I error for XMCPDT can be inflated. For example, when there are 50 AAU families with parents and 300 AAU families with no parents, XMCPDT has a type I error rate 0.077 with a nominal significance level 0.05. This inflation of type I error was seen in both singleton and multiplex families. When the proportion of families with parents increases, XMCPDT can have a reasonable type I error rate, though an upward bias is still evident (Table 4).

Table 5 shows estimates of type I error for X-APL for single-marker and haplotype tests. Type I error estimates for male and female tests are also shown. Under different disease models and family structures, we found that the type I error rate is close to the nominal level of 0.05 for both single-marker and global haplotype tests. In Scenario 4 where the marker and disease loci were in LD and the disease locus only has an effect in males, the female tests show correct type I error rates. In the reverse case that disease locus has an effect only in females, the type I error rates for the male tests were also correct (data not shown). Type I
errors for a nominal level of 0.005 were also estimated and they were also close the nominal level (data not shown).

Even though as a test for association XS-TDT does not account for linkage when multiple affected siblings are present, its type I error rate is not severely inflated for the significance level ($\alpha=0.05$ and 0.005) in our simulations (Table 3). Hence, we compared the power of X-APL with XS-TDT as well as XPDT under different disease models and nuclear family structures. Since the type I error rate is reasonable for XMCPDT when the proportion of families with parents is large, we included power comparisons with XMCPDT in such cases. We considered two significance levels for power calculations: 0.05 and 0.005. Figure 1 shows that the X-APL outperforms XS-TDT, XPDT and XMCPDT in the six disease models considered. We did not show the power for RecA, RecB, RecC, MultA, MultB and MultC models in figure 1 since X-APL has power 1 for these models. For the data sets that have 250 AAU families without parents, X-APL typically has substantially more power than XS-TDT and XPDT at significance level 0.005. As mentioned in Martin et al. [2003], even families with no unaffecteds or parents can add some power to the APL. We also observed that adding AA families to AAU families gives more information for the X-APL, while XS-TDT and XPDT maintain the same power since they do not use AA families (Figure 1). With a total sample size of 250 AAU families, we also simulated 100 AAU families with parents and 150 AAU families with no parents. Compared to the power for 250 AAU families with no parents, the power for X-APL, XS-TDT and XPDT is higher when some parental
information is available. In the case of larger sample size (250 AAU with one parent and 250 AAU with missing parents), we can see that all of the tests have increasing power. In examples with parental data, XMCPDT can have comparable power with X-APL. However, when the significance level is reduced to 0.005, X-APL shows notably more power than XMCPDT. We also simulated 100 AU families with parents and 150 AU families with no parents to evaluate the power for families with only a single proband. The same pattern as in figure 1 was also observed, namely that X-APL still shows more power than other tests (Data not shown).

We also compared the power of X-APL single-marker test using all data with the X-APL male and female tests for three cases; both sexes together and each sex separately. We applied a Bonferroni correction for the p-values from male and female tests. We compared the power for the X-APL test using all data at significance level 0.05 and the power for male and female tests at significance levels 0.025. Table 6 shows that the X-APL test using data for both sexes has more power than the separate tests for each sex when disease loci have effects on both males and females (Scenario 5). However, when disease loci affect only one sex (Scenario 6), separate tests can be more powerful. From Table 6 we can see that separate tests can have similar or more power than the test using all data even using a conservative multiple-testing correction. We can also see that the type I error for male or female test for the sex not affected by the disease locus is close to the 0.025 nominal level, as we expected.
In Table 6 we see that the power for the separate test in females is consistently lower than the separate tests in males even when the same GRRs are specified in the two sexes. This is a consequence of the models selected and constraints on model parameters. For example, in scenario 5 males and females have the same disease prevalence and GRR. This forces the phenocopy rate under a recessive model to be higher in females than in males, which as a consequence reduces power for the female test relative to the male test. Varying the relative disease prevalence in males and females also influences power because we have fixed the total sample size. For scenario 6 where the sex ratios are 7:3 and 3:7 and the genetic effect is present in the sex with the higher disease prevalence, the sex-specific test has more power than in scenario 5 where the sex ratio is 1:1.

3.4.2 HWE effect

Table 7 shows type I error estimates for the single-marker X-APL test for data containing deviations from HWE. The version of single-marker X-APL test that assumes HWE for genotype frequencies was tested. For different degrees of deviations from HWE in Table 7, type I error estimates are all close to the 0.05 nominal level. Thus, even in extreme cases where all parents are missing and there are severe deviations from HWE in the data, the single-marker X-APL test is still valid at a significance level of 0.05. Another version of X-APL test that does not assume HWE was also tested for the same data sets and it has correct type I error as well (data not shown). Our power simulations showed that X-APL assuming HWE has more power than X-APL without the HWE assumption regardless of whether
HWE really exists (data not shown). Table 7 also shows estimates of the type I error for X-APL test for global haplotype test. The type I error is inflated when deviations from HWE are present. More severe departures from HWE cause more liberal global haplotype tests.

### 3.4.3 MAO genes for Parkinson disease

We applied X-APL, XS-TDT and XPDT on the data set used by Kang et al. [2006]. A total of 774 families including 558 singleton families and 216 multiplex families were used for the overall X-APL test. Since 615 families in these 774 families have no parents, XMCPDT was not included for analysis. A total of 530 families including 437 singleton families and 93 multiplex families were used for the male test. A total of 329 families including 288 singleton families and 41 multiplex families were used for the female test. Table 8 shows the results for X-APL using all data and for separate male and female tests, as well as the results obtained by XS-TDT and XPDT. X-APL found that marker RS3027452, located in intron 5 in MAOB, was significant (p-value = 0.036) for the female test at significance level 0.05 while XS-TDT and XPDT did not show significant results. However, with a Bonferroni correction for multiple testing for male and female test, the p-value 0.036 may not be considered a significant result. We also applied the X-APL global haplotype test to the markers in MAOA and MAOB but did not observe a significant haplotype association with Parkinson disease.
3.5 Discussion

We have developed the X-APL for testing association in family-based designs for markers on the X chromosome. Our simulation analyses show that X-APL has the correct type I error rate. This is not generally true for XS-TDT and XRC-TDT, which have inflated type I error when linkage is present and there are multiple affected siblings in the data. Inheriting the properties of PDT, XPDT does have the correct type I error rate in the linkage region for families with multiple affected siblings. XMCPDT, which can infer missing genotypes conditional on population allele frequency, relies on availability of at least some parental genotypes to estimate population allele frequency. As demonstrated in our simulations, when the proportion of genotyped parents is low, XMCPDT may not be a valid test. It is also worth noting that in Table 3, the type I error rate of XS-TDT is not substantially inflated, and is much closer to the nominal level than the type I error rate of XMCPDT.

Our simulation results showed that X-APL is more powerful than XS-TDT, XPDT and XMCPDT for the six disease models used for single-marker analyses in our simulations. As mentioned in Horvath et al. [2000], the partition of siblings into same-sex groups can result in reduced power for XS-TDT. XPDT also requires that the discordant sib pairs be of the same sex [Ding et al., 2006]. X-APL does not require this partitioning, which contributes to its increased power. An unexpected observation was that XS-TDT consistently has more power than XPDT. This difference may be because the hypergeometric distribution assumed
in XS-TDT better approximates the variance under the alternative than the variance estimate used in the XPDT.

Our simulation results show that the X-APL test using data from both sexes can have more power than separate X-APL male and female tests when the X-linked disease locus contributes to disease risk for both sexes. When the X-linked disease locus affects only one sex, separate tests can have more power than the test using all data. Hence, separate tests to determine the effects of disease loci on sex can be useful. However, some information may be lost when all data are divided into separate smaller data sets. Moreover, separate male and female tests give rise to a multiple testing issue and a correction may be required in assessing significance of the tests. We found that even if we used a conservative Bonferroni correction for the p-values from separate tests, the separate tests can still have more power than the test using all data when disease loci have effect on only one sex. Therefore, we suggest that in practice tests using all data and separate male and female tests should be performed to capture the most information in the data. The same strategy for male and female tests can be applied to XPDT as well. Our expectation is that it would have less power, and is in fact consistent with the real data analysis for the MAOB gene.

We are not aware of any haplotype test other than X-APL for the X-chromosome markers. Consequently, we estimated power for the global haplotype test of X-APL using computer simulation and the results were reasonable. X-APL fills the gap for family-based haplotype
association analysis on the X chromosome and will be very useful for haplotype analyses in real data applications. When compared to APL for autosomal markers, X-APL shows considerably more power for the global haplotype test using the same disease models and family structures (data not shown). One reason that we expect to find more power for haplotype analysis on the X chromosome compared to autosomes is that the phases for male haplotypes are determined explicitly for X-chromosome markers. Therefore, haplotype phases can be inferred more precisely in X-APL than APL. When both parental data are present, the haplotype phases can be exactly determined. When both parents are missing in a family, the haplotype of a male sibling determines one haplotype in the female parent. Moreover, the male parent is known to carry one Y chromosome and the other haplotype in the male parent can be determined by a female sibling. Hence, there are fewer possible parental mating-types that need to be considered compared to the autosomal data, which can reduce the variance of estimates of missing parental mating-types. Although these observations are merely of academic interest since a disease locus is either on the X chromosome or is not, they suggest that the X-APL haplotype test performance is consistent with expectations.

We also examined the robustness of X-APL for data containing deviations from HWE. Our simulation results showed that the X-APL test for single-marker analysis is robust to deviations from HWE in the data. Since the X-APL test with HWE assumption has more power than the X-APL test without HWE assumption for single-marker analysis, the version
of X-APL with HWE assumption will be preferred for most real data analyses. For global haplotype analyses, violations of HWE for haplotype frequencies can significantly inflate type I errors for X-APL. Therefore, haplotype analyses are not reliable in data sets deviating from HWE.

The monoamine oxidase genes MAOA and MAOB are located on the X-chromosome and have been found associated with Parkinson disease (PD) [Kurth et al., 1993; Ho et al., 1995; Costa et al., 1997; Wu et al., 2001; Kang et al., 2006]. In Kang et al. [2006], a total of 644 families with PD, consisting both of singleton and multiplex families, were used for association studies. The PDT [Martin et al., 1997; 2000], developed for autosomal markers, was used in Kang et al. [2006] dividing the whole data set into female and male siblings. The marker RS1799836 located in intron 13 in MAOB showed significant association with PD in the data set containing only female siblings (p-value = 0.022). The X-APL female test showed significant association for the marker RS3027452 located in intron 5, but again the effect was restricted to females. This suggests that the MAOB gene might have an effect in females but not in males for PD. Our results are not entirely consistent with the results obtained by Kang et al. [2006] since they are different markers showing significance in the different analyses. The inconsistency may be due to the fact that Kang et al. [2006] restricted analysis to same-sex discordant sib pairs from extended families while X-APL calculated transmissions from parents to affected children only in nuclear families. Moreover, unaffected male and female siblings were used in X-APL sex-specific tests to estimate
parameters but again only same-sex unaffecteds were considered in Kang’s analysis. Nevertheless, the associated SNPs show some LD ($r^2=0.23$ between RS1799836 and RS3027452 in affected females) [Kang et al., 2006] and both show effects limited to female subset. Therefore, it may indicate that there is a yet untested female risk variant in LD with the two SNPs.

In conclusion, we have developed X-APL as a powerful, robust and versatile tool for family-based association analysis on the X chromosome. We demonstrated validity where other tests failed and showed that X-APL is more powerful than alternative tests, particularly when parental genotypes are unavailable as in late-onset diseases. X-APL provides single-marker and global haplotype tests as well as separate tests for males and females allowing for evaluation of a variety of hypotheses. As presented here X-APL uses nuclear families allowing for missing parental genotypes. XPDT and XMCPDT have the advantage of performing analyses for extended pedigrees. Similar approaches can be used to modify the APL and X-APL for extended pedigrees, and the bootstrap procedure to estimate the variance lends itself easily to this modification. We have implemented X-APL in a freely available software package. The X-APL software package is written in C++ and available for several computer platforms. It can be publicly accessed at http://www.chg.duke.edu/research/software.html.
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### 3.7 Tables

**Table 3.1 Genetic models used in simulations**

<table>
<thead>
<tr>
<th>Model of inheritance</th>
<th>Disease marker allele frequency</th>
<th>GRR&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Disease prevalence</th>
</tr>
</thead>
<tbody>
<tr>
<td>RecA</td>
<td>0.25</td>
<td>5.00</td>
<td>0.0063</td>
</tr>
<tr>
<td>RecB</td>
<td>0.25</td>
<td>4.00</td>
<td>0.0059</td>
</tr>
<tr>
<td>RecC</td>
<td>0.25</td>
<td>3.00</td>
<td>0.0056</td>
</tr>
<tr>
<td>RecD</td>
<td>0.25</td>
<td>2.50</td>
<td>0.0054</td>
</tr>
<tr>
<td>RecE</td>
<td>0.25</td>
<td>2.00</td>
<td>0.0053</td>
</tr>
<tr>
<td>RecF</td>
<td>0.25</td>
<td>1.50</td>
<td>0.0052</td>
</tr>
<tr>
<td>Multiplicative:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MultA</td>
<td>0.15</td>
<td>7.50</td>
<td>0.0064</td>
</tr>
<tr>
<td>MultB</td>
<td>0.15</td>
<td>6.25</td>
<td>0.0060</td>
</tr>
<tr>
<td>MultC</td>
<td>0.15</td>
<td>4.00</td>
<td>0.0053</td>
</tr>
<tr>
<td>MultD</td>
<td>0.15</td>
<td>3.06</td>
<td>0.0049</td>
</tr>
<tr>
<td>MultE</td>
<td>0.15</td>
<td>2.25</td>
<td>0.0046</td>
</tr>
<tr>
<td>MultF</td>
<td>0.15</td>
<td>1.56</td>
<td>0.0043</td>
</tr>
<tr>
<td>NullModel</td>
<td>0.25</td>
<td>1.00</td>
<td>0.0023</td>
</tr>
</tbody>
</table>

<sup>a</sup>GRR for female = \( \frac{f_{DD}}{f_{dd}} \). GRR for male = \( \frac{f_D}{f_d} \). \( f \) is the penetrance function for disease allele \( D \).
Table 3.2 Scenarios simulated for different family structures and genetic effects.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Sample</th>
<th>Male/Female GRR&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>1&lt;sup&gt;a&lt;/sup&gt;</td>
<td>300 AAU (1000 AAU)</td>
<td>Equal</td>
</tr>
<tr>
<td>2</td>
<td>250 AAU + 250 AAU*</td>
<td>Equal</td>
</tr>
<tr>
<td>3&lt;sup&gt;a&lt;/sup&gt;</td>
<td>300 AAU (1000 AAU)</td>
<td>Unequal</td>
</tr>
<tr>
<td>4&lt;sup&gt;a&lt;/sup&gt;</td>
<td>300 AAU (1000 AAU)</td>
<td>Sex-limited</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(GRR=1 in one sex)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Sample</th>
<th>Male/Female GRR&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>250 AAU</td>
<td>Equal</td>
</tr>
<tr>
<td>6</td>
<td>250 AAU</td>
<td>Sex-limited</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(GRR=1 and lower disease prevalence in one sex)</td>
</tr>
</tbody>
</table>

Note- AAU families have 2 affected and one unaffected sibling with parental genotypes missing. AAU* families are the same as AAU families but have genotype data available for one parent.
<sup>a</sup>1000 AAU families were used for haplotype analyses.
<sup>b</sup>GRR and prevalences are determined based on the disease models in Table 1.
Table 3.3 Type I error of XRC-TDT and XS-TDT for 5000 simulated data sets.

<table>
<thead>
<tr>
<th>Number of Families</th>
<th>Inheritance Model</th>
<th>XS-TDT $\alpha = 0.05$</th>
<th>XS-TDT $\alpha = 0.005$</th>
<th>XRC-TDT $\alpha = 0.05$</th>
<th>XRC-TDT $\alpha = 0.005$</th>
</tr>
</thead>
<tbody>
<tr>
<td>300 AAU</td>
<td>RecA</td>
<td>0.060</td>
<td>0.006</td>
<td>0.070</td>
<td>0.011</td>
</tr>
<tr>
<td></td>
<td>MultA</td>
<td>0.062</td>
<td>0.006</td>
<td>0.088</td>
<td>0.016</td>
</tr>
<tr>
<td>600 AAU</td>
<td>RecA</td>
<td>0.060</td>
<td>0.006</td>
<td>0.077</td>
<td>0.011</td>
</tr>
<tr>
<td></td>
<td>MultA</td>
<td>0.060</td>
<td>0.007</td>
<td>0.078</td>
<td>0.016</td>
</tr>
</tbody>
</table>

$^a$Proportion of data sets with p-value $\leq \alpha$. 

For 300 AAU families, the Type I error for RecA with XS-TDT is 0.060 and with XRC-TDT is 0.070. The Type I error for MultA with XS-TDT is 0.062 and with XRC-TDT is 0.088. For 600 AAU families, the Type I error for RecA with XS-TDT is 0.060 and with XRC-TDT is 0.077. The Type I error for MultA with XS-TDT is 0.060 and with XRC-TDT is 0.078.
Table 3.4 Type I error of XMCPDT for 5000 simulated data sets.

<table>
<thead>
<tr>
<th>Family structure</th>
<th>Type I error$^a$</th>
<th>$\alpha = 0.05$</th>
<th>$\alpha = 0.005$</th>
</tr>
</thead>
<tbody>
<tr>
<td>50 AU$^b$ + 300 AU$^d$</td>
<td>0.077</td>
<td>0.011</td>
<td></td>
</tr>
<tr>
<td>50 AAU$^b$ + 300 AAU$^d$</td>
<td>0.077</td>
<td>0.011</td>
<td></td>
</tr>
<tr>
<td>100 AAU$^b$ + 250 AAU$^d$</td>
<td>0.058</td>
<td>0.006</td>
<td></td>
</tr>
<tr>
<td>250 AAU$^c$ + 250 AAU$^d$</td>
<td>0.059</td>
<td>0.008</td>
<td></td>
</tr>
</tbody>
</table>

$^a$ Proportion of data sets with p-value $\leq \alpha$.

$^b$ Both parental genotypes are available.

$^c$ One of the parents is missing

$^d$ Both parents are missing
**Table 3.5** Type I error of the X-APL tests for 5000 simulated data sets.

<table>
<thead>
<tr>
<th>Scenarios and Model of inheritance</th>
<th>X-APL test (Type I error(^a))</th>
<th>X-APL global haplotype test (Type I error(^a))</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ALL(^c) MALE(^d) FEMALE(^e)</td>
<td>ALL(^c) MALE(^d) FEMALE(^e)</td>
</tr>
<tr>
<td><strong>Scenario 1:</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RecA</td>
<td>0.047 0.052 0.051</td>
<td>0.056 0.052 0.051</td>
</tr>
<tr>
<td>RecB</td>
<td>0.050 0.054 0.055</td>
<td>0.057 0.055 0.057</td>
</tr>
<tr>
<td>MultA</td>
<td>0.049 0.049 0.051</td>
<td>0.049 0.052 0.056</td>
</tr>
<tr>
<td>MultB</td>
<td>0.047 0.053 0.047</td>
<td>0.053 0.051 0.054</td>
</tr>
<tr>
<td><strong>Scenario 2:</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RecA</td>
<td>0.046 0.054 0.044</td>
<td>0.045 0.051 0.055</td>
</tr>
<tr>
<td>MultA</td>
<td>0.046 0.052 0.047</td>
<td>0.048 0.053 0.051</td>
</tr>
<tr>
<td><strong>Scenario 3:</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RecA in Male, RecC in Female</td>
<td>0.053 0.045 0.051</td>
<td>0.048 0.050 0.055</td>
</tr>
<tr>
<td>MultA in Male, MultC in Female</td>
<td>0.048 0.045 0.049</td>
<td>0.048 0.045 0.053</td>
</tr>
<tr>
<td><strong>Scenario 4(^b):</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RecA</td>
<td>- - 0.053</td>
<td>- - 0.048</td>
</tr>
<tr>
<td>MultA</td>
<td>- - 0.053</td>
<td>- - 0.052</td>
</tr>
</tbody>
</table>

\(^a\)Proportion of data sets with p-value \(\leq 0.05\).

\(^b\)Disease loci have effect on males but not on females. Thus type I errors occur only in females.

\(^c\)X-APL test using all data

\(^d\)X-APL male test

\(^e\)X-APL female test
Table 3.6 Power estimates for X-APL test using all data and separate tests for males and females.

<table>
<thead>
<tr>
<th>Scenarios</th>
<th>Sex ratio&lt;sup&gt;b&lt;/sup&gt; (Male:Female)</th>
<th>X-APL test&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>All</td>
<td>Male</td>
</tr>
<tr>
<td></td>
<td>α = 0.050</td>
<td>α = 0.025</td>
</tr>
<tr>
<td>Scenario 5: (RecD in both sexes)</td>
<td>1:1</td>
<td>0.944</td>
</tr>
<tr>
<td>Scenario 6:</td>
<td>RecD in Male, NullModel in Female</td>
<td>7:3</td>
</tr>
<tr>
<td></td>
<td>NullModel in Male, RecD in Female</td>
<td>3:7</td>
</tr>
</tbody>
</table>

<sup>a</sup>Proportion of data sets with p-value ≤ α.

<sup>b</sup>Sex ratio for males to females in the affected siblings is calculated by the prevalence of males : the prevalence of females in the population.

<sup>c</sup>Estimates type I error for the test since disease loci have no effect in the sex.
Table 3.7 Type I error of X-APL tests with HWE deviations.

<table>
<thead>
<tr>
<th>HWE GOF&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Model</th>
<th>ALL</th>
<th>MALE</th>
<th>FEMALE</th>
<th>GLOBAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.036</td>
<td>RecA</td>
<td>0.052</td>
<td>0.046</td>
<td>0.043</td>
<td>0.053</td>
</tr>
<tr>
<td></td>
<td>RecB</td>
<td>0.048</td>
<td>0.053</td>
<td>0.047</td>
<td>0.050</td>
</tr>
<tr>
<td></td>
<td>MultA</td>
<td>0.047</td>
<td>0.043</td>
<td>0.046</td>
<td>0.052</td>
</tr>
<tr>
<td></td>
<td>MultB</td>
<td>0.052</td>
<td>0.047</td>
<td>0.057</td>
<td>0.051</td>
</tr>
<tr>
<td>2.479</td>
<td>RecA</td>
<td>0.046</td>
<td>0.048</td>
<td>0.052</td>
<td>0.073</td>
</tr>
<tr>
<td></td>
<td>RecB</td>
<td>0.049</td>
<td>0.047</td>
<td>0.049</td>
<td>0.068</td>
</tr>
<tr>
<td></td>
<td>MultA</td>
<td>0.048</td>
<td>0.046</td>
<td>0.052</td>
<td>0.075</td>
</tr>
<tr>
<td></td>
<td>MultB</td>
<td>0.054</td>
<td>0.045</td>
<td>0.050</td>
<td>0.070</td>
</tr>
<tr>
<td>5.055</td>
<td>RecA</td>
<td>0.053</td>
<td>0.046</td>
<td>0.050</td>
<td>0.122</td>
</tr>
<tr>
<td></td>
<td>RecB</td>
<td>0.043</td>
<td>0.043</td>
<td>0.048</td>
<td>0.115</td>
</tr>
<tr>
<td></td>
<td>MultA</td>
<td>0.043</td>
<td>0.043</td>
<td>0.052</td>
<td>0.096</td>
</tr>
<tr>
<td></td>
<td>MultB</td>
<td>0.052</td>
<td>0.044</td>
<td>0.048</td>
<td>0.100</td>
</tr>
</tbody>
</table>

300 AAU families were simulated with HWE deviations for RecA, RecB, MultA and MultB models without parental genotypes.

<sup>a</sup>Proportion of data sets with p-value ≤ 0.05.

<sup>b</sup>HWE goodness-of-fit statistic. Larger value means larger deviation from HWE.
Table 3.8 XS-TDT, XPDT, and X-APL results for MAOB gene analysis

<table>
<thead>
<tr>
<th>Marker</th>
<th>(N^a)</th>
<th>XS-TDT(^b)</th>
<th>XPDT</th>
<th>X-APL</th>
</tr>
</thead>
<tbody>
<tr>
<td>OVERALL</td>
<td>774</td>
<td>0.634</td>
<td>0.676</td>
<td>0.063</td>
</tr>
<tr>
<td>MALE</td>
<td>530</td>
<td>0.595</td>
<td>0.673</td>
<td>0.519</td>
</tr>
<tr>
<td>FEMALE</td>
<td>329</td>
<td>0.175</td>
<td>0.349</td>
<td>0.036</td>
</tr>
</tbody>
</table>

\(^a\)Number of families.
\(^b\)Asymptotic p-values for XS-TDT were used.
3.8 Figures

Figure 3.1 Power comparison for single-marker analysis.

Power estimates for the single-marker X-APL, XS-TDT, XPDT and XMCPDT tests based on 2000 simulated data sets. All families were simulated without parental data except AAU** families which both parents are present and AAU* families which have one parental genotype missing. Power is calculated for significance level ($\alpha$) of 0.05 and 0.005 for recessive and multiplicative models.
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Interpretation of simultaneous linkage and family-based association tests in genome screens
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4.1 Abstract
Linkage and association analyses have played important roles in identifying susceptibility genes for complex diseases. Linkage tests and family-based tests of association are often applied in the same data to help fine-map disease loci or validate results. This paradigm increases efficiency by making maximal use of family data sets. However, it is not intuitively clear under what conditions association and linkage tests performed in the same data set may be correlated. Understanding this relationship is important for interpreting the combined results of both tests. We used computer simulations and theoretical statements to estimate the correlation between linkage statistics (affected sib pair maximum LOD scores) and family-based association statistics (PDT and APL) under various hypotheses. Different types of pedigrees were studied: nuclear families with affected sib pairs, extended pedigrees and incomplete pedigrees. Both simulation and theoretical results showed that when there is no linkage or no association, the linkage and association tests are not correlated. When there is linkage and association in the data, the two tests have a positive correlation. We concluded that when linkage and association tests are applied in the same data the type I error rate of neither test will be affected and that power can be increased by applying tests conditionally.

4.2 Introduction
Linkage analyses are used to find chromosomal regions that do not recombine with a proposed disease locus. Linkage test statistics test whether traits co-segregate with genetic markers within families more often than expected under the hypothesis of no linkage. For
example, the allele-sharing method proposed in Kruglyak et al. [1996] examines the excess allele sharing between affected sib pairs. The identified regions of linkage are then more likely to contain genes related to the disease. However, linkage analysis can lack power for common diseases caused by multiple genes and environmental factors [Cardon and Bell, 2001]. Association analysis can be used as a complementary method to linkage analysis and may be more powerful for common complex diseases [Risch and Merikangas, 1996]. Linkage tests often identify very large chromosomal regions, often as large as 40cM. Association analyses examine the linkage disequilibrium (LD) between the disease and marker alleles on a much finer scale. In large random-mating populations, LD generally spans only small distances and the markers used for association analysis are often very tightly spaced. These properties mean that association analysis provides a higher resolution for locating disease genes than linkage analysis. To take advantage of their complementary properties, a common strategy for identifying complex disease genes is to conduct linkage analyses first and then follow significant results with family-based tests for association at a denser panel of markers in an attempt to further localize the disease gene [Cardon and Bell, 2001]. Using this strategy, many studies have found significant association results from regions that showed high linkage peaks [Martin et al., 2000a; van der Walt et al., 2004; Oliveira et al., 2005; Connelly et al., 2006].

Recently advanced technology and reduced genotyping costs have made whole-genome association analyses of hundreds of thousands of single nucleotide polymorphism (SNP)
markers possible. With the completion of PHASE I of the HAPMAP project [International HapMap Consortium, 2003; Altshuler et al., 2005], about 6 million new SNPs were genotyped to promote the discovery of high-quality SNPs and to define LD structures in the human genome as a framework for the whole-genome association analyses. Whole-genome association analyses can be performed without information from linkage analyses. However, a large sample size is required to compensate for the power lost from multiple comparison corrections required for the huge number of hypothesis tests. This multiple-testing issue is a challenging problem for whole-genome association analysis [Carlson et al., 2004]. Approaches to judiciously limit the number of markers in a whole genome association analysis are needed. One approach is to use a panel of tag SNPs [Hirschhorn et al., 2005]. Narrowing the set of markers through linkage analysis is another approach.

We may also use a combination of linkage and association tests as complementary lines of evidence pointing to a susceptibility locus [Schwab et al., 2002; Mansur et al., 2004; McQueen et al., 2005]. The transmission/disequilibrium test (TDT) [Spielmen et al., 1993], which is a classic family-based test for linkage or association, has been widely used. The TDT applied to triad data (families with parents and one affected sibling) tests the null hypothesis of no linkage or no association. Rejection of the hypothesis means that both linkage and association are present in the data. Several modifications of TDT have generalized this test [Martin et al., 1997; Abecasis et al., 2000; Martin et al., 2000b]. When significant results are found using the TDT, linkage tests other than TDT may be performed.
in the same data to verify if the TDT results are true positives. The convergence of positive results from both tests can provide more confidence that markers identified by the TDT are true positives and help eliminate false positives. Several studies have used this strategy to verify their association results [Deng et al., 2002; Schork et al., 2002].

A novel approach for whole-genome association analyses also uses linkage test results to weight the p-values of association tests and this approach shows more power than association tests alone if the linkage tests are informative [Roeder et al., 2006]. Further, we must keep in mind that due to the limitation of association analyses for finding rare variants associated with the diseases, linkage analyses will still remain essential [Wang et al., 2005]. Even in the age of whole-genome association studies, linkage analyses will still play an important role in identifying disease genes. The combination of association tests and linkage tests provides a powerful strategy for identifying genes for complex diseases. Understanding the relationship between these tests is essential for interpreting the results.

With these strategies, the same data are often used to perform both tests of linkage and family-based association tests. If there is correlation between linkage and family-based association test statistics, the results obtained from the tests may be difficult to interpret together, particularly when one test is performed based on the results from the other test. For example, if there is correlation between linkage and family-based association test statistics when there is linkage and no association, then association tests performed based on
significant results from linkage tests may tend to be liberal. To help interpret the results from linkage and association tests conducted on the same data, it is desirable to know when the tests are correlated. It has been shown analytically that the TDT, as a test of linkage, and the mean haplotype allele-sharing test (MHS) [Blackwelder and Elston, 1985] of linkage are independent under the null hypothesis of no linkage [Spielman et al., 1993]. However, it is unclear what the relationship is between family-based tests that focus on testing for association and allele-sharing linkage tests, particularly when parents are missing.

To examine these questions, we used computer simulations to estimate the correlation between association and linkage tests in general pedigrees. Two types of general pedigrees were investigated: extended and incomplete pedigrees. In extended pedigrees, the software packages MERLIN [Abecasis et al., 2002] for linkage and PDT for association were used. For incomplete families, the software packages MERLIN for linkage and APL [Chung et al., 2006] for association were used. We also derived expressions for the correlation between the pedigree disequilibrium test (PDT), a test for association in pedigree data [Martin et al., 2000b], and the allele-sharing test for linkage [Kruglyak et al., 1996] in affected sib pair families.
4.3 Methods

We used computer simulations to examine the correlation between linkage and association tests. Two different types of general pedigrees were studied including the extended pedigrees and incomplete pedigrees.

4.3.1 Computer simulations

The software SIMLA [Bass et al., 2004] was used to generate simulated data sets. Estimates of correlation between linkage and association test statistics are each based on 5000 replicate data sets. We considered sample sizes of 200 or 400 families per data set. For extended pedigree analyses, families had the structure shown in Figure 1 under the constraint that each family has at least an affected sib pair. Additional family members were assigned an affection status randomly, dependent upon the disease model. Disease model parameters were based on estimates for APOE-4 and Alzheimer disease [Martin et al., 2000a]. The disease allele frequency was set to 0.15 and penetrances were $f_0=0.006$, $f_1=0.03$ and $f_2=0.1$, where $f_i$ is the probability of being affected given that a person carries $i$ copies of the disease allele. For incomplete pedigrees, we generated nuclear families with two affected sibs and one unaffected sib and all parents are assumed to have missing genotypes.

We considered four cases for linkage and association between markers and disease loci: Case 1: neither association nor linkage; Case 2: linkage and no association; Case 3: association and no linkage; Case 4: both linkage and association. Each of the four cases is biologically
realistic and we describe possible reasons that cause the four cases: Case 1: the marker and the disease loci are on different chromosomes in a large, random-mating population such that they are neither linked nor associated; Case 2: The marker and the disease loci are closely located on the same chromosome so they are linked. However, the population has undergone sufficient random mating such that there is no association between the marker and the disease loci at the population level; Case 3: Association between markers and disease loci is maintained by other forces such as population admixture, recent mutation or inbreeding rather than the linkage [Spielman et al., 1993]. Case 4: The marker and the disease loci are closely located on a chromosome so they are linked and the linkage maintains an initial association between the alleles at the markers and disease loci.

Case 3 in SIMLA was simulated under the assumption that there is association in the first generation and the association decays quickly during each generation because the loci are unlinked. By the third generation, there is actually no association present. Thus, the allele frequencies are different between parents and children. When parents are missing in this case, MERLIN does not correctly estimate their allele frequencies. A frequency file which contains correct parental allele frequencies was provided for MERLIN with option “-f” to guide MERLIN for calculating the LOD scores properly in our simulations.

Association parameters and allele frequencies were chosen based on observed values for association with APOE-4 and SNPs in APOE region [Martin et al., 2000a]. For markers
linked with disease, we assumed complete linkage between the markers and disease locus. Table I shows the values of the recombination fraction between the disease and marker loci, the level of association (measured by $D'$ and $r^2$) between marker and disease alleles, and the marker allele frequencies for the four cases examined. The disease allele frequency and the disease penetrance model were fixed for the four cases we examined.

4.3.2 Extended pedigrees

We first consider extended pedigrees with three generations and with affected and unaffected siblings. We used the software MERLIN for linkage tests and the software PDT for association tests. MERLIN implements the nonparametric LOD score proposed in Kong and Cox [1997], which is a modification of the allele-sharing statistic. MERLIN calculates LOD scores for extended pedigrees efficiently using the sparse gene flow trees [Abecasis et al., 2002]. Hence, it is suitable for our simulation purpose. The option “--npl” in MERLIN was used to calculate the nonparametric LOD scores. The software PDT computes the $T_{PDT}$ statistic and is appropriate for extended pedigrees.

4.3.3 Incomplete pedigrees

For linkage analysis, when the parental data are missing, the inheritance vectors in the allele-sharing method need to be estimated. The perfect-data-approximation method was used to estimate the inheritance vectors [Kruglyak et al., 1996]. However, the allele-sharing statistic was shown to be conservative for incomplete pedigrees [Kong and Cox, 1997]. Kong and
Cox’s LOD score modified the allele-sharing statistic and was shown to have a reasonable type I error rate. The software MERLIN implements the Kong and Cox’s LOD score (with the option “--npl”) and was used for the linkage tests in our simulations.

The association in the presence of linkage (APL) method can infer missing parental genotypes in the linkage regions and test for association in nuclear families [Martin et al., 2003]. The APL and PDT statistics are analogous for nuclear families with affected sib pairs and with parental genotypes. When parental genotypes are missing, APL infers all possible parental mating types to compute the APL statistic. APL accounts for the variance associated with inferring missing parental genotypes in the denominator of the APL statistic using a robust bootstrap procedure [Chung et al., 2006].

Due to the ability of APL to infer missing parental genotypes, APL was used instead of PDT for the association tests for incomplete pedigrees. Calculating the correlation between the allele-sharing statistic and the APL statistic is not straightforward when parents are missing. Hence, we relied on simulations to estimate the correlation between these two statistics. Typically APL accounts for linkage by taking the identity-by-decent (IBD) parameters into consideration when inferring missing parental mating-types. It is of particular interest to investigate if this IBD-based inference induces correlation between the APL statistic and the MERLIN linkage statistic when linkage is present.
4.4 Results

Considering a simple example of families with an affected sib pair and genotyped parents, we first present theoretical arguments to demonstrate the correlation between the allele-sharing statistic for linkage and the PDT statistic for association. We then show the computer simulation results for more general pedigrees including the extended pedigrees and incomplete pedigrees.

4.4.1 Affected Sib Pairs with Parents

We consider $N$ nuclear families with two affected siblings and both parents genotyped at a marker locus with two alleles $M_1$ and $M_2$. For each heterozygous parent in the $f$th family, define the random variables

$$I_f=1 \text{ if } M_1 \text{ is transmitted to both offspring}$$

$$=0 \text{ otherwise}$$

and

$$J_f=1 \text{ if } M_2 \text{ is transmitted to both offspring}$$

$$=0 \text{ otherwise}$$

For the linkage test, we consider the nonparametric scoring function $S_{\text{pairs}}$ proposed in Kruglyak et al. [1996]. Let $S_f$ be a function that measures the number of pairs of alleles IBD in the $f$th family. Then $S_f$ is simply the sum of $I_f$ and $J_f$. The $S_{\text{pairs}}$ statistic can be written as the following form:
where $\mu_f$ is the expected value of $S_f$ under the null hypothesis $H_0$ of no linkage and $\sigma_f^2$ is the variance of $S_f$. Under $H_0$, the statistic is asymptotically normal with mean 0 and variance 1.

As a family-based test for association, we consider the pedigree disequilibrium test (PDT). Unlike the original TDT, the PDT is a valid test for association even when there are multiple affected individuals in families. The PDT can use data from related families from extended pedigrees. The PDT statistic is the sum of two quantities comparing counts of a specific allele, say $M_1$ in families. One is the difference between the number of times the allele is transmitted and the number of times that the allele is not transmitted from parents to the affected children. The other is the difference in the numbers of times the allele is transmitted in affected and unaffected siblings. For affected-sib-pair families, only the difference of transmissions from parents to the children is used. The difference can be calculated by $(I_f - J_f)$. The PDT statistic can be written as:

$$T_{PDT} = \frac{\sum_{f=1}^{N} (I_f - J_f)}{\sqrt{\sum_{f=1}^{N} (I_f + J_f)}}$$

(2)
The statistic tests the compound null hypothesis $H_0$: No linkage or No association. If there is either no linkage or no association in the data, the test statistic is asymptotically normal with mean 0 and variance 1.

We begin by examining the correlation between $S_{pairs}$ and $T_{PDT}$ under various null hypotheses. Since both statistics are asymptotically normal, showing the covariance is equal to 0 implies independence. If there is either no linkage or no association, both the expected value of $S_{pairs}$ and $T_{PDT}$ is 0. Hence, the product of the expected values of the two statistics is 0. Then the covariance can be written as:

$$\text{Cov}(S_{pairs}, T_{PDT}) = E(S_{pairs}T_{PDT})$$

$$= E \left( \frac{\sum_{f=1}^{N} \left( (I_f + J_f) - \mu_f \right)}{\sum_{f=1}^{N} \hat{\sigma}_f^2} \times \frac{\sum_{f=1}^{N} (I_f - J_f)}{\sum_{f=1}^{N} (I_f + J_f)} \right)$$

(3)

When all $N$ families have the same family structure, the statistics are independently identically distributed (iid) across families, which gives:

$$\text{Cov}(S_{pairs}, T_{PDT}) = N \times E \left( \frac{\left( (I_f + J_f) - \mu_f \right)}{\sqrt{\sum_{f=1}^{N} \hat{\sigma}_f^2}} \times \frac{(I_f - J_f)}{\sqrt{\sum_{f=1}^{N} (I_f + J_f)}} \right)$$

(4)
where \( f \) can be any family in the \( N \) families. For large samples, the denominators converge to a constant. Then it suffices to examine:

\[
E[(I_f + J_f) - \mu_f](I_f - J_f)] = E[(I_f + J_f)(I_f - J_f)] - \mu_f E[(I_f - J_f)]
\]

(5)

In order to calculate the expected values in equation (5), we need to consider the joint distribution of the random variables \( I_f \) and \( J_f \). We consider two situations. If there is no association (but possibly linkage), the probability of transmitting \( M_1 \) and transmitting \( M_2 \) to both siblings should be equal. Then for all \( f \), the distribution of \((I_f, J_f)\) is

\[
(I_f, J_f) = \begin{cases} 
\text{(1,0)} & r \\
\text{(0,0)} & 1 - 2r \\
\text{(0,1)} & r 
\end{cases}
\]

(6)

where \( r \) is a probability depending on the amount of linkage, and it is not difficult to show that expression in equation (5) is 0. If there is no linkage (but possibly association), the alleles are independently transmitted. By assuming there is no transmission distortion, the distribution from above holds with \( r=1/4 \) and the expression in equation (5) is 0. It follows that, for large samples, the covariance between the statistics converges to 0 if there is either no linkage or no association. Therefore, we expect the allele-sharing and PDT statistics to be uncorrelated (asymptotically) under the null hypothesis (Case 1, 2 and 3) for families with only affected sib pairs.
4.4.2 Extended pedigrees

Table II shows the estimated correlation coefficients between MERLIN (linkage test) and PDT (association test) for extended pedigrees. These results show that if there is either no linkage or no association (Case 1, 2, and 3), there is little correlation between the PDT and MERLIN tests. Furthermore, the correlation gets closer to 0 when sample size increases. If there is both linkage and association (Case 4), then the PDT and the MERLIN tests are correlated and the correlation between the linkage test and the association test statistics increases with increasing levels of LD ($D'$ and $r^2$) between the disease and marker alleles for fixed disease allele frequency.

We then studied two conditional testing procedures that are often used for real data analyses and examined the type I error rate of these conditional tests: (1) Association analyses are performed based on significant linkage results under Case 2; (2) Linkage analyses are performed based on significant association results under Case 3. We estimated the conditional type I rates for PDT when MERLIN is significant, and conversely for MERLIN when PDT is significant. Since the tests are uncorrelated, we expect the type I error rate for either PDT or MERLIN will not be affected even though one test is performed conditional on the other test. Cutoffs of p-value less than 0.05 for both PDT and MERLIN were used to declare significance. Table III shows as expected that the type I error rates are not significantly different from the expected rates of 0.05 for the PDT and MERLIN. We also estimated the two conditional type I error rates under Case 1. The results in Table III
confirmed our arguments again that when there is no linkage or no association, the conditional type I error rates for either test will be the same as their unconditional type I error rates.

Under Case 4, we estimated the conditional power for PDT conditioned on significant MERLIN test results and the conditional power for MERLIN conditioned on significant PDT test results. We observed that the conditional power for PDT and MERLIN is modestly greater than their unconditional power (Results not shown). For example, the conditional power for PDT for marker 3 is 0.951 and the unconditional power is 0.936. The conditional power for MERLIN for marker 3 is 0.607 and the unconditional power is 0.597. The power was calculated under the significance level of 0.001.

4.4.3 Incomplete pedigrees

Table IV shows the estimated correlation coefficients between MERLIN (linkage test) and APL (association test) for incomplete pedigrees. Results were similar to those in extended pedigrees. In the cases of either no linkage or no association (Case 1, 2, and 3), little correlation is observed between the MERLIN and APL tests and the correlation is closer to 0 for the larger sample size. There is significant correlation between the MERLIN and APL tests when both linkage and association are present. The correlation between the linkage test and the association test statistics increases with increasing levels of LD between the disease and marker alleles for fixed allele frequency as well.
The conditional test type I error rates for APL when MERLIN is significant and for MERLIN when APL is significant were also estimated in the same manner as in extended pedigrees. The results are shown in Table V. The type I error rates are not significantly different from the expected rates of 0.05. This also demonstrates that even though APL infers the missing parental genotypes using the IBD parameters, the APL statistic is not correlated with the MERLIN linkage statistic when there is either no linkage or no association.

Under Case 4, we also estimated the conditional power for APL conditioned on significant MERLIN test results and the conditional power for MERLIN conditioned on significant APL test results. The same patterns were observed as seen with PDT and MERLIN (Results not shown). For example, the conditional power for APL for marker 3 is 0.616 and the unconditional power is 0.548. The conditional power for MERLIN for marker 3 is 0.993 and the unconditional power is 0.883. The power was calculated under the significance level of 0.001.

4.5 Discussion

Linkage and family-based association analyses have been applied widely for identifying disease susceptibility genes. Both tests are often used jointly in data analyses. Linkage analyses can identify candidate regions for association analyses. Linkage tests can also be used to validate the results of family-based association tests. This study was inspired by the
fact that, although both tests are often applied in the same data sets, the correlation between
the tests has not been investigated. Hence, we use theoretical and computer simulation
studies to examine the correlation between the tests under different linkage and association
hypotheses for different family structures.

Our theoretical results showed that the allele-sharing statistic for linkage and the PDT
statistic for association are not correlated when there is either no linkage or no association for
nuclear families with affected sib pairs. We have further verified these results for extended
pedigrees and incomplete pedigrees using computer simulations. The computer simulation
results showed that the MERLIN test for linkage and the PDT test for association are
uncorrelated if there is either no linkage or no association for extended pedigrees. If, however,
the marker is both linked to the disease locus and has an associated allele, the linkage and
association tests can be correlated and this correlation increases with increasing association.
For incomplete pedigrees, it was not intuitively clear that the APL test, which infers missing
parental genotypes by taking linkage into account using the IBD parameters, would be
independent of the linkage statistic when linkage is present. However, the same pattern of
joint and conditional independence was observed between the MERLIN test for linkage and
the APL test for association. This observation is particularly important since the APL can
analyze families with only ASPs and maximizes the use of family-based association tests in
families ascertained under an ASP ascertainment strategy.
A consequence of the low correlation between linkage and association tests when there is either no linkage or no association is that type I error rates are not increased for either test even if we condition on the other test being significant in the same data. Thus, applying linkage and association tests in the same data set does not compromise statistical validity of the tests. This assures us that results will not be misinterpreted when linkage and association analyses are performed in the same data. Furthermore, the chance of both tests being significant for a marker in the same data if there is neither linkage nor association is small. Specifically, it is the product of the significance levels of the two tests since we verified the two tests are independent (asymptotically) when there is neither linkage nor association. That is, for 0.05-level tests, the probability of two false-positives at a marker is 0.0025. This result indicates that we have smaller chance of obtaining false positives by performing the linkage and association tests jointly in the same data and requiring that both be significant.

For whole-genome association studies, multiple testing corrections can greatly compromise power. Van Steen et al. [2005] suggest a two-stage design for a genome-wide family-based association test where a group of SNPs with the highest estimated power are selected in stage one and these SNPs are tested by family-based association test (FBAT) [Laird et al., 2000] in stage 2. This strategy was successfully applied in Herbert et al. [2006] for identifying a common genetic variant associated with obesity. Our results have implications for the multiple-testing issue for whole-genome association studies. Assume families with multiple affected siblings are genotyped in the data. After significant markers are identified by whole-
genome family-based association tests, we suggest that linkage statistics can be used as an adjunct test statistic to better identify false positives and maintain a lower type I error rate overall.

When there is both linkage and association, the linkage and association tests are correlated, and the stronger the levels of association, the more likely the tests are to both be positive. We observed that the conditional power of one test conditioned on the significant test results of the other is greater than the unconditional power under Case 4. This raises an interesting question: In the real data analysis, do both significant linkage and association results imply a higher likelihood that a true positive has been identified? Bayesian approaches may provide a framework to address this question. This question needs to be investigated further and the answers will enhance interpretation of results from real data analysis.
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### 4.7 Tables

**Table 4.1** Parameters for simulated data.

<table>
<thead>
<tr>
<th>Case</th>
<th>Θ</th>
<th>$D'$</th>
<th>$r^2$</th>
<th>$p^d$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Case 1: No linkage and no association</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Marker 1</td>
<td>0.5</td>
<td>0</td>
<td>0</td>
<td>0.2</td>
</tr>
<tr>
<td>Marker 2</td>
<td>0.5</td>
<td>0</td>
<td>0</td>
<td>0.5</td>
</tr>
<tr>
<td><strong>Case 2: Linkage and no association</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Marker 1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.2</td>
</tr>
<tr>
<td>Marker 2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.5</td>
</tr>
<tr>
<td><strong>Case 3: Association and no linkage</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Marker 1</td>
<td>0.5</td>
<td>1</td>
<td>1</td>
<td>0.15</td>
</tr>
<tr>
<td>Marker 2</td>
<td>0.5</td>
<td>0.718</td>
<td>0.472</td>
<td>0.29</td>
</tr>
<tr>
<td>Marker 3</td>
<td>0.5</td>
<td>0.531</td>
<td>0.298</td>
<td>0.36</td>
</tr>
<tr>
<td><strong>Case 4: Linkage and association</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Marker 1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0.15</td>
</tr>
<tr>
<td>Marker 2</td>
<td>0</td>
<td>0.718</td>
<td>0.472</td>
<td>0.29</td>
</tr>
<tr>
<td>Marker 3</td>
<td>0</td>
<td>0.531</td>
<td>0.298</td>
<td>0.36</td>
</tr>
</tbody>
</table>

The disease model was simulated based on estimates for APOE-4 and Alzheimer disease with allele frequency 0.15 for the four cases.

- $\Theta$: recombination fraction between the marker and disease locus
- $D'$: LD measure $D' = D/\max(D)$, where $D = P_{AB} - P_A P_B$. $P_{AB}$ is the gamete frequency of allele $A$ and allele $B$ in two loci. $P_A$ and $P_B$ are allele frequencies for $A$ and $B$, respectively.
- $r^2$: LD measure $r^2 = (P_{AB}P_{ab} - P_{Ab}P_{aB})/\sqrt{P_A P_a P_B P_b}$, where alleles $A$ and $a$ are the two copies of alleles at the same locus and allele $B$ and $b$ are the two copies of alleles at another locus.
- $p^d$: marker allele frequency
Table 4.2 Correlation coefficient between MERLIN and PDT statistics.

<table>
<thead>
<tr>
<th>Case</th>
<th>Marker 1</th>
<th>Marker 2</th>
<th>Marker 2</th>
<th>Marker 3</th>
<th>Marker 2</th>
<th>Marker 3</th>
<th>Marker 3</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Case 1: No linkage and no association</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Marker 1</td>
<td>0.008</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Marker 2</td>
<td>-0.015</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Case 2: Linkage and no association</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Marker 1</td>
<td>-0.005</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Marker 2</td>
<td>0.011</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Case 3: Association and no linkage</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Marker 1</td>
<td>-0.009</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Marker 2</td>
<td>-0.008</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Marker 3</td>
<td>-0.007</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Case 4: Linkage and association</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Marker 1</td>
<td>0.449</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Marker 2</td>
<td>0.263</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Marker 3</td>
<td>0.165</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*number of families
Table 4.3 Type I error rates for PDT given a significant MERLIN test and MERLIN given a significant PDT.

<table>
<thead>
<tr>
<th></th>
<th>P(PDT p &lt; 0.05</th>
<th>MERLIN p &lt; 0.05)(^a)</th>
<th></th>
<th>P (MERLIN p &lt; 0.05</th>
<th>PDT p &lt; 0.05)(^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N = 200</td>
<td>N = 400</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Case 1:</strong> No linkage and no association(^c)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Marker 1</td>
<td>0.051</td>
<td>0.058</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Marker 2</td>
<td>0.048</td>
<td>0.049</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Case 2:</strong> Linkage and no association</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Marker 1</td>
<td>0.046</td>
<td>0.048</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Marker 2</td>
<td>0.047</td>
<td>0.049</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)The probability of PDT p-value less than 0.05 given MERLIN p-value less than 0.05
\(^b\)The probability of MERLIN p-value less than 0.05 given PDT p-value less than 0.05
\(^c\)20000 replicate data sets were generated to better approximate the probability
Table 4.4 Correlation coefficient between MERLIN and APL statistics.

<table>
<thead>
<tr>
<th>Case</th>
<th>Marker 1</th>
<th>N = 200</th>
<th>Marker 2</th>
<th>N = 400</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1: No linkage and no association</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Marker 1</td>
<td>0.019</td>
<td></td>
<td>0.008</td>
<td></td>
</tr>
<tr>
<td>Marker 2</td>
<td>-0.021</td>
<td></td>
<td>-0.025</td>
<td></td>
</tr>
<tr>
<td>Case 2: Linkage and no association</td>
<td>-0.018</td>
<td></td>
<td>-0.009</td>
<td></td>
</tr>
<tr>
<td>Marker 1</td>
<td></td>
<td></td>
<td>0.019</td>
<td></td>
</tr>
<tr>
<td>Marker 2</td>
<td></td>
<td></td>
<td>0.007</td>
<td></td>
</tr>
<tr>
<td>Case 3: Association and no linkage</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Marker 1</td>
<td>0.018</td>
<td></td>
<td>0.009</td>
<td></td>
</tr>
<tr>
<td>Marker 2</td>
<td>0.013</td>
<td></td>
<td>-0.026</td>
<td></td>
</tr>
<tr>
<td>Marker 3</td>
<td>0.016</td>
<td></td>
<td>-0.002</td>
<td></td>
</tr>
<tr>
<td>Case 4: Linkage and association</td>
<td>0.498</td>
<td></td>
<td>0.493</td>
<td></td>
</tr>
<tr>
<td>Marker 1</td>
<td></td>
<td></td>
<td>0.260</td>
<td></td>
</tr>
<tr>
<td>Marker 2</td>
<td></td>
<td></td>
<td>0.277</td>
<td></td>
</tr>
<tr>
<td>Marker 3</td>
<td>0.156</td>
<td></td>
<td>0.164</td>
<td></td>
</tr>
</tbody>
</table>
Table 4.5 Type I error for APL given significant MERLIN test and MERLIN given significant APL.

<table>
<thead>
<tr>
<th>Case</th>
<th>No linkage and no association</th>
<th>Linkage and no association</th>
<th>Association and no linkage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Marker 1</td>
<td>0.055</td>
<td>0.047</td>
<td>0.049</td>
</tr>
<tr>
<td>Marker 2</td>
<td>0.050</td>
<td>0.056</td>
<td>0.045</td>
</tr>
<tr>
<td>Marker 3</td>
<td>0.041</td>
<td>0.047</td>
<td>0.058</td>
</tr>
</tbody>
</table>

| P (APL p < 0.05 | MERLIN p < 0.05)$^a$ |
|-----------------|
| 200 AAU 400 AAU |

$^a$The probability of APL p-value less than 0.05 given MERLIN p-value less than 0.05
$^b$The probability of MERLIN p-value less than 0.05 given APL p-value less than 0.05
$^c$20000 replicate data sets were generated to better approximate the probability
4.8 Figures

Figure 4.1 Pedigree structure in simulations.

Squares represent males and circles represent females. Filled shapes represent affected individuals. There is at least one affected sib pair in the third generation.
Chapter 5

Conclusions
In summary, we present extensions and examination of the robustness of the APL method, which is a powerful family-based association method. A novel variance estimator based on the bootstrap approach was proposed for the extended APL, which allows for a mixture of different nuclear family structures and extension to the use of three affected siblings. The IBD parameters between each pair in the three affected siblings were considered when inferring missing parental genotypes. The IBD parameters were estimated jointly with allele frequency by the EM algorithm. The original APL test was also extended to multiple-marker haplotype analysis.

Simulations were used to demonstrate that the extended APL has a correct type I error rate for both single-marker and haplotype analyses. For nuclear families with missing parents, our simulation results also show that APL has more power than other family-based association tests such as PDT, FBAT/HBAT and PDTPHASE. We also evaluated the effects of rare alleles or haplotypes on the APL test. We suggested that the variance for the APL test can be used as a guideline to decide whether the APL test is valid or not. Generally, variance for the APL statistic greater than 5 suggests that APL maintains the correct type I error rate. We also used simulations to examine the robustness of APL toward the departure from the HWE assumption. We concluded that a single-marker APL test is robust for samples with allele frequencies that deviate from HWE. For the global haplotype APL test, the departure of the haplotype frequencies from HWE can inflate the type I error rate.
We also present X-APL, an extension from APL to X-chromosome markers. Inherited from the properties of APL, X-APL properly infers missing parental genotypes in the linkage regions by taking the IBD parameters into consideration. X-APL can also use multiple affected siblings for association tests. Since diseases can have different effects on males and females, X-APL also provides sex-specific tests for males and females. X-APL can also perform single-marker and haplotype analyses. X-APL is the only method we are aware of testing haplotypes for association on the X chromosome.

We also used simulations to demonstrate that X-APL has a correct type I error rate for single-marker and haplotype tests. Separate tests for males and females were also shown to have a correct type I error rate. Simulations showed that X-APL consistently has more power than other family-based association methods for a single marker on the X chromosome such as XS-TDT, XPDT, and XRCTDT. We also examined the robustness of X-APL toward the departure of allele and haplotype frequencies from the HWE assumption. Similar patterns were observed in X-APL and APL. X-APL is robust for the departure of allele frequencies from HWE for single-marker test. For the global haplotype test, the departure of haplotype frequencies from HWE can inflate the type I error rate. X-APL was also applied to a real data set that contains families with Parkinson disease. A significant marker was identified by X-APL in the candidate gene MAOB for the female-specific test, but not in the overall test.
We also explored the correlation between the linkage and association statistics. Our simulation and theoretical results showed that when there is either no linkage or no association, the linkage and association statistics are not correlated. When there is both linkage and association, the two statistics are positively correlated. Hence, we concluded that when both tests are applied on the same data, the statistical validity for both tests is not compromised. Moreover, when there is linkage and association, the conditional power can be higher when one test is performed based on the results of the other test.

Some future extensions are possible for the APL and X-APL test. APL and X-APL test for association in nuclear families. However, in extended pedigrees in which several related nuclear families have affected siblings, using the overall extended pedigrees can be more informative. The APL and X-APL can be potentially extended to extended pedigrees using a similar strategy in PDT. The extended pedigrees can be partitioned into several related nuclear families and the statistic is calculated based on the sum of the statistics from the related nuclear families. Since APL infers missing parental genotypes in the nuclear families, the correlation between the related nuclear families should be accounted for in the variance estimate. This strategy needs to be investigated for APL and X-APL through theoretical proof and computer simulations.

Covariates are often used in population case-control studies to increase the power of finding disease genes. For example, for late-onset disease, age can be used as a covariate in the
regression model for the disease [Pankratz et al., 2006]. For family-based designs for association, covariates can also be included for analysis. However, family structures and the correlation between individuals in each family should be considered when creating the models with covariates [Pfeifer et al., 2001; Neuhaus et al., 2006]. Schaid [1996] proposed a score test for triad family structures that generalized the TDT statistic. Liu et al. [2002] generalized the score test proposed in Schaid [1996] that can incorporate covariates in the test. Millstein et al. [2005] proposed a likelihood-ratio test that can handle families with two affected siblings with covariates. APL and X-APL can be extended to include covariates into analysis based on the methods developed above. The IBD parameters estimated in APL and X-APL can be used to model the correlation between affected siblings. Other approaches such as the Ordered-Subset Analysis (OSA) [Hauser et al., 2004] proposed for linkage analysis may also be applied in APL and X-APL. The OSA can find the optimal subset based on covariates that provide maximum information of linkage. The power before and after including covariates into analysis should be compared.

As mentioned in Chapters 2 and 3, the allele frequency and IBD parameters for the haplotype test are estimated under the global null hypothesis that none of the haplotypes are associated with the disease. Hence, the global tests for all haplotypes are provided in APL and X-APL. Separate tests for each haplotype are not appropriate in this design framework. However, separate tests for each haplotype can be more informative than the global test if one single haplotype has a strong effect on the disease. In order to perform the separate test, the
parameters need to be estimated based on the observed model. This strategy requires further investigation.
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