ABSTRACT

MARTELL, LEAH. Data Reduction and Model Selection with Wavelet Transforms. (Under the direction of Dr. Jye-Chyi Lu.)

With modern technology massive quantities of data are being collected continuously. The purpose of our research has been to develop a method for data reduction and model selection applicable to large data sets and replicated data. We propose a novel wavelet shrinkage method by introducing a new model selection criterion. The proposed shrinkage rule has at least two advantages over the current shrinkage methods. First, it is adaptive to the smoothness of the signal regardless of whether it has a sparse wavelet representation, since we consider both the deterministic and the stochastic cases. The wavelet decomposition not only catches the signal components for a pure signal, but de-noises and extracts these signal components for a signal contaminated by external influences. Second, the proposed method allows for fine “tuning” based on the particular data at hand. Our simulation study shows that the methods based on the model selection criterion have better mean square error (MSE) over the methods currently known. Two aspects make wavelet analysis the analytical tool of choice. First, the largest in magnitude wavelet coefficients in the discrete wavelet transform (DWT) of the data, extract the relevant information, while discarding the rest eliminates the noise component. Second, the DWT allows for a fast algorithm calculation of computational complexity $O(n)$. 
For the deterministic case we derive a bound on the approximation error of the nonlinear wavelet estimate determined by the largest in magnitude discrete wavelet coefficients. Upper bounds for the approximation error and the rate of increase of the number of wavelet coefficients in the model are obtained for the new wavelet shrinkage estimate. When the signal comes from a stochastic process, a bound for the MSE is found, and for the bias of its estimate. A corrected version of the model selection criterion is introduced and some of its properties are studied.

The new wavelet shrinkage is employed in the case of replicated data. An algorithm for model selection is proposed, based on which a manufacturing process can be automatically supervised for quality and efficiency. We apply it to two real life examples.
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Chapter 1

Introduction

1.1 Importance of data reduction

Recent advances in computer technology allowed manufacturers and companies to start building various databases with the purpose of extracting valuable information aimed at improving operation efficiency. Many companies start exploring ways to learn more about their business operations, their customers and suppliers, based on the data they collect daily on aspects like customer orders, material inventory levels, production schedules, service records, etc.. In the last few years a large number of software packages and programs are created to satisfy the need for database building, data mining, and factory operation simulation. They are all meant to facilitate access, editing and manipulation of the existing and accumulating data. In this environment it becomes imperative to create tools for efficient and timely data
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analysis which go beyond the traditional statistical methods.

Several characteristics of the data so collected create the need for a new approach. The sheer size of the data requires methods which use the most recent developments in applied mathematics, signal processing and statistics, allowing for computationally simple and economical ways to synthesize and extract the information locked in the vast volumes of numbers. Particular types of data which, on the one hand have sharp curves, changing trends, numerous cusps, but on the other hand, exhibit distinct patterns, is a good candidate for data reduction with the idea of further decision making. In this regard, wavelets present an excellent tool for data processing. Wavelets can handle data with dynamic trends and irregular data patterns such as sharp jumps better than Fourier transform and standard statistical procedures. Wavelet transforms are by construction intrinsically multi-resolution function approximations which makes them suitable for hierarchical data processing. In addition, like with the Fast Fourier Transform, fast algorithms with computational complexity of order $O(n)$ are developed for efficient and fast computation of the discrete wavelet transform (DWT).

For storage, statistical processing or other types of manipulation, it is desirable to be able to reduce the size of the data set while preserving the valuable information contained in them. For example, due to high cost constraints typically associated with processes in the semiconductor and electronic industries, recent equipment and process problem-solving techniques have employed sophisticated process information synthesis tools to handle
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complicated data such as non-stationary and dynamically changing trends due to potential process faults. Methods involving artificial neural networks, wavelet neural networks, spatial time series and others, are applied in a variety of different situations with the hope of revealing a hidden path for process improvement, control and prediction. However, these methods are not suitable for handling large volumes of data. Once again it is necessary that at first, the data are reduced to a manageable size without essential loss of information, and then be processed with the existing method or sophisticated new analytical tools. In other words, the process of synthesizing information involves two parts: first extracting the most salient and important features of the data, or data reduction, and second, analysis for further intelligent decision making. In the present thesis we develop a new method for efficient and computationally effective way to reduce large data sets. The methodology that lies in the heart of our research is wavelet analysis.

1.2 A historical note on wavelets

The development of wavelets is fairly recent in applied mathematics, but wavelets have already had a remarkable impact. The wavelet transforms have been one of the most exciting development in the last decade to bring together researchers in several different fields, such as signal processing, image processing, communications, computer science, to name a few. The beginning of the wavelet transform as a specialized field can be traced to the work
of Grossman and Morlet [1984]. Morlet knew that the modulated pulses sent underground have a duration that is too long at high frequencies to separate the returns of fine, closely spaced layers. Instead emitting pulses of equal duration, he thus thought of sending shorter waveforms at high frequencies. Such waveforms are simply obtained by scaling a single function called wavelet.

The recent unprecedented expansion of the use of wavelet analysis in a wide variety of fields is due, in large part, to its different approach to the time-frequency aspect of signal processing. Like a windowed Fourier transform, a wavelet transform can measure the time-frequency variations of spectral components, but it has a different time-frequency resolution. Due to the fact that the wavelet transform originates in a single function, through scaling and translation, the time resolution increases while the frequency resolution decreases. This allows the wavelet transform to detect and characterize transient phenomena with a zooming procedure across scales. Similarly to the windowed Fourier transform, the wavelet transform detects various frequency bands (scales), but while the first is suitable for time-invariant, stationary processes, the wavelet analysis is particularly adept for dealing with transient phenomena, localized in time.
1.3 Overview of the thesis

In this thesis we combine three lines of research to propose a novel approach to the problem of data reduction and de-noising of a signal, all of which play a vital role in analyzing large volumes of data. The three directions are:

- the recent development of wavelet bases and their application in extracting relevant features from a signal while discarding the irrelevant information i.e. de-noising it;

- the principle of minimum description length (MDL) and its statistical applications;

- the use of information criteria like AIC, \( C_p \), and BIC, proposed, respectively, by Akaike [1970], Akaike [1973], Mallows [1973], Schwarz [1978], as criteria for statistical model selection.

As Rissanen [1984] points out, there are three main aspects to signal processing, namely, prediction, data reduction and estimation. These three aspects, Rissanen asserts, are intrinsically connected by a common link – the information in the string of data observations defined as:

\[
\min_{k, \theta} \left\{ - \log_2 P_{\theta}(x) + \frac{1}{2} k \log_2 N \right\}
\]

where \( N \) denotes the number of observations in the data set, \( P_{\theta}(x) \) is a parametric statistical model which we believe explains the data (i.e. the
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likelihood function), $k$ is the number of parameters needed to define the statistical model. The focus of this study is the branch concerned with data reduction, the search for an efficient and compact representation of the signal while preserving most of its relevant information.

Saito [1994] observes that all practical methodologies for feature extraction in signal analysis may be classified into two groups: statistical or decision-theoretic approach, and structural or synthetic approach. Examples for the statistical approach are methods like Fast Fourier transform (FFT), Principal Component analysis (PCA) (also known as Karhunen-Loève transform, (KLT)), Linear Discriminant Analysis (LDA), Classification and Regression Trees (CART), etc. The basic principle for most of these methods is providing an efficient coordinate system tailored for the specific problem; a common drawback is computational complexity and restricted ability to capture features localized, in both, the frequency and the time domains. The structural approach is based on the principle of synthesis, i.e. recovering the signal with the help of pre-defined primitive components used as building blocks. If the set of these primitive components is looked upon as a formal language, this then provides a direct link to results found in information theory. The difficulty in the structural approach lies in choosing a suitable set of building blocks or a basis. A development which appears to be very promising in this context is the introduction of wavelet bases.

In this thesis we first introduce our main analytical tool, that is the wavelet transform for the discrete and continuous case. We also have a
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discussion on the notion of non-linear wavelet estimates together with a literature review of the methods currently in use.

The original contribution of this thesis starts from Chapter III. First, we state a general result for the wavelet estimate based on the $K$ largest in absolute value wavelet coefficients, when certain restrictions on the underlying function are imposed.

Guided by the principle that in the process of model selection we are concerned with, on the one hand, precision of the estimate, and with, on the other hand, number of coefficients included in the model, we next propose a novel criterion for selecting the wavelet estimate. Certain properties of thus chosen wavelet estimates are established under the assumption that the underlying function obeys some conditions for regularity. Under the same regularity conditions we find a bound for the rate of increase in the number of coefficients selected for inclusion in the wavelet estimate, as the number of observations increases. We show that in this case the wavelet estimate is equivalent to a wavelet shrinkage found by thresholding the vector of wavelet coefficients, and establish a bound on the corresponding threshold value.

In the second half of Chapter III we consider the case of noisy data. We propose a modified version of the model selection criterion appropriate for the case when the signal is modeled as a stochastic process. Properties concerning the mean value of the mean square error (MSE) and the bias of the estimate of the MSE are established. Another result finds a suitable estimate for the parameter involved in the definition of the model selection
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criterion.

The following Chapter IV starts with a comparative study. We present a set of synthesized signals found in most papers on the topic. The wavelet shrinkage estimates considered by various methods, presently in use, are found for this set of synthesized signals, as well as the estimates found by the application of the methods proposed in this work. We compare the performance of the different methods based on their precision and levels of data reduction. Once again we regard separately, the cases of deterministic and stochastic signals. In the second half of Chapter IV we propose an algorithm for fault detection based on the model selection method. Then we apply the algorithm to two sets of replicated data taken from different manufacturing processes.

We conclude in Chapter V with a discussion about our future projects.
Chapter 2

Background and Literature Review

This chapter provides an overview of wavelets, wavelet transforms, wavelet series and their estimates. For these wavelet estimates we summarize statistical properties and model selection methods. We also review the major results concerning our line of research. Although all applications of wavelet analysis concern finite sequences (data sets), the majority of the theoretical results are obtained considering continuous time functions. The connection between continuous and discrete signals is not straightforward; the findings for the continuous time functions reflect the asymptotic properties of discrete sequences sampled at intervals of ever decreasing lengths. A wavelet basis in $L^2(\mathbb{R})$ is constructed by dilating and translating a single wavelet function; dilations are not defined over discrete sequences, as well as, differentiability
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or other types of regularity do not apply to discrete signals. Also, continuous time models do not transform directly into discrete signal processing algorithms; for example, uniform sampling a continuous wavelet basis does not produce a discrete basis. For these reasons we will treat discrete and continuous wavelet transforms separately. Our review is brief and focused on the aspects of wavelet analysis which relate to the research of interest. For a better exposition with precise definitions and detailed explanations the reader is referred to books like Daubechies [1988], Chui [1992], Meyer [1990], Wickerhauser [1994], Mallat [1998] among the many treatments of the subject.

2.1 Continuous wavelet transform

2.1.1 Basic wavelet.

Let $L^2(\mathbb{R})$ denote the space of measurable functions $f$ defined on the real line $\mathbb{R}$, that satisfy

$$
\|f\|^2 = \int_{-\infty}^{\infty} |f(t)|^2 dt < \infty.
$$

These are functions which “decay” fast to zero at $\pm \infty$. With the goal of building an orthonormal basis in $L^2(\mathbb{R})$, Meyer [1990] considered functions $\psi(t)$ with zero average: $\int_{-\infty}^{\infty} \psi(t) dt = 0$, that is, its Fourier transform $\hat{\psi}(w)$ vanishes at zero. The graph of such a function looks like a small wave or
wavelet. Usually it is normalized \( \| \psi(t) \| = 1 \) and centered in a neighborhood of \( t = 0 \). A commonly used wavelet function is the so-called Mexican hat wavelet which is obtained as the second derivative of a Gaussian function. Figure 2.1 displays it along with its Fourier transform.

![Wavelet and Fourier Transform](image)

Figure 2.1: Plot of the (a) *Mexican-hat* wavelet \((-\psi(t))\) and (b) its Fourier transform for \( \sigma = 1 \).

### 2.1.2 Time-frequency wavelet atoms.

To consider wavelets with different frequency bands, the basic wavelet \( \psi(t) \) is dilated by a scale parameter \( s: \frac{1}{\sqrt{s}}\psi\left(\frac{t}{s}\right) \). Now to cover the entire real line the basic wavelets and its scaled versions are shifted by a location parameter \( u \). The resulting function

\[
\psi_{u,s}(t) = \frac{1}{\sqrt{s}}\psi\left(\frac{t - u}{s}\right)
\]
is called a time-frequency atom. The frequency of a signal is directly proportional to the length of the cycle; that is for high-frequency spectral information the time-interval should be relatively small and for low-frequency spectral information, the time-interval should be relatively wide to allow for complete information. The time-frequency atoms have exactly this zoom-in and zoom-out capability.

The inner product in $L^2(\mathbb{R})$ is defined as:

$$\langle f, g \rangle = \int_{-\infty}^{\infty} f(t)\bar{g}(t)dt,$$

where $\bar{g}(t)$ is the conjugate of the function $g(t)$.

**Definition 1.** The integral or continuous wavelet transform (CWT) is defined as the inner product of the function $f$ with an wavelet atom $\psi_{u,s}(t)$:

$$W_f(u,s) = \int_{-\infty}^{\infty} f(t)\bar{\psi}_{u,s}(t)dt.$$

Since $\psi$ has a zero average, the wavelet transform $W_f(u,s)$ measures the variation of $f$ in a neighborhood of $u$, whose size is proportional to $s$.

If the basic wavelet $\psi(t)$ satisfies what is known as the admissibility condition, that is:

$$C_\psi = \int_{0}^{\infty} \frac{|\hat{\psi}(w)|^2}{w}dw < \infty,$$

then any function $f \in L^2(\mathbb{R})$ can be recovered from its CWT by the following
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We are interested in results connecting the regularity of a function with the rate of decay of the wavelet coefficients in its CWT. We will list few of these results but, first, we need to introduce some definitions.

2.2.1 Lipschitz regularity.

Definition 2. (i) A function is point-wise Lipschitz $\alpha \geq 0$ at $\nu$, if there exist $C > 0$ and a polynomial $p_\nu$ of degree $m = \lfloor \alpha \rfloor$ such that

$$|f(t) - p_\nu(t)| \leq C|t - \nu|^\alpha \quad \text{for} \quad t \in \mathbb{R}. \quad (2.1)$$

(ii) A function $f$ is uniformly Lipschitz $\alpha$ over $[a, b]$ if it satisfies (2.1) for all $\nu \in [a, b]$, with a constant $C$ that is independent of $\nu$.

(iii) The Lipschitz regularity of $f$ at $\nu$ or over $[a, b]$ is defined as the

$$\sup_{\alpha \in \mathbb{R}} \{f \text{ is Lipschitz } \alpha\}.$$ 

If $f$ is uniformly Lipschitz $\alpha > m$ in the neighborhood of $\nu$, then this
implies that $f$ is $m$ times continuously differentiable in this neighborhood.

The most interesting case is when $0 \leq \alpha < 1$. Then $p_{\nu}(t) = f(\nu)$ is a constant
and condition (2.1) becomes

$$|f(t) - f(\nu)| \leq C |t - \nu|^\alpha \quad \text{for} \quad t \in \mathbb{R}.$$ 

In this case $f$ is not differentiable at $\nu$ and $\alpha$ characterizes the singularity

type.

2.2.2 Wavelet vanishing moments.

**Definition 3.** A wavelet $\psi(t)$ has $n$ vanishing moments if it is orthogonal
to polynomials of degree $n - 1$:

$$\int_{-\infty}^{\infty} t^k \psi(t) dt = 0 \quad \text{for} \quad 0 \leq k < n.$$ 

**Theorem 1.** A wavelet $\psi(t)$ has $n$ vanishing moments if and only if there
exists a function $\theta(t)$, whose derivative of order $n$ exists, and such that

$$\psi(t) = (-1)^n \frac{d^n \theta(t)}{dt^n}.$$ 

Moreover, $\psi(t)$ has no more than $n$ vanishing moments if and only if

$$\int_{-\infty}^{\infty} \theta(t) dt \neq 0.$$
This characterization of a wavelet with \( n \) vanishing moments leads to a result (Jaffard [1991]) which directly connects the regularity of a function to the decay of the coefficients in its wavelet transform.

**Theorem 2.** If \( f \in L^2(\mathbb{R}) \) is uniformly Lipschitz \( \alpha \leq n \) over the interval \([a, b]\), then there exists \( A > 0 \) such that

\[
|Wf(u, s)| \leq As^{\alpha + \frac{1}{2}} \quad \text{for} \quad (u, s) \in [a, b] \times \mathbb{R}^+.
\]  

(2.2)

Conversely, if \( Wf(u, s) \) satisfies (2.2) and if \( \alpha < n \) is not an integer then \( f \) is uniformly Lipschitz \( \alpha \) on \((a, b)\).

### 2.3 Discrete wavelet transform

In the discrete wavelet transform (DWT) the frequency bands are integral powers of 2, and the wavelet atom \( \psi_{j,k}(t) \) is obtained from the basic wavelet function \( \psi(t) \) by a binary dilation, i.e. dilation by \( 2^j \), and a dyadic translation of \( 2^{-j}k \), where \( j, k \) are integers. In other words

\[
\psi_{j,k}(t) = 2^{j/2} \psi \left( 2^{j}t - k \right).
\]

Then the discrete wavelet transform is defined similarly by:

\[
w_{j,k} = Wf(2^{(j-j)}k, 2^{(j-j)}) = \langle f, \psi_{j,k} \rangle \quad \text{where} \quad j, k \in \mathbb{Z}.
\]
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The necessary condition for the existence of a reconstructing formula is the so called stability condition:

\[ A \leq \sum_{n=-\infty}^{\infty} |\hat{\psi}(\frac{n}{2^j})|^2 \leq B; \]

here \( A \) and \( B \) are constants, \( 0 < A \leq B < \infty \), independent of \( w \).

2.3.1 Orthonormal wavelet bases.

It is proven (Mallat [1989], Meyer [1990]) that there exists a wavelet function \( \psi(t) \) such that the family of functions

\[ \psi_{j,k}(t) = 2^{j/2} \psi \left( 2^j t - k \right), \]

where \( j \) and \( k \) are arbitrary integers, is an orthonormal basis in the Hilbert space \( L^2(\mathbb{R}) \). An important contribution by Daubechies [1988] lies in showing that it is possible to find a basic wavelet with a compact support which satisfies the stability condition and its sequence of wavelet atoms forms an orthonormal basis in \( L^2(\mathbb{R}) \), as well. The support of the basic wavelet, in this case, is proportional to the number of times it is continuously differentiable.

**Multiresolutional analysis.** Orthonormal wavelets dilated by \( 2^j \) carry signal variations at the resolution \( 2^j \). The connection between the orthonormal wavelet basis and the multi-resolution signal approximation is expressed in the notion of a multi-resolution analysis (MRA) in \( L^2(\mathbb{R}) \).
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**Definition 4.** An MRA in $L^2(\mathbb{R})$ is defined as a sequence of subspaces $V_j$, $j \in \mathbb{Z}$ with the following properties:

(i) $\ldots \subset V_{-1} \subset V_0 \subset V_1 \subset \ldots$;

(ii) $\text{span}(\bigcup_{j \in \mathbb{Z}} V_j) = L^2(\mathbb{R})$;

(iii) $\bigcap_{j \in \mathbb{Z}} V_j = \{0\}$;

(iv) $f(t) \in V_j$ if and only if $f(2^{-j}t) \in V_0$;

(v) $f(t) \in V_0$ if and only if $f(t - k) \in V_0$ for all $k \in \mathbb{Z}$;

(vi) there exists a function $\phi(t) \in V_0$, called a scaling function, such that the system $\{\phi(t - k)\}_{k \in \mathbb{Z}}$ forms an orthonormal basis of $V_0$.

Using the nested property $V_{j-1} \subset V_j$, let us denote by $W_{j-1}$ the orthogonal complement of $V_{j-1}$ in $V_j$, that is $V_j = V_{j-1} \oplus W_{j-1}$, where $\oplus$ indicates “direct sum”. Now, $L^2(\mathbb{R})$ can be decomposed as follows:

$$L^2(\mathbb{R}) = V_0 \oplus \left( \bigoplus_{j \geq 0} W_j \right)$$

$$= V_0 \oplus \left( \bigoplus_{j \geq 0} W_j \right)$$

$$= \oplus_{j \in \mathbb{Z}} W_j,$$

where $\ldots \oplus W_{-k} \oplus W_{-k+1} \oplus \ldots \oplus W_0 \oplus \ldots \oplus W_k \oplus W_{k+1} \oplus \ldots = \oplus_{j \in \mathbb{Z}} W_j$.

This can be expressed by saying that the family of functions

$$\{\phi_{j_0,k}(t), \psi_{j,k}(t)\}_{(j \geq j_0, k \in \mathbb{Z})}$$
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is an orthonormal basis in $L^2(\mathbb{R})$.

Respectively, any function $f(t)$ in $L^2(\mathbb{R})$ can have the following three representations:

$$f(t) = \sum_{k \in \mathbb{Z}} s_{j_0,k} \phi_{j_0,k}(t) + \sum_{j \geq j_0} \sum_{k \in \mathbb{Z}} d_{j,k} \psi_{j,k}(t)$$

$$\quad = \sum_{k \in \mathbb{Z}} s_{0,k} \phi(t - k) + \sum_{j \geq 0} \sum_{k \in \mathbb{Z}} d_{j,k} \psi_{j,k}(t)$$

$$\quad = \sum_{j,k \in \mathbb{Z}} d_{j,k} \psi_{j,k}(t),$$

where $s_{j,k} = \int_{\mathbb{R}} f(t) \phi_{j,k}(t) \, dt$ are considered to be the “smooth” coefficients and $d_{j,k} = \int_{\mathbb{R}} f(t) \psi_{j,k}(t) \, dt$ are viewed as the “detail” ones. In practice, the following finite version of the wavelet series estimate is used:

$$\hat{f}(t) = \sum_{k \in \mathbb{Z}} s_{L,k} \phi_{L,k}(t) + \sum_{j=L}^{J} \sum_{k \in \mathbb{Z}} d_{j,k} \psi_{j,k}(t),$$

here $J > L$ and $L$ corresponds to the coarsest level (resolution $2^L$).

**Orthonormal wavelet bases in $L^2[0,1]$.** The so called Haar basis is a simple and well known example for an orthonormal basis of $L^2[0,1]$. The development of the wavelet bases in $L^2(\mathbb{R})$, prompted the study of orthonormal bases in $L^2[0,1]$. There are various methods to solve this problem, like the introduction of “boundary” wavelets, or “periodic” wavelets. For our purposes it will suffice to say that such basis exists. We will consider
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an orthonormal basis arisen from a multiresolutional analysis of \( L^2[0,1] \).

Let \( \mathcal{I}_j = \{ I_{j,k} = [\frac{k}{2^j}, \frac{k+1}{2^j}], 0 \leq k \leq 2^j - 1 \} \) are all \( 2^j \) dyadic intervals of length \( \frac{1}{2^j} \) at a resolution level \( j \geq 0 \). We consider the family of functions

\[
\{ \phi_{l,k} \}_{0 \leq k \leq 2^l - 1}, \{ \psi_{j,k} \}_{j \geq 0, 0 \leq k \leq 2^j - 1}
\]

where \( \psi \) is a basic wavelet and \( \phi \) is the corresponding scale function so that this family of functions forms an orthonormal basis of \( L^2[0,1] \); the basic wavelet can be chosen so that it has a compact support and \( n \) vanishing moments.

Theorem 2 about the decay of the CWT has an analogous version in the context of a wavelet orthonormal basis in \( L^2[0,1] \).

**Theorem 3.** If \( f \in L^2[0,1] \) is uniformly Lipschitz \( \alpha \leq n \) over \([0,1] \), then there exists \( A \) such that

\[
|w_{j,k}| = |\langle f, \psi_{j,k} \rangle| \leq \frac{A}{2^{j(\alpha+1/2)}},
\]

for all resolution levels \( j \) and \( 0 \leq k \leq 2^j - 1 \).

### 2.3.2 Matrix representation of the DWT.

The function \( f(t) \) which we are interested in approximating is usually represented by a discrete signal \( f_1, f_2, \ldots, f_N \). Another way to describe the wavelet transform in this case, is as a linear transform defined by an orthogonal matrix \( W \), that is \( d = Wf \), where \( d \) is the vector of \( N \) discrete wavelet coefficients. The discrete wavelet coefficients, \( d_{j,k} \), are related to the wavelet
coefficients

\[ w_{j,k} = \int f(t) \psi_{j,k}(t) \, dt \]

by the relationship \( w_{j,k} = d_{j,k}/\sqrt{n} + O(1/n) \). The factor \( \sqrt{n} \) arises because of the difference between the continuous and discrete orthonormality conditions. Similarly, the reconstructed signal obtained by the inverse discrete wavelet transform (IDWT), is equivalent to \( f = W^T d \). In the case when \( N = 2^J \) for some positive integer \( J \), both the DWT and IDWT can be performed through an efficient algorithm that requires only \( O(n) \) operations, so the DWT is computationally fast.

2.4 Nonparametric regression

In this section we focus our attention on one of the various statistical applications, such as nonparametric regression, density estimation, inverse problems, time series analysis, and change-point problems, which are currently studied in conjunction with the wavelet bases. We review the nonparametric regression in more detail, since this is the main area of interest concerning the research in this thesis.

Here we start with the standard nonparametric regression setting:

\[ y_i = f(t_i) + \sigma z_i, \quad i = 1, \ldots, N, \]
where \( \{z_i\} \) are independent, identically distributed (iid), usually, normal random variables with zero mean and variance one. The goal is to recover the underlying function \( f \) from the noisy data, \( \{y_i\} \), without assuming any practical parametric structure for \( f \). Without loss of generality we assume that \( t_i = i/n \), and that the sample size is a power of 2: \( N = 2^J \) for some positive integer \( J \). This assumptions will make possible the application of the fast algorithm. A research is being developed to cover the situations when the observations are not equally spaced, or a power of 2, as well as, when the assumption for normality and independence of the random variables modeling the noise are invalid.

### 2.4.1 Linear estimates.

A linear approximation projects the signal \( f \) over a linear space span on a finite subset of vectors taken from a chosen orthonormal basis; if we consider a wavelet orthonormal basis then the expansion

\[
  f_M = \sum_{(j,k) \in M} w_{j,k} \psi_{j,k}(t)
\]

considered over a finite subset \( M \) of indices is a linear estimate of \( f \). In this setting the original nonparametric problem essentially transforms to linear regression and the corresponding sample estimates of the scaling coefficients
and the wavelet coefficients are given by:

\[ \hat{w}_{j,k} = \frac{1}{N} \sum_{i=1}^{N} \psi_{j,k}(t_i) y_i. \]

alternatively the vector \( \hat{w} \) of empirical wavelet coefficients can be written as

\[ \hat{w} = \frac{1}{\sqrt{N}} W y, \]

where \( W \) is the DWT matrix. The approximation error is given by the expression: \( e(M) = \|f - f_M\|^2 \). The performance of the truncated wavelet estimate clearly depends on the appropriate choice of \( M \). Intuitively it is clear that the "optimal" \( M \) should depend on the regularity of the unknown response function. The accuracy of this approximation depends also on the properties of \( f \) relative to the particular basis, and it is efficient only if the approximation error decays fast to zero as the subset \( M \) of indices increases. It is a well established fact that linear approximations (fast Fourier transform), work well for Sobolev functions. At the same time it is to be expected that the linear estimate will face difficulties in estimating functions which are not homogeneous and contain local singularities. Accurate approximation of these singularities will require high frequency terms and, as a result, a large value of \( M \), while the corresponding oscillating terms will damage the estimate in the smooth regions.
2.4.2 Non-linear wavelet estimates.

In contrast to the linear wavelet estimate introduced above, Donoho and Johnstone [1995], and Donoho et al. [1995] proposed a nonlinear estimate based on selective reconstruction of empirical wavelet coefficients. This approach is now widely accepted in the statistical research, particularly in signal processing and image analysis.

The role of the Sobolev space in the context of linear approximations is taken by the Besov spaces of functions when studying non-linear wavelet estimates.

**Definition 5.** The \( p \) - modulus of continuity of a function \( f \) defined on \( \mathbb{R} \), \( 1 \leq p \leq \infty \), is the function

\[
\omega_p(f; \delta) = \sup_{0 < |h| < \delta} \| f(t) - f(t - h) \|_p
\]

defined for \( \delta > 0 \).

The main idea of modulus of continuity is to measure the difference between the function and its translate. If we denote by \( MC_p(\mathbb{R}) \) the set of functions having a finite \( p \) - modulus of continuity (for some \( \delta \)), then for each \( \delta > 0 \), \( \omega_p(f; \delta) \) is a semi-norm on \( MC_p(\mathbb{R}) \).

**Definition 6.** Suppose \( 0 < \alpha \leq 1 \) and \( p, s \) are such that \( 1 \leq p, s \leq \infty \). The
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Besov norm $\|f\|_{p, \alpha, s}$ of the function $f$ is defined as

$$
\|f\|_{p, \alpha, s} = \begin{cases}
\left( \int_0^\infty [u^{-\alpha} \omega_p(f;u)]^s \frac{du}{u} \right)^{1/s} & \text{when } 1 \leq s < \infty \\
\sup_{0 < u < \infty} u^\alpha \omega_p(f;u) & \text{when } s = \infty
\end{cases}
$$

Note that the norms defined above are only semi-norms since they vanish on a constant function.

**Definition 7.** A Besov space (inhomogeneous) $B^p_{\alpha, s}(\mathbb{R})$ consists of those functions from $L^p(\mathbb{R})$ for which $\|f\|_{p, \alpha, s} < \infty$. Thus the natural norm on $B^p_{\alpha, s}(\mathbb{R})$ is $\|f\|_p + \|f\|_{p, \alpha, s}$.

The family of Besov spaces contains both Lipschitz spaces and Sobolev spaces. Functions which are only piecewise smooth belong to Besov spaces with high smoothness index $\alpha$. For functions of the latter type the Fourier based methods have slow convergence rates, while wavelet bases are optimal for compressing and recovering functions in such spaces.

2.4.3 Properties of the non-linear wavelet estimate.

Here we are concerned with the following problem of non-linear approximation:

Suppose we have a wavelet $\psi$ on $\mathbb{R}$. Given a function $f$ and $\epsilon > 0$, find a “small” set of wavelet coefficients $A$ so that the function $f$ and the sum $\sum_{(j,k) \in A} \langle f, \psi_{j,k} \rangle \psi_{j,k}$ are within $\epsilon$. 
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The most widely used measure for the distance between the function and its wavelet approximation is the $L^2$-norm.

**Theorem 4.** (DeVore et al. [1992]) Let $\alpha$, $0 < \alpha \leq \frac{1}{2}$ be given and let $\tau = \frac{1}{\alpha + \frac{1}{2}}$. Suppose that $f \in L^2(\mathbb{R})$ and that $\|f\|_{\tau, \alpha} \leq C$. Then there exists a constant $C'$ such that for every integer $K$ we can find $A \subset \mathbb{Z} \times \mathbb{Z}$ with cardinality $K$ such that

$$
\left\| f - \sum_{(j,k) \in A} \langle f, \psi_{j,k} \rangle \psi_{j,k} \right\|_2 \leq C' CK^{-\alpha}
$$

(2.3)

The set $A$ can be chosen by taking the $K$ coefficients $\langle f, \psi_{j,k} \rangle$ with the biggest absolute values.

This result establishes that when $f$ belongs to a particular family of Besov spaces with a smoothness index $\alpha$, the best approximation of $f$ with $K$ coefficients is obtained by taking the $K$ largest in absolute values. The rate of approximation for this wavelet estimate then is $o(K^{-\alpha})$.

Before we list few of the numerous minimax results established by Donoho and Johnstone, results which were ground-breaking in the context of non-linear wavelet estimates, we need to introduce a bit more notation.

Let $\mathcal{I} = \bigcup_{j \geq 0} \mathcal{I}_j$ be the set of all dyadic intervals on the interval $[0, 1]$. We will use the elements of $\mathcal{I}$ as an indexing set without changing the notation; that is if $I \in \mathcal{I}$ it corresponds to some dyadic interval $I_{j,k}$ and we will identify $I$ with the corresponding pair of indexes $(j, k)$. Suppose we observe
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$N$ noisy samples of a function $f$: $y_i = f(\frac{\cdot}{N}) + \sigma z_i, \quad i = 1, \ldots, N$, where $\{z_i\}$ are iid $N(0,1)$. Let \( \hat{f} \) be an estimate of $f$ obtained from the observations $y_1, y_2, \ldots, y_N$. Let $R_N(\hat{f}, f) = E\|\hat{f} - f\|^2$ be the risk function. The desired goal is to obtain an estimate $\hat{f}$ attaining the minimax risk

$$\tilde{R}(N, \mathcal{F}) = \inf_{\hat{f}} \sup_{f} R_N(\hat{f}, f),$$

(2.4)

when $f$ belongs to a certain family of smooth functions, like Besov or Triebel function spaces. Let $\{\psi_I, I \in \mathcal{I}\}$ is an orthonormal wavelet basis in $L^2[0,1]$ and $\theta_I = \langle \psi_I, f \rangle$ are the corresponding wavelet coefficients, that is $f = \sum_{I \in \mathcal{I}} \theta_I \psi_I$ (the equality is in terms of the $L^2[0,1]$-norm). Because we are considering an orthogonal basis in the Hilbert space $L^2[0,1]$, we have the following Parseval relation:

$$\|\hat{f} - f\|^2 = \sum_{I} (\hat{\theta}_I - \theta_I)^2 = \|\hat{\theta} - \theta\|^2.$$

The right hand side is expressed in terms of the norm in $l^2(\mathbb{Z})$, the space of all square-summable, bi-infinite sequences, that is $\{c_n\} \in l^2(\mathbb{Z})$ if and only if $\|c\|^2 = \sum_{n=\infty}^{\infty} |c_n|^2 < \infty$.

Analogous relation between the Besov norm and, what Donoho and Johnstone [1998] call Besov body $\Theta_{p,q}^\alpha$, in the space of wavelet coefficients can be established. This allows for the replacement of the estimation problem (2.4) in the spaces of functions with an estimation problem in the sequence space.
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In this we assume we observe sequence data:

\[ w_I = \theta_I + \epsilon z_I, \quad I \in \mathcal{I}, \]  

(2.5)

where \( z_I \) are iid \( N(0, 1) \) and \( \theta = (\theta_I)_{I \in \mathcal{I}} \). Then the difficulty of estimation in this setting is measured by the following Bayes minimax risk:

\[ B(\epsilon, \Theta_{p,q}^\alpha) = \inf_{\hat{\theta}} \sup_{\Theta_{p,q}^\alpha} E\|\hat{\theta} - \theta\|^2. \]  

(2.6)

Now we consider two types of non-linear estimates \( \hat{\theta}_S \) and \( \hat{\theta}_H \), based respectively on the following two types of shrinkage functions:

\[ \eta_H(\lambda, x) = x I_{|x| > \lambda} \]  

hard shrinkage,

\[ \eta_S(\lambda, x) = (x - sgn(x)\lambda) I_{|x| > \lambda} \]  

soft shrinkage.

Similarly to the Bayes minimax risk (2.6), we define \( B_S(\epsilon, \Theta_{p,q}^\alpha) \) and \( B_H(\epsilon, \Theta_{p,q}^\alpha) \) in which the infimum is restricted over \( \hat{\theta}_S \) and \( \hat{\theta}_H \), respectively. Donoho and Johnstone [1998] prove the following theorem establishing the nearly minimax properties of the non-linear estimates obtained through a threshold procedure:

**Theorem 5.** Let \( \mathcal{F} = \mathcal{F}(C) \) be a ball of Besov space \( B_{p,q}^\alpha \) or Triebel space \( F_{p,q}^\alpha \) with \( \alpha > 1/p \) and \( 1 \leq p, q \leq \infty \) or \( \alpha = p = q = 1 \). There are constants
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$\Lambda(p), K(p)$, both finite, with:

$$B_S(\epsilon, \Theta_{p,q}^\alpha) \leq \Lambda(\min(p,q))B(\epsilon, \Theta_{p,q}^\alpha), \quad B_H(\epsilon, \Theta_{p,q}^\alpha) \leq K(\min(p,q))B(\epsilon, \Theta_{p,q}^\alpha).$$

There exist thresholds which attain these performances.

**Corollary 1.** A nearly minimax estimate can be constructed for any of the function spaces $\mathcal{F}$ covered by Theorem 5, by appropriate thresholding of the wavelet coefficients of the function and inverting the wavelet transform.

### 2.4.4 Convergence of the threshold estimates.

Before ending this section we would like to mention one more result, concerning the non-linear estimate obtained through a threshold procedure.

**Theorem 6.** (Tao [1991]) If $f \in L^p(\mathbb{R})$ for some $1 < p < \infty$, then for almost every $x$ one has

$$\lim_{\lambda \to 0} T^S_\lambda f(x) = \lim_{\lambda \to 0} T^H_\lambda f(x) = f(x),$$

where $T^S_\lambda f(x), T^H_\lambda f(x)$ are the threshold estimates for soft and hard threshold, correspondingly.
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2.5.1 Best basis selection algorithm.

In the process of feature extraction and data reduction, a major step is the selection of the appropriate basis. Coifman and Wickerhauser [1992] came up with the idea of a library of orthonormal bases from which an algorithm based on minimizing an information cost functional selects the one most suitable for a particular signal. Specifically, they consider two types of libraries of modulated wave forms, one comprised of local trigonometric bases, and the other containing the wavelet bases, Walsh functions, and the smooth versions of Walsh functions, called wavelet packets. In both libraries, a partial ordering can be defined by moving from finer to coarser partitions of $L^2(\mathbb{R})$, the graph of the partial order can be made into a tree, and the tree can then be searched efficiently for a “best basis”.

An information cost functional is defined as a real-valued functional $M$ which maps the sequences $\{x_i\}$ to $\mathbb{R}$ and satisfies the following additivity condition:

$$M(\{x_i\}) = \sum_i \mu(x_i) \quad \text{where} \quad \mu(0) = 0.$$  

Here $\mu(x)$ is a real valued function defined on $[0, \infty)$. Few examples of information cost functional are as follows:
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- Number above a threshold:

\[
\mu(x) = \begin{cases} 
|x| & \text{if } |x| \geq c \\
0 & \text{otherwise}
\end{cases}
\]

- Concentration in \(l^p\): For \(p \in (0, 2)\) set \(\mu(x) = |x|^p\), so that the information cost functional \(M(\{x_i\}) = \|\{x_i\}\|^p_p\).

- Perhaps, the most noted of the information cost functionals is the Shannon entropy. Let \(p_n = \frac{x^2}{\|x_i\|^2}\), then:

\[
M(\{x_i\}) = -\sum_n p_n \log p_n .
\]

- Logarithm of energy: Here we take \(\mu(x) = \log(x^2)\) and then \(M(\{x_i\}) = \sum_k \log(x_i^2)\). This is the function used in the KLT.

2.5.2 Minimum description length (MDL) principle.

This principle is introduced by Rissanen [1983] as a generalization of the maximum likelihood principle in the context of parameter estimation. MDL principle originates in the field of information theory from the desire to minimize the number of bits (binary digits), necessary for the encoding of a data set. By attempting to optimize the description length within a class of parametric distributions, Rissanen [1983] derives the following formula as a
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measure of a description length:

\[
L(x, \theta) = -\log P(x|\theta) + \log^* [C(k)(\kappa M(\theta))^k].
\]

Here, \(P(x|\theta)\) denotes the likelihood function of the data \(x\) for the parameter vector \(\theta\) with \(k\) components, \(C(k)\) is the volume of the \(k\)-dimensional unit ball, and \(\kappa M(\theta)\) denotes the natural norm induced by the quadratic form associated with the \(k \times k\) matrix \(M(\theta)\) of the second derivatives of \(-\log P(x|\theta)\). The function \(\log^*\) is defined as \(\log^* y = \log y + \log \log y + \cdots\), where only the positive terms are included in the sum.

It should be noted that the MDL principle does not attempt to find the absolutely minimum description of the data, rather it picks, from a collection of available models, the one that provides that minimum description length. Saito [1994] derives a similar formula measuring the description length of a particular model in the context of best basis selection. We will provide more details later in the paper.

Another development is the minimax description length (MMDL) criterion proposed in Verdù and Poor [1984] and used in Krim and Schick [1999]. The initial assumption is that the noise distribution \(f\) is a scaled version of a distribution belonging to the family of \(\epsilon\)-contaminated normal distributions \(P_\epsilon = \{(1 - \epsilon)\Phi + \epsilon G : G \in \mathcal{F}\}\), where \(\Phi\) is the standard normal distribution, \(\mathcal{F}\) is the set of all distribution functions, and \(\epsilon \in (0, 1)\) is the known fraction of contamination. In accordance with the minimax principle, the
goal is to find the least favorable noise distribution and evaluate the MDL
criterion for that distribution, in other words, this is equivalent to solving
a minimax problem where the entropy is simultaneously maximized over all
distributions in $P_e$ and minimized over all estimators.

2.5.3 Model selection based on an information criterion.

The introduction of the information criterion, Akaike [1970], provided an
alternative to the multiple hypotheses testing used previously for model se-
lection. Here, a model is selected according to some optimal properties of an
information criterion. Nishii [1984] provides an exhaustive list of the infor-
mation criteria available presently, among them Akaike information criterion
(AIC), Mallows [1973] $C_p$ statistic, and the Bayesian information criterion
found in Schwarz [1978]. They have been applied in the setting of a regres-
sion model with the assumption for independent, normally distributed errors
of constant variance. Define $j = \{j_1, \ldots, j_k\}, 1 \leq j_1 < \cdots < j_k \leq K$ to be
the model $j$ if $\beta_{j_1}, \ldots, \beta_{j_k}$ are different from zero but the rest of the elements
in the vector of coefficients $\beta$ are zeros; let $J$ be a set of models $j$ under con-
sideration, for example, $J$ could be the hierarchic model $J_H = \{\tilde{j}_1, \ldots, \tilde{j}_K\}$
where $\tilde{j}_t = \{1, \ldots, t\}$ for $t = 1, \ldots, K$. Below are given the information
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criteria which are used often in practice:

\[
\begin{align*}
AIC(j) &= N \log \hat{\sigma}^2(j) + ak(j) \\
C_p(j) &= N \frac{\hat{\sigma}^2(j)}{\hat{\sigma}^2(j_K)} + a(k(j) - 1) \\
BIC(j) &= N \log \hat{\sigma}^2(j) + a_N k(j),
\end{align*}
\]

where \( a \) is a positive constant, often taken to be 2.0, \( a_N > 0 \) is a sequence such that \( \lim_{N \to \infty} a_N = \infty \); \( N \) is the number of data observations, \( \hat{\sigma} \) is an estimate of the error variance \( \sigma \), which is assumed unknown, and \( k(j) \) is the number of parameters in the model.

Nishii [1984] derives some results about the asymptotic equivalence of these information criterion functions, based on the behavior of the risk function

\[ R_n(j) = E_y[\|X\beta - X\hat{\beta}\|^2]. \]

2.6 De-noising a signal

The idea of “noise-reduction” or “de-noising”, as defined in Donoho [1995], is a thresholding procedure through which selected wavelet coefficients are annulled and the reconstructed signal via the IDWT is taken to be the estimate of the original signal. In this section we will list some of the thresholding procedures proposed in the literature presently, together with few different methods for finding an wavelet estimate of the underlying function that describes a given data set.
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Donoho and Johnstone [1994] formulated the principle of selective wavelet reconstruction, based on only a subset of the empirical wavelet coefficients. Empirical wavelet coefficients are the ones calculated from the data, while the true wavelet coefficients, which we want to estimate, come from the DWT of the "true" underlying function. Two properties of the wavelet reconstruction support that principle:

Property 1. for a spatially inhomogeneous function the largest wavelet coefficients are concentrated in a small subset of the \{(j, k)\}-space;

Property 2. noise affects all wavelet coefficients equally.

In other words while every empirical coefficient contributes noise of variance, only a few contribute signal. Thus their algorithm for finding an estimate includes the following three steps:

Step 1. based on the data \( \{y_1, y_2, \ldots, y_n\} \) find the empirical wavelet coefficients: \( \mathbf{w} = \mathbf{W} \mathbf{y} \);

Step 2. establish a threshold value \( \lambda \) and a threshold procedure \( \delta(\cdot) \) which selects a subset of coefficients from \( \mathbf{w} \), while annulling the rest to produce a modified vector of wavelet coefficients \( \mathbf{w}^* \);

Step 3. using \( \mathbf{w}^* \) calculate the estimate \( \hat{\mathbf{f}}^* = \mathbf{W}^T \mathbf{w}^* \).
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2.6.1 VisuShrink.

We will start the description of the known choices for threshold values with the “universal” or VisuShrink procedure, proposed in Donoho and Johnstone [1994]. The universal threshold is taken to be $\lambda = \hat{\sigma} \sqrt{\frac{2 \log n}{n}}$, where $\hat{\sigma}$ is an estimate of the error variance, which is usually unknown. In practice, the coarsest few resolution levels are left intact and the thresholding is applied only to the remaining empirical wavelet coefficients.

Theorem 7. Assume model (2.5). The estimator

$$\hat{\theta}_i^u = \eta_S (w_i, \epsilon (2 \log n)^{\frac{1}{2}}) \quad (i = 1, \ldots, n)$$

satisfies

$$E \|\hat{\theta}^u - \theta\|_{2,n}^2 \leq (2 \log n + 1) \left\{ \epsilon^2 + \sum_{i=1}^{n} \min(\theta_i^2, \epsilon^2) \right\}$$

(2.7)

for all $\theta \in \mathbb{R}^n$.

2.6.2 RiskShrink.

When the factor $(2 \log n + 1)$ in (2.7) is replaced by a constant $\Lambda_n^*$ calculated as a minimax quantity:

$$\Lambda_n^* \equiv \inf_{\lambda} \sup_{\mu} \frac{\rho(\lambda, \mu)}{\frac{1}{n} + \min(\mu^2, 1)}$$

(2.8)
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then another threshold value $\lambda^*$ can be obtained as

$$\lambda^*_n = \text{the largest } \lambda \text{ attaining } \Lambda^*_n \text{ above.} \quad (2.9)$$

This last shrinkage estimation is known as the RiskShrink. The function $\rho(\lambda, \mu)$ is defined as $\rho(\lambda, \mu) = E[\delta^*_\lambda(Y) - \mu]^2$ for $Y$, a random variable from a $N(\mu, 1)$ distribution.

**Theorem 8.** Assume model (2.5). The minimax threshold $\lambda^*_n$ defined at (2.9) yields an estimate

$$\hat{\theta}^*_i = \eta_S(w_i, \lambda^*_n \epsilon) \quad (i = 1, \ldots, n)$$

which satisfies

$$E \| \hat{\theta}^* - \theta \|^2_{2,n} \leq \Lambda^*_n \left\{ \epsilon^2 + \sum_{i=1}^{n} \min(\theta_i^2, \epsilon^2) \right\} \quad (2.10)$$

for all $\theta \in \mathbb{R}^n$. The coefficient $\Lambda^*_n$ defined at (2.8), satisfies $\Lambda^*_n \leq 2 \log n + 1$, and the threshold $\lambda^*_n \leq (2 \log n)^{\frac{1}{2}}$. Asymptotically, as $n \to \infty$,

$$\Lambda^*_n \sim 2 \log n, \quad \lambda^*_n \sim (2 \log n)^{\frac{1}{2}}.$$

If we go back to the sequence data in the function space, the performance of the wavelet estimator is measured by the risk $R(\hat{f}, f) = \frac{1}{n} E \| \hat{f} - f \|^2$; the last norm is the usual $l^2_N$ norm, that is, if $v = \{v_1, \ldots, v_N\} \in l^2_N$, then
\[ \|v\| = \sum_{i=1}^{N} v_i^2. \] Let

\[ R_{n,\sigma}(T_{SW}, f) = \inf_{\delta} R(T_{SW}(y, \delta), f) \]

denote the ideal risk; here \( T_{SW}(y, \delta) \) stands for the estimator \( \hat{f} \) obtained through a thresholding procedure.

**Corollary 2.** For all \( f \) and all \( n = 2^{j+1} \),

\[ R(\hat{f}, f) \leq \Lambda_n^* \left\{ \frac{\sigma^2}{n} + R_{n,\sigma}(T_{SW}, f) \right\}. \]

Moreover, no estimate can satisfy a better inequality than this for all \( f \) and \( n \), in the sense that for no measurable estimate can such an inequality hold with \( \Lambda_n^* \) replaced by \( \{2 - \epsilon + o(1)\}\log n. \)

### 2.6.3 SureShrink.

For signals which are assumed “spatially homogeneous” and smooth, Donoho and Johnstone [1995] proposed a different shrinkage procedure which has different threshold values for different resolution levels in the wavelet transform. This approach uses Stein’s unbiased estimate of the risk function (SURE) and the threshold procedure is called **SureShrink**, respectively. The explicit form of SURE is as follows:

\[ SURE(x, \lambda) = N - 2 \sum_{i=1}^{N} I_{|x_i| \leq \lambda} + \sum_{i=1}^{N} \min(x_i^2, \lambda^2). \]
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Let \( d_j = (d_{j,1}, d_{j,2}, \ldots, d_{j,\omega})^T \) be the vector of wavelet coefficients at a resolution level \( j \). Then the SureShrink threshold at a resolution level \( j \) is given by:

\[
\lambda_j^{SURE} = \arg \min_{0 \leq \lambda \leq \lambda^U} SURE(d_j, \lambda)
\]

where \( \lambda^U = \sqrt{2\sigma \log N} \) is the universal threshold.

**Theorem 9.** Let the discrete wavelet analysis correspond to a wavelet \( \psi \) having \( n \) vanishing moments and \( n \) continuous derivatives, \( n > \max(1, \sigma) \).

Then the estimator SureShrink \( \hat{f}^* \) is simultaneously nearly minimax,

\[
\sup_{B^2_{p,q}(C)} R(\hat{f}^*, f) \asymp R(N, B^2_{p,q}(C)) \quad N \to \infty
\]

for all \( p, q \in [1, \infty] \), for all \( C > 0 \) and for all \( \sigma_0 < \sigma < n \).

### 2.6.4 Hybrid Algorithm.

The authors of SureShrink found that this procedure doesn’t perform as well in situations of extreme sparsity of the wavelet coefficients. To remedy this deficiency an algorithm called the Hybrid scheme is suggested instead. It contains the following three steps:

Step 1. for a specific resolution level \( j \) calculate a criterion for sparsity:

\[
(sp)_j^2 = \frac{1}{2^j} \sum_{k=1}^{2^j} \left( \frac{d_{j,k}^2}{\sigma_j^2} - 1 \right)
\]
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Step 2. choose a critical value e.g. \( \gamma_j = (\log_2 2^j)^{3/2} \);

Step 3. now, if \( (sp)_j^2 \leq \gamma_j \) use the universal threshold; otherwise use the threshold defined by SureShrink.

2.6.5 Cross-validation procedures.

A different type of wavelet estimate which de-noises the data is proposed by Nason [1996] and is based on cross-validation. Two ways of cross-validation are suggested: two-fold cross-validation algorithm and leave-one-out cross-validation. The initial assumptions are slightly different in that the noise is not assumed to come from a normal distribution but rather comes from a distribution with mean 0 and constant variance \( \sigma^2 \). Let \( y_1, y_2, \ldots, y_n \) be the data points, where \( n = 2^M \). For the two-fold cross-validation, all the odd-indexed \( y_i \) are removed from the set. This leaves \( 2^{M-1} \) evenly indexed \( y_i \) which are re-indexed from \( j = 1, 2, \ldots, \frac{n}{2} \). A function estimate \( \hat{f}_t^E \) is then constructed from the re-indexed \( y_i \) by using a particular threshold \( t \). To compare the function estimate with the left-out noisy data an interpolated version of \( \hat{f}_t^E \) is formed:

\[
\hat{f}_{t,j}^E = \frac{1}{2}(\hat{f}_{t,j+1}^E + \hat{f}_{t,j}^E), \quad j = 1, 2, \ldots, \frac{n}{2},
\]

setting \( \hat{f}_{t,n/2+1}^E = \hat{f}_{t,1}^E \) because \( f \) is assumed periodic. Then \( \hat{f}_t^O \) is computed for the odd-indexed points and the interpolant \( \tilde{f}_t^O \) computed as above. The full estimate for the mean integrated square error (MISE) \( M(t) = E \int (\hat{f}_t(x) - f(x))^2 \)
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$f(x)^2 dx$ compares the interpolated wavelet estimates and the left-out points:

\[
\hat{M}(t) = \sum_{j=1}^{n/2} \{(\hat{f}^E_{i,j} - y_{2j+1})^2 + (\hat{f}^O_{i,j} - y_{2j})^2 \}.
\]

Note that the estimate $\hat{M}$ relies on two estimates of $f_i$ based on $\frac{n}{2}$ data points. These estimates are calculated with the use of the universal threshold (VisuShrink), modified to accommodate $\frac{n}{2}$ data points, by the following formula:

\[
T_{UV}(n) \approx \frac{T_{UV}(\frac{n}{2})}{\sqrt{1 - \log_2 n}}.
\]

After the estimate $\hat{M}(t)$ has been minimized the correction from above is applied, to obtain the final cross-validated wavelet estimate.

The *leave-one-out* cross-validation algorithm is applicable to a data set of any size $n$, not necessarily a power of 2. Given the data set $Y = \{y_1, y_2, \ldots, y_n\}$, $n > 1$, choose $i$ between 1 and $n$. Remove $y_i$ and split the remaining points into two groups:

\[
Y_L = \{y_1, \ldots, y_{i-1}\}
\]

\[
Y_R = \{y_{i+1}, \ldots, y_n\}.
\]

Form $Y_{L,RE}$ and $Y_{R,RE}$ by reflection at the left-hand and right-hand ends of $Y_L$ and $Y_R$, respectively. Next extend each set to the next largest power of 2
by filling with $y_{i-1}$ for $Y_{LRE}$ and $y_{i+1}$ for $Y_{RRE}$ to obtain:

$$Y_{LRE} = \{y_{i-1}, \ldots, y_{i-1}, y_{i-2}, \ldots, y_2, y_1, y_2, \ldots, y_{i-2}, y_{i-1}\}$$

$$Y_{RRE} = \{y_{i+1}, y_{i+2}, \ldots, y_{n-1}, y_n, y_{n-1}, \ldots, y_{i+2}, y_{i+1}, \ldots, y_{i+1}\}.$$ 

Denote the number of points in $Y_{LRE}$ by $n_L$ and in $Y_{RRE}$ by $n_R$. Then $n_L$ is the smallest power of 2 greater than or equal to $2(i-1)$ and $n_R$ is the smallest power of 2 greater than or equal to $2(n-i)$. Now form two wavelet shrinkage estimates $\hat{f}_{L,t}$ and $\hat{f}_{R,t}$ by using $Y_{LRE}$ and $Y_{RRE}$ and threshold value $t$. The removed point $y_i$ is predicted by

$$\hat{y}_{i,-i} = \frac{1}{2}(\hat{f}_{L,t,n_L} + \hat{f}_{R,t,1})$$

where $\hat{f}_{L,t,n_L}$ is the rightmost point of $\hat{f}_{L,t}$, and $\hat{f}_{R,t,1}$ the leftmost point of $\hat{f}_{R,t}$. The cross-validation score is given by

$$\hat{M}(t) = \sum_{i=2}^{n-1} (y_i - \hat{y}_{i,-i})^2.$$ 

2.6.6 False discovery rate of coefficients (FDR).

From a statistical point of view thresholding is closely related to another data-analytical approach to model building which utilizes multiple hypotheses testing. When the number of coefficients is large, as it is usually the case in the wavelet transform, the multiple hypothesis testing runs into the prob-
lem of accepting erroneously coefficients in the model if the error is controlled at an individual level. On the other hand if the error is controlled simultaneously for all hypotheses (Bonferroni's approach), then there is a great risk of throwing out coefficients which are statistically significant. A solution to the problem of the multiple hypotheses testing is proposed in Abramovich and Benjamini [1995] and is introduced under the name – false discovery rate of coefficients (FDR).

If $R$ is the number of coefficients that are not dropped by the thresholding procedure for a given sample, then let $S$ be the number of coefficients kept correctly, and $V$ be the number of coefficients which are retained erroneously, where $R = S + V$. The error in such procedure is expressed in term of the random variable $Q = V/R$, that is the proportion of coefficients kept in the model that should have been left out. The FDR then is defined as the expected value of $Q$ and the procedure is to take in the model as many coefficients as possible before FDR exceeds an a priori set level $q$.

Applying this procedure to the wavelet thresholding takes the following steps:

Step 1. for each coefficient $d_{j,k}$ calculate the corresponding two-sided $p$-value $p_{j,k}$ testing the hypothesis $H_{j,k}: d_{j,k} = 0$

\[ p_{j,k} = 2(1 - \Phi\left(\frac{|d_{j,k}|}{\sigma}\right)) ; \]

Step 2. order the $p_{j,k}$'s according to their size, $p_{(1)} \leq p_{(2)} \leq \cdots \leq p_{(m)}$, where
each of the $p_{(i)}$'s corresponds to some coefficient $d_{j,k}$;

Step 3. Starting with $i = 1$, let $k$ be the largest $i$ for which $p_{(i)} \leq (i/m)q$; for this $k$ calculate:

$$\lambda_k = \sigma \Phi^{-1}(1 - \frac{P(k)}{2});$$

Step 4. Threshold all coefficients at level $\lambda_k$.

2.6.7 Ogden’s selection thresholding and data-analytic thresholding.

Selection thresholding is based on hypothesis testing of coefficients level-by-level. Given a set of coefficients at a particular level Ogden [1994] describes a test statistic that if large will prompt the user to include the largest (in absolute values) coefficients into the reconstruction decomposition and then continue testing the remainder of the coefficients. If the test statistic is not large enough (when compared to some critical value) then the threshold is set to be the absolute value of the largest remaining coefficient.

Data-analytic thresholding is based on looking at plots of cumulative sums of the squares of the coefficients at a particular level. Coefficients are removed from the level (and marked for inclusion in the reconstruction) if some test based on Brownian bridge sampling is significant and then the remaining coefficients are tested. The test tries to ascertain if the remaining coefficients
are just white noise, by successively removing the larger coefficients until the
test decides that the coefficients are indistinguishable from white noise. One
important advantage of the data-analytic thresholding is that it does not
separate coefficients that are close in time. For example, discontinuities can
often cause two adjacent coefficients to be large (rather than just one) and
this method identifies these together, which would not be possible with other
methods that separate coefficients and sort according to size.

There are other methods for selecting a threshold, which are derived from
a significance test Fan [1996], Lee [1997], but they involve testing one wavelet
coefficient at a time and don’t seem helpful for our purpose of minimizing the
number of wavelet coefficients used for the calculation of the wavelet series
estimate.

2.6.8 Bayesian approach.

Various Bayesian approaches for thresholding and nonlinear shrinkage in gen-
eral, has been proposed recently as well. These have been shown to be rela-
tively effective and it is argued that they are less ad-hoc than the proposals
discussed above. In the Bayesian approach a prior distribution is imposed on
the wavelet coefficients. The prior model is designed to capture the sparse-
ness of wavelet expansions common to most applications. Then the function
is estimated by applying a suitable Bayesian criteria to the resulting posterior
distribution of the wavelet coefficients. Different choices of loss functions lead
to different Bayesian rules and hence different nonlinear shrinkage. Compre-
hensive reviews on Bayesian wavelet regression are given by Vidakovic [1999], Abramovich and Sapatinas [1999].

2.7 Data reduction

The diversity of methods listed in the previous section is explained, in part, by the various goals that the corresponding series estimates are meant to achieve. For example, VisuShrink and RiskShrink aim to produce an estimate which is noise-free, and runs the risk of under-fitting the data (see also Fan et al. [1993]); their estimate has a near optimal minimax property in ensuring, with high probability, that the estimate is as smooth as the true underlying function. SureShrink and the cross-validation methods, on the other side, minimize the risk function, and this produces estimates with lower bias but more variance. The cross-validation method gives too low a threshold when errors are serially correlated (Lee [1997]). In addition, both types of methods use procedures which are essentially equivalent to multiple hypotheses testing, and harbor the danger of leaving out coefficients which might be relevant.

For the purpose of data reduction we need to find

(a) a series wavelet estimate,

(b) which is produced as a result of a model selection procedure,

(c) based on the optimization of a function analogous to the information
criterion function (as done in the context of linear regression),

(d) and which has the property of a near minimum description length.

In this section we list several methods for data reduction found in the literature, and then we describe a novel procedure reaching for the same goal.

2.7.1 Approximate minimum description length.

This algorithm, found in Saito [1994] takes advantage of two different approaches in data compression: one, the search for a best basis as in Coifman and Wickerhauser [1992] according to a given cost function, and two, the Minimum Description Length (MDL) criterion taken from the field of information theory (Rissanen [1984]). If \( \mathcal{L} = \{ \mathcal{B}_1, \mathcal{B}_2, \ldots, \mathcal{B}_M \} \) is a library of bases, where \( \mathcal{B}_m \) represents one of the orthonormal bases in the library, then Saito’s algorithm finds \( m \), an indicator for the orthonormal basis chosen from the library, and \( k \), the number of non-zero elements retained for the reconstruction of the estimate, to be the values that minimize the following measure for MDL:

\[
AMDL(k, m) = \frac{3}{2} k \log_2 N + \frac{N}{2} \log_2 \| (I - \Theta^{(k)}) W_m^T d \|^2. \tag{2.11}
\]

Here \( d \) is the data vector, \( W_m \) is the linear transformation that recovers the signal \( f = W_m \alpha_m^{(k)} \), and \( \Theta^{(k)} \) is the thresholding operation which keeps the \( k \) largest elements in absolute value intact and sets all other elements to zero.
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The criterion AMDL is used also by Antoniadis et al. [1997] in the context of the wavelet orthonormal bases.

2.7.2 Tree-constrained thresholding.

The idea of adding a penalty term is found in Buckheit and Donoho [1995], as well. It is considered in the context of the tree-constrained thresholding, based on a search for a best tree pattern for the “surviving” wavelet coefficients. The best tree is defined by the optimization of the quantity:

\[ CPRSS_\lambda = \| f - \hat{f}_T \|^2 + \lambda K_T \]

where \( K_T \) is the number of coefficients in the chosen tree, and \( \lambda \) could equal 2 for the standard AIC model selection, BIC uses \( \lambda = \log n \), RIC uses \( \lambda = 2\log n \). The selection of the best tree imitates the Coifman-Wickerhauser pruning algorithm, Coifman and Wickerhauser [1992].

2.7.3 Relative reconstruction error.

Another criterion is proposed in Lu et al. under the name of relative reconstruction error:

\[ RRE(k) = \left( \frac{\sum_{i=1}^{N}(y_i - \hat{y}_{i,k})^2}{\sum_{i=1}^{N}y_i^2} \right)^{\frac{1}{2}} + \frac{k}{N} \]
Chapter 3

Data Reduction – New Approach

In this chapter we introduce the main results in the thesis – the new model selection criterion, the properties of the nonlinear wavelet estimate obtained on the basis of this model selection criterion, as well as, the modified version pertaining to the case of data with noise. We start with a brief motivation for the need of a novel approach and why we chose this particular direction of research.

3.1 Motivation for the research

Due to the orthogonality of the matrix $W$, the matrix of the discrete wavelet transform, the DWT of white noise is also an array of iid $N(0, 1)$ random
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variables, so the model

\[ y_i = f(t_i) + \sigma z_i, \quad i = 1, \ldots, 2^J, \]

where \( \{z_i\} \) are iid \( N(0,1) \), leads to the model:

\[ \hat{w}_{j,k} = w_{j,k} + \epsilon z_{j,k}, \quad j = 1, \ldots, J, \quad k = 1, \ldots, 2^j, \]

where \( \epsilon^2 = \sigma^2/N \). The sparseness of the wavelet expansion makes it reasonable to assume that essentially only a few ”large” \( \hat{w}_{j,k} \) contain information about the underlying function \( f \), while ”small” \( \hat{w}_{j,k} \) can be attributed to the noise which contaminates uniformly all wavelet coefficients. If we can decide which are the ”significant” large coefficients, then we can retain them and set all others equal to zero, so obtaining an approximate wavelet representation of the underlying signal.

The thresholding procedure depends greatly on the appropriate choice of the threshold value. If we focus on the universal threshold, despite its simplicity and minimax properties, it depends only on the estimate of the variance of the data and the number of observations under consideration. This means it ignores the actual values of the observations in the data set and cannot be ”tuned” to the specific problem of interest. To improve the finite sample properties of the universal threshold Donoho and Johnstone [1994] suggests that one should always keep the coefficients of the coarsest
level, even if they do not pass the threshold. Still for large samples the universal threshold while successful in de-noising the signal, removes part of the "real" signal as well, that is it does not compromise well between signal and noise, and in practice it tends to over-smooth the signal. The performance of VisuShrink is open for the same criticism, in that it is too aggressive in eliminating coefficients.

The various data-adaptive thresholding rules seem to lead to better results. These include SureShrink and AMDL methods, and this is where the effort of this research is directed, as well. The problem with SureShrink is that it is a bit more complex from a computational point of view, which can be a stumbling block when dealing with massive data sets. The function which is minimized in the AMDL method allows for more than one minimum which poses the question which one of them should the appropriate choice.

We consider another data-adaptive approach by introducing a new function, in the spirit of the information criteria, on the one side, similar to a loss function, on the other side. We then use the minimum of this function, similarly to the method in SureShrink to determine the number of coefficients retained for use in the wavelet estimate.
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3.2.1 Notation and assumptions.

For the purpose of the following results we consider \( \psi \), a basic wavelet and \( \phi \), its corresponding scale function, such that the family of functions

\[
\left\{ \phi_{L,k} \right\}_{0 \leq k \leq 2^L - 1}, \left\{ \psi_{j,k} \right\}_{j \geq 0, 0 \leq k \leq 2^{j-1}}
\]

forms an orthonormal basis in \( L^2[0, 1] \); the basic wavelet is chosen so that it has a compact support, \( n \) vanishing moments and \( n \) continuous derivatives. To simplify the notation we write \( \phi_{L,k} = \psi_{L-1,k} \). The vector of wavelet coefficients is \( \mathbf{w} \). Let \( w_{(1)}^2 \geq w_{(2)}^2 \geq \ldots \geq w_{(N)}^2 \geq \ldots \) be the ordered squared values of the wavelet coefficients. Denote \( \mathbf{w}_N = (w_1, w_2, \ldots, w_N) \) the DWT of a sample \( f(k/N), k = 1, \ldots, N \) of size \( N \) and the corresponding non-linear estimate \( \hat{\mathbf{w}}(k) \) is obtained from \( \mathbf{w}_N \) by retaining the \( k, 1 \leq k \leq N \) largest in absolute value wavelet coefficients and setting the rest to 0.0.

**Model assumptions** (Deterministic case)

We assume here that the wavelet coefficients obtained from the DWT of the original signal, are the true parameters and that

\[
f = \sum_{j,k} \langle f, \psi_{j,k} \rangle \psi_{j,k} = \sum_{j,k} w_{j,k} \psi_{j,k},
\]

the sum is taken over \( j \geq L - 1, 0 \leq k \leq 2^j - 1 \) and the equality is in terms
of the norm in $L^2[0,1]$.

### 3.2.2 General results.

First we state two results of general importance and then we will proceed with the introduction of the new model selection criterion. The proofs of all results can be found in the Appendix.

**Lemma 1.** Let $f \in L^2[0,1]$ is uniformly Lipschitz $\alpha < n$. Denote by

$$w_{(1)}^2 \geq w_{(2)}^2 \geq \cdots \geq w_{(N)}^2 \geq \cdots$$

(3.1)

the values of the ordered, squared wavelet coefficients. If $i = 2^j + m$ for $m \in 1, 2, \ldots, 2^j$, then there exists a constant $A$ such that

$$w_{(i)}^2 \leq \frac{A}{2^{j(2\alpha+1)}}.$$

**Theorem 10.** Let $f \in L^2[0,1]$ is uniformly Lipschitz $\alpha < n$. Then there exists a constant $C$ such that

$$\left\| f - \sum_{(j,k) \in M} \langle f, \psi_{j,k} \rangle \psi_{j,k} \right\| \leq CK^{-\alpha},$$

(3.2)

where $M$ is the set of indexes of the $K$ largest in absolute value wavelet coefficients.

This theorem establishes a result very close in nature to Theorem 4 (De-
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Vore et al. [1992]).

3.2.3 New model selection criterion.

Let us consider the following expression:

\[
InCr(k, h) = \frac{||w_N - \hat{w}(k)||^2}{||w_N||^2} + \frac{(k + 2)ln(k + 2) - (k + 2)}{h N^h}.
\] (3.3)

Here \( N \) is a fixed number, \( k, (1 \leq k \leq N) \) reflects the number of non-zero coefficients selected for the wavelet estimate \( \hat{w}(k) \), and \( h > 0 \) is a parameter which allows us to control the number of non-zero wavelet coefficients used in the wavelet vector \( \hat{w}(k) \). That is, if \( h \) assumes values close to 0.0 then only few non-zero wavelet coefficients are selected for the estimate \( \hat{w}(k) \), and if \( h \) assumes values away from 0.0 then a larger number of non-zero wavelet coefficients are used in the wavelet estimate.

The first term in (3.3) measures the distance between the wavelet estimate and the original signal it approximates. We normalize this expression so the changes in the variability doesn’t influence it unduly. The second term serves as a penalty term against the possibility of including too many wavelet coefficients and the risk of undersmoothing the underlying function by including too much of the high frequency spectrum. As mentioned earlier this formula is very similar in spirit to the measure of minimum description length and the \( \text{AMDL} \) method. As we can see from (2.11) the second term is proportional to the distance between the wavelet estimate and the original
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function, while the first term is a function of both the number of coefficients chosen for inclusion and the number of observations in the data set. Once again this first term serves as a buffer against getting to estimate the observed function too closely, at the expense of missing the smooth underlying function.

The motivation for the particular choice of the function in the penalty term can be found in the proof of Proposition 1. The idea is that at first, as we are adding to the model more and more wavelet coefficients, (the wavelet coefficients are being ordered according to their absolute values), the approximation error decreases rapidly. Then a point comes when the rate of decrease of the approximation error slows down significantly and the addition of further wavelet coefficients does not bring a noticeable improvement of the estimate. The function of the second term was chosen so that \( \text{InCr} \) begins to increase right around that point, that is the point at which the \( \text{InCr} \) achieves its minimum.

**Definition 8.** We consider \( \hat{w}(K) \) as an estimate of \( w_N \). Here \( K \) is the value for which (3.3) is minimized when \( N \) is fixed. We will denote it by \( \text{InCr-estimate} \). Similarly, we will call \( \text{InCr-estimate} \) \( \hat{f} = \sum_{\ell \in M} w_{\ell} \psi_{\ell} \), where \( M \) is the set of indices corresponding to the indices of the non-zero elements in \( \hat{w}(K) \).

Next we will state several results concerning this wavelet estimate and establish some desirable properties.
3.2.4 Properties of the InCr-estimate.

Lemma 2. InCr$(k, h)$ starts out as a decreasing function of $k$ till it reaches a single minimum and begins increasing as $k$ changes from 1 to $N$.

Proposition 1. The procedure of selecting the InCr-estimate is equivalent to an estimate obtained through a thresholding procedure (hard threshold function).

The proof is based on showing that the same models which are considered for selection through the threshold procedure can be selected through the new procedure by choosing appropriate values of $h$. The full length proof is found in Section A.1.2 of the Appendix.

Corollary 3. For $f \in L^p(\mathbb{R})$ the InCr-estimate converges point-wise to the underlying function $f$ almost everywhere.

Proof: This follows immediately from Proposition 1 and Theorem 6 (Tao [1991]).

What follows is a result providing an estimate for the rate of change of the number of non-zero coefficients in InCr-estimate and its corresponding threshold value as the number of observation $N$ increases.

Theorem 11. Let $f \in L^2[0, 1]$ be uniformly Lipschitz $\alpha \leq n$ on the interval $[0, 1]$. Let $w_N$ be the DWT of a sample $f(i/N), i = 1, 2, \ldots, N$. 
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(i) If \( w^2_{(1)} \geq w^2_{(2)} \geq \ldots \geq w^2_{(K)} \) are the ordered squared values of the non-zero wavelet coefficients in the InCr-estimate \( \hat{w}(K) \), then

\[
K = O \left( \frac{N^{\alpha}}{s(N) + 2\alpha + 1} \right) \quad \text{where} \quad s(N) = \frac{\ln(n(N - 1))}{\ln(N)}.
\]

(ii) If \( T_{InCr} \) is the corresponding threshold value, then

\[
T_{InCr} = O \left( \frac{\ln(N)}{(s(N) + 2\alpha + 1)N^\alpha} \right).
\]

The proof is in Section A.1.2 of the Appendix. This result shows that when the function \( f \) is relatively smooth, that is \( \alpha \geq 1 \), for example, the number of non-zero coefficients in the InCr-estimate increases slower with the increase in the number of observations \( N \), compared to a function which is less smooth, \( \alpha < 1 \).

3.3 Stochastic case

3.3.1 Notation and assumptions.

Model assumptions (Stochastic case) Based on the equivalence of the model stated in terms of the functional values and the data observations with the model set in terms of wavelet coefficients and their estimates, we can focus our attention to the following model. Let \( w_1, w_2, \ldots, w_N \) be the wavelet coefficients based on \( N \) noisy, equally spaced, observations from a
function $f(t)$. Assume also that

$$w_i = \theta_i + \epsilon z_i$$

(3.4)

where $\{\theta_i\}_{i=1}^N$ are the true wavelet coefficients and $\{z_i\}_{i=1}^N$ are independent standard normal variables, $N(0,1)$, with mean 0 and variance 1.

### 3.3.2 General results.

First we state two results of general importance and then we proceed with the introduction of the corrected model selection criterion, used in the case when the data comes from noisy observations. The proofs of all results can be found in the Appendix.

**Lemma 3.** If $Z_1^2, Z_2^2, \ldots, Z_n$ are iid $\chi^2_1$ then we have the following expression for the mean of the largest order statistic:

$$E[Z_{(n)}^2] = 2^{n+1} \int_0^\infty u (1 - \Phi(u))^n \, du = G(n),$$

(3.5)

where $\Phi(u)$ is the cumulative distribution function of the standard normal distribution.

**Theorem 12.** Assuming model (3.4) we can obtain the following upper bound for the mean square error:
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\[
E\|\mathbf{f} - \hat{\mathbf{f}}(K)\|^2 \leq \frac{G(N)}{N} \sigma^2 K + \left( \sum_{i=1}^{N} \theta_i^4 \right)^{1/2} (N - K)^{1/2}.
\]

Here \( K \) indicates the number of wavelet coefficients retained for the wavelet estimate, and \( \hat{\mathbf{f}}(K) \) is the IDWT of this wavelet estimate.

This bound reflects the fact that there is an optimal number of the largest in absolute value coefficients, which need to be included in the wavelet estimate; a lesser or larger number than this optimal one will produce a larger mean square error.

**Corollary 4.** Let \( f \in L^2[0, 1] \) is uniformly Lipschitz \( \alpha < n \), \( n \) is the number of vanishing moments of the mother wavelet). Then under the assumption of Theorem 12 we have that

\[
E\|\theta - \hat{\theta}(K)\|^2 \leq G(N)c^2 K + C(\alpha)(N - K)^{1/2}.
\]

**Corollary 5.** Under the assumption of Theorem 12 with high probability we can assert that

\[
E\|\theta - \hat{\theta}(K)\|^2 \leq 2 \ln N \epsilon^2 K + \left( \sum_{i=1}^{N} \theta_i^4 \right)^{1/2} (N - K)^{1/2}.
\]

**Theorem 13.** The bias of the estimate of the approximation error \( \|w_N - \)

\[
E\|\theta - \hat{\theta}(K)\|^2 \leq 2 \ln N \epsilon^2 K + \left( \sum_{i=1}^{N} \theta_i^4 \right)^{1/2} (N - K)^{1/2}.
\]
\( \hat{\mathbf{w}}(K) \) is bounded as follows:

\[
\left| E \| \mathbf{w}_N - \hat{\mathbf{w}}(K) \|^2 - E \| \mathbf{\theta} - \hat{\mathbf{w}}(K) \|^2 \right| \leq \epsilon^2 (N - k) + \epsilon^2 kG(N).
\]

The proof of this result serves as a justification of considering the following corrected form of the model selection criterion.

### 3.3.3 Corrected model selection criterion.

For the stochastic case we consider the following corrected version of the model selection criterion (3.3) introduced earlier in this chapter.

\[
InCr(k, h) = \frac{\| \mathbf{w}_N - \hat{\mathbf{w}}(k) \|^2 + (N - 2k)\epsilon^2}{\| \mathbf{w}_N \|^2 - N\epsilon^2} + \frac{(k + 2)\ln(k + 2) - (k + 2)}{h N^h}.
\]  

(3.6)

Let us remind here that \( \epsilon^2 = \sigma^2 / N \), where \( \sigma^2 \) is the variance assumed in the nonparametric regression model, and \( \epsilon^2 \) is the variance of the discrete wavelet coefficients obtained through the fast pyramid algorithms. When no noise is assumed, that is \( \epsilon = 0 \), the corrected model selection criterion reduces to the form used in the deterministic case. The motivation for this formula comes from the heuristic argument that the first term, after the correction, is close to the value of the first term as if it were a deterministic case. In the stochastic case it is vital that we include only as many wavelet coefficients as it is indicated by the minimum value of the mean square error (MSE).
3.3 Stochastic case

Figure 3.1: The InCr surface.

Since we don’t know the value of the actual MSE, our idea is to use the InCr to imitate the deterministic case with the assumption that through the careful choice of the function in the second term, the value at which the InCr achieves its minimum is the approximately the same as the one that minimizes the MSE. To lend some credence to this heuristic argument we made a plot of the InCr\( (k, h) \) surface as we change the number of coefficients \( k \) and vary the value of the parameter \( h \). Figure 3.1 shows how for a fixed
value of the parameter $h$ the corresponding curve in the $InCr(k, h)$ surface begins by decreasing, then the change slows down and starts rising again at the other end of the values of $k$. Our assertion is that where this change takes place is approximately at the point which minimizes the $MSE$.

Following the notation established earlier, $w_N$ is the vector of noisy wavelet coefficients, while $\hat{w}(K)$ is the estimate of the true wavelet coefficients $\theta = \{\theta_1, \theta_2, \ldots, \theta_N\}$, obtained by keeping the $K$ largest in absolute value noisy wavelet coefficients. Here $K_{\text{min}}$ is the value that minimizes (3.6) for an appropriately chosen value of the parameter $h$.

### 3.3.4 Properties of the $InCr$ - estimate.

**Lemma 4.** $InCr(k, h)$ starts out as a decreasing function of $k$ till it reaches a single minimum and begins increasing as $k$ changes, as long as $w^2_{(k)} > 2\varepsilon^2$ holds.

**Proposition 2.** The expected value of the wavelet coefficient at which (3.6) attains its minimum, when we consider the parameter $h$ fixed, is given by:

$$E w^2_{(K_{\text{min}})} = \frac{\ln(a + 2)}{hN^k} \|\theta\|^2,$$

where $a \in (k - 1, k)$ is a constant.

**Corollary 6.** There exists a value of the parameter $h$ such that:

$$E\|\theta - \hat{w}(K_{\text{min}})\|^2 \leq E\|\theta - \hat{w}^T(\lambda)\|^2.$$
where \( \mathbf{w}^T(\lambda) \) is the hard threshold estimate with a threshold value \( \lambda \).

**Proposition 3.** For an estimate of the parameter \( h \) we can choose the value for which the following equality holds:

\[
\frac{(k + 2)\ln(k + 2) - (k + 2)}{h N^h} = \frac{(k + 2)(w_{(k+1)}^2 - 2e^2)}{\|w_N\|^2 - Nc^2}.
\]
Chapter 4

Applications

4.1 Comparative study (synthesized signals)

4.1.1 Description of the methods.

Below is a list of the methods we are going to compare in the next section. Note that all methods require a pre-determined level $L$ for the coarsest resolution.

Method 1. The method $VisuShrink$ defined in section 2.6.1 uses a threshold value which depends on the number of observations and the standard deviation of the signal, but not on the actual data values.

Method 2. The method $RiskShrink$ defined in section 2.6.2 uses a threshold value which is more data dependent.
Method 3. The method *SureShrink* defined in section 2.6.3 uses a different threshold value for each resolution level.

Method 4. The method described under the name AMDL defined in section 2.7.1.

Method 5. Minimizing $\text{InCr}(k, h_0)$ (formula (3.3)) for $k$ after an appropriate choice of $h = h_0$.

Method 6. (i) Find $k_1$ which minimizes $\text{InCr}(k, h_0|f)$, with a given value for $h = h_0$;

(ii) find $k_2$ which minimizes $\text{InCr}(k, h_0|\text{Res})$, where $\text{Res} = (r_1, \ldots, r_n)^T$ is the vector of residuals $r_i = f_i - \hat{f}_i, i = 1, \ldots, n$;

(iii) the estimate $\hat{f}$ is found as the IDWT of $\hat{\theta}_f + \hat{\theta}_{\text{Res}}$, where $\hat{\theta}_f, \hat{\theta}_{\text{Res}}$ are the $\text{InCr}$-vectors of wavelet coefficients for $f$ and $\text{Res}$, correspondingly.

A brief argumentation for the last method can be made as follows. If $f = \hat{f} + \text{Res}$, where $f$ is the observed signal, $\hat{f}$ is the wavelet estimate and $\text{Res}$ is the vector of residuals, then $Wf = W\hat{f} + W\text{Res}$, where the orthogonal matrix $W$ defines the DWT. The last statement can be written as: $\theta_f = \hat{\theta}_f + \hat{\theta}_{\text{Res}}$. 
4.1.2 Quantities for the comparison.

For each of the methods listed in the previous section, and a set of different types of signals, we will calculate and compare the following quantities:

1. \( k \) the number of coefficients included in the reconstruction of the wavelet estimate \( \hat{f} \);

2. relative error:

\[
RelErr = \frac{\|f - \hat{f}\|}{\|f\|} = \sqrt{\frac{\sum_{i=1}^{n} (f_i - \hat{f}_i)^2}{\sum_{i=1}^{n} f_i^2}};
\]

3. compression ratio (in percentages):

\[
CR = (1 - \frac{k}{n}) \times 100
\]

4. AMDL.

In all examples the number of observations \( N \) is chosen to be 1024 and the coarsest level is \( L = 2 \).

Figure 4.1 displays the plots of the signals for which we are comparing the different methods.

The first four examples are taken from signal making function provided by the WAVELET portion of Matlab; in particularly, we chose the signals known as \textit{doppler}, \textit{bumps}, \textit{heavisine} and \textit{blocks}, as seen in Donoho and
Figure 4.1: Synthesized signals (no noise).
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Johnstone [1995]. The Nason’s function is defined in Nason [1996] as:

\[
    f(t) = \begin{cases} 
        4t^2(3 - 4t) & \text{for } x \in [0, 0.5] \\
        \frac{4}{5}t(4t^2 - 10t + 7) - \frac{3}{2} & \text{for } x \in [0.5, 0.75] \\
        \frac{16}{5}t(t - 1)^2 & \text{for } x \in [0.75, 1].
    \end{cases}
\]

The last signal is a product of a polynomial and a trigonometric polynomial, restricted to the interval [0, 5]:

\[
    f(t) = (t^3 - 3t^2 + t - 10)(\sin(2t) + 0.5).
\]

A remark on the thresholding methods. We should like to point out that for the application of the methods VisuShrink and RiskShrink the signals need to be “normalized” so that the median of their set of wavelet coefficients equals 0.0. On the other side, the method SureShrink requires that the signal has a standard deviation 1. For all three methods it is essential that the added noise then comes for the standard normal distribution \( N(0, 1) \).

The four signals doppler, bumps, heavisine and blocks, as created by the signal making function, have a median close to 0.0 and the procedure which “normalizes” them to make this median, exactly 0.0, multiplies the signals by a number of a large magnitude (10^{12}). On the other side, this makes the standard deviation large as well. In order to apply all methods to an identical collection of signals, we pre-processed all signals in the same way, as done in Donoho and Johnstone [1994]. Each signal is multiplied by the number \( \frac{2}{\delta} \),
where $\sigma$ is the standard deviation of the corresponding signal. When noise is added, it is taken from the standard normal distribution.

The importance of this information lies in the realization that the results produced by the methods VisuShrink, RiskShrink, and SureShrink are highly influenced by the type of “normalization” they are made to undergo prior to the applications of these methods.

### 4.1.3 Results for signals without noise.

In the case when no noise is added to the original signal, the model taking in all 1024 wavelet coefficients, will be the one with the smallest relative error and the error is 0.0. This implies that the model using the $K$ largest wavelet coefficients, $1 \leq K \leq 1024$ will have an increasing relative error as the number of non-zero coefficients $K$ decreases. Thus the task of compressing the data is contingent upon the size of the relative error deemed acceptable. The results from the last three methods, the methods proposed in this work, reported in the tables below are aimed at showing that by varying the value of the parameter $h$ we can achieve either a high compression ratio, or a high precision level, or a result that balances the two aspects in some desirable fashion.

_Doppler signal._ Table 4.1 shows the results obtained by the various methods applied to the doppler signal and Figure 4.2 displays the doppler signal with its wavelet estimates. We note that while the first two methods have
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![Graphs of different shrinkage methods and their reconstructions](image)

Figure 4.2: Reconstructions of the *doppler* signal.

<table>
<thead>
<tr>
<th>#</th>
<th>METHOD</th>
<th>k</th>
<th>RelErr</th>
<th>CR</th>
<th>ADML</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>VisuShrink</td>
<td>42</td>
<td>0.114641</td>
<td>96%</td>
<td>5444.6115</td>
</tr>
<tr>
<td>2</td>
<td>RiskShrink</td>
<td>54</td>
<td>0.030114</td>
<td>95%</td>
<td>3649.7033</td>
</tr>
<tr>
<td>3</td>
<td>SureShrink</td>
<td>704</td>
<td>0.023173</td>
<td>31%</td>
<td>13690.9566</td>
</tr>
<tr>
<td>4</td>
<td>AMDL</td>
<td>619</td>
<td>0.000000</td>
<td>40%</td>
<td>-23264.2716</td>
</tr>
<tr>
<td>5</td>
<td>InCr$^h=1.5$</td>
<td>54</td>
<td>0.030114</td>
<td>95%</td>
<td>3649.7033</td>
</tr>
<tr>
<td>6</td>
<td>InCr$^h=4.55$</td>
<td>252</td>
<td>0.000000</td>
<td>75%</td>
<td>-9762.1275</td>
</tr>
<tr>
<td>7</td>
<td>InCr$^k, h = 2.58[f]$+ InCr$^k, h = 2.45[Res]$</td>
<td>252</td>
<td>0.000000</td>
<td>75%</td>
<td>-9762.1275</td>
</tr>
</tbody>
</table>

Table 4.1: Results for the *doppler* signal.
good compression ratio but poor relative error, the next two methods retain a
larger number of coefficients for the model. Method *AMDL* compensates for
this by attaining a good precision. Line 5 in the table shows that the *IncR*
estimator can match the compression ratio of method *RiskShrink*. Line 6
and 7 show that we can attain a high precision level, as well. Yet, a more bal-
anced approach might be a result which uses a relatively low number of non-
zero coefficients while keeping the relative error less than 10^{(-3)}, for example.
When we set $h = 2.7$ the number of non-zero coefficients is $k = 136$ and the
relative error is $\text{RelErr} = 0.000400$ with a compression ratio $\text{CR} = 87\%$.
That is, by including $((136 - 54)/1024)*100\% = 8\%$ more coefficients we de-
crease the relative error by $((0.030114 - 0.000400)/0.030114)*100\% = 98.7\%$.

*Bumps signal.* Table 4.2 shows the results obtained by the various methods
applied to the *bumps* signal and Figure 4.3 displays the signal *bumps* with
its wavelet estimates. Similarly, here the first three methods have rather
poor relative error, the method *AMDL* includes too many coefficients in

<table>
<thead>
<tr>
<th>#</th>
<th>METHOD</th>
<th>k</th>
<th>RelErr</th>
<th>CR</th>
<th>ADML</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>VisuShrink</td>
<td>113</td>
<td>0.178159</td>
<td>89%</td>
<td>7261.4860</td>
</tr>
<tr>
<td>2</td>
<td>RiskShrink</td>
<td>143</td>
<td>0.044974</td>
<td>86%</td>
<td>5677.8135</td>
</tr>
<tr>
<td>3</td>
<td>SureShrink</td>
<td>719</td>
<td>0.015946</td>
<td>30%</td>
<td>11169.8261</td>
</tr>
<tr>
<td>4</td>
<td><em>AMDL</em></td>
<td>1023</td>
<td>0.000000</td>
<td>0%</td>
<td>-17846.4106</td>
</tr>
<tr>
<td>5</td>
<td><em>IncR</em>(k, h = 1.55)</td>
<td>143</td>
<td>0.044974</td>
<td>86%</td>
<td>5677.8135</td>
</tr>
<tr>
<td>6</td>
<td><em>IncR</em>(k, h = 4.6)</td>
<td>480</td>
<td>0.000000</td>
<td>53%</td>
<td>-6163.4984</td>
</tr>
</tbody>
</table>
| 7  | *IncR*(k, h = 2.6|f|) +

\[ *IncR*(k, h = 2.55|Res) \]

<table>
<thead>
<tr>
<th>#</th>
<th>METHOD</th>
<th>RelErr</th>
<th>CR</th>
<th>ADML</th>
</tr>
</thead>
</table>
| 7  | *IncR*(k, h = 2.6|f|) +

\[ *IncR*(k, h = 2.55|Res) \]
Figure 4.3: Reconstructions of the \textit{bumps} signal.
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Table 4.3: Results for the *heavisine* signal.

<table>
<thead>
<tr>
<th>#</th>
<th>METHOD</th>
<th>k</th>
<th>RelErr</th>
<th>CR</th>
<th>ADML</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>VisuShrink</td>
<td>14</td>
<td>0.068612</td>
<td>99%</td>
<td>4302.6886</td>
</tr>
<tr>
<td>2</td>
<td>RiskShrink</td>
<td>24</td>
<td>0.027648</td>
<td>98%</td>
<td>3109.9411</td>
</tr>
<tr>
<td>3</td>
<td>SureShrink</td>
<td>419</td>
<td>0.404897</td>
<td>59%</td>
<td>10554.9726</td>
</tr>
<tr>
<td>4</td>
<td>AMDL</td>
<td>194</td>
<td>0.000000</td>
<td>81%</td>
<td>-26470.4345</td>
</tr>
<tr>
<td>5</td>
<td>$InCr(k, h = 1.48)$</td>
<td>24</td>
<td>0.027648</td>
<td>98%</td>
<td>3109.9411</td>
</tr>
<tr>
<td>6</td>
<td>$InCr(k, h = 4.35)$</td>
<td>133</td>
<td>0.000000</td>
<td>87%</td>
<td>-11403.9114</td>
</tr>
<tr>
<td>7</td>
<td>$InCr(k, h = 0.26</td>
<td>f</td>
<td>)$</td>
<td>134</td>
<td>0.000000</td>
</tr>
</tbody>
</table>

the reconstruction but attains a high precision level. Method *SureShrink* works poorly in both aspects. The results in the last three rows show that our methods can be adjusted to achieve either a high compression ratio or low relative error, depending on what the needs of the user might be. One more time, a more balanced result can be obtained by setting $h = 2.75$, for which $k = 319$, RelErr = 0.000316 and CR = 69%. Thus by adding on $((319 - 143)/1024) * 100\% = 17.2\%$ more coefficients we improve the relative error by $((0.044974 - 0.000316)/0.044974) * 100\% = 99.3\%$.

*Heavisine signal.* Table 4.3 shows the results obtained by the various methods applied to the *heavisine* signal and Figure 4.4 displays the *heavisine* signal with its wavelet estimates. The first two methods use too high a threshold, and the third method, which chooses the threshold according to the the different resolution levels, does a poor job selecting their values. Method *AMDL* together with the last two examples produce good results by succeeding to attain a high precision while using a fraction of all wavelet
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Figure 4.4: Reconstructions of the *heavisine* signal.
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Figure 4.5: Reconstructions of the \textit{blocks} signal.

coefficients. Line 5 shows that we can match the compression ratio of the method \textit{RiskShrink}, but we feel the loss of precision is too high in this case.

\textit{Blocks signal.} Table 4.4 shows the results obtained by the various methods applied to the \textit{blocks} signal and Figure 4.5 displays the \textit{blocks} signal with its wavelet estimates. This signal allows only a moderate compression. Once the number of wavelet coefficients included in the reconstruction falls below the
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Table 4.4: Results for the blocks signal.

<table>
<thead>
<tr>
<th>#</th>
<th>METHOD</th>
<th>k</th>
<th>RelErr</th>
<th>CR</th>
<th>ADML</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>VisuShrink</td>
<td>95</td>
<td>0.140093</td>
<td>91%</td>
<td>6889.5415</td>
</tr>
<tr>
<td>2</td>
<td>RiskShrink</td>
<td>123</td>
<td>0.040294</td>
<td>88%</td>
<td>5468.6390</td>
</tr>
<tr>
<td>3</td>
<td>SureShrink</td>
<td>645</td>
<td>0.037375</td>
<td>37%</td>
<td>11813.1356</td>
</tr>
<tr>
<td>4</td>
<td>AMDL</td>
<td>391</td>
<td>0.000000</td>
<td>62%</td>
<td>-26146.7557</td>
</tr>
<tr>
<td>5</td>
<td>InCr(k, h = 1.59)</td>
<td>123</td>
<td>0.040294</td>
<td>88%</td>
<td>5468.6390</td>
</tr>
<tr>
<td>6</td>
<td>InCr(k, h = 4.4)</td>
<td>373</td>
<td>0.000000</td>
<td>64%</td>
<td>-7666.9233</td>
</tr>
<tr>
<td>7</td>
<td>InCr(k, h = 0.24</td>
<td>f</td>
<td>) + InCr(k, h = 0.2</td>
<td>Res</td>
<td>)</td>
</tr>
</tbody>
</table>

Table 4.5: Results for the Nason’s function.

<table>
<thead>
<tr>
<th>#</th>
<th>METHOD</th>
<th>k</th>
<th>RelErr</th>
<th>CR</th>
<th>ADML</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>VisuShrink</td>
<td>20</td>
<td>0.048572</td>
<td>98%</td>
<td>4509.6653</td>
</tr>
<tr>
<td>2</td>
<td>RiskShrink</td>
<td>27</td>
<td>0.010726</td>
<td>97%</td>
<td>2383.3056</td>
</tr>
<tr>
<td>3</td>
<td>SureShrink</td>
<td>418</td>
<td>0.038901</td>
<td>59%</td>
<td>10300.4220</td>
</tr>
<tr>
<td>4</td>
<td>AMDL</td>
<td>191</td>
<td>0.000000</td>
<td>81%</td>
<td>-28319.7502</td>
</tr>
<tr>
<td>5</td>
<td>InCr(k, h = 1.6)</td>
<td>27</td>
<td>0.010726</td>
<td>97%</td>
<td>2383.3056</td>
</tr>
<tr>
<td>6</td>
<td>InCr(k, h = 4.45)</td>
<td>118</td>
<td>0.000000</td>
<td>88%</td>
<td>-11089.3748</td>
</tr>
<tr>
<td>7</td>
<td>InCr(k, h = 2.4</td>
<td>f</td>
<td>) + InCr(k, h = 2.4</td>
<td>Res</td>
<td>)</td>
</tr>
</tbody>
</table>

350 largest in absolute values coefficients, the relative error starts growing rapidly. This might be an indication that the symmlet with 8 vanishing moments is not so suitable a choice when approximating a function which is piecewise constant.

Nason’s function. Table 4.5 shows the results obtained by the various methods applied to the Nason’s function and Figure 4.6 displays the Nason’s function with its wavelet estimates. This is a piece-wise polynomial function with a discontinuity at t = 0.5. Noting that the relative error is a bit too
Figure 4.6: Reconstructions of the Nason’s function.
large in the estimates produced by the first three methods, the rest of the methods show good results in both aspects of compressing the data and approximating them closely.

**Polysine function.** Table 4.6 shows the results obtained by the various methods applied to the *polysine* function and Figure 4.7 displays the *polysine* function with its wavelet estimates.
Table 4.6: Results for the polysine function.

<table>
<thead>
<tr>
<th>#</th>
<th>METHOD</th>
<th>k</th>
<th>RelErr</th>
<th>CR</th>
<th>ADML</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>VisuShrink</td>
<td>12</td>
<td>0.055355</td>
<td>99%</td>
<td>3900.6316</td>
</tr>
<tr>
<td>2</td>
<td>RiskShrink</td>
<td>14</td>
<td>0.020728</td>
<td>99%</td>
<td>2479.5019</td>
</tr>
<tr>
<td>3</td>
<td>SureShrink</td>
<td>397</td>
<td>0.222424</td>
<td>61%</td>
<td>10426.4276</td>
</tr>
<tr>
<td>4</td>
<td>AMDL</td>
<td>258</td>
<td>0.000000</td>
<td>75%</td>
<td>-28328.1072</td>
</tr>
<tr>
<td>5</td>
<td>InCr(k, h = 0.2)</td>
<td>14</td>
<td>0.019917</td>
<td>99%</td>
<td>2479.5019</td>
</tr>
<tr>
<td>6</td>
<td>InCr(k, h = 4.5)</td>
<td>84</td>
<td>0.000000</td>
<td>92%</td>
<td>-12519.6302</td>
</tr>
<tr>
<td>7</td>
<td>InCr(k, h = 2.35</td>
<td>f</td>
<td>)</td>
<td>84</td>
<td>0.000000</td>
</tr>
</tbody>
</table>

What we can notice here is that while the results of line 5 match the compression ratio of the method RiskShrink, the relative error is slightly smaller. This is due to the fact that in practice the shrinkage is not applied to the coarsest level of coefficients, which at times might not be such a bad idea, as this example shows.

As mentioned earlier, if we use all $N = 1024$ (the length of data set itself) wavelet coefficients obtained from the discrete wavelet transform, the reconstruction of the original signal is lossless. Compressing the data, or discarding some of the small in absolute values wavelet coefficients, will inevitably lead to worse fit, or losses in the information. Thus data reduction should balance out the decreasing precision of the fit with the increasing value of the compression ratio, in order to produce acceptable results. Below are some observations about the workings of the different methods considered in this section with regard to data compressions as a goal.

- The first two methods compress the data too much producing larger relative error. Let us point out once again, that for the application
of these two methods the signals need to be “normalized” so that the median of the set of the wavelet coefficients is 0.0. This is a step in which a hidden adjustment of the signal to the methods is achieved. Yet the fact that the results vary so widely depending on the standard deviation of the data, might be considered somewhat troubling.

- Method *SureShrink* estimates the threshold values according to the level of resolution. Although this might be a good idea in general, this particular method produces so poor results in both the compression and the approximation aspects, that these selections of threshold values doesn’t seem so suitable.

- Method *AMDL* achieves a very high precision level, but if we deem some loss of information permissible with the idea of using a lower number of parameters in the model, then this method cannot give us the desired results.

- The *InCr*-estimator allows for adjustments of the method in order to accommodate results which the user might consider desirable. The methods based on the *InCr* can produce an estimator with a very high compression ratio, or a very low approximation error, or still yet, an estimator which attains some preferable balance between these two aspects.

- The methods based on the model selection criterion are on the one side
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computationally easy, on the other side are data dependent. VisuShrink while the simplest computationally, applies the same “pruning” for any signal of a fixed length, if the standard deviation remains the same. Methods 2 and 3 adapt to the particulars of the data but are computationally more intense. Method 4 is both data dependent and simple to calculate but may have more than one local minimum, and is keeping too many coefficients.

- The first three methods leave the top resolution levels intact not as a part of the derived algorithm but as a rule that appears to be working in practice. The methods based on the model selection criterion, although often have the same effect, achieve it as an integral part of the selection process.

4.1.4 Results for noisy signals.

In the research so far, when noise is added to a pure signal, it is usually of a constant variance throughout the length of the signal. The added error is normally distributed with mean 0.0 and standard deviation 1.0. We followed the example of Donoho and Johnstone [1994] in that the signal-to-noise ratio is chosen to be 7.0 for all signals.

In the case when noise is added to the signal it is no longer true that the larger the number of coefficients one uses in the model selection the better the precision of the estimator is going to be. The noise contamination prevents
the wavelet coefficients from their natural decay towards the value 0.0. Thus
the precision level depends on the variance of the noise and cannot be made
arbitrarily small. The difficulty then lies in finding just the right number of
coefficients so that the mean square error (MSE) is close to its minimum.

Figure 4.8 displays the plots of the signals considered earlier with noise
added to parts of them.
The following comments apply uniformly to all noisy signals.

- Methods 4, 5, and 6 have very similar results in that they eliminate successfully the artificially added noise, but lose relevant information in the process; comparing the number of coefficients required for the recovery of the pure signal and the number of coefficients used for that purpose in the case of the noisy signals, the former number is larger, that is the data are under-fitted.

- Method VisuShrink produces the smoothest estimates but they often under-fit the actual data.

- Methods RiskShrink and SureShrink fail to exclude the noise from their estimates, and the latter method seems to choose the coefficients retained for reconstruction somewhat poorly.

- The fact that the last methods show only a slight improvement of the results, reflected in the relatively smaller approximation error, might be explained by the observation that all wavelet coefficients are affected by noise. Although we might be able to re-capture relevant features of the signal, it comes with the price of adding on noise, as well.

- Methods 5 and 6, nevertheless, have an advantage in that by varying the values of the parameter $h$ they provide a way to find the optimal number of coefficients which produces the lowest relative error.
Figure 4.9: Reconstructions of the noisy doppler signal (dotted line is the original signal).
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<table>
<thead>
<tr>
<th>#</th>
<th>METHOD</th>
<th>k</th>
<th>RelErr</th>
<th>CR</th>
<th>ADML</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>VisuShrink</td>
<td>43</td>
<td>0.114037</td>
<td>96%</td>
<td>5451.8187</td>
</tr>
<tr>
<td>2</td>
<td>RiskShrink</td>
<td>81</td>
<td>0.071533</td>
<td>92%</td>
<td>5332.8542</td>
</tr>
<tr>
<td>3</td>
<td>SureShrink</td>
<td>103</td>
<td>0.073128</td>
<td>90%</td>
<td>5695.4314</td>
</tr>
<tr>
<td>4</td>
<td>AMDL</td>
<td>37</td>
<td>0.075625</td>
<td>96%</td>
<td>4755.0240</td>
</tr>
<tr>
<td>5</td>
<td>lnCr(k, h = 1.4)</td>
<td>47</td>
<td>0.053055</td>
<td>95%</td>
<td>4381.3804</td>
</tr>
<tr>
<td>6</td>
<td>lnCr(k, h = 1.4[f] + lnCr(k, h = 0.4[Res])</td>
<td>48</td>
<td>0.053787</td>
<td>95%</td>
<td>4416.6085</td>
</tr>
</tbody>
</table>

Noisy doppler signal. Table 4.7 shows the results obtained by the various methods applied to the noisy doppler signal and Figure 4.9 displays the reconstructions of the noisy doppler signal.

Methods Riskshrink and SureShrink fail to completely de-noise the signal. Method Visushrink sets its estimate on the other extreme; that is it does de-noise the signal but cuts some of the existing signal components as well. Method AMDL denoises the signal but suffers from excessive removing of coefficients which is most noticeable in the part where the signal oscillates at a higher frequency. Out two methods do the best job of estimating the true signal while successfully de-noising it at the same time. the reduction rate of all signals is good but clearly method SureShrink picks its coefficients most inappropriately. The fact that the AMDL statistic achieves its minimum at a point which is different from the point which minimizes the MSE, suggests that better estimates can be selected.

Figure 4.10 displays the residuals obtained from the reconstructions of the doppler signal when the various methods are applied. The magnitude
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Figure 4.10: Residuals of the *doppler* signal.
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Table 4.8: Results for the noisy bumps signal.

<table>
<thead>
<tr>
<th>#</th>
<th>METHOD</th>
<th>k</th>
<th>RelErr</th>
<th>CR</th>
<th>ADML</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>VisuShrink</td>
<td>113</td>
<td>0.178136</td>
<td>89%</td>
<td>7261.2963</td>
</tr>
<tr>
<td>2</td>
<td>RiskShrink</td>
<td>173</td>
<td>0.082008</td>
<td>83%</td>
<td>7015.2925</td>
</tr>
<tr>
<td>3</td>
<td>SureShrink</td>
<td>300</td>
<td>0.093073</td>
<td>71%</td>
<td>9107.2654</td>
</tr>
<tr>
<td>4</td>
<td>AMDL</td>
<td>99</td>
<td>0.115177</td>
<td>90%</td>
<td>6407.0617</td>
</tr>
<tr>
<td>5</td>
<td>InCr(k, h = 1.5)</td>
<td>142</td>
<td>0.076524</td>
<td>86%</td>
<td>6448.0520</td>
</tr>
<tr>
<td>6</td>
<td>InCr(k, h = 1.5[f]+</td>
<td>144</td>
<td>0.075976</td>
<td>86%</td>
<td>6467.4159</td>
</tr>
</tbody>
</table>

and location of the residuals lends additional support to the assertions from above. All methods exhibit larger residuals at the beginning, where the oscillation of the original signal is rapid and of high amplitude. At the other end VisuShrink, and the last three methods de-noise the signal successfully. Yet VisuShrink allows for larger deviations from the original signal than the other three methods.

Noisy bumps signal. Table 4.8 shows the results obtained by the various methods applied to the noisy bumps signal and Figure 4.11 displays the reconstructions of the noisy bumps signal.

With the exception of SureShrink all methods reduce the number of coefficient to acceptable levels, the trouble is that these coefficients are either not in the right location or not of the appropriate size, or both, since the relative errors are rather large. The flexibility of methods 5 and 6 allow them to find the optimal balance between relative error and compression ratio. Figure 4.12 displays the residuals obtained from the reconstructions of the bumps signal when the various methods are applied. The magnitudes of the
Figure 4.11: Reconstructions of the noisy bumps signal.
Figure 4.12: Residuals of the *bumps* signal.
residuals found in the last two methods, the methods proposed in this work, are consistently smaller than those found in the other reconstructions. This is yet another evidence that our methods perform better than the de-noising methods found in the literature recently.

**Noisy heavisine signal.** Table 4.9 shows the results obtained by the various methods applied to the noisy heavisine signal and Figure 4.13 displays
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<table>
<thead>
<tr>
<th>#</th>
<th>METHOD</th>
<th>k</th>
<th>RelErr</th>
<th>CR</th>
<th>ADML</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>VisuShrink</td>
<td>17</td>
<td>0.065253</td>
<td>98%</td>
<td>4273.5452</td>
</tr>
<tr>
<td>2</td>
<td>RiskShrink</td>
<td>54</td>
<td>0.063261</td>
<td>95%</td>
<td>4782.7366</td>
</tr>
<tr>
<td>3</td>
<td>SureShrink</td>
<td>56</td>
<td>0.409065</td>
<td>95%</td>
<td>7570.3114</td>
</tr>
<tr>
<td>4</td>
<td>AMDL</td>
<td>16</td>
<td>0.045724</td>
<td>98%</td>
<td>3733.1199</td>
</tr>
<tr>
<td>5</td>
<td>InCr(k, h = 1.3)</td>
<td>17</td>
<td>0.043949</td>
<td>98%</td>
<td>3689.6285</td>
</tr>
<tr>
<td>6</td>
<td>InCr(k, h = 1.3</td>
<td>f</td>
<td>+ InCr(k, h = 0.5</td>
<td>Res)</td>
<td>18</td>
</tr>
</tbody>
</table>

Table 4.10: Results for the noisy \textit{blocks} signal.

<table>
<thead>
<tr>
<th>#</th>
<th>METHOD</th>
<th>k</th>
<th>RelErr</th>
<th>CR</th>
<th>ADML</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>VisuShrink</td>
<td>100</td>
<td>0.142343</td>
<td>90%</td>
<td>6988.0807</td>
</tr>
<tr>
<td>2</td>
<td>RiskShrink</td>
<td>164</td>
<td>0.064398</td>
<td>84%</td>
<td>6776.3336</td>
</tr>
<tr>
<td>3</td>
<td>SureShrink</td>
<td>297</td>
<td>0.084699</td>
<td>71%</td>
<td>9176.1621</td>
</tr>
<tr>
<td>4</td>
<td>AMDL</td>
<td>77</td>
<td>0.099412</td>
<td>92%</td>
<td>6112.7748</td>
</tr>
<tr>
<td>5</td>
<td>InCr(k, h = 1.5)</td>
<td>115</td>
<td>0.064243</td>
<td>89%</td>
<td>6037.7806</td>
</tr>
<tr>
<td>6</td>
<td>InCr(k, h = 0.5</td>
<td>f</td>
<td>+ InCr(k, h = 0.45</td>
<td>Res)</td>
<td>111</td>
</tr>
</tbody>
</table>

the reconstructions of the noisy \textit{heavisine} signal.

All methods but \textit{SureShrink} perform well on that relatively smooth signal. What might be worth pointing out is that while methods 1 and 5 retain the same number of coefficients, the latter method seems to choose them more appropriately; an observation which is supported by the smaller relative error.

\textbf{Noisy \textit{blocks} signal.} Table 4.10 shows the results obtained by the various methods applied to the noisy \textit{blocks} signal and Figure 4.14 displays the reconstructions of the noisy \textit{blocks} signal.

As mentioned earlier, this signal is difficult to manage when using a rather
Figure 4.14: Reconstructions of the noisy blocks signal.
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Figure 4.15: Reconstructions of the noisy Nason’s function.

smooth wavelet basis. The large number of coefficients retained for the reconstruction by all methods seems to support that. Yet if an importance is placed on close approximation, the last two methods outperform the rest of the methods which is seen in the fact that their estimators produce smaller relative error.
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Table 4.11: Results for the noisy Nason’s function.

<table>
<thead>
<tr>
<th>#</th>
<th>METHOD</th>
<th>k</th>
<th>RelErr</th>
<th>CR</th>
<th>ADM</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>VisuShrink</td>
<td>22</td>
<td>0.050565</td>
<td>98%</td>
<td>4599.087</td>
</tr>
<tr>
<td>2</td>
<td>RiskShrink</td>
<td>51</td>
<td>0.038897</td>
<td>95%</td>
<td>4616.5309</td>
</tr>
<tr>
<td>3</td>
<td>SureShrink</td>
<td>50</td>
<td>0.052958</td>
<td>95%</td>
<td>5087.3895</td>
</tr>
<tr>
<td>4</td>
<td>AMDL</td>
<td>19</td>
<td>0.032057</td>
<td>98%</td>
<td>3880.8099</td>
</tr>
<tr>
<td>5</td>
<td>$InCr(k, h = 1.5)$</td>
<td>23</td>
<td>0.027732</td>
<td>98%</td>
<td>3726.6899</td>
</tr>
<tr>
<td>6</td>
<td>$InCr(k, h = 1.4</td>
<td>f</td>
<td>+)\ Res(k, h = 0.5</td>
<td>Res$)</td>
<td>22</td>
</tr>
</tbody>
</table>

Noisy Nason’s function. Table 4.11 shows the results obtained by the various methods applied to the noisy Nason’s function and Figure 4.15 displays the reconstructions of the noisy Nason’s function.

One more time, all methods produce fairly good results in compressing and de-noising the data, but judging by the smaller relative error found in the estimates obtained by the last three methods, these three methods appear more adaptive to the original signal while leaving out the coefficients which carry the noise.

Noisy polysine function. Table 4.12 shows the results obtained by the various methods applied to the noisy polysine function and Figure 4.16 displays the reconstructions of the noisy polysine function.

Method SureShrink although eliminating a sufficient number of coefficients appears to choose them inappropriately. The rest of the methods are very compatible with methods 4 and 5 showing identical results. This is a smooth function and it seems this fact makes it easier to capture the smooth shape while eliminating the noise.
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Figure 4.16: Reconstructions of the noisy *polysine* function.

Table 4.12: Results for the noisy *polysine* function.

<table>
<thead>
<tr>
<th></th>
<th>METHOD</th>
<th>k</th>
<th>RelErr</th>
<th>CR</th>
<th>ADML</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>VisuShrink</td>
<td>11</td>
<td>0.060553</td>
<td>99%</td>
<td>4018.2442</td>
</tr>
<tr>
<td>2</td>
<td>RiskShrink</td>
<td>45</td>
<td>0.057790</td>
<td>96%</td>
<td>4459.2419</td>
</tr>
<tr>
<td>3</td>
<td>SUREShrink</td>
<td>46</td>
<td>0.227447</td>
<td>96%</td>
<td>6498.3188</td>
</tr>
<tr>
<td>4</td>
<td>AMDL</td>
<td>9</td>
<td>0.042341</td>
<td>99%</td>
<td>3459.7209</td>
</tr>
<tr>
<td>5</td>
<td>InCr*(k, h = 1.3)*</td>
<td>11</td>
<td>0.032140</td>
<td>99%</td>
<td>3082.4844</td>
</tr>
<tr>
<td>6</td>
<td>InCr*(k, h = 1.3</td>
<td>f</td>
<td>+ InCr*(k, h = 0.3</td>
<td>Res)*</td>
<td>12</td>
</tr>
</tbody>
</table>
The problem with de-noising appears to be tightly connected to the data reduction issue, at least in the context of the discrete wavelet transform. In essence, de-noising is achieved by setting to zero wavelet coefficients which represent the noise. The fact that all coefficients are affected by noise makes the problem even more difficult. Naturally, the danger of either eliminating too many coefficients or failing to clear enough coefficients bringing in the noise, is always in waiting. In addition, the nature of the wavelet transform seems to be setting its own limitations on the gains simultaneously in good fit and de-noising, that is if we set the threshold too low we allow noise, if we set it too high, we hurt the quality of the fit. The somewhat better results produced by the last two methods are due to the fact that we can choose the parameter $h$ appropriately to achieve an optimal balance between the values of the relative error and the compression ratio.

### 4.2 Replicated data

Run-to run (R2R) control is the term related to the integration of classical statistical process control and engineering process control techniques used for modeling and control of processes in the semiconductor industry. The term run-to-run is typically used to describe the case where the control action is made for each batch of wafers at a particular process step. Control actions that take place during a process run are typically made by classical proportional-integral-derivative controllers. As a result, a run-to-run con-
controller is used in a supervisory manner to adjust the process set-points of the automatic controllers so that response variables of interest are maintained within process limits or specifications.

The main reason for utilizing a run-to-run controller is to compensate for time-dependent drifting or disturbance in the process variables as well as modeling error, which can subsequently affect the response variables. For batch sizes as small as one wafer, as in rapid thermal processing (RTP) processing, the importance of accurately modeling and controlling a process to within specifications is especially important. In addition, if an uncontrollable system disturbance occurs (i.e. an equipment fault), it becomes vital to detect such occurrences so that further wafers are not processed and preventive maintenance may be scheduled.

There are usually two aspects to fault detection, particularly, when it concerns processes with a large number of controlled limits and observations. The first is the need to establish, in a form of a template or a baseline prototype, the typical pattern exhibit by the processes which comply with the process specifications. To this prototype then are the new runs to be compared. In this phase, it is natural to think about data reduction so the comparison is quick and informative. Other concerns to be mentioned are regarding the construction of the baseline prototype. On the one hand, it should contain enough detail about the particular pattern of measurements of the manufacturing process, so that it captures and controls all the specified limits and restrictions. On the other hand, we should be cautious against
including an unnecessary level of detailed modeling, so that acceptable vari-
ation due to natural process fluctuations and material variability, allows for
the particular runs to remain within the acceptable set of criteria. This
could be easily translated into exactly the set of reasoning reflected in the
characteristics of the proposed $InCr(k, h)$ criterion. As mentioned earlier,
it balances precision and economical representation of the signal, and allows
for finding an optimal trade off between the two when faced with a particular
set of replicated data. Another aspect concerns the detection of difference
between the so established prototype and the new runs or replicates. At
this stage statistical tests for establishing significant differences ought to be
considered.

4.2.1 Real-life examples.

In this section we compare the performance of the methods considered in the
earlier comparative study, when applied to real-life data sets. Figure 4.17
displays the plots of the signals for which we are comparing the different
methods.

Antenna data. With the increasing popularity of wireless communications,
demand for antenna equipment used to send and receive communications sig-
nals is growing rapidly. Because of the technological sophistication required
by new antennae, a high degree of quality is needed during the production
process. This data is collected at Nortel production facility in Research Tri-
Figure 4.17: Real-life signals.
Figure 4.18: Typical antenna signal pattern.
angle Park, with the goal of developing procedures to detect process problems. The Nortel testing equipment received antenna signals at different levels of elevation and degrees of azimuth as presented in Figure 4.18. Antenna data has numerous ”peaks” and ”valleys”, displaying rather irregular patterns, which present difficulties when modeled by the standard statistical procedures, such as regression or splines.

The data available is measured at 181 azimuth values ranging from $\pi/2$ to $\pi/2$ radians and at 181 elevation values ranging from $\pi/6$ to $\pi/6$ radians with equal size grid. That is we have $181 \times 181 = 32761$ observations.

The antenna quality is evaluated by various regulations regarding the signal pattern. For example, there are certain specification limits on the peaks and on the difference between the peaks and their corresponding valleys. The three main lobes in the center are the most important because they encompass the situations found most frequently in normal usage. The complexity of the data and the further restrictions just mentioned, allow for no simple way to monitor the quality of the antenna production.

Table 4.13 shows the results obtained by the various methods applied to the antenna signal and Figure 4.19 displays the antenna signal with its wavelet estimates.

All methods, except VisuShrink, reduce the data well, using only a part of the coefficients, more than 70% reduction, while capturing the main features of the signal. We can observe from Figure 4.19 that the first method, VisuShrink, over-smooths the signal and misses over one of the lobes which
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Table 4.13: Results for the antenna signal.

<table>
<thead>
<tr>
<th>#</th>
<th>METHOD</th>
<th>k</th>
<th>RelErr</th>
<th>CR</th>
<th>ADML</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>VisuShrink</td>
<td>39</td>
<td>0.041709</td>
<td>85%</td>
<td>1630.2895</td>
</tr>
<tr>
<td>2</td>
<td>RiskShrink</td>
<td>56</td>
<td>0.011841</td>
<td>78%</td>
<td>1369.2564</td>
</tr>
<tr>
<td>3</td>
<td>SureShrink</td>
<td>75</td>
<td>0.007764</td>
<td>71%</td>
<td>1441.3503</td>
</tr>
<tr>
<td>4</td>
<td>AMDL</td>
<td>54</td>
<td>0.012601</td>
<td>79%</td>
<td>1368.2232</td>
</tr>
<tr>
<td>5</td>
<td>InCr(h=2.2)</td>
<td>55</td>
<td>0.012226</td>
<td>79%</td>
<td>1369.0658</td>
</tr>
</tbody>
</table>

Figure 4.19: Reconstructions of the antenna data (dotted line is the original signal)
characterizes the nature of the data. It provides the most economical of wavelet estimates but its closeness to the original signal suffers visible discrepancies. This is confirmed from the results in Table 4.13, where the value RelErr is the highest among all other entries. The method SureShrink, as its usual performance shows, leans towards higher precision at the cost of including too many coefficients in its wavelet estimate. The value of its RelErr is the smallest while the number of coefficients it selects to retain for the wavelet estimate, is the largest. The notions of level of precision and reduction are both undefined and depend on the purpose of the desired estimate and the type of the data analyzed. For example, later on when we talk about a particular implementation of the analysis of the reduced signal, we offer a discussion about the particular set of criteria on what might be viewed as appropriate level of reduction. The last method in the table holds the advantage that it could be fine tuned to the needs of additional processing for further decision making.

QMS data. The data represent quadrupole mass spectrometry (QMS) samples of a rapid thermal chemical vapor deposition (RTCVD) process of thin film on a silicon substrate. The RTCVD process deposits thin films on the wafer by a temperature driven surface chemical reaction. As feature size decreases, the operation of the functional parts, like transistors, becomes increasingly susceptible to variations of the other factors in the process. This makes the task of controlling the variability of the process crucial. These
particular QMS data was collected from a series of process and diagnostic experiments involving polycrystalline silicon deposition from 10% $SiH_4/Ar$ in a single RTCVD tool ranging in temperature from $625^\circ$ to $725^\circ$. The data consist of 21 nominal RTCVD process runs. For more in-depth description of the data and the process that generates them see Rying et al. [1997].

Table 4.14 shows the results obtained by the various methods applied to the QMS data and Figure 4.20 displays the QMS data with its wavelet estimates.

This signal shows particularly well how sometimes the VisuShrink, RiskShrink, and SureShrink are unreasonably aggressive in eliminating a great deal of wavelet coefficients. This inconsistency of the performance, lessens the value of being an automatic selection. Our method selects this time the highest number of coefficients used for the reconstruction, and the reason for that is that we need to capture the specific way in which the data changes at the elevated part of the signal. We include this many of the wavelet coefficients because we want to be able to recover the basic pattern of the original signal without jeopardizing the level of data reduction. This

<table>
<thead>
<tr>
<th>#</th>
<th>METHOD</th>
<th>k</th>
<th>RelErr</th>
<th>CR</th>
<th>ADML</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>VisuShrink</td>
<td>5</td>
<td>0.478515</td>
<td>96%</td>
<td>333.7591</td>
</tr>
<tr>
<td>2</td>
<td>RiskShrink</td>
<td>8</td>
<td>0.155629</td>
<td>94%</td>
<td>157.8408</td>
</tr>
<tr>
<td>3</td>
<td>SureShrink</td>
<td>8</td>
<td>0.155629</td>
<td>94%</td>
<td>157.8408</td>
</tr>
<tr>
<td>4</td>
<td>AMDL</td>
<td>18</td>
<td>0.037784</td>
<td>86%</td>
<td>1.4320</td>
</tr>
<tr>
<td>5</td>
<td>$InCr(k, h = 2.3)$</td>
<td>36</td>
<td>0.012137</td>
<td>72%</td>
<td>-19.2836</td>
</tr>
</tbody>
</table>
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Figure 4.20: Reconstructions of the QMS data. (dotted line is the original signal)
level of data reduction allows for further adjustments to accommodate the needs of a secondary data processing and model selection.

We, next, propose an algorithm which allows for a quick check, after each run, whether it conforms to the accepted general pattern, or it deviates over and above the process limits established for this particular case.

### 4.2.2 An extension.

Here we propose an algorithm for fault detection applicable to replicated data which displays a clear and distinct pattern.

Step 1. Select from the replicated data, a number of runs based on which we will create the template. Understandably, this is a crucial point and it depends greatly on the control limit requirements for the particular process.

Step 2. For the runs chosen at Step 1, find their wavelet estimates based on a the $InCr(k, h)$ criterion. This step depends on the particular restrictions for the number of coefficients selected for retention, as well as the level of desired precision of the wavelet estimate.

Step 3. At this step the template positions are located. From the selected in Step 1 replicates, we identify the positions of the non-zero wavelet coefficients found at Step 2, and include all of them for the template positions.
4.2 Replicated data

Step 4. For the fault detection step, we find the wavelet estimate of the new replicate, and keep only these coefficients from this wavelet estimate which fall in the positions of the template established at Step 3.

Step 5. Next, we find the value of the test statistic

\[ \frac{\| w - \hat{w}(K) \|^2}{\epsilon^2} \]

and compare it to the quantiles of a \( \chi^2_{N-K} \) distribution. Here \( w \) is the initial wavelet estimate obtained from the DWT, and \( \hat{w}(K) \) is the modified wavelet estimate in which only the elements with positions identified by the template are retained. If the statistic is significant we label the process as faulty.

A justification for the algorithm. First, we assume that each run can be modeled as:

\[ Y_i(t_j) = f(t_j) + \sigma z_i(t_j), \quad t_j = \frac{j}{N}, j = 1, 2, \ldots N; \; i = 1, 2, \ldots, r, \]

where \( \{z_i(t_j)\}_{i=1}^{r} \) are iid, standard normal random variables, \( r \) is the number of runs in the data. This assumptions are equivalent to a model expressed in terms of the coefficients from the DWT. That is we believe that the cor-
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responding discrete wavelet coefficients come from:

\[ w_i(t_j) = \theta_j + \epsilon z_i(t_j), \quad t_j = \frac{j}{N}, j = 1, 2, \ldots, N \; ; \; i = 1, 2, \ldots, r, \]  

(4.2)

where \( \{z_i(t_j)\}_{i=1}^{r} \) are iid, \( N(0,1) \). From here we consider a null hypothesis which states that

\[ H_0 : \theta_{(1)}, \ldots, \theta_{(K)} \text{ are not zero, and } \theta_{(K+1)}, \ldots, \theta_{(N)} \text{ are zero.} \]

Here \( \theta_{(1)}, \ldots, \theta_{(N)} \) are the wavelet coefficients set in a descending order, based on their absolute values. That is, the assumption is that there is a certain number of true wavelet coefficients which are significantly different from 0, and suppose these are the coefficients that are identified in the template. This explains why we are considering the largest in absolute values wavelet coefficients to form the template. Under the assumption of the null hypothesis, the remaining part of the wavelet transform of the signal will be white noise. From here we conclude that the squared approximation error \( \|w(k) - \hat{w}(K)\|^2/\epsilon^2 \) will be, under \( H_0 \), simply a sum of \( (N-K) \) independent \( \chi^2_1 \) random variables, and we can use it as a statistic for the test against the alternative hypothesis that more than the first \( K \) true wavelet coefficients are not zero.

We use the algorithm proposed above to detect faulty processes.
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**Antenna data** For the use of the algorithm we sampled the available data at every 3th azimuth point at the grid, taking 20 samples total. First, we set the parameter value of $h = 1.9$. We made the selection of the value of the parameter $h$ based on the visual closeness of the reconstructed signal to the original. We then look at the signals in the sample of replicates. We notice runs which represent extremes close to the accepted limits, as well as, runs which appear typical. We chose a number of these replicates to help with the identification of the template positions. In this fashion we selected Run 1, Run 3, Run 8, Run 12, Run 17, and Run 19. We then calculated the wavelet estimate for each of the selected signals. To identify the template positions, we selected all positions of the non-zero elements in all of the wavelet estimates of the selected runs. The number of coefficients thus chosen for the template was 54.

In the next step we calculated the discrete wavelet transform (DWT) for each signal in the sample. From the wavelet transform we obtained a new wavelet estimate following two steps: first, we identified the wavelet coefficients which lied in the template positions and left them unchanged; second, set to zero all the wavelet coefficients which were not located at the positions identified by the template positions. This way we formed the final wavelet estimate for each replicate. Figure 4.21 displays four of the replicates together with their approximations based on the wavelet shrinkage chosen as explained above. After that we calculated the estimates for the mean square error (MSE) $\|\mathbf{w} - \hat{\mathbf{w}}(K)\|^2$. 
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Figure 4.21: Reconstructed antenna signals. (line – data points, dots – wavelet approximation)

Table 4.15: Test results for the four runs, antenna data.

<table>
<thead>
<tr>
<th>#</th>
<th>Run</th>
<th>Test Statistics</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Run 1</td>
<td>141.4849</td>
<td>0.9996</td>
</tr>
<tr>
<td>2</td>
<td>Run 7</td>
<td>161.0523</td>
<td>0.9846</td>
</tr>
<tr>
<td>3</td>
<td>Run 13</td>
<td>146.8164</td>
<td>0.9987</td>
</tr>
<tr>
<td>4</td>
<td>Run 19</td>
<td>180.0797</td>
<td>0.8642</td>
</tr>
</tbody>
</table>
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Before calculating the test statistics, we had to find an estimate for the variance of the noise. For that purpose we first, found the standard deviation of the vectors of wavelet coefficients which occupied the same position across all replicates. Thus we obtained a vector of standard deviations of length the length of the original signal. Then we took the median of the vector of standard deviations, across all positions. The value obtained for the estimate of the variance was \( \hat{\sigma}^2 = 0.7504 \). Table 4.15 displays the values of the test statistic \( \frac{MSE}{\hat{\sigma}^2} \) for the four runs, together with the \( P \)-values. (The 0.05 cut-off point from \( \chi^2_{302} \) equals 170.1143.) The interpretation is that all four replicates fall well into the accepted process limits.

**QMS data** We followed the same procedure as with the *antenna* data. First, we decided on a value of the parameter \( h \) for the use of the *InCr* method. The selected value was \( h = 1.6 \). By inspecting the available data and observing the sets which are extreme or typical we chose Run 3, Run 6, Run 7, Run 11, Run 20 and Run 21 to establish the template positions. Next we found the wavelet shrinkage based on *InCr*\((k, h)\) for \( h = 1.6 \) and selected the positions where the non-zero wavelet coefficients resided. The number of coefficients for the template turned out to be \( K = 28 \). Figure 4.22 displays four of the replicates together with their approximations based on the wavelet shrinkage chosen as explained above. Next, we found an estimate of the variance of the wavelet coefficients in the data set. Once again we first, calculate the estimate of the variance across the replicates and then take the
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Figure 4.22: QMS data from the template. (line – data points, dots – wavelet approximation)
Table 4.16: Test results for the runs in the QMS data.

<table>
<thead>
<tr>
<th>#</th>
<th>Run</th>
<th>Test Statistics</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Run 3</td>
<td>48.3836</td>
<td>1.0000</td>
</tr>
<tr>
<td>2</td>
<td>Run 8</td>
<td>58.4733</td>
<td>0.9997</td>
</tr>
<tr>
<td>3</td>
<td>Run 14</td>
<td>62.8649</td>
<td>0.9986</td>
</tr>
<tr>
<td>4</td>
<td>Run 21</td>
<td>48.4530</td>
<td>1.0000</td>
</tr>
</tbody>
</table>

median across the observations. Here we operated on the entire set, but left the coarsest resolution level out. The estimate for the variance was thus obtained to be $\hat{\sigma}^2 = 0.0036$. Table 4.16 displays the values of the test statistic and the corresponding $P-values$. (The 0.05 cut-off point from a $\chi^2_{100}$ equals 124.3421.) Once again all the runs are within the process limits.

**Overall comments.** The advantages for such an algorithm come from the fact that the wavelet basis is good at capturing irregular patterns, on the one hand, and the ability to automatically check the state of a running process, on the other hand. As it is, the algorithm requires, human intervention and decisions only at the first part, while selecting the template positions. Yet this step could be automated as well, when a particular type of processes are concerned. It could be noticed from the tables of the $P-values$ that as the signals get closer to the extreme values, the corresponding $P-values$ decrease as well; that is the test statistic can serve also as a good measure of the distance of the particular run from the assigned control limits.
Chapter 5

Concluding Remarks

5.1 Summary of the thesis results

In this thesis we study the topic of data reduction and model selection for nonparametric regression models based on the discrete wavelet transform (DWT). We consider separately the case when the data reflect a deterministic situation and the case when the signal comes from a stochastic process.

In the deterministic case we assume that the underlying function is Lipschitz $\alpha$, that is, it possesses certain regularity properties. Based on that assumption we derive an estimate for the approximation error of the wavelet shrinkage estimate obtained by retaining the largest in absolute value $K$ wavelet coefficients. This result mirrors another result found in the literature, which establishes similar bound for the approximation error, under the assumption that the true signal belongs to a certain type of Besov spaces.
5.1 Summary of the thesis results

The proof of our result uses a lemma which extends a known result establishing the rate of decrease of the coefficients of the wavelet transform, when they come from a function which is Lipschitz $\alpha$, by asserting that the same bounds hold for the ordered in absolute values wavelet coefficients, as well.

Next we propose a new model selection criterion fashioned after the measure of the average minimum description length (AMDL), on the one hand, and the well known information criteria like Akaike’s or $C_p$, on the other hand. We use this model selection criterion, $(InCr)$, as the expression whose optimization will lead us to identifying a wavelet estimate of desirable properties. The new model selection criterion contains two terms; the first is proportional to the approximation error of the selected wavelet estimate; the second is made of a suitably chosen function. The idea is that the sum of the two terms is dominated by the change in the first term while the largest in magnitude wavelet coefficients are being added to the model and the approximation error descends rapidly. Once the decrease of the approximation error reaches a plateau, that is adding more wavelet coefficients improves the approximation only ever so slightly, the sum of the two terms is now being dominated by the behavior of the second term, that is the value of the increasing function as a function of $k$, the the number of coefficients already in the model. The function in the second term was chosen so that the minimum of the $InCr$ is achieved around the point where the decrease of the approximation error becomes unnoticeable.

After that we establish a number of properties for the wavelet estimate
obtained by the optimization of the new model selection criterion. First, we show it is equivalent to a hard thresholding procedure. As a consequence we can assert that the InCr-wavelet estimate, possesses all the properties of the hard-thresholding wavelet shrinkage, found in the literature. For example, it converges point-wise to the underlying function as the number of observations increases. Next we derive a bound for the number of coefficients selected for inclusion in the InCr-wavelet estimate, which shows that when the underlying function is smoother, the number of coefficients included in the model increases slower compared to the case when the function has sharper edges and cusps, as the number of coefficients increases. On the ground that the InCr-wavelet estimate is equivalent to an estimate obtained through a hard thresholding procedure, we find a bound for the rate of increase of the value of this threshold, as the number of observations increases.

We consider separately the stochastic case because it imposes a different type of difficulties in approaching the problem. For example, in the deterministic case the more coefficients we include in the reconstruction the more accurate it becomes. When the observations of the data set are contaminated by noise, this is no longer the case; since the high frequency of the signal are severely affected by the noise, as we add more coefficients to the model there comes a point at which the accumulated noise starts influencing the wavelet estimate, that is it begins deviating from the true signal significantly. If we take the mean squared error (MSE) as a measure of the proximity of the estimate to its true function, then we would like to find the point which
minimizes the MSE.

In this context we establish a bound for the MSE for the wavelet estimate obtained by selecting the $K$ largest in absolute value wavelet coefficients. This bound reflects the fact that there is a specific number of wavelet coefficients for which the MSE achieves a minimum. To derive this bound we need an estimate for the largest order statistic from a sample of iid $\chi_1^2$ random variables. We found such estimate in the form of an integral. We use this result to deduce two corollaries. In the first we take an estimate of the integral found in the literature, and in the second we use the fact that when the underlying signal is Lipschitz $\alpha$ we have an estimate for the vector of true wavelet coefficients. Another result concerns the bias of the estimate of the MSE. As mentioned above the nature of the problem in the stochastic case is defined by the fact that we don’t know the actual MSE and we use estimates of it instead. One such estimate is the squared norm of the difference between the DWT and the wavelet shrinkage. We obtain a bound for the bias of this estimate.

The latter result allows us to introduce a corrected model selection criterion which is more appropriate for the stochastic case. Once again we are guided by the desire to find the number of coefficients which minimize the MSE. We modify the model selection criterion so that the first term is close to the value it would have, had there been no noise added. Thus we keep the idea of identifying the point at which the improvement of the estimate slows down noticeably as we keep adding new coefficients to the model.
5.1 Summary of the thesis results

Next we consider some properties of the wavelet estimate selected by the optimization of the corrected model selection criterion. One of the advantages the \textit{InCr} possesses is that it has a single minimum. We derive an estimate for the expected value of the wavelet coefficient, whose index in the vector of ordered squared wavelet coefficients reflects the value at which this minimum is achieved. As a consequence we establish the fact that for an appropriately selected value of the parameter $h$, a parameter involved in the definition of the \textit{InCr}, we can find through our method a wavelet estimate which has smaller MSE than the hard thresholding wavelet shrinkage. Finally, we establish an estimate for the value of this parameter $h$ which allows us to find the wavelet estimate which has approximately the same number of coefficients as the number which minimizes the MSE. All these results are found in Chapter 3.

In Chapter 4 we present a comparative study. We take a set of synthesized signals, established as benchmarks in the literature on this topic, and apply to them six methods: \textit{VisuShrink}, \textit{RiskShrink}, \textit{SureShrink}, \textit{AMDL} and two methods proposed by us which use \textit{InCr}. We consider two separate cases: first, when the signals are considered coming from observations of a deterministic function, and second, when white noise is added to them. In the latter case, we take the noise-to-signal ratio to be 7, the same as other authors have chosen. We establish certain measures for the performance of these methods, like the number of coefficients they select for inclusion, the relative approximation error of the wavelet estimates, and the level of reduction of the initial data sets. Based on these criteria and supplemen-
tal plots and graphs, we give our interpretation on the type of deductions and conclusions that can be drawn. We consider similar comparative study when all the methods listed above are applied to two data sets collected in real-life manufacturing processes. The first data set comes from a Notel production facility, a company located in the Research Triangle Park, North Carolina. This represent a cross-section antenna signals measured at different levels of elevation and degrees of azimuth. The second data set represents a quadrupole mass spectrometry (QMS) sample of a rapid thermal chemical vapor deposition (RTCVD) process of thin film on a silicon substrate. Here we calculate the corresponding measures of the performance of all methods, and conclude that they confirm the expectation that the method based on InCr produces better results.

At the end of Chapter 4 we consider the case of replicated data. This is the situation when we focus on a particular manufacturing process and would like to establish a method for fault detection and process control. First, we propose an algorithm which through the use of the InCr allows for run-to-run control of the particular manufacturing process. The algorithm involves the selection of a template positions, to which the DWT of the replicated data are compared. These template positions are established through the use of the InCr-wavelet estimates of a chosen set of these replicates. We finish the chapter with examples for the use and the application of the algorithm. We apply it to the two real-life data sets described above.
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A number of questions still remains unanswered. We will address here few of them.

5.2.1 Varying variance.

It is customary to assume that the random component, that is the noise in the signal is normally distributed, with 0 mean and constant variance. Not rarely this assumption is not fulfilled in reality. It is therefore interesting to investigate the cases when the noise is not normal, or when it comes from different types of distributions, like $t$-distribution, exponential, normal mixture, etc. Another way in which this assumption can be wrong is the constancy of the variance across all observations. We are going to discuss the latter case.

In the case when the variance changes throughout the extension of the signal, it might be desirable to develop a method for partitioning of the signal into pieces where the variance is close to a constant. A possible tool to achieve this might be found in the introduction of the \textit{modulus maxima lines} by Mallat [1998] and studied by Jaffard [1991]. By studying the decay of the continuous wavelet transform, that is the modulus maxima lines, one is able to locate all points of sharp signal transitions and singularity. Further more the wavelet modulus maxima define a complete and stable signal representation, that is, algorithms are found which recover signal approximations from
their wavelet maxima. Figure 5.1 displays the maxima lines found for the particular signal and their application.

Thus the plan could be to attempt to use similar techniques to identify the points at which the variance of the noisy signal changes magnitude. Figure 5.2 has the plot of a noisy signal which exhibits great change in the variance and gives a good example for signals which will be candidates for the application of such methods.

5.2.2 Future research.

Minimax property Let us point out that Corollary 6 states that there exist values of the parameter $h$ in the corrected model selection criterion $InCr(k, h)$ for which it performance better than the thresholding method from the point of view of the MSE. Based on this observation, it seems likely that the wavelet shrinkage obtained through the model selection criterion possesses a version of the mimimaxity property, like asymptotically minimax, or adaptively minimax and it might be worthwhile to research this direction.

Replicated data A possible way to improve on the proposed algorithm for fault detection, might be by considering the breaking down of the process to each resolution level. That is instead of taking the largest in absolute value wavelet coefficients overall, we can focus on each resolution level separately, and devise a separate method for approximation specific to the resolution levels. This is a method considered in forming the SureShrink wavelet
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Figure 5.1: (a) Original signal. (b) Wavelet transform $Wf(u, s)$; the vertical and horizontal axes represent $\log_2(s)$ and $u$, respectively; black, grey and white points correspond to positive, zero and negative wavelet coefficients, respectively; singularities create large amplitude coefficients in their cone of influence. (c) Modulus maxima of $Wf(u, s)$; each black point indicates the position of a modulus maximum in the wavelet transform shown in (b).
Figure 5.2: A stationary signal with increasing variance.
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estimate, as well as, other wavelet shrinkage methods proposed recently.

**Data compression and encoding** Another immediate application of the methods proposed here could be found in the area of data compression and encoding which is a fast developing area of research in computer science. The subtlety here is the realization that in addition to the method of shrinkage one need to encode the information necessary to replicate the process, that is the values of all involved parameters, number of coefficients retained for reconstruction, etc..

**Last comments** Wavelet theory has provided statisticians with powerful new techniques for non-parametric inference by combining recent advances in approximation theory with insights gained from applied signal analysis. In this thesis we focus our attention on two aspects of this new development, namely, the automated model selection and data reduction and de-noising. Their application is found in a wide variety of real-life situations and comprise a major part in the study of signal processing. Despite the numerous proposed methods and approaches, an improvement in this direction is still needed and this is where this thesis makes its contribution. Our proposed method for automated model selection is relatively simple to implement, efficient to use, and displays a number of desirable properties. The comparison study suggests that our methods of data reduction and de-noising performs well in relation to the existing methods, while keeping within the
same level of computational complexity. In the world of data, where larger and larger masses of data are being collected daily, requiring timely processing for extracting valuable information, our proposed work is a step up in the development of the overall methodology.
Appendix A

Appendix: Proofs of the results

A.1 Deterministic Case

A.1.1 Proofs of the general results.

Proof of Lemma 1.

Proof: From the notation we know that the coefficient \( w_{(j)}^2 \) is located at the \( j \)-th resolution level and \( m \)-th position within it, that is \( i = 2^j + m \). We will express this by saying that the index \( i \) corresponds to the pair \((j, m)\). Let \((j_1, m_1)\) be the pair that corresponds to the index of the element \( w_{(j)}^2 \) in the original, unordered vector of coefficients, that is the element \( w_{(j)} \) lies in the \( m_1 \) position of \( j_1 \) resolution level. From Theorem 3 we know that

\[
w_{(j)}^2 = w_{j_1,m_1}^2 \leq \frac{A}{2^n(2a+1)}.
\]
If \( j \leq j_1 \) then this implies

\[
w^2_{(i)} \leq \frac{A}{2^{n(2\alpha+1)}} \leq \frac{A}{2^{j(2\alpha+1)}}.
\]

Let’s consider the case when \( j_1 < j \). That means that the element \( w^2_{(i)} \) is in a resolution level which is finer than the resolution level of the original element \( w^2_{j_1,m_1} \). This could happen only if another element, denote it by \( w^2_{j_2,m_2} \), has moved to a resolution level which is coarser than the resolution level \( j \) of \( w^2_{(i)} \).

That is \( j < j_2 \). Once again by Theorem 3 we obtain that

\[
w^2_{j_2,m_2} \leq \frac{A}{2^{j_2(2\alpha+1)}}.
\]

Because the sequence of wavelet coefficients is ordered in a descending order, the fact that \( w^2_{j_2,m_2} \) lies in a coarser level than \( w^2_{(i)} \) implies that:

\[
w^2_{(i)} \leq w^2_{j_2,m_2} \leq \frac{A}{2^{j_2(2\alpha+1)}}.
\]

Taking in consideration that \( j < j_2 \) gives the desired inequality.

\[\square\]

**Proof of Theorem 10.**

**Proof:** We will actually show that

\[\| f - \hat{f}_K \|^2 = \| w - \hat{w}(K) \|^2 \leq \frac{A}{K^{2\alpha}}.\]
Let \( l = \lfloor \log_2(K) \rfloor \), that is \( 2^l \leq K < 2^{l+1} \). Using the result of Lemma 1 we have

\[
\| w - w(K) \|^2 = \sum_{i > K} w_i^2
\leq A \left[ \frac{2^l}{2^{(2\alpha+1)}} + \frac{2^{l+1}}{2^{(l+1)(2\alpha+1)}} + \cdots + \frac{2^{l+j}}{2^{(l+j)(2\alpha+1)}} + \cdots \right]
= \frac{A}{(2^{2\alpha})^l} = \frac{A}{(2^{2\alpha})^l} \frac{2^{2\alpha}}{2^{2\alpha} - 1}
= \frac{A_1}{(2^{2\alpha})(l + 1)} \leq \frac{A_1}{K^{2\alpha}}.
\]

\( \square \)

### A.1.2 Proofs for the new model selection criterion.

**Proof of Lemma 2.**

**Proof:** It is enough to point out that in the expression for \( Incr(k, h) \)

\[
Incr(k, h) = \frac{\| w_N - \tilde{w}(k) \|^2}{\| w_N \|^2} + \frac{(k + 2)ln(k + 2) - (k + 2)}{h N^k}
\]

the first part is a decreasing, piece-wise constant function of \( k \) while the second part is an increasing function of \( k \).

\( \square \)

**Proof of Proposition 1.**

**Proof:** The hard threshold function selects all wavelet coefficients \( w_i \) such that \( |w_i| > \lambda \) where the threshold value \( \lambda \in (0, \infty) \). If all wavelet coefficients
are assumed different, then this will be equivalent to choosing the model with
$k$ largest in absolute value coefficients for any $k = 1, 2, \ldots, N$. If some of the
coefficients are identical then they are either both included in the selection
or simultaneously excluded. All coefficients of value 0.0 are not considered.

For simplicity, let’s assume first, that all wavelet coefficients are different
in value and not zero. Need to show that for an appropriate choice of $h$,
the minimum of $InCr(k, h)$ can be achieved at any arbitrary chosen $k = 1, 2, \ldots, N$.

(I) Let us start with the case when $1 < k < N$. Since $InCr(k, h)$ starts
out as a decreasing function of $k$, has a single minimum and then
begins increasing (Lemma 2), this minimum will occur at a value $k$ if

\[ InCr(k - 1, h) > InCr(k, h) \]
\[ InCr(k + 1, h) > InCr(k, h). \]  \hspace{1cm} (A.1)

Equivalently,

\[ InCr(k, h) - InCr(k - 1, h) < 0 \]
\[ InCr(k + 1, h) - InCr(k, h) > 0. \]
This leads to the following two inequalities:

\[
-\frac{w_{(k)}^2}{\|W_N\|^2} + y(k, h) - y(k - 1, h) < 0
\]
\[
-\frac{w_{(k+1)}^2}{\|W_N\|^2} + y(k + 1, h) - y(k, h) > 0.
\]

where \(y(k, h) = \frac{(k + 2)\ln(k + 2) - (k + 2)}{hN_h} \). By the mean value theorem we have:

\[
y(k, h) - y(k - 1, h) = y'(a, h), \quad a \in (k - 1, k),
\]
\[
y(k + 1, h) - y(k, h) = y'(b, h), \quad b \in (k, k + 1).
\]

From here the inequalities (A.1) are equivalent to:

\[
y'(a, h) < \frac{w_{(k)}^2}{\|W_N\|^2} = c_1
\]
\[
y'(b, h) < \frac{w_{(k+1)}^2}{\|W_N\|^2} = c_2.
\]

Now \(y'(k, h) = \frac{\ln(k + 2)}{hN_h} \) is an increasing function of \(k\), that is \(y'(a, h) < y'(b, h)\) for all values of \(h\) since \(a < b\). In addition, for a fixed \(k\) the function \(y'(k, h)\) decreases from \(\infty\) to 0.0 as \(h \in (0, \infty)\). Finally, because \(w_{(k)}^2 > w_{(k+1)}^2\) this implies that \(1 \geq c_1 > c_2 > 0\). Then the
inequalities (A.1) will follow if the following holds:

\[ y'(a, h) < c_2 < c_1 \]
\[ y'(b, h) > c_2. \]

Let \( h_1, h_2 \) be such that \( y'(a, h_1) = c_2, y'(b, h_2) = c_2 \). Then we know that \( h_1 < h_2 \) and for \( h_1 < h < h_2 \) the inequalities (A.1) hold true.

(II) Let us consider now the case when \( k = 1 \). The minimum of \( InCr(k, h) \) will occur at \( k = 1 \) if

\[ InCr(1, h) < InCr(2, h). \]

As above this is equivalent to:

\[ y'(a, h) > \frac{w^{(2)}}{\| W_N \|^2} \]

for \( a \in (1, 2) \). This will hold true for any \( h \) small enough, because \( \lim_{h \to 0} y'(a, h) = \infty. \)

(III) Finally, the case \( k = N \), that is \( InCr(k, h) \) assumes a minimum at \( k = N \). This will be true if

\[ InCr(N - 1, h) > InCr(N, h). \]
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Once again this is equivalent to

\[ y'(b, h) < \frac{w^2_{(N)}}{\|w_N\|^2} \]

for \( b \in (N - 1, N) \). And this will hold for any \( h \) large enough, since

\[ \lim_{h \to \infty} y'(b, h) = 0. \]

As indicated earlier, the hard threshold procedure doesn’t distinguish between wavelet coefficients which happen to be of equal value and doesn’t consider coefficients of value 0.0. InCr-estimator has the same behavior.

\[ \square \]

Proof of Theorem 11.

**Proof:** First, we will show that

\[ \text{InCr}(k, h) - \text{InCr}(k - 1, h) \geq -\frac{A c(N)}{k^{2\alpha + 1}} + \frac{k^{s(N)}}{h N^h}, \tag{A.2} \]

where \( \lim_{N \to \infty} c(N) = 1 \). From Lemma 1 we know that \( w^2_{(k)} \leq \frac{A}{2^{(l-1)(2\alpha + 1)}} \) where \( l = \lfloor \log_2(k) \rfloor \), that is \( 2^{(l-1)} \leq k < 2^l \). From here we obtain

\[ w^2_{(k)} \leq \frac{A 2^{(2\alpha + 1)}}{l (2\alpha + 1)} \leq \frac{A_1}{k^{2\alpha + 1}}. \]

Then

\[ \frac{-w^2_{(k)}}{\|w_N\|^2} > -\frac{A_2 c(N)}{k^{2\alpha + 1}}, \tag{A.3} \]
where \( \lim_{N \to \infty} c(N) = \lim_{N \to \infty} \frac{\|w\|^2}{\|w_N\|^2} = 1 \). Taking in consideration that

\[
InCr(k, h) - InCr(k - 1, h) = \frac{-w^2(k)}{\|w_N\|^2} + y(k, h) - y(k - 1, h)
\]

\[
= \frac{-w^2(k)}{\|w_N\|^2} + y'(a, h)
\]

where \( a \in (k - 1, k) \), and the fact that

\[
y'(a, h) > y'(k - 1, h) = \frac{\ln(k + 1)}{hN^h} \leq \frac{k^{s(N)}}{hN^h}
\]

where \( s(N) = \frac{\ln(\ln(N+1))}{\ln(N)} \), allows us to conclude \((A.2)\).

If \( k_0 \) is that value for which the right hand side of \((A.2)\) equals to 0.0, then \( K \leq k_0 \), where \( K \) is the value at which \( InCr(k, h) \) achieves its minimum \((N \) is fixed). This is true because

\[
InCr(k_0, h) - InCr(k_0 - 1, h) \geq 0
\]

implies that the value \( k_0 \) is larger than the values at which \( InCr(k, h) \) achieves its minimum. Finally,

\[
k_0 = A_{2c}(N) N^{h/(s(N)+2\alpha+1)}
\]

is the root of the RHS of \((A.2)\) and this proves the first part of Theorem 11.
since we have shown that

\[ K \leq k_0 = A_2 c(N) N^{h/(s(N) + 2\alpha + 1)}, \]

where \( \lim_{N \to \infty} c(N) = 1. \)

To show that the second part of Theorem 11 holds we start by noticing that \( \text{InCr}(K + 1, h) > \text{InCr}(K, h) \) since at \( K \) the function \( \text{InCr}(k, h) \) has a minimum. Furthermore to select the model with the \( K \) largest in absolute value coefficients, it is enough to choose the value of the hard threshold \( T_{\text{InCr}} = w_{(K + 1)}^2. \) Thus we can conclude that

\[ \frac{-w_{(K + 1)}^2}{\|w_N\|^2} + y'(b, h) > 0 \]

where \( b \in (K, K + 1). \) From here

\[
T_{\text{InCr}} < y'(b, h)\|w_N\|^2 \\
\leq y'(K + 1, h)\|w_N\|^2 = \|w_N\|^2 \frac{\ln(K - 1)}{h N^h} \\
\leq \|w_N\|^2 A_2 \frac{h}{s(N) + 2\alpha + 1} \frac{\ln(N)}{h N^h} \\
\leq A_3 \frac{\ln(N)}{(s(N) + 2\alpha + 1) N^h},
\]

since \( \|w_N\|^2 \leq \|w\|^2 \) and the latter norm is a constant independent of \( N. \)
A.2 Proofs for the stochastic case

A.2.1 Proof of General Results.

Proof of Lemma 3.

Proof: Let $f_Y(t)$ be the density function of the random variable $Y$, where $Y = |X|$, for $X$ coming from a standard normal, $N(0,1)$ distribution. If $Y_1, Y_2, \ldots, Y_n$ are iid random variables, coming from a distribution with density function $f_Y(t)$, then $Y_1^2, Y_2^2, \ldots, Y_n^2$ are iid $\chi_1^2$ and the mean of the largest order statistic from a $\chi_1^2$ can be found as $E\left[Y_{(n)}^2\right]$. First, note that

$$f_Y(t) = \frac{2}{\sqrt{2\pi}} e^{-\frac{t^2}{2}}.$$ 

The distribution function of $Y$ is $F_Y(y) = 2(1 - \Phi(y))$, where $\Phi(y)$ is the distribution function of the standard normal distribution. Let us denote by $U = Y_{(n)}$ largest order statistics. If then $f_U(u)$ denotes the density function of $U$, we have

$$f_U(u) = \frac{n2^n}{\sqrt{2\pi}} e^{-\frac{u^2}{2}} [1 - \Phi(u)]^{n-1} = n2^n [1 - \Phi(u)]^{n-1} \Phi'(u). \quad (A.4)$$
From here

\[ E[U^2] \]
\[ = n^2 \int_{0}^{\infty} u^2 [1 - \Phi(u)]^{n-1} \Phi'(u) \, du \]
\[ = -n^2 \int_{0}^{\infty} u^2 \frac{[1 - \Phi(u)]^n}{n} \, du \]
\[ = -2^n n^2 \left[ \frac{[1 - \Phi(u)]^n}{n} \right]_{0}^{\infty} + 2^{n+1} \int_{0}^{\infty} u [1 - \Phi(u)]^n \, du. \]

\[ \square \]

**Proof of Theorem 12.**

**Proof:** Let \( k = K \) for the duration of the proof. From the orhogonality of the DWT we know that the norms are preserved that is:

\[ E\|f - \hat{f}(K)\|^2 = E\|\theta - \hat{w}(K)\|^2. \]
A.2 Proofs for the stochastic case

From here

\[ E \| \theta - \hat{w}(k) \|^2 \]
\[ = E \sum_{i=1}^{N} (\theta_i - w_i I(w_i^2 \geq w_{(k)}^2))^2 \]
\[ = \sum_{i=1}^{N} E ((\theta_i - w_i)^2 | w_i^2 \geq w_{(k)}^2) P(w_i^2 \geq w_{(k)}^2) + \sum_{i=1}^{N} \theta_i^2 P(w_i^2 < w_{(k)}^2) \]
\[ = \sum_{i=1}^{N} E ((\epsilon z_i)^2 | w_i^2 \geq w_{(k)}^2) P(w_i^2 \geq w_{(k)}^2) + \sum_{i=1}^{N} \theta_i^2 P(w_i^2 < w_{(k)}^2) . \]

If we recall that \( w_{(1)}^2 > w_{(2)}^2 > \cdots > w_{(k)}^2 \) and use the Holder inequality we can rewrite this as:

\[ E \| \theta - \hat{w}(k) \|^2 \]
\[ \leq \epsilon^2 \sum_{i=1}^{N} E (\epsilon z_N^{2} | w_i^2 \geq w_{(k)}^2) P(w_i^2 \geq w_{(k)}^2) \]
\[ + \left( \sum_{i=1}^{N} \theta_i^4 \right)^{1/2} (N-k)^{1/2} \]
\[ \leq \epsilon^2 k E(z_N^2) + \left( \sum_{i=1}^{N} \theta_i^4 \right)^{1/2} (N-k)^{1/2} . \]

Here we use the Jensen inequality for a concave function, that is \( E(\sqrt{Y}) \leq \)
\[ \sqrt{E(Y)}. \] It follows that

\[
E\|\theta - \hat{w}(k)\|^2 \\
\leq E(z^2_{(N)}) \epsilon^2 K + \left( \sum_{i=1}^{N} \theta_i^4 \right)^{1/2} (N - K)^{1/2}.
\]

To obtain the desired inequality, we take into account the result from Lemma 3 and the fact that \( \epsilon^2 = \sigma^2/N. \)

\[\square\]

**Proofs of Lemma 4 and Lemma 5.**

**Proof:** The proof of Lemma 4 follows from Theorem 3. To establish Lemma 5 we use the result from Leadbetter et al. [1983] that if \( \{z_i\} \) are iid \( N(0,1) \) then

\[
P_r \left\{ \|z\| \leq \sqrt{2lnN} \right\} \rightarrow 1, \quad N \rightarrow \infty.
\]

This allows us to assert that with high probability \( z^2_{(N)} < 2lnN \) and from here \( E(z^2_{(N)}) < 2lnN \) which establishes the statement.

\[\square\]

**Proof of Theorem 13.**
Proof: We proceed as in the the proof of Theorem 12.

\[
\left| E \| \mathbf{w}_N - \hat{\mathbf{w}}(k) \|^2 - E \| \mathbf{\theta} - \hat{\mathbf{w}}(k) \|^2 \right|
\]

\[
= \left| E \sum_{i=1}^{N} (w_i - w_i \mathbb{I}(w_i^2 \geq w_{(k)}^2))^2 - E \sum_{i=1}^{N} (\theta_i - w_i \mathbb{I}(w_i^2 \geq w_{(k)}^2))^2 \right|
\]

\[
= \left| \sum_{i=1}^{N} E((w_i - w_i)^2 \mid w_i^2 \geq w_{(k)}^2) \mathbb{P}(w_i^2 \geq w_{(k)}^2) \right.
\]

\[
+ \left. \sum_{i=1}^{N} E(w_i^2 \mid w_i^2 < w_{(k)}^2) \mathbb{P}(w_i^2 < w_{(k)}^2) \right.
\]

\[
- \sum_{i=1}^{N} E((\theta_i - w_i)^2 \mid w_i^2 \geq w_{(k)}^2) \mathbb{P}(w_i^2 \geq w_{(k)}^2) \right|
\]

\[
- \sum_{i=1}^{N} \theta_i^2 \mathbb{P}(w_i^2 < w_{(k)}^2) \right|
\]

\[
\leq \sum_{i=1}^{N} \left[ E(w_i^2 \mid w_i^2 < w_{(k)}^2) - \theta_i^2 \right] \mathbb{P}(w_i^2 < w_{(k)}^2) + \epsilon^2 k \mathbb{E}(\epsilon^2)
\]

\[
\leq \sum_{i=1}^{N} \left[ E(w_i^2) - \theta_i^2 \right] \mathbb{P}(w_i^2 < w_{(k)}^2) + \epsilon^2 k \mathbb{E}(\epsilon^2)
\]

\[
= \epsilon^2 (N - k) + \epsilon^2 k G(N)
\]

This establishes the result.

\[\square\]

A.2.2 Proofs for the corrected model selection criterion.

Proof of Lemma 4.
A.2 Proofs for the stochastic case

**Proof:** The proof of Lemma 4 follows from the observation that in the expression (3.6) for $InCr(k, h)$ the first part is a decreasing, piece-wise constant function of $k$ when the condition $w_{(k)}^2 > 2\epsilon^2$ holds, while the second part is an increasing function of $k$.

\[ \square \]

**Proof of Proposition 2.**

**Proof:** We start by observing that the minimum will be achieved at $k$ for which:

\[ I(k, h) - I(k - 1, h) + y'(a, h) = 0 \]

where $y'(k, h) = \frac{\ln(k+2)}{hN^h}$ and $a \in (k - 1, k)$. This is equivalent to:

\[ \frac{-w_{(k)}^2 + 2\epsilon^2}{\|w_N\|^2 - N\epsilon^2} + \frac{\ln(a + 2)}{hN^h} = 0. \]

When we solve for $w_{(k)}^2$ we obtain:

\[ w_{(k)}^2 = \frac{\ln(a + 2)}{hN^h}(\|w_N\|^2 - N\epsilon^2) + 2\epsilon^2. \]

The proof is complete after we take expectation on both sides.

\[ \square \]

**Proof of Corrolary 6.**
Proof: As pointed out above there is an optimal number of coefficients for which the mean square error is minimal. Proposition 2 shows that by choosing the value of $h$ appropriately we can achieve this minimum and therefore make the inequality in Corrolary 6 true.

\[ \square \]

Proof of Proposition 3.

Proof: Here we proceed the same way as in the proof of Proposition 2. Thus from

\[ I(k + 1, h) - I(k, h) + y'(a, h) = 0 \]

we derive:

\[ \frac{-w_{(k)}^2 + 2\varepsilon^2}{\|w_N\|^2 - N\varepsilon^2} + \frac{ln(a + 2)}{hN^h} = 0. \]

From here we obtain that the minimum is achieved for the value of $h$ which satisfies the following equation:

\[ hN^h = \frac{\|w_N\|^2 - N\varepsilon^2}{w_{(k)}^2 - 2\varepsilon^2}ln(a + 2), \]

where $a \in (k - 1, k)$. When we substitute this value for $hN^h$ back in the formula (3.6) and use the fact that $(ln(k + 2) - 1)/ln(a + 2) \approx 1$, we reach the result stated in the proposition.
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