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Volatility estimation plays an important role in the fields of statistics and finance. Many different techniques address the problem of estimating volatilities of financial assets. Autoregressive conditional heteroscedasticity (ARCH) models and the related generalized ARCH models are popular models for volatilities. Multivariate approaches to GARCH models, such as Engle's Dynamic Conditional Correlation GARCH (DCC-GARCH), allow for estimation of multiple financial asset volatilities and covariances. However, the parameters of the DCC-GARCH model are typically estimated with Maximum Likelihood Estimation (MLE), which is greatly affected by outliers. Outliers in a DCC-GARCH model affect subsequent estimation of volatilities by the design of the model. These outliers may also affect volatility estimates of other financial assets within the same set of assets due to the correlated nature of the financial asset estimation.

This thesis reviews ARCH / GARCH modeling and robust estimation and proposes a robust estimation method for the DCC-GARCH model based on bounded deviance function estimation. This robust method of the DCC-GARCH model better estimates the volatilities of a set of financial assets in the presence of outliers. The thesis presents a study of the consistency of the robust method of the DCC-GARCH model along with simulation results to explore the characteristics of the robust method of the DCC-GARCH model estimation. For a better evaluation of the robust method, the thesis also examines the distribution structure of foreign exchange rate data. The thesis also discusses possible future topics and research in this field of study.
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Volatility modeling plays a critical role in mathematical finance and statistical applications. The ability to estimate and forecast volatilities for different assets and groups of assets leads to a better understanding of current and future financial risk. Many different methods of volatility estimation have been developed over the past few decades. Understanding the characteristics of financial assets helps develop estimation methods for volatilities. Studying volatilities of financial assets reveals that volatility seems to vary over time instead of remaining constant. The volatilities also exhibit some persistence, or dependence over time, with a clustering effect of small (or large) number of returns being followed by small (or large) number of returns of either sign.

Let $r_t$ be the daily return of a financial asset, modeled by $r_t = \sqrt{h_t} \varepsilon_t$ and $\varepsilon_t$ as the random error with the variance of 1. These daily returns are defined as the logarithm of the relative prices $\log(P_t/P_{t-1})$ with $P_t$ as the current time period price in dollars. It is reasonable to assume daily returns have a conditional mean of approximately zero. This assumption is reasonable because an extremely high annual return of 25% translates to a daily return of only 0.09%. Time weighted estimates are a reasonable initial guess of volatility estimation to account for persistence:

$$h_t = \sum_{i=1}^{n} \omega_i r_{t-i}^2$$

with $\sum_{i=1}^{n} \omega_i = 1$ and the more recent observations more heavily weighted. A problem with this approach is that many different weights $\omega_i$ need defining. An exponential weight scheme where $\omega_i = \lambda \omega_{i-1}$, with $\lambda$ between 0 and 1, potentially solves the problem. Other estimates have also been proposed.
1.1 ARCH/GARCH Volatility Modeling

Instead of a weighting scheme, Engle (1982) uses an autoregressive time series approach to account for persistence in volatility estimation. He also assumes the conditional variance, or volatility, of returns varies over time. Engle’s autoregressive conditional heteroscedasticity (ARCH) model defines the volatility as

$$h_t = a_0 + a_1 r_{t-1}^2,$$  (1.1)

with $a_0 > 0$ and $a_1 \geq 0$ for the volatility to remain positive. Engle assumes the returns, $r_t$ given $\psi_{t-1}$, follow a normal distribution: $r_t | \psi_{t-1} \sim N(0, h_t)$, where $\psi_{t-1}$ represents all information up to time $t - 1$. This model easily extends to $p$ lags of returns with the ARCH(p) model

$$h_t = a_0 + \sum_{i=1}^{p} a_i r_{t-i}^2,$$  (1.2)

with $a_0 > 0$ and $a_i \geq 0$ for all $i$. However, in practice, we often need large values of $p$ to accurately model real world data.

Bollerslev (1986) avoids the problem of large values of $p$ in Engle’s ARCH model by generalizing the ARCH(p) model into the generalized autoregressive conditional heteroscedasticity (GARCH) model, in much the same way as an autoregressive (AR) model extends to the autoregressive moving average (ARMA) model. The GARCH model allows a longer memory process with more flexibility. The GARCH(p,q) model still assumes normality with $r_t | \psi_{t-1} \sim N(0, h_t)$, but instead of equation 1.2, $h_t$ is defined as

$$h_t = a_0 + \sum_{i=1}^{p} a_i r_{t-i}^2 + \sum_{i=1}^{q} b_i h_{t-i},$$  (1.3)

with $a_0 > 0, a_i \geq 0$, and $b_i \geq 0$. In many cases, $p = q = 1$ is found to give an adequate fit. The univariate ARCH/GARCH framework of models has been adapted into many different forms, which are detailed in Section 2.1.1.

The ARCH/GARCH framework of models also extends into a multivariate context, to model the underlying volatilities and correlations between different market assets. The general multivariate extension to the GARCH model has a vector of assets as a stochastic process $r_t$ of $k \times 1$ dimension defined as

$$r_t = H_t^{1/2} \varepsilon_t,$$  (1.4)

where $H_t^{1/2}$ is a factor of the conditional variance-covariance matrix of size $k \times k$, and with $\text{Var}(\varepsilon_t) = I_k$. Bollerslev et al. (1988) model $H_t$ as

$$\text{vech}(H_t) = c + \text{Avech}(\varepsilon_t \varepsilon_t') + \text{Bvech}(H_t),$$  (1.5)
where vech(·) is the operator that is a column-wise vectorization of the of the lower triangular portion of a matrix, and the matrices A and B are parameter matrices. This specification of the $H_t$ matrix is referred to as the VEC model. The number of parameters in this model grows very quickly as the number of assets in the model grows. To make parameter estimation feasible, Bollerslev, Engle, and Wooldridge proposed to restrict A and B to diagonal matrices. Models with other specifications of $H_t$, such as the BEKK(1,1,K) and Factor GARCH, are described in Section 2.1.2. Most of these approaches involve many parameters to be estimated, which leads to computational burdens for large portfolios of assets.

A less computationally burdensome approach to multivariate GARCH estimation is a combination of univariate estimation of GARCH models and estimation of multivariate correlation matrices. This greatly reduces the number of parameters by separately defining individual conditional variance structures and an overall correlation structure. Bollerslev (1990) designed one of these approaches with the constant conditional correlation GARCH (CCC-GARCH). The CCC-GARCH defines the conditional covariance matrix of returns as

$$H_t = D_t R D_t, \quad D_t = \text{diag}(\sqrt{h_{i,t}}),$$

(1.6)

where $R$ is a correlation matrix containing conditional correlations, and $h_{i,t}$ follows the univariate GARCH model, defined as

$$h_{i,t} = a_{i,0} + \sum_{p=1}^{P_i} a_{i,p} r_{i,t-p}^2 + \sum_{q=1}^{Q_i} b_{i,q} h_{i,t-q}.$$

(1.7)

The conventional sample correlation matrix is a reasonable estimate of $R$. However, in practice the assumption that correlations of assets remain constant over time seems unrealistic. In particular, the constant correlations assumption understates risk if correlations increase in turbulent markets.

Engle (2002) relaxes the assumption of constant correlation in the dynamic conditional correlation GARCH (DCC-GARCH) by allowing the correlation matrix to change over time. This model is widely used for its combination of computational ease as well as the evolving correlation matrix defined by

$$H_t = D_t R_t D_t,$$

(1.8)

Engle mentions two different estimates for the $R_t$ matrix. The first specification involves exponential smoothing with

$$Q_t = (1 - \lambda) \left( \varepsilon_{t-1} \varepsilon_{t-1}^\prime \right) + \lambda Q_{t-1},$$

(1.9)

where $Q_t$ is the positive definite covariance matrix and $R_t = \text{diag}(Q_t)^{-1/2} Q_t \text{diag}(Q_t)^{-1/2}$. Another
method uses a GARCH(1,1) model as a specification with

\[ Q_t = R_0(1 - \alpha - \beta) + \alpha(\epsilon_{t-1}\epsilon'_{t-1}) + \beta Q_{t-1}, \]  

(1.10)

with \( R_0 \) as the unconditional correlation matrix and \( \alpha + \beta < 1 \).

This leads to the following specification of the DCC-GARCH model:

\[ r_t | \psi_{t-1} \sim N(0, D_t R_t D_t), \]
\[ D_t^2 = \text{diag}(a_{0,i}) + \text{diag}(a_{1,i}) \odot r_{t-1} r'_{t-1} + \text{diag}(b_{1,i}) \odot D_{t-1}^2, \]
\[ \epsilon_t = D_t^{-1} r_t, \]
\[ Q_t = R_0(1 - \alpha - \beta) + \alpha(\epsilon_{t-1}\epsilon'_{t-1}) + \beta Q_{t-1}, \]
\[ R_t = \text{diag}(Q_t)^{-1/2} Q_t \text{diag}(Q_t)^{-1/2}, \]

(1.11)

where \( \odot \) represents the elementwise product of the matrices. The log likelihood we would maximize to estimate the parameters of the model is

\[ L = -\frac{1}{2} \sum_{t=1}^{T} \left[ n \log(2\pi) + 2\log|D_t| + r'_t D_t^{-1} D_t^{-1} r_t - \epsilon'_t \epsilon_t + \log|R_t| + \epsilon'_t R_t^{-1} \epsilon_t \right], \]  

(1.12)

as shown in detail in Appendix A. Maximizing this function over the parameters leads to the maximum likelihood estimates (MLE) of the parameters. Engle suggests splitting the likelihood into the sum of two parts to improve efficiency in calculating the model. The two components are the volatility component, which only depends on the individual GARCH parameters, and the correlation component, which depends on both the correlation parameters and the individual GARCH parameters. Let \( \theta \) denote the volatility parameters in the \( D \) matrix and \( \phi \) denote the correlation parameters in the \( R \) matrix. The split is written

\[ L(\theta, \phi) = L_V(\theta) + L_C(\theta, \phi), \]  

(1.13)

with the volatility part as

\[ L_V(\theta) = -\frac{1}{2} \sum_{t=1}^{T} \left[ n \log(2\pi) + 2\log|D_t| + r'_t D_t^{-1} D_t^{-1} r_t \right], \]  

(1.14)

and the correlation part as

\[ L_C(\theta, \phi) = -\frac{1}{2} \sum_{t=1}^{T} \left[ \log|R_t| + \epsilon'_t R_t^{-1} \epsilon_t - \epsilon'_t \epsilon_t \right]. \]  

(1.15)

Engle first estimates the volatility parameters with ML estimation. He then places the estimates into the correlation portion of the likelihood to estimate the correlation parameters with ML estimation.
Figure 1.1: Likelihoods of $\alpha$ (a) and $\beta$ (b) without Split Likelihood Estimation

After comparing estimates with both whole ML estimation and ML estimation across parts, the lack of efficiency mentioned above arises from problems in the estimation of the correlation parameters. A set of three assets is evaluated with a DCC-GARCH model with correlation parameters $\alpha = 0.24$ and $\beta = 0.7$ over 500 periods in time with an initial correlation matrix $R_0$ defined as

$$
R_0 = \begin{pmatrix}
1 & 0.85 & 0.85 \\
0.85 & 1 & 0.85 \\
0.85 & 0.85 & 1
\end{pmatrix}.
$$

A likelihood function of both the $\alpha$ and $\beta$ parameters shows instability as shown in Figure 1.1. The graph of the likelihood functions above show the value of the likelihood function for changing values of a single parameter as the other parameters in the model are held constant.

The instability in the estimation of these parameters poses a problem in trying to derive conclusions about the model. The likelihoods for the correlation parameters show more stability when imposing the technique of breaking the likelihood into two pieces, as seen in Figure 1.2. The immense improvement in the stability of the estimation of these parameters allows for better estimation of the model parameters. With the split estimation technique, we can better examine the effects of outliers in the maximum likelihood estimation of the DCC-GARCH.

1.2 Outliers and Robust Estimation

Observations that deviate from the general pattern of the data, called outliers, affect the accuracy of standard techniques of analysis and estimation. Outliers reduce the ability of classic techniques
such as sample mean, sample variance, sample correlation, and regression modeling to estimate parameters in the data. Many different robust estimation techniques have been used to estimate models from data when outliers are or are not present. Good robust estimates provide accurate estimation of parameters in the presence or absence of outliers.

Outliers also affect maximum likelihood estimation (MLE). This is a common method of model parameter estimation used in estimating the parameters in the DCC-GARCH model. Define $L(\beta | y_i, \ldots, y_n)$ as the log of the likelihood function for the random variable $y_i$. We derive the MLE by solving either

$$\hat{\beta}_{\text{MLE}} = \arg \max_{\beta} L(\beta | y_i, \ldots, y_n),$$

or taking the derivative of the log of the likelihood function and solving

$$\sum_{i=1}^{n} \ell(\beta | y_i) = 0, \quad (1.16)$$

where $\ell(\cdot)$ is the derivative of the log of the likelihood function. Under certain regularity conditions, $\hat{\beta}_{\text{MLE}}$ is both consistent and asymptotically normally distributed. These maximum likelihood estimators are a specific subset of a general class of estimators called M-estimators developed by Huber (1964). These estimates, $\hat{\beta}_\psi$, are solutions to

$$\sum_{i=1}^{n} \psi(y_i, \beta) = 0, \quad (1.17)$$

instead of equation 1.16. Assume the function is unbiased — defined as $E_{\beta} [\psi(y_i, \beta)] = 0$. Then, under
certain regularity conditions defined by Huber (1973), \( \hat{\beta} \) is consistent and asymptotically normal. Different choices of the \( \psi \) function lead to robust estimation of the parameters. These choices are discussed further in Section 2.2.

It is beneficial to understand outliers in time dependent data because the DCC-GARCH model uses an autoregressive structure in estimating the volatilities and correlations. Time series data, such as financial data, contain greater potential for outliers hindering the estimation process, because of the underlying dependence between observations in the data. In time series data, outliers may occur in patches throughout the data, or in isolation throughout the data. In some cases, entire shifts of the process may occur. A couple of common outliers that may occur in time series data are additive outliers (AO) and innovation outliers (IO).

Maronna et al. (2006) describes additive outliers as outliers where instead of the expected observation \( y_t \), it is replaced by \( y_t + \nu_t \) where \( \nu_t \sim (1 - \epsilon)\delta_0 + \epsilon N(\mu_\nu, \sigma^2_\nu) \). In this definition, \( \delta_0 \) is a point mass distribution at zero and the \( \sigma^2_\nu \) is significantly greater than the variance of \( y_t \). This creates an outlier with probability \( \epsilon \), and \( n \) consecutive outliers with probability \( \epsilon^n \). They defined innovation outliers as outliers that affect both the current and subsequent observations. These outliers are especially relevant in autoregressive (AR) and autoregressive moving average (ARMA) models.

Innovation outliers occur in the error term of the model. In this case, the observation \( y_t \) is actually affected, as shown with a simple AR(1) model:

\[
y_t = \phi y_{t-1} + \epsilon_t.
\]

If \( \epsilon_t \) comes from either a distribution with larger tails than a normal distribution or a mixture of two normal distributions, then \( y_t \) becomes an outlier that directly affects \( y_{t+1} \) by

\[
y_{t+1} = \phi \hat{y}_t + \epsilon_t,
\]

where \( \hat{y}_t \) is the value of \( y_t \) where \( \epsilon_{t-1} \) is not from a normal distribution. Both additive and innovation outliers potentially bias the estimate along with changing the estimate’s variability.

Many different methods have been proposed to handle outliers in time series data, such as robust filter estimation for AR and ARMA models or M-estimation techniques both of which are described in Maronna et al. (2006). These are just some of the different possible approaches, and more are discussed in detail in Section 2.2.3. A robust filter approach replaces prediction residuals \( \hat{\epsilon}_t \) with robust prediction residuals \( \tilde{\epsilon}_t \) by replacing outliers by robust filtered values. Instead of the typical residual definition in an AR(p) model

\[
\hat{\epsilon}_t = (y_t - \mu) - \phi_1(y_{t-1} - \mu) - \ldots - \phi_p(y_{t-p} - \mu),
\]
the new robust residuals are defined by

\[ \tilde{\varepsilon}_t = (y_t - \mu) - \phi_1(\tilde{y}_{t-1} - \mu) - \ldots - \phi_p(\tilde{y}_{t-p} - \mu), \]

where the \( \tilde{y}_t \) are a filtered prediction of the observation, which are approximations to the expected value of that observation. The value \( \tilde{y}_t \) is equal to \( y_t \) if the value does not fall outside a predetermined range from the expected value at that point. If \( \tilde{y}_t \) falls outside the range, then the estimate is equal to an approximation of the expected value at that point, given previous information. This robust filtering approach extends into the ARMA class of models as well. Although this estimation works well for AO, the process does not work as well in the presence of IO.

M-estimation techniques for ARMA models minimize

\[ \sum_{t=p+1}^{T} \rho \left( \frac{\hat{\varepsilon}_t(\beta)}{\hat{\sigma}_\varepsilon} \right), \]

where the \( \psi \) appears in equation 1.17 may be the derivative of the \( \rho \) function appearing here, \( \hat{\varepsilon}_t \) are the model residuals, and \( \hat{\sigma} \) is a robust estimate of the standard deviation of the residuals. As mentioned before, the M-estimation may be implemented using various \( \psi \) functions, such as Yohai (1987) MM-estimate, to help limit effects of outliers. Yohai uses three steps for MM-estimation, where he first computes an initial estimate of \( \hat{\beta} \). From this estimate, he computes a robust scale estimate, \( \hat{\sigma} \) for the residuals. He then uses an iterative process to continue the previous two steps until convergence. These estimates are relatively robust for contamination with AO, but lose their effectiveness as the order \( p \) of the AR(\( p \)) process increases. However, asymptotic theory for M-estimates is based on the assumption that the errors in the model are homoscedastic. The DCC-GARCH model is heteroscedastic by construction. Although some M-estimates do not depend on homoscedastic errors, they have lower efficiency than those that account for the lack of homoscedasticity.

An improved M-estimator without homoscedasticity takes into account the other covariates and possible parameters making the errors heteroscedastic by

\[ y_t = \beta'x_t + g(\xi, \beta'x_t)\varepsilon_t, \]

where \( \xi \) is a parameter vector limited to the error variance. To obtain robust estimates of both sets of parameters, Maronna et al. (2006) suggest computing an initial estimate of the parameter vector \( \beta \) by the proposed above MM-estimate. The residuals of this model are then calculated and used in the computation of an estimate of the parameter vector \( \xi \). From here, robust transformations of the original \( y_t \) and \( x_t \) are calculated by dividing through by the estimated \( g(\cdot) \) function, to produce a more accurate estimate of \( \beta \). The process continues in iterations until reasonable estimates are obtained.

The heteroscedastic errors affect not only univariate estimation, as in the case of the GARCH
parameters in the DCC-GARCH, but also the multivariate estimation of the correlation structure between variables. The DCC-GARCH model requires the estimation of a covariance matrix to describe the relationship between the multiple assets in the portfolio. White (1980) noted that heteroscedasticity not only hinders linear model parameter estimation, but also hinders covariance matrix estimation. He proposes an estimate of the covariance matrix that is not unduly affected by the presence of heteroscedasticity and does not require a specific model of the heteroscedasticity. He assumes that the errors in the model have heteroscedasticity of the form $E(\epsilon_t^2|x_t) = g(x_t)$. Under some basic moment assumptions of the errors in the model, White develops the estimator

$$\hat{\epsilon}_t = 1/n \sum_{t=1}^{n} \hat{\epsilon}_t^{2, MLE} x_t' x_t,$$

where $\hat{\epsilon}_t^{2, MLE}$ are the residuals evaluated with the parameters at the MLE values. Using the previous estimator, the heteroscedasticity-robust covariance matrix is

$$\hat{\Sigma}_R = \left(\frac{x_t' x_t}{n}\right)^{-1} \hat{V}_n \left(\frac{x_t' x_t}{n}\right)^{-1}. \quad (1.18)$$

Outliers also affect covariance matrix estimation. Some proposed robust multivariate estimates of the covariance matrix are computationally burdensome in high dimensional data, such as some financial data. Robust estimation of location and scale using Mahalanobis distances computed from M-estimators are computationally difficult, according to Peña and Prieto (2001). They state that the minimum covariance determinant (MCD) by Rousseeuw (1984) is also computationally intensive. The purpose of the MCD method is to take $h$ observations from the total that have the lowest determinant of the covariance matrix. The MCD estimate of the covariance matrix is just a multiple of these points’ covariance matrix. For this process to work, many iterations of resampling must take place, which lead Rousseeuw and Van Driessen (1999) to create the FAST-MCD algorithm, explained in full detail in Hubert et al. (2008).

Peña and Prieto again suggest that even the FAST-MCD algorithm requires too much resampling and reduces heavy computation time with needed approximations. They suggest that outliers in multivariate data created by a symmetric contamination tend to increase the kurtosis coefficient. The directions of the projected observations, based on kurtosis coefficients, lead to a better idea of which directions contain outliers. They create an algorithm based on these projected kurtosis directions. The details of the algorithm are contained in Peña and Prieto (2001). Other multivariate estimators with outliers are discussed further in Section 2.2.4.
1.3 Summary

The above conclusions about the effects of outliers in autoregressive models, models with heteroscedasticity, and covariance matrix estimation, show the DCC-GARCH model is inherently hindered by outliers. This thesis proposes a robust estimation method for the DCC-GARCH that accounts for outliers present in the data. The second chapter is a literature review of the explored papers and topics in ARCH/GARCH modeling in both the univariate and multivariate context, robust estimation in univariate, multivariate, and time series data, previous attempts of ARCH/GARCH robust estimations, and tests of symmetry for elliptical distributions. Chapter 3 proposes the robust estimation method for the DCC-GARCH method and shows an example of outliers hindering the DCC-GARCH model while discussing the creation and asymptotics of the new robust estimation method. Chapter 4 discusses the attempts to identify real world data distributions for a data driven evaluation of the newly proposed model. Chapter 4 also summarizes the results of simulation studies comparing the maximum likelihood fitting of the DCC-GARCH model with the newly proposed robust method, and displays results of fitting the robust method to foreign exchange rate data. Chapter 5 concludes with a summary of the results along with possible areas of future research in the field.
CHAPTER 2

Literature Review

This chapter reviews the past and current literature on univariate and multivariate ARCH/GARCH modeling, robust estimation techniques, and tests of elliptical symmetry.

2.1 ARCH / GARCH Models

The following section will briefly revisit Engle’s ARCH model as mentioned in Section 1.1. Consider a random variable $r_t$ drawn from a conditional distribution of $f(r_t | \psi_{t-1})$, where $\psi_{t-1}$ is all information up until time $t - 1$. The current period forecast of $r_t$, after some basic assumptions, is the conditional expected value given the previous period’s information, $E(r_t | \psi_{t-1})$. Similarly, the variance of the current period forecast is the conditional variance, $\text{Var}(r_t | \psi_{t-1})$. However, traditional econometric models did not take the previous period’s response of $r_{t-1}$ into the calculation, by assuming constant conditional variance. Engle (1982) proposed a model called the autoregressive conditional heteroscedasticity (ARCH) model, allowing the underlying forecast variability to change over time.

Modeling of heteroscedastic variances allows variances to change and evolve over time. Standard heteroscedasticity corrections to predicting variances introduce an exogenous variable $x_t$ to the calculation as

$$r_t = \epsilon_t x_{t-1}$$

with $E(\epsilon_t) = 0$ and $\text{Var}(\epsilon_t) = \sigma^2$. This leads to $\text{Var}(r_t) = \sigma^2 x_{t-1}^2$. Although this variance changes over time, the variance depends on the changes of the exogenous variable instead of the possible evolution of the response variable's conditional variance on previous periods. Replacing the exogenous variable with the previous period response variable, $r_{t-1}$, leads to the general bilinear model of Granger and
Andersen (1978). This model allows the evolution of the conditional variance based on changes to the response variable, but leads to an unconditional variance of either zero or infinity.

Engle’s ARCH model replaces the bilinear model with the following form

\[ r_t = \varepsilon_t h_t^{1/2} \]

\[ h_t = \alpha_0 + \alpha_1 r_{t-1}^2, \quad (2.1) \]

with \( \text{Var}(\varepsilon_t) = 1 \). Engle assumes the normality of \( r_t \) given all of the information at the previous time period, \( \psi_{t-1} \), with

\[ r_t | \psi_{t-1} \sim N(0, h_t). \]

The ARCH model extends to an order of \( p \), with the ARCH(p) model only differing from the ARCH model through the function

\[ h_t = \alpha_0 + \sum_{i=1}^{p} \alpha_i r_{t-i}^2, \quad (2.2) \]

with the \( \alpha_i \)’s restricted to positive values as defined in equation 1.2. Engle (1982) describes details of the distribution of the ARCH process and importantly notes that the unconditional distribution of the error possesses fatter tails than the normal distribution. Also, the ARCH(p) model possesses an arbitrarily long lag structure when it is applied to real life data.

As mentioned in Section 1.1, Bollerslev (1986) corrects the problem of the arbitrarily long lag structure of the conditional variance of the ARCH(p) model by generalizing the ARCH(p) model into the general autoregressive conditional heteroscedasticity (GARCH) model. Bollerslev saw the long lag structure of the ARCH(p) model as potentially burdensome. The GARCH model still assumes normality with

\[ r_t | \psi_{t-1} \sim N(0, h_t), \]

but instead of \( h_t \) defined as in equation 2.2, \( h_t \) is defined as

\[ h_t = \alpha_0 + \sum_{i=1}^{p} \alpha_i r_{t-i}^2 + \sum_{i=1}^{q} \beta_i h_{t-i}, \quad (2.3) \]

with \( \alpha_0 > 0, \alpha_i \geq 0, \) and \( \beta_i \geq 0 \). The GARCH model with \( q = 0 \) simplifies to an ARCH(p) model.

Bollerslev focuses on the simplest GARCH model, the GARCH(1,1) model. Bollerslev calculates the moments of the GARCH(1,1) model to find information about the distribution of the process. The detailed calculations are found in Bollerslev’s paper, but the important finding is that the second and fourth order moments exist and are given by

\[ \text{E}(r_t^2) = \alpha_0 (1 - \alpha_1 - \beta_1)^{-1} \]
and

\[ E(r_t^4) = \frac{3\alpha_0^2 (1 + \alpha_1 + \beta_1)}{(1 - \alpha_1 - \beta_1)(1 - \beta_1^2 - 2\alpha_1\beta_1 - 3\alpha_1^2)} \]

respectively, with the assumption of \(3\alpha_1^2 + 2\alpha_1\beta_1 + \beta_1^2 < 1\) for the fourth moment to be finite. With these two moments, the kurtosis of the distribution of the GARCH(1,1) process is

\[ \kappa = \frac{E(r_t^4) - 3E(r_t^2)^2}{E(r_t^2)^2} \]

\[ = \frac{6\alpha_1^2 (1 - \beta_1^2 - 2\alpha_1\beta_1 - 3\alpha_1^2)^{-1}}. \]

Coupled with the assumption \(3\alpha_1^2 + 2\alpha_1\beta_1 + \beta_1^2 < 1\), the excess kurtosis of the distribution is strictly positive, which leads to a heavy tailed distribution. This is similar to the findings of Engle with the ARCH process. Many extensions of the ARCH/GARCH framework have been proposed since their creation.

### 2.1.1 Extensions to Univariate ARCH / GARCH Models

Both ARCH and GARCH models may be used to account for the presence of volatility clustering in time series such as financial data, where periods of high (or low) volatility are typically followed by further periods of high (or low) volatility. Another typical aspect of financial data is that the unconditional distribution of the returns tends to have fatter tails than the normal distribution. Although ARCH and GARCH models with conditional normal errors possess unconditional error distributions with fatter tails than the normal distribution, the residuals in these models still often exhibit leptokurtosis. Some of the first extensions of the ARCH/GARCH modeling account for the leptokurtosis in the residuals of these models.

Bollerslev (1987) proposes one of the first extensions of the ARCH/GARCH modeling system by making an adjustment to the conditional distribution of the error term. Bollerslev notes the usefulness of the ARCH and GARCH models in portraying the clustering of volatilities in financial data. However, he also notes that financial data are conditionally leptokurtic. Therefore, Bollerslev proposes to switch the conditional error distribution to a \(t\)-distribution. The new \(t\)-distributed GARCH(p,q) he proposes is given by

\[ r_t | \psi_{t-1} \sim f_v(e_t | \psi_{t-1}) \]

\[ = \Gamma\left(\frac{\nu + 1}{2}\right)\Gamma\left(\frac{\nu}{2}\right)^{-1}((\nu - 2)h_t)^{-1/2} \]

\[ \times (1 + e_t^2 h_t^{-1}(\nu - 2)^{-1})^{-(\nu + 1)/2}, \]

with \(\nu > 2\) and \(h_t\) defined in equation 2.3. Bollerslev estimates the degrees of freedom from the \(t\)-distribution, \(\nu\), along with the other parameters in the model. The GARCH(1,1)-\(t\) has both the
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cluster volatility aspects of the GARCH model and a higher leptokurtosis than the GARCH(1,1) with conditional normally distributed errors.

Nelson (1991) notices three different problems with the GARCH model which Bollerslev proposes for asset pricing applications. Nelson notices that the GARCH model accounts for only the magnitude of the volatility of the previous period and not whether the shift in volatility is up or down. This goes against research that shows a negative correlation between present return and future return volatilities. He also notices the GARCH model is potentially too restrictive on the parameter estimates. Lastly, Nelson shows that interpretation of volatility persistence in GARCH models is difficult. Nelson proposes the Exponential GARCH (EGARCH) model, where the log of the volatilities is an asymmetric function of past returns given by

\[ r_t = h_t^{1/2} \epsilon_t \]

\[ \log(h_t) = \alpha_0 + \sum_{i=1}^{q} \alpha_i (\phi \epsilon_{t-i} + \gamma |\epsilon_{t-i}| - E(|\epsilon_{t-i}|)) + \sum_{i=1}^{p} \beta_i \log(h_{t-i}). \] (2.4)

Nelson considers a more general family of distributions for the error term instead of the normal distribution. Nelson uses the Generalized Error Distribution (GED), which is normalized to have a mean of zero and variance of one, for the error distribution. This normalized GED is given by

\[ f(\epsilon) = \frac{\nu e^{-(1/2)|\epsilon/\nu|^\nu}}{\lambda 2^{1+1/\nu} \Gamma(1/\nu)} \]

\[ \lambda \equiv \left[ 2^{-2/\nu} \frac{\Gamma(1/\nu)}{\Gamma(3/\nu)} \right]^{1/2}, \]

with \( \nu \) a factor that determines the thickness of the tails of the distribution. If \( \nu = 2 \), the error follows a normal distribution. For values of \( \nu < 2 \), the distribution has thicker tails than the normal. For values of \( \nu > 2 \), the distribution has thinner tails than the normal distribution.

The EGARCH model possesses fewer restrictions on the parameters of \( \alpha_i \) and \( \beta_i \). Therefore, if \( \alpha_i \phi < 0 \), the model allows for asymmetry in the variances so the volatility tends to rise (or fall) when \( \epsilon_{t-i} \) is negative (or positive). Nelson notes that the EGARCH outperforms the traditional GARCH model in asset pricing applications. Nelson also portrays the results of the EGARCH as easier to interpret than the traditional GARCH.

Jorion (1988) (see also Bollerslev et al. 1992) focuses his research on foreign exchange markets and the examination of discontinuities in the data. Jorion believes that discontinuities in financial data lead to leptokurtosis in their unconditional distribution. Hopes of accounting for discontinuities lead Jorion to combine jump-diffusion processes and ARCH models. He defines \( r_t \) as the logarithm of relative prices \( \log(P_t/P_{t-1}) \) with \( P_t \) as the current time period price in dollars of the foreign currency.
He proposes that prices follow a diffusion process given by

$$\frac{dP_t}{P_t} = \alpha dt + \sigma d\epsilon_t,$$  \hspace{1cm} (2.5)

which leads to a discrete time representation defined by

$$r_t = \mu + \sigma \epsilon_t.$$  

This model is equivalent to Engle’s structure of $r_t$ with an included mean term $\mu$.

However, this model does not account for discontinuities in the data. Therefore, Jorion alters equation 2.5 into a mixed jump-diffusion model given by

$$\frac{dP_t}{P_t} = \alpha dt + \sigma d\epsilon_t + dq_t,$$  \hspace{1cm} (2.6)

where $dq_t$ is a Poisson process characterized with a mean number of jumps with a jump size of $Y$ per unit of time. He assumes the size of the jumps has a lognormal distribution. With this alteration to the process, the new function for returns is

$$r_t = \mu + \sigma \epsilon_t + \sum_{i=1}^{n_t} \log(Y_i),$$  \hspace{1cm} (2.7)

where $n_t$ is the actual number of jumps occurring in the interval.

Jorion combines equation 2.7 with Engle’s ARCH(1) model defined in equation 2.1 to get the following model

$$r_t = \mu + h_t^{1/2} \epsilon_t + \sum_{i=1}^{n_t} \log(Y_i)$$

$$h_t = \alpha_0 + \alpha_1 (r_{t-1} - \mu)^2.$$  \hspace{1cm} (2.8)

Jorion’s model accounts for discontinuities along with the clustering of volatilities present in financial data. In comparison with the ARCH(1) model and the diffusion process, the jump-diffusion model provides a lower Schwarz Criterion defined in Schwarz (1978). This points to the fact that the jump-diffusion process better represents the data compared to the other two models.

Hsieh (1989) agrees that the EGARCH specification can be better interpreted than the traditional GARCH model. However, Hsieh compares the distributional extensions of Bollerslev, Nelson, and Jorion with his own extension in five different foreign exchange rate markets. Hsieh uses the EGARCH model with four different conditional distributions. He compares Bollerslev’s traditional normal distribution approach, Bollerslev’s t-distribution approach, Nelson’s GED approach, Jorion’s normal-Poisson approach, and his own normal log-normal mixture distributional approach. Hsieh uses the
following conditional distribution for the error term:

\[ f(\varepsilon) = \int_{-\infty}^{\infty} e^{1/4\xi^2 - 1/2\xi u} \phi \left( \varepsilon e^{1/4\xi^2 - 1/2\xi u} \right) \phi(u) \, du \]

Hsieh analyzes goodness of fit test statistics for each of the distributions. The goodness of fit test statistics reject the normal distribution for all five of the foreign exchange rates analyzed. However, the goodness of fit test statistics do not reject only the normal log-normal mixture Hsieh proposes in all of the models. The t-distribution and the normal-Poisson mixture distribution are not rejected in four of the currencies, while the GED is not rejected in only three of the currencies.

Engle et al. (1987) note that the conditional mean may also depend on the previous variances of the data. Holding risky assets requires compensation that directly corresponds to the amount of risk in the assets. Engle, Lilien, and Robins develop the ARCH-in-Mean, or ARCH-M, model where the conditional mean is a function of previous variances and possibly other covariates. The function of the returns is defined

\[ r_t = g(x_{t-1}, h_t; \beta) + h_t^{1/2} \varepsilon_t \]  
(2.9)

\[ h_t = a_0 + \sum_{i=1}^{p} \alpha_i (r_{t-i} - g(x_{t-i}, h_t; \beta))^2, \]

with \( g(\cdot) \) commonly a linear or logarithmic function of \( h_t \) and \( x_{t-1} \) a vector of covariates. This model allows a change in the variance of an asset to directly affect the price of the asset either positively or negatively. The ARCH-M model accounts for financial theory that directly relates the trade-off of risk and return of assets. However, Bollerslev et al. (1992) note that consistency of the ARCH-M model requires the correct specification of the model.

Engle and Bollerslev (1986) restructure the GARCH model specified in equation 2.3 to that of a stationary ARMA time series process. They rearrange the GARCH model to

\[ r_t^2 = \sum_{i=1}^{p} (\alpha_i + \beta_i)r_{t-i}^2 - \sum_{j=1}^{q} \beta_j v_{t-j} + v_t, \]  
(2.10)

where \( v_t = r_t^2 - h_t \) is a sequence of uncorrelated random variables. This model has the same correlation structure as an ARMA(p,q) process with AR parameters \( (\alpha_i + \beta_i) \) and the MA parameters \(-\beta_j\).

With the assumption of \( p \geq q \), the above model is stationary if \( \sum_{i=1}^{p} \alpha_i + \sum_{i=1}^{q} \beta_i \leq 1 \). However, Engle and Bollerslev note the possibility of a unit root in the GARCH process when \( \sum_{i=1}^{p} \alpha_i + \sum_{i=1}^{q} \beta_i = 1 \). If the unit root is present, then the model becomes the Integrated GARCH (IGARCH) model. The IGARCH(1,1) model is defined

\[ h_t = a_0 + \alpha_1 r_{t-1}^2 + (1 - \alpha_1)h_{t-1}, \]
which closely resembles a random walk model with drift because
\[ E(h_{t+1}) = sa_0 + h_t. \]

Engle and Bollerslev mention the difficulties in testing for the presence of persistence in the IGARCH model.

### 2.1.2 Multivariate ARCH / GARCH Models

A multivariate framework leads to more applicable models compared to the univariate approach when studying the relationships between volatilities in multiple assets at the same time. With a multivariate approach, the multivariate distribution directly computes the implied distribution of portfolios compared to single assets. The specification of the multivariate GARCH model has a vector stochastic process \( r_t \) of \( k \times 1 \) dimension. Bauwens et al. (2006) define the process

\[ r_t = \mu_t(\theta) + H_t^{1/2} \epsilon_t, \tag{2.11} \]

where \( H_t^{1/2} \) is the factor of the \( k \times k \) positive definite matrix \( H_t \), \( \epsilon_t \) as a white noise process, with the mean of the error term equaling zero and the variance equaling \( I_k \). Many different specifications for the conditional variance matrix \( H_t \) are defined in this section.

Bollerslev et al. (1988) originally propose a formulation of \( H_t \) where each element of the covariance matrix is a linear function of errors and lagged values of the elements of \( H_t \) defined as

\[ \text{vech}(H_t) = c + \text{Avech}(\epsilon_t' \epsilon_{t-1}) + \text{Bvech}(H_{t-1}). \tag{2.12} \]

They call this the VEC(1,1) model. However, this model is highly parameterized in high dimensional systems, making the VEC(1,1) model hard to estimate. Also, the VEC model cannot guarantee \( H_t \) is positive definite. To help reduce the number of parameters, Bollerslev alters the VEC model into the diagonal VEC (DVEC) model, which limits \( A \) and \( B \) to diagonal matrices. This adaptation is still hard to estimate in high dimensional systems.

Also, Bollerslev et al. need additional conditions to ensure the conditional variance matrices are positive definite. To ensure this, they assume that the matrices in equation 2.12 are \( c = \text{vech}(C^o) \), \( A = \text{diag}(\text{vech}(A^o)) \), and \( B = \text{diag}(\text{vech}(B^o)) \). They assume the matrices \( C^o \), \( A^o \), and \( B^o \) are positive definite.

Engle and Kroner (1995) propose a solution to the positivity issues of the VEC and DVEC models with their BEKK(1,1,K) model. The BEKK model is a special case of the VEC class of models that ensures that the covariance matrix is positive definite. The BEKK(1,1,K) model defines the covariance
matrix as follows:

\[ H_t = C^* C^* + \sum_{k=1}^{K} A_k^r \epsilon_{t-1} \epsilon_{t-1}^r A_k^* + \sum_{k=1}^{K} B_k^r H_{t-1} B_k^* \]  \hspace{1cm} (2.13)

The matrix \( C^* \) is limited to an upper triangular matrix. The BEKK model helps solve the positivity issues of the VEC model, but still contains the difficulty in high dimensional parameter estimation. The BEKK model reduces the parameterizations of the VEC model only slightly. Therefore, the VEC and BEKK models are not widely used for high dimensional estimation problems.

Kawakatsu (2003) details another approach to ensuring the positivity of \( H_t \) in the VEC model without all of the parameter restrictions that the BEKK(1,1,K) model imposes. Kawakatsu proposes the Cholesky factor GARCH that specifies a functional form in terms of the Cholesky factorization of the conditional covariance instead of \( H_t \). The advantage of the Cholesky factor GARCH is the assurance that the conditional covariance is positive definite without imposing restrictions on the parameters that do not identify the model.

The Cholesky factor GARCH specifies \( L_t \) from the decomposition of \( H_t^{-1/2} = L_t L_t' \) as

\[ \text{vech}(L_t) = c + \sum_{i=1}^{p} A_i h_{t-i} + \sum_{j=1}^{q} B_j \epsilon_{t-j}, \]  \hspace{1cm} (2.14)

where \( c, A_i, B_j \) are parameter arrays and the \( \text{vech}(\cdot) \) is previously defined in Section 1.1. Since the Cholesky factor \( L_t \) of a positive definite matrix is not uniquely defined, we assume all the diagonal elements of \( L_t \) are positive. This specification restricts the diagonal elements of \( L_t \) to depend on past values of the diagonal elements and not past values of the innovation vector. Kawakatsu proposes another specification of \( L_t \) as

\[ \text{vech}(L_t) = c + \sum_{i=1}^{p} A_i h_{t-i} + \sum_{j=1}^{q} B_j |\epsilon_{t-j}|. \]

The disadvantage of both these identification restrictions and the model in general is the parameters in the model become very hard to interpret.

Engle et al. (1990b) propose that a small number of underlying factors drive the common persistence in the conditional variances of the assets. The factor GARCH (F-GARCH) model by Engle et al. (1990b) develop is a special case of the BEKK model defined in equation 2.13. Lin (1992) defines the F-GARCH(p,q,K) model by

\[ H_t = \Omega + \sum_{j=1}^{p} \sum_{k=1}^{K} A_{kj} \epsilon_{t-1} \epsilon_{t-1}^r A_{kj} + \sum_{j=1}^{q} \sum_{k=1}^{K} B_{jk}^r H_{t-1} B_{jk} \]  \hspace{1cm} (2.15)

where \( A_{kj} \) and \( B_{kj} \) have rank one and the same left and right eigenvectors \( f_k \) and \( g_k \) with \( A_{kj} = \)
$a_{kj} f_k g_k' \quad \text{and} \quad B_{kj} = \beta_{kj} f_k g_k'$. With this specification, $H_t$ is defined by

$$H_t = \Omega + \sum_{k=1}^{K} g_k g_k' \left( \sum_{j=1}^{p} \alpha_{kj}^2 f_k' \epsilon_{t-j} f_k + \sum_{j=1}^{q} \beta_{kj}^2 f_k' H_{t-j} f_k \right).$$

There are also many different variants to the factor GARCH model in the literature.

### 2.1.3 Conditional Correlation Approach

Separately specified combinations of univariate GARCH model estimation and multivariate correlation matrix estimation are a less computationally burdensome approach to estimating multivariate GARCH models. This nonlinear combination approach greatly reduces the number of estimated parameters in the model.

Bollerslev (1990) proposes a model of this form, where the conditional correlation matrix remains constant. As in equation 1.6, the constant conditional correlation GARCH (CCC-GARCH) model is defined as

$$H_t = D_t R D_t, \quad D_t = \text{diag}(\sqrt{h_{i,t}}),$$

where $R$ is a correlation matrix with conditional correlations and $h_{i,t}$ defined as any univariate GARCH model. The most basic GARCH representation is

$$h_{i,t} = a_{i,0} + \sum_{p=1}^{P} a_{i,p} r_{t-p}^2 + \sum_{q=1}^{Q} b_{i,q} h_{i,t-q}.$$

The matrix $H_t$ is positive definite if all the conditional variances are positive and $R$ is positive definite.

The assumption that correlations of assets remain constant over time seems unreasonable in real world applications. Engle (2002) instead assumes a dynamic conditional correlation GARCH (DCC-GARCH) model where the conditional correlation matrix changes over time. Section 1.1 describes Engle’s DCC-GARCH model in detail. The full specification of the DCC-GARCH model is

$$r_t | \psi_{t-1} \sim N(0, D_t R_t D_t),$$

$$D_t^2 = \text{diag}(a_{0,i}) + \text{diag}(a_{1,i}) \circ r_{t-1} r_{t-1}' + \text{diag}(b_{1,i}) \circ D_{t-1}^2,$$

$$\varepsilon_t = D_t^{-1} r_t,$$

$$Q_t = R_0 (1 - \alpha - \beta) + \alpha \epsilon_{t-1} \epsilon_{t-1}' + \beta Q_{t-1},$$

$$R_t = \text{diag}(Q_t)^{-1/2} Q_t \text{diag}(Q_t)^{-1/2}.$$

Tse and Tsui (2002) define another specification for the DCC-GARCH model that is less popular than Engle’s DCC-GARCH. The only difference in Tse and Tsui’s DCC-GARCH is the specification of...
the matrix $R_t$ as

$$R_t = (1 - \theta_1 - \theta_2)R_0 + \theta_1 R_{t-1} + \theta_2 \Psi_{t-1},$$

where the elements of $\Psi_t$ are defined as

$$\psi_{i,j,t-1} = \frac{\sum_{h=1}^{M} \epsilon_{i,t-h} \epsilon_{j,t-h}}{\sqrt{\left(\sum_{h=1}^{M} \epsilon_{i,t-h}^2\right) \left(\sum_{h=1}^{M} \epsilon_{j,t-h}^2\right)}}.$$

Therefore, $\psi_{t-1}$ is the sample correlation matrix of an M length rolling window of previous time points. To guarantee $\Psi_t$ is positive definite, place the restriction $M \geq K$.

Audrino and Barone-Adesi (2006) notice that Engle’s DCC-GARCH model constrains the correlation dynamics to be equal across all of the assets. Audrino and Barone-Adesi relax this assumption in the creation of the average conditional correlation GARCH (ACC-GARCH) model. They propose their model as another approach to extend Bollerslev’s CCC-GARCH. The ACC-GARCH has the same functional form as the other conditional correlation approaches with the volatility and correlation structures defined separately. The univariate volatility portion of the model is similarly defined by any univariate GARCH model; the authors use the GARCH(1,1) structure defined by

$$h_t = \alpha_0 + \alpha_1 r_{t-1}^2 + \beta_1 h_{t-1}.$$

Again, the main difference between the ACC-GARCH and other conditional correlation models is the form of the correlation matrix $R_t$. Audrino and Barone-Adesi define the correlation matrix $R_t$ as

$$R_t = (1 - \lambda) \overline{Q}_{t-p}^{-1} + \lambda \overline{R}_t, \quad \lambda \in [0, 1],$$

where $\overline{Q}_{t-p}^{-1}$ is defined as the unconditional correlation matrix of the returns over the past $p$ days. The matrix $\overline{R}_t$ is a matrix with ones on the diagonal and all other elements equal to

$$\overline{r}_t = \frac{1}{k-1} \left( \sum_{i=1}^{k} \sum_{j=1}^{k} \frac{\sigma_{t,i} \sigma_{t,j}}{\left(\sum_{d=1}^{k} \sigma_{t,d}\right)^2} - 1 \right),$$

where $k$ is the number of assets in the portfolio. When the parameter $\lambda$ is zero, the model becomes very similar to the CCC-GARCH with a rolling window correlation estimate. The ACC-GARCH model is estimated similarly to the two stage estimation of Engle’s DCC-GARCH with the details not included here. The detail of the nonparametric procedure is left to Audrino and Barone-Adesi (2006).

Pelletier (2006) develops a regime switching model as a balance between Bollerslev’s CCC-GARCH and dynamic correlation models such as the DCC-GARCH of Engle or the DCC-GARCH of Tse and Tsui. In Pelletier’s regime switching dynamic correlation (RSDC) model, the correlation matrix remains
constant within a regime and changes across different regimes. The RSDC model uses a Markov chain to switch between the regimes. Pelletier still takes the foundational approach of Bollerslev in equation 1.6 with \( r_t = H_t^{1/2} \epsilon_t \), but defines the matrix \( H_t \) as

\[
H_t = S_t \Gamma_t S_t
\]

where \( S_t \) is a diagonal matrix composed of standard deviations and \( \Gamma_t \) is a correlation matrix. The correlation matrix \( \Gamma_t \) is defined as

\[
\Gamma_t = \sum_{n=1}^{N} \mathbb{1}_{\Delta_t = n} \Xi_n
\]

with \( \mathbb{1} \) representing the indicator function, \( \Delta_t \) an unobserved Markov chain process that is independent of \( \epsilon_t \), \( \Xi_n \) are correlation matrices, and \( N \) is the total number of regimes. The Markov chain process \( \Delta_t \) can take integer values from 1 to \( N \). Pelletier imposes constraints on the matrices \( \Xi_n \) to ensure that \( \Gamma_t \) is a correlation matrix. He works with the Cholesky factorization \( \Xi_n = P_n P_n^T \) and imposes constraints on \( P_n \) to make \( \Xi_n \) positive definite.

A benefit of Pelletier’s RSDC model over the DCC-GARCH models of Engle and Tse and Tsui is that the RSDC model allows for computation of multi-step ahead conditional expectations of the variance matrix. This is due to the linearity of the correlation model from the Markov chain. DCC-GARCH models use square roots of variances that input nonlinearities in the model. Furthermore, Pelletier defines the volatility standard deviations with the ARMACH model of Taylor (1986) and Schwert (1989) to perform these calculations for the entire variance matrix. The ARMACH model defines the standard deviations in the volatility portion of the model as

\[
s_t = \alpha_0 + \sum_{i=1}^{p} \alpha_i |r_{t-i}| + \sum_{i=1}^{q} \beta_i s_{t-i}
\]

This model may include a more robust approach to estimating volatility by the use of absolute deviations of returns instead of squared returns. The ARMACH model is not required by the RSDC model but does allow for the computation of multi-step ahead conditional expectations of the entire variance matrix. Pelletier (2006) gives further details of the estimation of the parameters in the RSDC model.

### 2.2 Generalized Robust Estimation

Generalized linear models (GLM) defined by Nelder and Wedderburn (1972) play a prominent role in the field of statistics. Generalized linear models have the following joint density:

\[
f^*(Y; X; \beta) = f(Y; X^T \beta) u(X).
\]
The conditional density of the response variable vector $Y$ given the explanatory variable vector $X = x$ is $f^*(Y; X^T \beta)$, which depends on the unknown parameter vector $\beta$. The marginal density of $X$ is $u(X)$ in the above equation.

Let $(y_i, x_i)$ from $i = 1, \ldots, n$ be independent observations from $f^*(Y, X; \beta)$. Under certain regularity conditions, the maximum likelihood estimator (MLE) $\hat{\beta}_{MLE}$ is the solution to

$$
\sum_{i=1}^{n} \ell(y_i, x_i, \beta) = 0,
$$

with $\ell(\cdot)$ being the derivative of the log of the likelihood function. Under further regularity conditions, $\hat{\beta}_{MLE}$ is both consistent and asymptotically normally distributed.

A few anomalous observations can strongly affect the MLE. These anomalous observations, or outliers, can come in two common forms - leverage points and residuals. A leverage point occurs when a point $x_i$ is an outlier in the covariate space. For example, if $x_i$ is an outlier in the covariate space, then $z_i = (y_i, x_i)$ is a leverage point. These leverage points are either harmful or not, depending on whether the error of $z_i$ is large or small, respectively. Another type of outlier is a vertical outlier that occurs when a point $z_i$ is not a leverage point but still has a large residual, as described in Croux and Haesbroeck (2003). These different types of outliers lead to different problems with the generalized linear model.

Anomalous observations should not affect robust estimators to the extent that they affect the MLE. These robust estimators should be approximately equal to the parameters even in the presence of outliers. The addition or deletion of a few observations should not greatly affect the parameter estimates or analysis in robust estimation.

Multiple approaches to robust estimation of parameters in generalized linear models have been developed over the past few decades. Some of the first approaches to solving the problems with robust estimation in GLM involve a notion of the sensitivity of an estimator. Robust estimators should not be as sensitive to changes in small numbers of observations. This would ensure that one observation being an outlier would not greatly affect the estimated parameter. Creating a specific measure of sensitivity permits the comparison of different estimators. Bounding this measure of sensitivity would then ensure that an estimator could not have an infinitely large sensitivity. Call the function $\Omega$ the influence function, where $\Omega(y_i, x_i)$ represents the effect of a single observation $(y_i, x_i)$ on the estimation. Bounding this influence function $\Omega$ is a form of bounding the sensitivity of the estimator as mentioned in Hampel (1974). The focus here turns to the influence of the class of estimators called M-estimators defined in equation 1.17. From Stefanski et al. (1986), the influence function of an M-estimator is

$$
\Omega(y_i, x_i) = \frac{\psi(y_i, x_i; \beta)}{-\left(\frac{\partial}{\partial \beta} E(\psi(y_i, x_i; \beta))\right)},
$$

where $\psi$ is a measurable function. Minimizing the asymptotic variance of the M-estimator and
bounding the influence function would not only ensure relative efficiency, but also ensure robustness of the estimator because any observation would have a limited effect on the estimator.

2.2.1 Break-down Point Approach

Instead of trying to measure the sensitivity of an estimator with influence functions, another approach is to measure the amount of outliers in the sample it would take to ruin the estimate. Since every sample is of different size, an exact number of outliers to ruin the estimator would not be helpful, but a percentage of observations that are potential outliers is understandable for any sample size. The break-down point is the maximum percentage of outliers in a sample before the estimator becomes completely inaccurate.

Yohai (1987) notes that most robust estimators of the time had extremely low break-down points. Therefore, even if the estimators are robust by definition, it would only take a small percentage of outliers in the sample to ruin even the robust estimator. Yohai points out that Huber’s M-estimation even had a break-down point of zero. Rousseeuw and Yohai (1984) propose a method that tries to keep the flexibility and asymptotic properties of the M-estimators, but has a higher breakdown point. Rousseeuw and Yohai focus their attention on estimating the scale of the residuals to derive their parameter estimates in the regression model

\[ y_i = x_i^T \beta + \xi_i. \]

They define a symmetric and continuously differentiable function \( \rho \) where there exists a positive constant \( c \) such that \( \rho \) is strictly increasing on \([0, c]\). They defined the scale estimates, \( s \), as the solution to the equation

\[
\frac{1}{n} \sum_{i=1}^{n} \rho \left( \frac{\hat{\xi}_i}{s(\beta)} \right) = E \left[ \rho(\hat{\xi}) \right],
\]

where \( \hat{\xi}_i = y_i - x_i^T \beta \). The S-estimator, \( \hat{\beta}_S \), is the solution of

\[
\arg \min_{\hat{\beta}} s(\hat{\xi}_1, \ldots, \hat{\xi}_n).
\]

Rousseeuw and Yohai propose a possible function \( \psi = \rho' \) defined as Tukey’s biweight function

\[
\psi(k) = \begin{cases} 
  k \left[ 1 - \left( \frac{k}{c} \right)^2 \right]^2 & \text{if } |k| \leq c \\
  0 & \text{if } |k| > c
\end{cases},
\]

for a constant \( c \). This function bounds the possible outlier effects in the regression model leading to more robust parameter estimates.
Rousseeuw and Yohai (1984) prove consistency and asymptotic normality for their S-estimators, but mention that the calculation of the estimators may be very difficult and time consuming. The breakdown point of their S-estimators is shown to be 

$$\delta^* = \left\lfloor \frac{n}{2} \right\rfloor + 1.$$ 

As the sample size increases, the value of the breakdown point approaches $$\delta^* = 0.5$$. This is far better than the M-estimators previously defined.

However, Yohai (1987) shows that early attempts at high break-down point estimators, such as the S-estimators of Rousseeuw and Yohai (1984), all became highly inefficient with the regression model with normal errors. Yohai proposes an estimate called the MM-estimate that had both high break-down point and high efficiency under the regression model with normal errors

$$y_i = x_i^T \beta + \xi_i, \quad \xi_i \sim \text{N}(0, \sigma^2).$$

First, Yohai defines a scale M-estimate that is similar to the solution of equation 2.20. He starts with a continuous, monotone increasing function called $$\rho$$. Then he defines the scale estimate $$s$$ as the solution to

$$\frac{1}{n} \sum_{i=1}^{n} \rho \left( \frac{\xi_i}{s} \right) = E\phi(\rho(\xi_i)), \quad \phi \sim \text{N}(0, 1). \quad (2.22)$$

From this scale M-estimate, Yohai takes three steps to derive the MM-estimator. First, Yohai takes one of the previously found high break-down point estimates that had a break-down point as high as 0.5. He then computes the residuals of the model, $$\hat{\xi}_i$$, from this estimate to create a scale M-estimate of these residuals, $$s(\hat{\xi}_i)$$, using a function $$\rho_0$$. Lastly, Yohai takes another function, $$\rho_1$$, completely dominated by $$\rho_0$$ but has the same finite supremum. The MM-estimate, $$\hat{\beta}_{\text{MM}}$$, is the solution to

$$\sum_{i=1}^{n} \rho_1^t \left( \frac{\xi_i(\beta)}{s(\xi_i(\beta))} \right) x_i = 0. \quad (2.23)$$

This solution however may not be unique because local minima might exist along with the global minimum. These other possible solutions still are MM-estimators with high break-down points and high efficiency. Yohai proves the consistency of $$\hat{\beta}_{\text{MM}}$$ and that the estimator also has an asymptotic normal distribution. Yohai (1987) gives the details of these proofs.

Yohai and Zamar (1988) later improve the robust MM-estimate with the robust $$\tau$$-estimate. The process for creating the $$\tau$$-estimate is quite similar in nature to that of creating the MM-estimate with a different scale of the residuals $$\hat{\xi}_i$$. The only advantage of the $$\tau$$-estimate is that it provides a high break-down and highly efficient estimate of the scaled error simultaneously with the estimates of the regression coefficients. To derive the $$\tau$$-estimate, Yohai and Zamar begin with a robust M-scale
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estimate \( s \) similar to the solution of equation 2.22. They define the scale estimate \( \tau \) as

\[
\tau(\xi)^2 = s^2 \frac{1}{n} \sum_{i=1}^{n} \rho \left( \frac{\xi_i}{s} \right),
\]  

(2.24)

where \( \rho \) is similarly defined as equation 2.22. The robust \( \tau \)-estimates of the parameters are calculated from

\[
\hat{\beta}_\tau = \arg \min_{\beta} \tau(\xi(\beta)).
\]

There are criticisms to the break down point approach to robust estimation. Some of the criticisms question the break-down point approach with break-down point close to 0.5. A break-down point this high could lead to the exclusion of half of the observations in a sample. This could allow incorrect analysis in patterns of data where other possible models might better represent the data, or situations where different halves of the data have different trends. Both of these situations might have half of the observations excluded even though the excluded observations are not outliers.

One can argue that these situations are good examples of why the break-down point approach to robust estimation is beneficial. Break-down point estimation reveals these situations after plotting the fitted model with the data. This plot reveals any existing patterns in excluded observations. In addition, a simple plot of the data itself, or the robust residuals may reveal these situations as well. Blindly applying break-down point estimation, like any statistical method, has potential downfalls without careful analysis of the original data.

### 2.2.2 Deviance Robust Estimation

Other approaches include working with deviances instead of likelihoods and developing a measure of observation influence and trying to bound these measures. Pregibon (1982) approaches the problem of sensitivity by switching between likelihood functions and deviance functions. The log of the likelihood function transforms to a similar deviance function

\[
d(g(x^T \beta); y_i) = -2 \left[ L(y_i, x_i; \beta) - L(y_i, x_i; \hat{\beta}_{MLE}) \right],
\]

(2.25)

where \( g(x^T \beta) \) is the link function of the generalized linear model. The link function provides the relationship between the linear predictor and the mean of the distribution function. Converting the log of the likelihood to the deviance does not alter the results because maximizing the log of the likelihood function is the same as minimizing the deviance function.

This makes the deviance function as sensitive to outliers as the likelihood function. Pregibon
proposes a new less sensitive estimator that minimizes
\[ \sum_{i=1}^{n} \lambda \{ d \{ g(x^T \beta) ; y_i \} \}, \] (2.26)

where \( \lambda \) is a strictly increasing Huber loss function defined in Huber (1973) and the estimate \( \hat{\beta}_\lambda \) exists and is unique. Pregibon’s \( \lambda \) function is:
\[ \lambda_P(t) = \begin{cases} 
  t, & t \leq c \\
  2\sqrt{tc} - c, & t > c 
\end{cases} \] (2.27)

with \( c \) an adjustable tuning constant. However, Pregibon suggests that this is not the only option for the \( \lambda \) function.

Although Pregibon’s goal of resistance to poorly fitted observations is achieved with this method, high leverage points still greatly affect the results. For a solution to this issue, a weighting scheme depending on only the covariate \( x_i \) solves this problem. Pregibon’s estimator also has a bounded influence function, under an adjusted weighting scheme, which is a desired quality of a robust estimator.

Bianco and Yohai (1996) propose their own adaptation of the Pregibon robust estimator. Bianco and Yohai adapt the Pregibon estimate by altering equation 2.27. They propose an M-estimate of the \( \lambda \)-type just as Pregibon, but Bianco and Yohai desire to make their estimator Fisher consistent and asymptotically normally distributed. A Fisher consistent estimator must hold to the following:
\[ E[\psi(y_i, x_i; \beta)] = 0, \]

where \( \psi \) is a measurable function similar to equation 1.17. Bianco and Yohai use a different \( \lambda \) function denoted \( \lambda_{BY} \) where
\[ \lambda_{BY}(t) = \begin{cases} 
  t - \frac{t^2}{2c}, & t \leq c \\
  \frac{c}{2}, & t > c 
\end{cases} \] (2.28)

with \( c \) a positive number. This function bounds the effects of outliers with its truncated function design. Since this \( \lambda \) function converges to the identity function as \( c \to \infty \), \( \hat{\beta}_{BY} \to \hat{\beta}_{MLE} \) as \( c \to \infty \). These properties along with a bias correction factor defined in Section 3.2.2 lead to the proof of \( \hat{\beta}_{BY} \) converging in distribution to a multivariate normal distribution with mean zero and covariance matrix \( V \) defined in Bianco and Yohai (1996). However, \( \hat{\beta}_{BY} \) later proves undesirable in certain situations of robust estimation.

Croux and Haesbroeck (2003) began to critique the Bianco and Yohai estimate in the logistic regression situation. Again, Croux and Haesbroeck show the robustness and inconsistency of the estimator created by Pregibon (1982) and note the benefits of the Bianco and Yohai (1996) estimator.
Although the Bianco and Yohai estimator is both robust and consistent, Croux and Haesbroeck notice that the Bianco and Yohai estimator may not always exist when working with loss functions, even if the model does not contain any outliers. This leads Croux and Haesbroeck to improve the Bianco and Yohai estimator with a newer $\lambda$ function.

The Bianco and Yohai estimator uses the $\lambda_{BY}$ function defined in equation 2.28, while Croux and Haesbroeck suggest using the $\lambda_{CH}$ function defined as

$$
\lambda_{CH}(t) = \begin{cases} 
  t e^{-\sqrt{c}}, & t \leq c \\
  -2e^{-\sqrt{c}(1+\sqrt{t})} + e^{-\sqrt{c}(2+2\sqrt{c}+c)}, & t > c 
\end{cases}
$$

for a given constant $c$, with $c$ determining the balance between efficiency and robustness. Croux and Haesbroeck defined their estimator, $\hat{\beta}_{CH}$, following the same methods as Bianco and Yohai with the only change being $\lambda_{CH}$. The improved estimation method does not downweight the outliers as severely as the Bianco and Yohai method. The new $\hat{\beta}_{CH}$ estimator always exists with a simple condition - the MLE exists. The proof of this point may be found in Croux and Haesbroeck (2003).

### 2.2.3 Robust Estimation of Time Series Data

The structure of the DCC-GARCH model has a time series element to the modeling. The structure of time series data makes the data more susceptible to the effects of outliers because current observations depend on previous observations. Whether outliers occur in patches or are isolated in the data, the parameter estimates of an autoregressive moving average (ARMA) model are affected. The ARMA(p,q) model is defined

$$
y_t = \omega + \sum_{i=1}^{p} \phi_i y_{t-i} + \sum_{j=1}^{q} \theta_j \epsilon_{t-j} + \epsilon_t,
$$

for $L$ is the lag operator that takes the previous value of the variable, $\epsilon_t$ is a white noise process, and all the roots of the polynomials $\phi(L)$ and $\theta(L)$ are outside the unit circle. A white noise process is a process that has a zero mean, constant and finite variance, and is serially uncorrelated.

Using this representation, Chen and Liu (1993) describe the effect of additive or innovation outliers...
at the time point $t = t^*$ on the series $y_t$ with

$$
\hat{y}_t = y_t + \delta \zeta(L) \mathbb{1}_{t=t^*},
$$

(2.31)

with $y_t$ following the ARMA process described in equation 2.30, $\delta$ denoting the magnitude of the outlier effect, and $\zeta(L)$ denoting the dynamic pattern of the outlier effect. The dynamic pattern definitions are:

$$
\text{AO: } \zeta_{\text{AO}}(L) = 1 \\
\text{IO: } \zeta_{\text{IO}}(L) = \frac{\theta(L)}{\phi(L)}.
$$

(2.32)

The effects of each outlier are estimated as

$$
\text{AO: } \hat{\delta}_{\text{AO}}(t^*) = \frac{\sum_{t=t^*}^{T} \hat{\epsilon}_t x_{2,t}}{\sum_{t=t^*}^{T} x_{2,t}^2} \\
\text{IO: } \hat{\delta}_{\text{IO}}(t^*) = \hat{\epsilon}_t,
$$

(2.33)

where $x_{i,t} = 0$ for $i = 1, 2$ and $t < t^*$, $x_{1,t^*} = 1$ for $i = 1, 2$, $x_{1,(t^*+k)} = 0$ and $x_{2,(t^*+k)} = -\pi_k$ for all $k \geq 0$.

The values of $\pi_k$ are the coefficients of the Taylor series polynomial

$$
\pi(L) = \frac{\theta(L)}{\phi(L)} = 1 - \pi_1 L - \pi_2 L^2 - \ldots.
$$

(2.34)

Unlike innovation outliers, the effects of additive outliers do not depend on the structure of the model. Innovation outliers occurring at time $t = t^*$ have a dynamic effect on the model for time points $t + k$, with $k > 0$, that depends directly on the structure of the ARMA model.

To evaluate the direct effects of additive and innovation outliers, consider the simple AR(1) model without an intercept defined as

$$
\hat{y}_t = \phi \hat{y}_{t-1} + \epsilon_t.
$$

(2.35)

Obtain the least squares estimate of $\phi$ by minimizing

$$
\sum_{t=2}^{T} (y_t - \phi y_{t-1})^2.
$$

Differentiating the above equation with respect to $\phi$ and solving for $\phi$ leads to the closed form solution to the least squares estimate as

$$
\hat{\phi} = \frac{\sum_{t=2}^{T} y_t y_{t-1}}{\sum_{t=1}^{T-1} y_t^2}.
$$

(2.36)

In an AR(1) process, the value of $\phi$ also equals the first autocorrelation, $\rho(1)$, of the process because

$$
\rho(1) = \frac{\text{Cov}(y_t, y_{t-1})}{\text{Var}(y_t)} = \frac{\text{Cov}(\phi y_{t-1} + \epsilon_t, y_{t-1})}{\text{Var}(y_t)} = \frac{\phi \text{Var}(y_t) + 0}{\text{Var}(y_t)} = \phi.
$$
Therefore, under certain regularity conditions, \( \hat{\phi} \overset{p}{\to} \rho(1) \) as \( T \to \infty \).

When additive outliers are present, the actual value of \( y_t \) is not observed. Maronna et al. (2006) describe additive outliers as outliers where instead of the expected observation \( y_t \), it is replaced by \( y_t + \upsilon_t \) where \( \upsilon_t \sim (1 - \epsilon)\delta_0 + \epsilon N(\mu_\upsilon, \sigma^2_\upsilon) \). If this is the case, then the calculation of \( \rho(1) \) becomes

\[
\rho_{AO}(1) = \frac{\text{Cov}(y_t + \upsilon_t, y_{t-1} + \upsilon_{t-1})}{\text{Var}(y_t + \upsilon_t)}
= \frac{\text{Cov}(y_t, y_{t-1}) + \text{Cov}(y_t, \upsilon_t) + \text{Cov}(\upsilon_t, y_{t-1}) + \text{Cov}(\upsilon_t, \upsilon_{t-1})}{\text{Var}(y_t) + \text{Var}(\upsilon_t)}
= \frac{\phi \text{Var}(y_t) + \rho_\upsilon(1) \text{Var}(\upsilon_t)}{\text{Var}(y_t) + \text{Var}(\upsilon_t)} \neq \phi.
\]

Only when \( \text{Var}(\upsilon_t) = 0 \) does \( \rho_{AO}(1) = \rho(1) = \phi \).

The effects of innovation outliers occur completely in the error term of the model in equation 2.30. For this reason, the ARMA process \( y_t \) remains unchanged and the estimate of \( \phi \) is consistent if \( \mu_\upsilon = 0 \). However, according to Maronna et al. (2006), in least squares estimation innovation outliers do increase the variance of the estimate of the mean of an ARMA process compared to models estimated without innovation outliers. Therefore, least squares estimation with innovation outliers becomes less efficient.

One approach to account for additive outliers in the data is robust filtering of AR models described in Maronna et al. (2006). A robust filter approach replaces the predicted residuals \( \hat{\epsilon} \) with a filtered predicted residual \( \tilde{\epsilon} \). For an AR(p) model, these two sets of residuals are defined as

\[
\hat{\epsilon}_t = (y_t - \mu) - \phi_1(y_{t-1} - \mu) - \ldots - \phi_p(y_{t-p} - \mu) \quad (2.37)
\]
\[
\tilde{\epsilon}_t = (y_t - \mu) - \phi_1(\tilde{y}_{t-1} - \mu) - \ldots - \phi_p(\tilde{y}_{t-p} - \mu), \quad (2.38)
\]

where \( \tilde{y}_{t-i|t-1} \) are filtered robust estimates of \( y_{t-i} \) given all information up to time \( t - 1 \). The filtered estimates are calculated recursively with the equation

\[
\tilde{y}_{t|t} = \tilde{y}_{t|t-1} + s_t \psi \left( \frac{\hat{\epsilon}_t}{s_t} \right),
\]

where \( s_t \) is an estimate of the scale of \( \hat{\epsilon}_t \), \( \tilde{y}_{t|t-1} \) are filtered robust estimates of \( y_t \) given all information up to time \( t - 1 \), and the function \( \psi \) is defined by

\[
\psi(u) = \begin{cases} u & \text{if } |u| \leq a \\ 0 & \text{if } |u| > b \end{cases},
\]

with a polynomial defined further in Maronna et al. (2006) as the value if \( a < |u| \leq b \) to ensure
smoothness of the function. This means that the estimate $\hat{y}_{t|t}$ is given by

$$\hat{y}_{t|t} = \begin{cases} 
\hat{y}_{t|t-1} & \text{if } |\tilde{\epsilon}_t| > bs_t \\
y_t & \text{if } |\tilde{\epsilon}_t| \leq as_t 
\end{cases},$$

for constants $a$ and $b$. The new robust parameter estimates of the model are calculated from these filtered residuals. The same process is extended to ARMA models in Maronna et al. (2006) with the basic approach remaining the same.

The $\tau$-estimates of Yohai and Zamar (1988) can be applied to the estimation of ARMA models as well. Maronna et al. alter the typical calculation of the maximum likelihood estimates of the parameters, which under the assumption of the normality of $\epsilon_t$, are defined by the minimization of

$$\sum_{t=1}^{T} \log \left( \frac{\sigma_t^2}{\sigma_{\epsilon}^2} \right) + T \log \left( \frac{1}{T} \sum_{t=1}^{T} \frac{\hat{\epsilon}_t^2}{\sigma_t^2/\sigma_{\epsilon}^2} \right),$$

(2.39)

where $\sigma_{\epsilon}^2$ is the variance of the error term. With the same $\tau$-estimate defined in equation 2.24, the robust $\tau$-estimate of the parameters in the ARMA model are estimated from the minimization of the new quantity

$$\sum_{t=1}^{T} \log \left( \frac{\sigma_t^2}{\sigma_{\epsilon}^2} \right) + T \log \left( \tau^2 \left( \frac{\hat{\epsilon}_1}{\sigma_1^2/\sigma_{\epsilon}^2}, \ldots, \frac{\hat{\epsilon}_T}{\sigma_T^2/\sigma_{\epsilon}^2} \right) \right).$$

(2.40)

These estimates become filtered $\tau$-estimates when combined with the filtered residual estimates mentioned in the previous paragraph. The quantity to be minimized now becomes

$$\sum_{t=1}^{T} \log \left( \frac{\sigma_t^2}{\sigma_{\epsilon}^2} \right) + T \log \left( \tau^2 \left( \frac{\hat{\epsilon}_1}{\sigma_1^2/\sigma_{\epsilon}^2}, \ldots, \frac{\hat{\epsilon}_T}{\sigma_T^2/\sigma_{\epsilon}^2} \right) \right).$$

(2.41)

Chen and Liu (1993) design an approach to not only detect outliers in an ARMA process, but to robustly estimate the parameters in the model as well. Equations 2.32 and 2.33 detail the dynamic patterns and effects of both additive and innovation outliers. Chen and Liu create a set of standardized statistics of outlier effects defined as

AO: $\hat{y}_{AO}(t^*) = \frac{\hat{\delta}_{AO}(t^*)}{\sigma_{\epsilon}^2} \left( \sum_{t=t^*}^{T} x_{2,t}^2 \right)^{1/2}$

IO: $\hat{y}_{IO}(t^*) = \frac{\hat{\delta}_{IO}(t^*)}{\sigma_{\epsilon}^2},$

(2.42)

where $\hat{\delta}_{AO}$ and $\hat{\delta}_{IO}$ are defined in equation 2.33.

Chen and Liu use the following iteration process to both detect outliers and robustly estimate the parameters of the ARMA model. First, they estimate the maximum likelihood estimates of the
ARMA parameters based on the original data. Next, they compute \( \hat{\gamma}_{\text{AO}}(t) \) and \( \hat{\gamma}_{\text{IO}}(t) \) for all values of \( t \). If \( \max_t(\hat{\gamma}_{\text{AO}}(t), \hat{\gamma}_{\text{IO}}(t)) \geq C \) for some predetermined constant \( C \), there is a possible outlier at that point. Chen and Liu remove the effects of this outlier using the estimated effects and dynamic patterns defined in equations 2.32 and 2.33. After correcting all \( m \) outlier effects in all possible outlier observations where \( m \geq 0 \), Chen and Liu compute the maximum likelihood estimates of the model. After the iteration process is complete and no more new outliers are detected, they jointly estimate the effects, \( \hat{\delta} \), of all \( m \) previously determined outliers with the regression model

\[
\hat{\varepsilon} = \sum_{j=1}^{m} \delta \pi(L) \zeta_j(L) \mathbb{1}_{t=t^*} + \epsilon_t,
\]

where \( \zeta(L) \) and \( \pi(L) \) are previously defined in equations 2.32 and 2.34. They estimate a new set of \( \gamma \) statistics defined as \( \hat{\gamma}_j = \hat{\delta}_j / \text{SD}(\hat{\delta}_j) \). Using the same predetermined constant \( C \) defined above, they check if the new values give a \( \max_t(\hat{\gamma}_{\text{AO}}(t), \hat{\gamma}_{\text{IO}}(t)) \geq C \). If the value is below \( C \), then disregard the point as an outlier. However, if the value is still greater than \( C \), remove the effect of the outlier using the updated values of \( \hat{\delta} \). After this process is repeated over the entire set of previously detected outliers, Chen and Liu recalculate parameter estimates with maximum likelihood estimation.

The general class of M-estimators defined by Huber (1964) in equation 1.17 is similarly applied to the ARMA structure of models by minimizing

\[
\sum_{t=p+1}^{T} \rho \left( \frac{\hat{\varepsilon}_t(\phi, \theta)}{\hat{\sigma}_\varepsilon} \right), \tag{2.43}
\]

where \( \hat{\sigma}_\varepsilon \) is a robust scale estimate of the residuals. Obtain another solution by setting the derivative of the above quantity equal to zero and solving for the parameters with

\[
\sum_{t=p+1}^{T} y_t \psi \left( \frac{\hat{\varepsilon}_t(\phi, \theta, y_t)}{\hat{\sigma}_\varepsilon} \right) = 0, \tag{2.44}
\]

where \( \psi = \rho' \) and \( y_t \) is the time series process. Assume that the \( \psi \) function is consistent such that

\[
E_{\phi, \theta} \left( y_t \psi \left( \frac{\varepsilon_t}{\sigma_\varepsilon} \right) \right) = 0.
\]

Under certain regularity conditions and the invertibility and stationarity of the ARMA process, the M-estimate of the parameters is asymptotically normal. The asymptotic distribution of the parameter vector \( \lambda = (\phi_1, \ldots, \phi_p, \theta_1, \ldots, \theta_q) \) is given by

\[
\sqrt{T}(\hat{\lambda}_M - \lambda) \xrightarrow{d} N_{p+q+1}(0, V_M), \tag{2.45}
\]
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with the detailed definition of the variance matrix $V_M$ left in Maronna et al. (2006). Although M-estimators are more robust than the estimates from the least squares approach with additive outliers, the efficiency of the robustness decreases as the order $p$ of the AR portion of the model increases. This leads to bias in the estimates.

Denby and Martin (1979) attempt to correct the problem of bias created by additive outliers in M-estimation with a generalized M-estimation (GM) procedure. Instead of minimizing $2.43$, generalized M-estimation minimizes

$$
\sum_{t=p+1}^{T} W(y_t) \rho \left( \frac{e_t(\phi, \theta)}{\sigma_e} \right),
$$

(2.46)

where $W(\cdot)$ is a nonnegative weight function that down weights certain observations containing additive outliers to limit their effect. Denby and Martin define their weight function as $W(k) = g(k)/k$ with the bounded function $g(\cdot)$ and $k g(k) \geq 0$. Under this representation, obtain GM-estimates by solving for the parameters in the equation

$$
\sum_{t=p+1}^{T} g(y_t) \psi \left( \frac{e_t(\phi, \theta)}{\sigma_e} \right) = 0,
$$

(2.47)

instead of equation 2.44 for M-estimation.

Denby and Martin define $g(\cdot)$ and $\psi(\cdot)$ as functions depending on estimates of the scale of $y$, $s_y$, and the scale of the residuals, $s_r$. These functions are

$$
g(k) = C_y s_y g_0 \left( \frac{k}{C_y s_y} \right),
$$

$$
\psi(k) = C_r s_r \psi_0 \left( \frac{k}{C_r s_r} \right),
$$

where $C_y$ and $C_r$ are predetermined constants chosen to optimize the efficiency of the procedure. Denby and Martin choose $g(\cdot) = \psi(\cdot)$ for their research, but suggest that this is not a requirement. They use two forms of the $\psi$-function. They define them as a monotone Huber influence function and Tukey’s bisquare influence function. These functions are respectively defined

$$
\psi_H(k) = \begin{cases} 
  k & \text{if } |k| \leq 1 \\
  \text{sign}(k) & \text{if } |k| > 1
\end{cases},
$$

(2.48)

$$
\psi_B(k) = \begin{cases} 
  k(k - k^2)^2 & \text{if } |k| \leq 1 \\
  0 & \text{if } |k| > 1
\end{cases}
$$

(2.49)

The choice of $\psi_B$ is more robust to additive outliers than $\psi_H$.

Denby and Martin show in detail not covered here that the GM-estimates are both consistent and asymptotically normal in the presence of innovation outliers. For the additive outlier model,
the GM-estimate is asymptotically biased, which is similar to least square estimation and traditional M-estimation. They mention that with proper selection of \( g(\cdot) \) and \( \psi(\cdot) \) functions, GM-estimated parameters will have less bias than with traditional M-estimation techniques.

Bustos and Yohai (1986) propose a robust estimate of ARMA models based on robust autocovariances (RA) and compare them with the performance of least squares, M, and GM estimation with additive outliers. They alter the equations for the least squares estimation of the parameters in the ARMA\((p,q)\) model. Another method of finding the least squares estimates for the ARMA model is differentiating the sum of squares quantity for every parameter leading to the system of equations

\[
\begin{align*}
\sum_{t=p+1}^{T} \epsilon_t (\partial \epsilon_t / \partial \phi_j) &= 0, \quad 1 \leq j \leq p \\
\sum_{t=p+1}^{T} \epsilon_t (\partial \epsilon_t / \partial \theta_j) &= 0, \quad 1 \leq j \leq q \\
\sum_{t=p+1}^{T} \epsilon_t (\partial \epsilon_t / \partial \mu) &= 0.
\end{align*}
\]

(2.50)

Assuming stationarity and invertibility leads to the above equations simplifying into

\[
\begin{align*}
\sum_{t=p+1}^{T} \epsilon_t \phi^{-1}(L)\epsilon_{t-j} &= 0, \quad 1 \leq j \leq p \\
\sum_{t=p+1}^{T} \epsilon_t \theta^{-1}(L)\epsilon_{t-j} &= 0, \quad 1 \leq j \leq q \\
\sum_{t=p+1}^{T} \epsilon_t &= 0,
\end{align*}
\]

(2.51)

where \( L \) is the lag operator and all the roots of the polynomials \( \phi(L) \) and \( \theta(L) \) are outside the unit circle. By letting \( p_j \) represent the coefficients in \( \phi^{-1}(L) \) and \( t_j \) represent the coefficients in \( \theta^{-1}(L) \), equations 2.51 become

\[
\begin{align*}
\sum_{h=0}^{T-j-p-1} p_h \gamma_{h+j}(\phi, \theta) &= 0, \quad 1 \leq j \leq p \\
\sum_{h=0}^{T-j-p-1} t_h \gamma_{h+j}(\phi, \theta) &= 0, \quad 1 \leq j \leq q \\
\sum_{t=p+1}^{T} \epsilon_t &= 0,
\end{align*}
\]

(2.52)
where \( \gamma_i(\phi, \theta) = \sum_{t=p+1}^{T-i} \hat{\epsilon}_{t+i} \hat{\epsilon}_t \).

Bustos and Yohai (1986) create their robust residual autocovariance (RA) estimates of the ARMA model by adjusting equations 2.52 into

\[
\sum_{n=0}^{T-j-p-1} p_h \tilde{\gamma}_{h+j}(\phi, \theta) = 0, \quad 1 \leq j \leq p
\]

\[
\sum_{h=0}^{T-j-p-1} t_h \tilde{\gamma}_{h+j}(\phi, \theta) = 0, \quad 1 \leq j \leq q
\]

\[
\sum_{t=p+1}^{T} \psi(\hat{\epsilon}_t / \hat{\sigma}) = 0, \quad (2.53)
\]

where \( \hat{\sigma} \) is a robust estimate of the scale of the residuals and \( \tilde{\gamma} = \sum_{t=p+1}^{T} \eta(\hat{\epsilon}_t / \hat{\sigma}, \hat{\epsilon}_{t-i} / \hat{\sigma}) \). Both \( \psi(\cdot) \) and \( \eta(\cdot) \) are bounded continuous functions with \( \eta(u, v) = \psi(u)\psi(v) \) or \( \eta(u, v) = \psi(uv) \). In fact, if \( \eta(u, v) = \psi(u)u \), then the RA estimates are equivalent to the M-estimates of equation 2.43. Also, if \( \psi(u) = u \) in the previous definition of \( \eta(\cdot) \), then the estimates simplify further into the least squares estimate.

Bustos and Yohai mention that although the RA estimates are robust for AR processes, they lose robustness if any MA component exists in the model. The RA estimates with MA models are still more robust than least squares or M-estimates, but gradually lose their effectiveness. They correct this issue with their truncated residual autocovariance (TRA) estimation method. Truncated residuals depend on only the previous \( k \) observations instead of all of the previous observations. These truncated residuals are defined by

\[
\hat{\epsilon}_{t,k} = \sum_{i=0}^{k} t_i \phi(L)(y_t - \mu)
\]

(2.54)

where \( t_i \) is defined in equations 2.53. The only difference with equation 2.53 is that for TRA estimates, replace all residuals, \( \hat{\epsilon} \), with truncated residuals, \( \hat{\epsilon}_{t,k} \). These TRA estimates are more robust than plain RA estimates with MA components in an ARMA model with additive outliers.

2.2.4 Multivariate Robust Estimation

Since the DCC-GARCH model describes multivariate covariance structures in data, we must consider the effects of outliers in multivariate data estimation. Instead of robustly estimating univariate variances, in multivariate data, robust estimates of entire covariance matrices are needed. Define the multivariate parameters of scatter as the matrix \( \Sigma \) with the multivariate estimation of location as \( \mu \). Some different proposals of robust multivariate estimation include M-estimation similar to previous sections, S-estimation, minimum covariance determinants (MCD), and minimum volume ellipsoids (MVE).
Maronna (1976) extends the M-estimators of equation 1.17 into the multivariate context. Maronna is interested in estimating the scatter matrix $\Sigma$ of a set of vectors $\mathbf{x}_1, \ldots, \mathbf{x}_n$ of dimension $m$ with density function

$$f(\mathbf{x}) = |\Sigma|^{-1/2} h \left[ (\mathbf{x} - \mu)^\prime \Sigma^{-1} (\mathbf{x} - \mu) \right],$$

where the function $|\cdot|$ denotes the determinant of a matrix, and the function $h(\cdot)$ is a density. For this set of data, Maronna defines the multivariate M-estimators as the solutions to the set of equations

$$\frac{1}{n} \sum_{i=1}^{n} \rho_1 \left[ \left( \mathbf{x}_i - \mu \right)^\prime \Sigma^{-1} \left( \mathbf{x}_i - \mu \right) \right] = 0,$$

$$\frac{1}{n} \sum_{i=1}^{n} \rho_2 \left[ \left( \mathbf{x}_i - \mu \right)^\prime \Sigma^{-1} \left( \mathbf{x}_i - \mu \right) \right] \left( \mathbf{x}_i - \mu \right)^\prime = \Sigma,$$

where $\rho_1$ and $\rho_2$ are defined

$$\rho_1(s) = -\frac{1}{s} \frac{d \log(h(s))}{ds},$$

$$\rho_2(s^2) = \rho_1(s),$$

where $s$ is positive or positive semidefinite in the case of matrices. The functions $\rho_1$ and $\rho_2$ in the above equations relate to the functions $\psi_1$ and $\psi_2$ where $\psi_i(s) = s \rho_i(s)$ for $i = 1, 2$.

Properly selecting these $\psi$-functions makes the M-estimators more robust to outliers than the maximum likelihood estimates. Maronna proposes two sets of $\psi$-functions. The first set of $\psi$-functions are derived from Huber (1964) with

$$\psi_1(s) = \max(-c_1, \min(s, c_1)),$$

$$\psi_2(s^2) = \frac{\max(-c_2, \min(s, c_2^2))}{\max(-c_2^2, \min(||\mathbf{x}||^2, c_2^2))},$$

where $c_1$ and $c_2$ are positive constants and the function $||\cdot||$ is the Euclidean norm. The second set of $\psi$-functions is derived from the maximum likelihood estimation of the $t$-distribution with $\nu$ degrees of freedom

$$\psi_1(s) = \frac{s(m+\nu)}{\nu + s^2},$$

$$\psi_2(s^2) = \frac{s(m+\nu)}{(p+s)},$$

where $m$ is the length of the data vectors $\mathbf{x}_1, \ldots, \mathbf{x}_n$. Maronna (1976) proves these M-estimators are both consistent and asymptotically normal. However, Maronna does show that the breakdown point.
of the M-estimators is \((m + 1)^{-1}\). This implies that M-estimators of this form are not very robust for high dimensional data sets.

Lopuhaä (1989) extends the S-estimator approach of Rousseeuw and Yohai (1984) in Section 2.2.4 to the multivariate framework and compares it to the M-estimator approach developed by Maronna (1976) in equation 2.57. He mentions that although the M-estimator has some appealing asymptotic properties, the S-estimators keep these qualities and also possess a higher breakdown point than the M-estimators. Lopuhaä uses the relationship between S-estimators and M-estimators to develop and compare the influence functions and asymptotic properties. Lopuhaä starts with the same density function as Maronna in equation 2.55. He defines different M-estimators as the solutions to the set of equations

\[
0 = \frac{1}{n} \sum_{i=1}^{n} \rho_1 \left[ (x_i - \mu)' \Sigma^{-1} (x_i - \mu) \right]^{1/2} (x_i - \mu), \quad (2.60)
\]

\[
0 = \frac{1}{n} \sum_{i=1}^{n} \rho_2 \left[ (x_i - \mu)' \Sigma^{-1} (x_i - \mu) \right] (x_i - \mu)(x_i - \mu)' - \frac{1}{n} \sum_{i=1}^{n} \rho_3 \left[ (x_i - \mu)' \Sigma^{-1} (x_i - \mu) \right]^{1/2} \Sigma, \quad (2.61)
\]

where \(\rho_1, \rho_2, \text{ and } \rho_3\) are real valued functions on the nonnegative portion of the real line. Although M-estimators have a breakdown point that decreases as the dimensions of the data increase, they still have a bounded influence function with properly selected \(\rho_1, \rho_2, \text{ and } \rho_3\).

Rousseeuw and Yohai (1984) introduce the S-estimator of equation 2.21 in a univariate regression context. Lopuhaä develops the S-estimator for the multivariate location and scatter problem as the solution when minimizing \(|\Sigma|\) subject to the equation

\[
\frac{1}{n} \sum_{i=1}^{n} \rho \left[ (x_i - \mu)' \Sigma^{-1} (x_i - \mu) \right]^{-1/2} = b, \quad (2.62)
\]

where the constant \(0 < b < \sup \rho\).

Lopuhaä applies the method of Lagrange multipliers to transform the above multivariate S-estimators to the minimization of

\[
\log |\Sigma| - \lambda \left[ \frac{1}{n} \sum_{i=1}^{n} \rho \left[ (x_i - \mu)' \Sigma^{-1} (x_i - \mu) \right]^{-1/2} - b \right],
\]
with $\lambda$ defined as the corresponding Lagrange multiplier. This implies that the parameter estimates $\hat{\theta}$ and $\hat{\lambda}$ satisfy the set of equations

$$0 = \frac{\lambda}{n} \sum_{i=1}^{n} u \left[ \left( (x_i - \mu)'\Sigma^{-1}(x_i - \mu) \right)^{1/2} \right] \Sigma^{-1}(x_i - \mu),$$

$$0 = 2\Sigma^{-1} - \text{diag}(\Sigma^{-1}) + \frac{\lambda}{2n} \sum_{i=1}^{n} u \left[ \left( (x_i - \mu)'\Sigma^{-1}(x_i - \mu) \right)^{1/2} \right] (2V_i - \text{diag}(V_i)),$$

where $u(k) = \psi(k)/k$, with $\psi(\cdot)$ as the derivative of $\rho(\cdot)$, and $V_i = \Sigma^{-1} (x_i - \mu)(x_i - \mu)'\Sigma^{-1}$. Lopuhaä solves for $\lambda$ and substitutes it back into these equations to find that $\theta$ is the solution to the system of equations

$$0 = \frac{1}{n} \sum_{i=1}^{n} u \left[ \left( (x_i - \mu)'\Sigma^{-1}(x_i - \mu) \right)^{1/2} \right] (x_i - \mu),$$

$$0 = \frac{1}{n} \sum_{i=1}^{n} m u \left[ (x_i - \mu)'\Sigma^{-1}(x_i - \mu) \right] (x_i - \mu)(x_i - \mu) - \frac{1}{n} \sum_{i=1}^{n} u \left[ \left( (x_i - \mu)'\Sigma^{-1}(x_i - \mu) \right)^{1/2} \right] \Sigma,$$

where $u(k) = \rho'(k)/k - \rho(k) + b$ and $m$ is the dimension of the data.

These equations have the same structure as M-estimators. The above equations can be rewritten in the form

$$\frac{1}{n} \sum_{i=1}^{n} \Psi(x_i, \theta) = 0,$$

where $\Psi = (\Psi_1, \Psi_2)$ is the function

$$\Psi_1 = u \left[ \left( (x_i - \mu)'\Sigma^{-1}(x_i - \mu) \right)^{1/2} \right] (x_i - \mu),$$

$$\Psi_2 = m u \left[ (x_i - \mu)'\Sigma^{-1}(x_i - \mu) \right] (x_i - \mu)(x_i - \mu)' - u \left[ \left( (x_i - \mu)'\Sigma^{-1}(x_i - \mu) \right)^{1/2} \right] \Sigma.$$
an elliptical distribution minimize the function

\[ \frac{1}{n} \sum_{i=1}^{n} \left[ \rho \left( \| \Sigma^{-1/2}(x_i - \mu) \| \right) + \frac{1}{2} \log |\Sigma| \right], \]

or are solutions to the equation

\[ \frac{1}{n} \sum_{i=1}^{n} w(||\Sigma^{-1/2}(x_i - \mu)||) \left( ||\Sigma^{-1/2}(x_i - \mu)||^{-1} \Sigma^{-1}(x_i - \mu) \right) \left( ||\Sigma^{-1/2}(x_i - \mu)||^{-1} \Sigma^{-1}(x_i - \mu) \right)' = I_m, \]

where \( w(k) = \rho'(|k|) k \), and \( m \) is the dimension of the data vectors. Without loss of generality, Sirkiä et al. define \( \mu = 0 \). They mention that Maronna’s M-estimator defined in equation 2.57 takes the form

\[ \frac{1}{n} \sum_{i=1}^{n} \left( w_1(||\Sigma^{-1/2}x_i||) \left( ||\Sigma^{-1/2}x_i||^{-1} \Sigma^{-1}x_i \right) \right) \left( ||\Sigma^{-1/2}x_i||^{-1} \Sigma^{-1}x_i \right)' = \frac{1}{n} \sum_{i=1}^{n} w_2(||\Sigma^{-1/2}x_i||)I_m. \]

The symmetrized M-estimators focus on the pairwise differences of the observations. By focusing their attention on pairwise differences, Sirkiä et al. create a situation where it is not necessary to impose any location parameter on the model because all pairwise differences in the multivariate setting make univariate projections symmetric with a location of 0. Therefore, the symmetrized M-estimator of scatter, \( \hat{\Sigma}_S \), from a sample of data \( x_1, \ldots, x_n \) is the solution to

\[ \min_{\Sigma} \left( \frac{n}{2} \right)^{-1} \sum_{i<j} \left[ \rho \left( ||\Sigma^{-1/2}d_{i,j}|| \right) + \frac{1}{2} \log |\Sigma| \right], \tag{2.64} \]

where \( d_{i,j} = x_i - x_j \). The symmetrized M-estimator of scatter \( \hat{\Sigma}_S \) is also the solution of either one of the equations

\[ 0 = \left( \frac{n}{2} \right)^{-1} \sum_{i<j} \left[ w(||\Sigma^{-1/2}d_{i,j}||) \left( ||\Sigma^{-1/2}d_{i,j}||^{-1} \Sigma^{-1}d_{i,j} \right) \left( ||\Sigma^{-1/2}d_{i,j}||^{-1} \Sigma^{-1}d_{i,j} \right)' - I_m \right], \]

\[ 0 = \left( \frac{n}{2} \right)^{-1} \sum_{i<j} w_1(||\Sigma^{-1/2}d_{i,j}||) \left( ||\Sigma^{-1/2}d_{i,j}||^{-1} \Sigma^{-1}d_{i,j} \right) \left( ||\Sigma^{-1/2}d_{i,j}||^{-1} \Sigma^{-1}d_{i,j} \right)' - \left( \frac{n}{2} \right)^{-1} \sum_{i<j} w_2(||\Sigma^{-1/2}d_{i,j}||)I_m. \]

Sirkiä mentions that the influence functions for M-estimators and symmetrized M-estimators are not equal to each other. However, both influence functions are bounded.

In the same fashion that Lopuhaä (1989) compares multivariate S- and M-estimators, Roelant et al. (2009) create a symmetrized version of S-estimators they call Generalized S-estimators (GS-estimators)
and compare them to the symmetrized M-estimator of Sirkiai et al. (2007). By focusing on the pairwise differences of the residuals in the multivariate regression model, Roelant et al. eliminate the need of estimating the location parameter of multivariate data and only estimate the scatter matrix. Since S-estimators have the flexibility and asymptotic properties of M-estimators with a higher breakdown point for robust estimation, Roelant et al. create a similar symmetrized version of the estimator to improve the symmetrized M-estimator. They define the GS-estimator as a solution to the equation

$$
\left( \frac{n}{2} \right)^{-1} \sum_{i<j} \rho \left( \left[ (\hat{\xi}_i - \hat{\xi}_j)^\top \Sigma^{-1} (\hat{\xi}_i - \hat{\xi}_j) \right]^{1/2} \right) = b,
$$

where $\hat{\xi}_i = y_i - x_i^\top \beta$.

Similarly Lopuhaä (1989) and Roelant et al. (2009) note that these multivariate GS-estimators satisfy the equations

$$
0 = \sum_{i<j} u \left[ \left[ (\hat{\xi}_i - \hat{\xi}_j)^\top \Sigma^{-1} (\hat{\xi}_i - \hat{\xi}_j) \right]^{1/2} \right] (x_i - x_j)(\hat{\xi}_i - \hat{\xi}_j),
$$

$$
0 = \sum_{i<j} m u \left[ \left[ (\hat{\xi}_i - \hat{\xi}_j)^\top \Sigma^{-1} (\hat{\xi}_i - \hat{\xi}_j) \right]^{1/2} \right] (\hat{\xi}_i - \hat{\xi}_j)^\top (\hat{\xi}_i - \hat{\xi}_j) - \sum_{i<j} u \left[ \left[ (\hat{\xi}_i - \hat{\xi}_j)^\top \Sigma^{-1} (\hat{\xi}_i - \hat{\xi}_j) \right]^{1/2} \right] \Sigma,
$$

where $u(k) = \rho'(k)/k - \rho(k) + b$ and $m$ is the dimension. This implies that the GS-estimators of scatter have the same form as the symmetrized M-estimators of scatter. Since this is true, GS-estimators have the same influence function and asymptotic properties as the symmetrized M-estimators. However, the GS-estimator of scatter still has a breakdown point of $\delta^* = 0.5$, which makes it more robust than symmetrized M-estimators, whose breakdown point decreases as the dimension of the data increases. Roelant et al. mention that the disadvantage of the GS-estimators in relation to the multivariate S-estimators is that they take a tremendous amount of time to calculate.

Rousseeuw (1984) takes a different approach to robustly estimating covariance matrices. Two of the approaches suggested by Rousseeuw are the minimum volume ellipsoid (MVE) and the minimum covariance determinant (MCD). The MVE method looks for the ellipsoid with the smallest volume that covers $h$ observations with $n/2 < h < n$. This approach has a breakdown point of approximately $\delta^* = (n - h)/n$. This implies that the breakdown point is at most $\delta^* = 0.5$. There are many proposals of algorithms to solve the MVE, yet most are extremely time consuming.

Rousseeuw also proposes the minimum covariance determinant (MCD) method that finds the $h$ observations with the lowest value for the determinant of the covariance matrix. The sample covariance matrix of these $h$ points is the MCD estimator of the covariance. The MCD estimator has the same breakdown point as the MVE estimator, but unlike the MVE estimator, the MCD estimator is
asymptotically normal. Rousseeuw and Van Driessen (1999) note that the MCD method is also more efficient than the MVE method because the MVE is only $n^{1/3}$ consistent instead of $n^{1/2}$ like the MCD. Again, many algorithms are proposed to compute the MCD including the FAST-MCD algorithm of Rousseeuw and Van Driessen (1999).

Peña and Prieto (2001) state that the above approaches to robustly estimating multivariate covariance matrices are too time consuming. They mention that most outlier detection techniques rely on the fact that in multivariate contaminated samples, each outlier must be an extreme point along the direction from the mean of the uncontaminated data to the outlier. This requires large numbers of randomly generated directions that lead to heavy computation in the estimation. They propose a method to try and optimize these procedures by limiting the number of appropriate directions to identify outliers. They choose these directions based on kurtosis coefficients of the projected observations. Outliers generated by a usual symmetric contaminated model increase the kurtosis coefficient. Small groups of outliers in asymmetric contaminated models also increase kurtosis coefficients. However, large groups of outliers in asymmetric models could actually decrease the kurtosis coefficients to the minimized value. Therefore, Peña and Prieto suggest searching for outliers by projecting data onto the directions that maximize or minimize the kurtosis coefficient.

Let $X$ be a mixture distribution of the uncontaminated distribution $F$ and the contamination distribution $G$ such that $X = (1 - \epsilon)F + \epsilon G$, where $\epsilon$ is the fraction of outliers in the generated data. Define $\gamma_X$, $\gamma_F$, and $\gamma_G$ as the kurtosis coefficients of the distributions $X$, $F$, and $G$ respectively. Under reasonable assumptions, Peña and Prieto derive the kurtosis coefficient of $X$, $\gamma_X$, in explicit detail found in Peña and Prieto (2001). If both distributions $F$ and $G$ have the same mean, then the kurtosis coefficient of $X$ is

$$\gamma_X = \frac{\gamma_F \left(1 + \epsilon \left(\theta \frac{m_G m_G(2)^2}{m_F m_F(2)^2} - 1\right)\right)}{\left(1 + \epsilon \left(m_G(2) m_F(2)^2 - 1\right)\right)^2},$$

where $m_i(j)$ is the $j^{th}$ centered moment of the distribution $i$. However, if the distributions $F$ and $G$ have different means, then the kurtosis coefficient of $X$ approaches

$$\gamma_X \to \frac{\epsilon^3 + (1 - \epsilon)^3}{\epsilon(1 - \epsilon)}.$$

Peña and Prieto (2001) describe the advanced algorithm to analyze different projections of the data to find the directions for kurtosis analysis. The details are left for the reader to research in Peña and Prieto (2001). Once the directions for possible outliers are calculated, these projections are studied to find possible outliers points. To calculate a robust covariance matrix estimate, Peña and Prieto calculate a sample covariance estimate of the data points that are not labeled outliers after the previous process is complete. Since there are fewer directions to make calculations than either the MVE or MCD, the kurtosis coefficient calculation is faster.
2.3 Robust Estimation of ARCH / GARCH

The ARCH/GARCH model estimation is inherently hindered by outliers because of the autoregressive design and maximum likelihood estimation of the models. Many robust methods for general linear models, time series models, and multivariate estimation are previously displayed in this chapter. Over the past decade, there are many attempts to apply these and other techniques to creating more robust estimation of ARCH/GARCH models.

Franses and Ghijsels (1999) note the usefulness of GARCH models to capture the features of financial data such as excess kurtosis. They mention that Bollerslev’s GARCH-t model mentioned in Section 2.1.1 does a reasonable job at measuring the excess kurtosis in financial data. However, some residuals still exhibit excess kurtosis even with distributional accommodations. They propose that certain observations are additive outliers (AO) not accounted for in standard GARCH modeling approaches. These additive outliers lead to incorrect parameter estimation and incorrect forecasts of volatility. Additive outliers were first introduced in Section 1.2 and described further in Section 2.2.3.

Franses and Ghijsels rewrote the GARCH model into the form of an ARMA model and took the same approach as Chen and Liu (1993) (see Section 2.2.3) to handle additive outliers. Franses and Ghijsels alter Bollerslev’s GARCH model in equation 2.3 by assuming the asset returns follow a normal distribution with a possibility of additive outliers. They transformed the GARCH(1,1) structure into its ARMA formulation describing the squared returns

\[ r_t^2 = \alpha_0 + (\alpha_1 + \beta_1) r_{t-1}^2 + \nu_t - \beta_1 \nu_{t-1}, \]

similar to Engle and Bollerslev in equation 2.10 where \( \nu_t = r_t^2 - h_t \) is a sequence of uncorrelated random variables. They notice that the process \( \nu_t \) is heterogeneous as well.

The process of robustly estimating the parameters is similar to Chen and Liu’s approach in their ARMA additive outlier model. The first step estimates the parameters in the model with maximum likelihood to obtain \( \hat{\alpha}_0, \hat{\alpha}_1, \hat{\beta}_1, \) and \( \hat{h}_t \). The estimate \( \hat{\nu}_t = r_t^2 - \hat{h}_t \) comes from the previous parameter estimates. The next step in the process calculates the estimated polynomial

\[ \pi(L) = \frac{1 - (\hat{\alpha}_1 + \hat{\beta}_1)L}{1 - \hat{\beta}_1 L} = (1 - \pi_1 L - \pi_2 L^2 - \ldots), \]

where \( L \) is the lag operator. This polynomial estimation leads to the estimation of the weight \( \omega \) with

\[ \hat{\omega}(\tau) = \frac{\sum_{t=\tau}^{n} \hat{\nu}_t x_t}{\sum_{t=\tau}^{n} x_t^2}, \]  

(2.67)
with \( x_t \) defined the same as equation 2.33. From the weight estimate \( \hat{\omega} \), the estimate of \( \hat{\tau} \) is calculated

\[
\hat{\tau} = \frac{\hat{\omega}(\tau)}{\hat{\sigma}_v} \left( \sum_{t=\tau}^{n} x_{1,t}^2 \right)^{1/2},
\]

where \( \hat{\sigma}_v \) is the omit-one variance. The observation at \( t = \tau \) with the largest value of \( \hat{\tau} \), which should exceed the value of 4 according to Chen and Liu, is replaced by \( \hat{\tau}_t^* = \hat{\tau}_t - \hat{\omega} \). Calculate the new robust estimate \( r_t^* \) with the estimates \( \hat{\tau}_1^* \) and \( \hat{h}_t \). The robust estimate of the return becomes

\[
r_t^* = \text{sign}(r_t)(r_t^{*2})^{1/2},
\]

repeat the above process until no value of the statistic \( \hat{\tau} \) exceeds the value of 4. With the final robust series of returns \( r_t^* \), calculate the new robust parameter estimates for the GARCH model with maximum likelihood estimation.

The process above by Francses and Ghijsels accounts only for additive outliers. Charles and Darne (2005) extend the Francses and Ghijsels additive outlier approach to robust estimation to include innovation outliers. They specifically deal with the GARCH(1,1) process as do Francses and Ghijsels. They state that when an additive or innovation outlier occurs, \( \tilde{r}_t \) is observed instead of the true value \( r_t \). This new observation is defined

\[
\tilde{r}_t^2 = r_t^2 + \omega_i \xi_i(L) \mathbb{I}_i(\tau),
\]

with \( i = 1, 2 \) for additive and innovation outliers respectively, \( \mathbb{I}_i(\tau) \) as the indicator function that takes a value of one at the point an outlier occurs and zero otherwise, and \( \xi_i(L) \) as the magnitude and pattern of the outlier. The equation for \( \xi_i(L) \) is defined

\[
\xi_1(B) = \frac{1 - \hat{\beta}_1 L}{1 - (\hat{\alpha}_1 + \hat{\beta}_1)L} = \hat{\pi}(L)^{-1},
\]

\[
\xi_2(B) = \frac{1 - \hat{\beta}_1 L}{1 - (\hat{\alpha}_1 + \hat{\beta}_1)L} = \hat{\pi}(L)^{-1},
\]

where \( \hat{\pi}(L) \) is defined the same as Francses and Ghijsels above. Instead of only using a single weight calculation as Francses and Ghijsels, Charles and Darne have a weight for additive and innovation outliers. They defined

\[
\hat{\tau}_1 = \frac{\hat{\omega}_1(\tau)}{\hat{\sigma}_v} \left( \sum_{t=\tau}^{n} x_{1,t}^2 \right)^{1/2},
\]

\[
\hat{\tau}_2 = \frac{\hat{\omega}_2(\tau)}{\hat{\sigma}_v},
\]

with \( \hat{\tau}_1 \) and \( \omega_i \) the same as Francses and Ghijsels in equation 2.67 with \( x_{i,t} = 0 \) for \( i = 1, 2 \) and \( t < \tau, x_{i,t} = 1 \) for \( i = 1, 2 \) and \( t = \tau, x_{1,t+k} = -\pi_k \) and \( x_{2,t+k} = 0 \) for \( t > \tau \) and \( k > 0 \).

Charles and Darne use the same iteration approach as Francses and Ghijsels to recalculate robust estimates of the returns to get better estimates of the GARCH process. One difference between the
two iteration processes is that Frances and Ghijsels only calculate one value of \( \hat{\tau} \), while Charles and Darne calculate \( \hat{\tau}_1 \) and \( \hat{\tau}_2 \) for each point and take the maximum value of these two estimates. If the maximum of these estimates exceed a certain prespecified critical value \( C \), then the return at that point is replaced. For additive outliers the squared robust returns are replaced with \( r_t^2 - \hat{\omega}_1 \), while innovation outliers have the squared returns replaced with \( r_{t+j}^2 - \hat{\omega}_2 \hat{\tau}_j(L)^{-1} \). Repeat this iteration process until the maximum of the two estimates of \( \tau \) are below the critical value and estimate the new robust GARCH parameters.

Park (2002) also references Frances and Ghijsels’ claims of traditional estimation techniques of the GARCH model not accounting for possible additive outliers in the data. He notes that this leads to limitations in the volatility forecasting ability of the GARCH model under traditional estimation techniques. Park proposes the use of a least absolute deviation (LAD) approach of estimating the GARCH model as an alternate solution that accounts for additive outliers in the data as well as a lack of normality.

Instead of modeling the conditional variance of the returns, as in the definition of the univariate GARCH model from equation 2.3, Park models the conditional standard deviation with a GARCH structure as follows:

\[
\sqrt{h_t} = a_0 + \sum_{i=1}^{p} a_i |r_{t-i}| + \sum_{i=1}^{q} \beta_i \sqrt{h_{t-i}}. \quad (2.71)
\]

This is the ARMACH model mentioned earlier in equation 2.17. This model works with the absolute value of the returns instead of the squared returns in the GARCH model.

Define \( \theta = (a_0, a_1, \ldots, a_p, \beta_1, \ldots, \beta_q)' \) as the parameter vector of this model. Park uses a Taylor series approach explained in detail in Park (2002) to estimate the parameters as

\[
\hat{\theta}_{Park} = \arg \min_{\theta} \sum_{t=1}^{T} \left| r_t - a_0 - \sum_{i=1}^{p} a_i |r_{t-i}| - \sum_{i=1}^{q} \beta_i \sqrt{h_{t-i}} \right|. \quad (2.72)
\]

Park mentions that this objective function is not differentiable, which implies the need of minimization algorithms not based on differentiation.

Park compares his estimation technique to that of a GARCH model and a random walk model. The LAD approach to estimating the GARCH model out-performs the other two models in simulation studies with respect to mean square error (MSE) and mean absolute error (MAE) as the number of outliers increases. The LAD approach performs comparably when outliers do not exist.

Peng and Yao (2003) also take an absolute value estimation approach to robustly estimating the parameters in a GARCH model. They focus on a quasi-maximum likelihood point of view where a Gaussian likelihood assumption in quasi-maximum likelihood is sensitive to heavy tails. An LAD approach in quasi-maximum likelihood estimation provides a more robust estimate. Under the assumption of conditional normality of \( r_{t+1} \) with \( \psi \leq t \leq \nu \sim N(0, h_t) \) with \( \nu \geq \max(p, q) \), the conditional
density function of \( r_{\nu+1}, \ldots, r_T \) is proportional to
\[
\left( \prod_{t=\nu+1}^{T} h_t \right)^{-1/2} \exp \left( -\frac{1}{2} \sum_{t=\nu+1}^{T} \frac{r_t^2}{h_t} \right). \tag{2.73}
\]
Maximizing this quantity leads to the quasi-maximum likelihood estimates of the GARCH model with
\[
\hat{\theta}_{\text{MLE}} = \arg \min_{\theta} \sum_{t=\nu+1}^{T} \left( \frac{r_t^2}{\tilde{h}_t} + \log \tilde{h}_t \right),
\]
where \( \tilde{h}_t \) is an \( r_1, \ldots, r_t \) based approximation of \( h_t \) defined in Peng and Yao (2003). Peng and Yao reparameterize the returns so that the squared returns now have a median equal to 1 instead of the variance of the returns equaling 1. They also adjusted the structure of the returns from \( r_t = \sqrt{h_t} \epsilon_t \) to
\[
\log(r_t^2) = \log(h_t) + \log(\epsilon_t^2). \tag{2.74}
\]
This leads to the creation of their quasi-maximum likelihood based least absolute deviations estimator
\[
\hat{\theta}_{\text{PY}} = \arg \min_{\theta} \sum_{t=\nu+1}^{T} \left| \log(r_t^2) - \log(\tilde{h}_t) \right|, \tag{2.75}
\]
since \( \text{median} (\log(\epsilon_t^2)) = 0 \). They show that this estimator is both unbiased and asymptotically normal under certain conditions. Their estimation technique out-performs the maximum likelihood estimates when the normality assumption is broken, but performs worse than the MLE under normality with no outliers.

Muler and Yohai (2002) adapt the robust \( \tau \)-estimates of Yohai and Zamar (1988) mentioned in Section 2.2.1 to the ARCH model. Muler and Yohai consider only a model that corrects isolated additive outliers in the data. The robust scale approach of \( \tau \)-estimates obtains both high breakdown point and high efficiency under a normality assumption. Muler and Yohai reparameterize the traditional ARCH model
\[
h_t = \alpha_0 + \sum_{i=1}^{p} \alpha_i \delta_{t-i}^2,
\]
by defining \( \eta = \sum_{i=0}^{p} \alpha_i \) and \( \delta_i = \alpha_i / \eta \) with \( \delta_0 = 1 - \sum_{i=1}^{p} \delta_i \). Obtain the maximum likelihood estimates of \( \delta_1, \ldots, \delta_p \) by solving
\[
\arg \min \left[ \log \left( \frac{1}{n-p} \sum_{t=p+1}^{n} \delta_{0} + \sum_{i=1}^{p} \delta_i \delta_{t-i}^2 \right) + \frac{1}{n-p} \sum_{t=p+1}^{n} \log \left( \delta_{0} + \sum_{i=1}^{p} \delta_i \delta_{t-i}^2 \right) \right],
\]
as shown in detail in Muler and Yohai (2002). Calculate the estimates of \( \alpha_0, \ldots, \alpha_p \) from the estimates.
of $\delta_0, \ldots, \delta_p$.

Muler and Yohai use the same $\tau$-estimate approach of Yohai and Zamar (1988) where they define the scale estimate $s$ as the solution to

$$\frac{1}{n} \sum_{i=1}^{n} \rho \left( \frac{\xi_i}{s} \right) = E\phi(\rho(\xi_i)), \quad \phi \sim N(0, 1).$$

Define the $\tau$-estimate

$$\tau_n(\xi) = s_n \left( \frac{1}{n} \sum_{i=1}^{n} \rho \left( \frac{\xi_i}{s_n(\xi)} \right) \right)^{1/2},$$

(2.76)

where $s_n$ is the scale estimate previously described, and $\xi = (\xi_1, \ldots, \xi_n)$. Robust estimates of the parameters $\delta_0, \ldots, \delta_p$ are obtained by replacing

$$\frac{1}{n-p} \sum_{t=p+1}^{n} \frac{r_t^2}{\delta_0 + \sum_{i=1}^{p} \delta_i r_{t-i}^2}$$

in the above likelihood equation with

$$\tau_n^2 \left( \frac{r_{p+1}}{\delta_0 + \sum_{i=1}^{p} \delta_i r_{p+1-i}^2} \right)^{1/2}, \ldots, \left( \frac{r_n}{\delta_0 + \sum_{i=1}^{p} \delta_i r_{n-i}^2} \right)^{1/2}.$$
modeling the log of the squared returns, similar to Peng and Yao (2003). Muler and Yohai generalize the minimizing equation 2.75 of Peng and Yao to an M-estimation structure of

\[ M_T = \frac{1}{T - p} \sum_{t=p+1}^{T} \rho(\log(r_t^2) - \log(h_t)). \]  

(2.77)

Minimizing this quantity leads to the M-estimates, \( \hat{\gamma}_1 \) for the GARCH model where \( \gamma \) is a vector of the parameters \( (\alpha_0, \alpha_1, \ldots, \alpha_p, \beta_1, \ldots, \beta_q)^T \). When the function \( \rho \) is unbounded, but the derivative of \( \rho \) is bounded, the estimates are robust in the presence of a heavy tailed residual distribution, but still affected by outliers. When both the function \( \rho \) and its derivative are bounded, the estimates are robust to any form of outlier.

However, even when both \( \rho \) and its derivative are bounded, outliers may still affect the quasi-maximum likelihood estimation, because outliers at time \( t \) may affect estimates of the conditional variance at time \( t + i \) with \( i > 0 \). Muler and Yohai correct this problem with the use of robust filtering similar to their approach in Muler and Yohai (2002). Muler and Yohai replace \( h_t \) in the calculation of \( M_T \) with a filtered version defined by

\[ h_t^* = \alpha_0 + \sum_{i=1}^{p} \alpha_i h_{t-i}^* g_k \left( \frac{r_{t-i}^2}{h_{t-i}^*} \right) + \sum_{i=1}^{q} \beta_i h_{t-i}^*, \]

where the function \( g_k \) is defined

\[ g_k(u) = \begin{cases} 
  u & \text{if } u \leq k, \\
  k & \text{if } u > k.
\end{cases} \]

Minimizing the new filtered \( M_T^* \) leads to the robust estimate \( \hat{\gamma}_2 \). The final BM-estimate of Muler and Yohai combines \( \hat{\gamma}_1 \) and \( \hat{\gamma}_2 \) as

\[ \hat{\gamma}^B_T = \begin{cases} 
  \hat{\gamma}_{1,T} & \text{if } M_T(\hat{\gamma}_{1,T}) \leq M_T^*(\hat{\gamma}_{2,T}), \\
  \hat{\gamma}_{2,T} & \text{if } M_T(\hat{\gamma}_{1,T}) > M_T^*(\hat{\gamma}_{2,T}).
\end{cases} \]

Muler and Yohai (2008) prove this estimator is highly efficient and asymptotically normal. They also compare their estimator to Peng and Yao’s estimator, the traditional QMLE, and the maximum likelihood estimator with a \( t \)-distribution with 3 degrees of freedom. Their model outperforms each of these estimates with regards to MSE.

Boudt and Croux (2009) use Muler and Yohai’s filter structure with quasi-maximum likelihoods in their recent approach to creating a robust multivariate GARCH model. They use the multivariate structure mentioned in equation 2.11 where

\[ r_t = H_t^{1/2} \epsilon_t, \]
with \( \text{Var}(\varepsilon_t) = I_k \). Under this specification, the quasi-maximum likelihood estimator of the parameter vector \( \theta \) is defined as

\[
\hat{\theta}_{\text{QMLE}} = \arg\max_{\theta} \frac{1}{T} \sum_{t=1}^{T} \left( -\log|H_t| + 2 \log g(r_t' H_t^{-1} r_t) \right),
\]

(2.78)

where \( g(\cdot) \) is an assumed density function. This quasi-maximum likelihood function generalizes to the broader class of M-estimators defined as

\[
M = \frac{1}{T} \sum_{t=1}^{T} \left( \log|H_t| + \sigma \rho(r_t' H_t^{-1} r_t) \right),
\]

(2.79)

where the function \( M \) is minimized, with the continuous, positive and nondecreasing scalar loss function \( \rho(\cdot) \).

Boudt and Croux combine two approaches to make a more outlier robust estimation method for a multivariate GARCH model. The first approach is to use a loss function \( \rho(\cdot) \) that downweights the observations with large Mahalanobis Distances where \( MD = r_t' H_t^{-1} r_t \). The \( t \)-distribution leads to a value of \( \rho'(z) = \frac{N-\nu}{\nu-2+z} \), which approaches zero as the value of \( z \) approaches infinity. Boudt and Croux use a \( t \)-distribution with four degrees of freedom in their research.

The second approach of Boudt and Croux bounds the effect of outliers at a point \( t \) on the volatility at point \( t+i \) with \( i > 0 \). They use a similar filtering approach as Muler and Yohai (2002) and Muler and Yohai (2008). They replace the matrix \( H_t \) with a filtered version calculated as

\[
\tilde{H}_t = H_t(\tilde{r}_1, \ldots, \tilde{r}_{t-1}), \quad \tilde{r}_t = r_t \sqrt{w(r_t' \tilde{H}_t^{-1} r_t)},
\]

(2.80)

where \( w(\cdot) \) is a weight function that bounds the effect of \( r_t \) on \( \tilde{H}_t \). Boudt and Croux combine these two methods and the weight function

\[
w(z) = \begin{cases} 
1 & \text{if } z \leq c_1 \\
1 - (1 - c_1/z)^3 & \text{if } c_1 < z \leq c_2 \\
(c_2/z)(1 - (1 - c_1/c_2)^3) & \text{else.}
\end{cases}
\]

in creating a robust BEKK model, where the BEKK model is defined in equation 2.13. They conclude that their robust model – called BIP-BEKK – produces parameter estimates relatively close in efficiency to the QMLE in the presence of no outliers. The BIP-BEKK has better efficiency in the presence of outliers. However, they conclude this is due more to the \( t \)-distribution assumption than the filtering approach because a \( t \)-distributed BEKK without the filtered approach produces similar results.
2.4 Symmetry of Elliptical Distributions

Various issues arise in statistics where observations exist in more than one dimension. Financial data provides opportunities to examine volatilities of assets in multiple dimensions. With univariate data, the normal distribution along with certain other distributions can be generalized to a symmetric location distribution to provide for flexibility in data modeling. In the multivariate setting, the multivariate normal distribution may be generalized to a symmetrical elliptical distribution for the same flexibility. Beran (1979) mentions that observations with this distribution have the following density:

\[ |\Sigma|^{-1} h(\Sigma^{-1/2}(x - \mu)) \]  

where \( \mu \) is a \( p \times 1 \) vector, \( \Sigma \) is a \( p \times p \) nonsingular matrix, and the function \( h(\cdot) \) is a spherical symmetric density on the space \( \mathbb{R}^p \) centered at the origin. A vector \( x \) has a spherically symmetric distribution if for every orthogonal matrix \( O \), \( Ox \) has the same distribution as \( x \).

Since elliptical distributions have desirable properties for estimation, a test of elliptical symmetry is valuable. Beran proposes a test of elliptical symmetry for \( p \)-dimensional data. Define the sample of \( p \)-dimensional vectors \( x_1, \ldots, x_n \) from the space \( \mathbb{R}^p \). Under the hypothesis of elliptical symmetry, each observation \( x_i \) has the density in the form of equation 2.81. He defined \( R_i(\hat{\mu}, \hat{\Sigma}) \) as the ranks of 

\[ \frac{|\hat{\Sigma}^{-1/2}(x_i - \hat{\mu})|}{n + 1}, \]

where \( \hat{\mu} \) and \( \hat{\Sigma} \) are estimates of the parameters \( \mu \) and \( \Sigma \) respectively, such as maximum likelihood estimates. Transform the estimated direction vector 

\[ \frac{\Sigma^{-1/2}(x_i - \hat{\mu})}{|\Sigma^{-1/2}(x_i - \hat{\mu})|}, \]

into the polar coordinate representation \( \Theta_i(\hat{\mu}, \hat{\Sigma}) \). Use these two quantities to calculate the test statistic

\[ S(\hat{\mu}, \hat{\Sigma}) = \sum_{k=1}^{K} \sum_{m=1}^{M} \left( \frac{1}{\sqrt{n}} \sum_{i=1}^{n} a_k(R_k)b_m(\Theta_i) \right)^2, \]

where \( a_k \) and \( b_m \) are families of orthonormal functions with respect to the Lebesgue measure on the unit interval and the uniform measure on \([0, \pi]^{p-2} \times [0, 2\pi]\) respectively. Beran mentions that large values of this test statistic imply that the data are not from an elliptical distribution. The statistic \( S \) follows an asymptotically normal distribution if the true parameters \( \mu \) and \( \Sigma \) are known.

Li et al. (1997) develop a visual test for elliptical symmetry of multivariate distributions instead. They adapt the popular Q-Q plot technique to test for elliptical and spherical symmetry. A \( p \)-dimensional random vector \( x_i \) is a symmetric elliptical distribution with parameters \( \mu \) and \( \Sigma \) if its
characteristic function \( \psi(t) \) has the structure

\[
\psi(t) = e^{i t^\top \mu} \phi(t^\top \Sigma t),
\]

for a scalar function \( \phi(\cdot) \). This form represents a symmetric spherical distribution if \( \mu = (0) \) and \( \Sigma = I_p \).

They first develop a test of spherical symmetry called the \( t \)-plot. They calculate

\[
t(x) = \frac{\sqrt{p} \bar{X}}{s}, \tag{2.83}
\]

where \( x = (X_1, \ldots, X_p) \), \( \bar{X} = \frac{1}{p} \sum_{j=1}^{p} X_j \), and \( s = \sqrt{\frac{1}{p-1}(\sum_{j=1}^{p} X_j - \bar{X})^2} \). The test statistic \( t(x) \) follows a \( t_{p-1} \) distribution. Therefore, the test statistics

\[
Z_i = t(x_i) = \frac{\sqrt{p} \bar{X}_i}{s_i}, \tag{2.84}
\]

are independent and identically distributed observations according to the \( t_{p-1} \) distribution. Li et al. (1997) tested elliptical symmetry by plotting the order statistics \( Z_{(i)} \) against the quantiles of the \( t_{p-1} \) distribution with the same approach of a Q-Q plot. If the distribution is spherical, the points on the Q-Q plot will be relatively linear across the 45\(^o\) diagonal.

Li et al. (1997) generalize the test of spherical symmetry to test for elliptical symmetry. If \( x \) follows an elliptical distribution instead of a spherical distribution, then they transform the elliptically distributed variable into a spherically symmetric variable by

\[
y = \Sigma^{-1/2}(x - \mu), \tag{2.85}
\]

where \( \mu \) and \( \Sigma \) may be estimated. Once these vectors are spherically symmetric, the same technique mentioned above is applied to the vector \( y \) with the Q-Q plot now testing for elliptical symmetry instead of spherical symmetry.

Another approach to handling observations in more than one dimension uses the surface of a unit sphere as a sample space to describe the directions in space of the observations. A test of uniformity on the unit sphere would test if the directions of the observations are uniformly positioned in space like a spherically symmetric distribution. The theory of spherical inference is an extension to inference of circular data in \( p \) dimensions, according to Mardia and Jupp (2000). Directions in \( p \) dimensions on the unit sphere are represented with unit vectors, \( x \), centered at zero with length one on the \( (p - 1) \) dimensional sphere. Define the sample mean vector in \( \mathbb{R}^p \) as

\[
\bar{x} = \frac{1}{n} \sum_{i=1}^{n} x_i. \tag{2.86}
\]
To express this mean in polar coordinates with direction and distance, define the mean direction of the sample as

$$\bar{x}_0 = ||\bar{x}||^{-1} \bar{x}$$

and the mean resultant length as

$$\bar{R} = ||\bar{x}||$$

Rayleigh develops one of the most basic tests of uniformity on a sphere. This is just a generalization of Rayleigh’s test of uniformity on a circle as defined in Mardia and Jupp (2000). Rayleigh assumes it is reasonable to reject uniformity on a sphere when the vector sample mean $\bar{x}$ is far from the vector $0$ because when $x$ follows the uniform distribution, $E[x] = 0$. When $\bar{x}$ is far from the vector $0$, the mean resultant length $\bar{R}$ is large. Therefore, the test statistic for the Rayleigh test of uniformity is

$$S = pn\bar{R}^2,$$  \hspace{1cm}(2.87)

which under the null hypothesis of uniformity has the following asymptotic distribution:

$$pn\bar{R}^2 \sim \chi^2_p.$$  \hspace{1cm}(2.88)

Jupp later modifies Rayleigh’s test of uniformity to reduce the error in the approximation from $O(n^{-1/2})$ to $O(n^{-1})$. The modified Rayleigh statistic $S^*$ is given by

$$S^* = \left(1 - \frac{1}{2n}\right)S + \frac{1}{2n(p+2)}S^2,$$  \hspace{1cm}(2.89)

which still has a $\chi^2_p$ distribution in the limit. However, the obvious problem with Rayleigh’s test is that an alternative distribution with zero mean resultant length that is not uniform leads to low power.

Gine’s $F_n$ test of uniformity in the $p = 3$ dimension is consistent against all alternatives. The $F_n$ test of uniformity rejects uniformity for large values of the following quantity:

$$F_n = \frac{3n}{2} - \frac{4}{n\pi} \sum_{i<j} (\Psi_{ij} + \sin \Psi_{ij}),$$  \hspace{1cm}(2.90)

where $\Psi_{ij} = \cos^{-1}(x_i^T x_j)$. The 10%, 5%, and 1% quantiles for the limiting distribution are 2.355, 2.748, and 3.633 respectively, as listed in Mardia and Jupp (2000).

The $A_n$ statistic for testing uniformity on a circle developed by Ajne (in Mardia and Jupp (2000)) generalizes to the $(p - 1)$ dimensional sphere. The test statistic is

$$A_n = \frac{n}{4} - \frac{1}{n\pi} \sum_{i<j} \Psi_{ij},$$  \hspace{1cm}(2.91)
where $\Psi_{ij}$ is defined above. The 10%, 5%, and 1% quantiles for the limiting distribution are 1.816, 2.207, and 3.090 respectively for the $p = 3$ dimension as listed in Mardia and Jupp (2000).

Pycke (2007) later develops the U-statistic to test uniformity on the sphere. Pycke’s U-statistic is based on geometric means of distances between points on the surface of a sphere. This test is consistent against all alternatives. Pycke focuses on the $p = 3$ dimensional unit sphere. A unit vector $\mathbf{x}$ is characterized by Cartesian coordinates given by $x = \sin \theta$, $y = \sin \theta \cos \phi$, and $z = \cos \theta$, where $\theta$ and $\phi$ correspond to spherical coordinates of colatitude and longitude respectively. Pycke tests the null hypothesis that $\xi_1, \ldots, \xi_n$ are $n$ independent observations from the uniform distribution where $\xi_i$ is a point specified by spherical coordinates:

$$H_0 : f(\xi) = f_0(\xi) \text{ vs. } H_a : f(\xi) \neq f_0(\xi).$$

Pycke uses a similar kernel to the $U_n$ statistic for testing uniformity of a circle by Watson (1961). The kernel is defined

$$\Gamma(\xi_1, \xi_2) = -\frac{1}{4\pi} \log \frac{e}{2} (1 - \mathbf{x}_1 \cdot \mathbf{x}_2). \quad (2.92)$$

Pycke proves that the U-statistic

$$U_{\Gamma,n}(\xi_1, \ldots, \xi_n) = \frac{2}{n-1} \sum_{1 \leq i < j \leq n} \Gamma(\xi_i, \xi_j) \quad (2.93)$$

converges as $n \to \infty$ to a random variable with the distribution

$$\sum_{\ell=1}^{\infty} \frac{C_{\ell}(2\ell + 1)}{\ell(\ell + 1)} \quad (2.94)$$

where $C_{\ell}(k) = \chi^2_{\ell} - \ell$.

Manzotti et al. (2002) develop a test for the symmetry of an elliptical distribution based on points projected on the unit sphere. They transform the vector $\mathbf{x}$ in the same way Li, Fang, and Zhu in equation 2.85 to get spherically symmetric data vectors $\mathbf{y}$. Next, they project these values onto the unit sphere as $w_i = y_i / \|y_i\|$. If the original vector $\mathbf{x}$ is elliptically symmetric, then the $w_i$’s are approximately uniformly distributed on the unit sphere. They test the uniformity on the unit sphere with averaging the spherical harmonics of the transformed data.

A degree $j$ spherical harmonic is a restriction to the unit sphere of a degree $j$ homogeneous polynomial $p(\mathbf{x})$ on the space $\mathbb{R}^p$ such that $\sum_{i=1}^{d} \frac{\partial^2}{\partial x_i^2} (p) \equiv 0$. Denote $\mathcal{S}_j$ as the set of spherical harmonics of degree $j$ and the union from $j$ to $l$ of these sets as $\mathcal{S}_{j,l}$. They fix a positive value $\epsilon$ and let $p_n$ denote the $\epsilon$-quantile for the variables $\|y_1\|, \ldots, \|y_n\|$. Define the function

$$Q(h) = \frac{1}{n} \sum_{i \leq n} h(w_i) I_{\|y_i\| > p_n}.$$
where $h(\cdot)$ is a function defined on the unit sphere. They create the following statistic to test the uniformity on the unit sphere:

$$Z^2 = n \sum_{h \in \mathcal{H}_j} Q^2(h).$$  \hfill (2.95)

The statistic $Z^2$ has a $\chi^2$ limiting distribution of

$$Z^2 \sim (1 - \epsilon) \chi^2_j,$$

regardless of the underlying distribution. The details of this calculation are left for Manzotti et al. (2002). They mention that the test does not test against all possible alternatives to elliptical symmetry because they do not consider spherical harmonics of degree smaller than three. However, they assert that the test detects most nonsymmetrical elliptical distributions.
As shown in Section 1.2, a few anomalous observations in the data affect the accuracy of estimation of the DCC-GARCH model of Engle (1982). The autoregressive (AR) structure, maximum likelihood estimation method, and conditional correlation structure of the DCC-GARCH model makes the parameter estimation inherently susceptible to the effects of outliers in the data. This is due to observations having a limitless effect on the likelihood function of the DCC-GARCH model. A single observation outside the pattern of the data greatly affects the estimates of both the univariate GARCH parameters and the parameters in the correlation structure. This chapter uses simulations to demonstrate the effects of outliers in the current DCC-GARCH and proposes a new robust estimation method of the DCC-GARCH.

### 3.1 Outlier in General DCC-GARCH

To show the effects of outliers in the DCC-GARCH model, five different types of data generating processes are analyzed using the DCC-GARCH model. An innovation outlier approach is considered instead of an additive outlier approach. Good initial tests of the robust estimation of the DCC-GARCH model would include a model without outliers, models with different levels of random outliers, and distributions that simply have heavy-tails. Return data are generated using an underlying multivariate normal distribution as defined by the DCC-GARCH in equation 1.11, a contaminated normal distribution with 5% contamination, a contaminated normal distribution with 25% contamination, a multivariate standardized student $t$-distribution with 6 degrees of freedom, and a multivariate standardized student $t$-distribution with 3 degrees of freedom. The contaminated normal distributions
are defined with the following mixture of multivariate distributions

$$\varepsilon_t \equiv (1 - \eta)\varepsilon_{1,t} + \eta\varepsilon_{2,t}, \quad \varepsilon_{1,t} \sim \mathcal{N}(0, 1), \quad \varepsilon_{2,t} \sim \mathcal{N}(0, \sigma_{\varepsilon_{2,t}}^2),$$

(3.1)

where $\eta$ is a Bernoulli random variable with a probability equal to the percentage of contamination and $\sigma_{\varepsilon_{2,t}}^2 >> 1$. The simulation studies use $\sigma_{\varepsilon_{2,t}}^2 = 9$ to make the standard deviation three times larger. These contaminated normal distributions are standardized to have a variance equal to 1. These situations will test the effectiveness of the robust estimation method when no outliers are present, random outliers appear in normal data, and there exists an underlying distribution with heavier tails than the normal distribution. These $t$-distribution situations are relevant for testing the robustness of the proposed method when outliers are so prevalent in the data that the data no longer belongs to a normal distribution.

A data set with three assets has volatility parameters defined by a GARCH(1,1) as

$$a_0 = \begin{pmatrix} 0.12 \\ 0.60 \\ 0.32 \end{pmatrix}, \quad a_1 = \begin{pmatrix} 0.23 \\ 0.10 \\ 0.15 \end{pmatrix}, \quad b_1 = \begin{pmatrix} 0.59 \\ 0.82 \\ 0.74 \end{pmatrix},$$

(3.2)

and correlation parameters as

$$\alpha = 0.24, \quad \beta = 0.70,$$

(3.3)

is generated from each of the above mentioned five distributions for over 500 time periods to create five sets of generated daily returns.

Two initial unconditional correlation matrices, $R_0$, are used for each distribution. The first initial correlation matrix is

$$\begin{pmatrix} 1 & 0.85 & 0.85 \\ 0.85 & 1 & 0.85 \\ 0.85 & 0.85 & 1 \end{pmatrix},$$

(3.4)

which describes a set of assets where all assets are closely related to each other. This set of assets is selected because possible outliers in each asset may impact all of the assets in the set. The second initial correlation matrix represents a more diversified set of assets with one of the three assets less correlated to the other two as follows:

$$\begin{pmatrix} 1 & 0.85 & 0.10 \\ 0.85 & 1 & 0.10 \\ 0.10 & 0.10 & 1 \end{pmatrix}. $$

(3.5)

This set is considered to determine if diversifying a set of assets leads to better volatility and correlation.
A Monte Carlo simulation study with 250 repetitions and 500 time points is computed for each distribution. The first initial unconditional correlation matrix in equation 3.4 is estimated with sample correlations for each distribution. Table 3.1 shows the estimates for the unconditional correlations in the first set of assets with standard errors in parentheses. For the volatility parameters $a_0$, $a_1$, and $b_1$, the average Monte Carlo mean squared errors (MSE) of the estimates across the three assets is calculated with the average standard error of the MSE values in parentheses. For the correlation parameters $\alpha$ and $\beta$, the estimates’ MSE values are shown with the standard error of the estimated MSE values in parentheses. The results from the correlation matrix defined in equation 3.4 are shown in Table 3.2. Appendix A contains the full detailed results for each asset and its respective parameters.

The estimates of the unconditional correlations barely change between the underlying distributions in the DCC-GARCH simulations. All of the estimates are within two standard deviations of each other. Heavy tailed distributions or outlier contaminated distributions do not appear to unduly affect the sample correlation matrix in the DCC-GARCH returns when all assets are highly correlated.

Using an underlying multivariate standardized student $t$-distribution with 6 degrees of freedom instead of an underlying multivariate normal distribution begins to affect the accuracy of the maximum likelihood estimation in the DCC-GARCH. First, the volatility parameters are examined. The estimate of the intercept parameter $a_0$ in an underlying $t_6$-distribution is comparable with the underlying normal distribution with its average MSE value slightly under two standard errors apart. However, both the estimates of the $a_1$ and $b_1$ parameters with a $t_6$-distribution have an average MSE over twice that of their respective counterparts in the normal distribution. The correlation parameter $\alpha$ has an estimate with an MSE value almost twice as large in the $t_6$-distribution compared to the normal distribution. The correlation estimate of $\beta$ is over ten times larger than the Normal distribution’s MSE for $\beta$.

The results of the multivariate standardized student $t$-distribution with 3 degrees of freedom compared to the Normal distribution are predictably more extreme than the previous $t_6$-distribution results. The estimate of the volatility intercept parameter $a_0$ has an average MSE six times larger than the respective MSE value in the $t_6$-distribution and eight times larger than its respective MSE value.
in the Normal distribution. This is similar to the estimates of the volatility parameters of $a_1$ and $b_1$. Their MSE values are three times larger than the MSE values of the $t_6$-distribution and five times larger than MSE values of the Normal distribution. The estimate of the correlation parameter $\alpha$ has a MSE value 5 times larger than the $t_6$-distribution's respective value and ten times larger than the Normal distribution's respective value. The MSE of the estimated value of $\beta$, which has a larger value for the $t_6$-distribution already, is now over 30 times larger than the respective MSE of the Normal distribution. Both the $t_6$- and the $t_3$-distributions affect the estimation of the parameters in the DCC-GARCH model.

The results with the contaminated Normal distributions are similar to the $t$-distributions in that both the volatility and correlation parameter estimations in the DCC-GARCH is inaccurate. The only difference is the magnitude of the inaccuracy. In the 5% contaminated Normal (CN) distribution, the average MSE values of the volatility parameter estimates are larger than their respective estimates in the Normal distribution. The estimate of $a_0$ actually has an average MSE that is approximately three times larger in the 5% CN distribution compared to the Normal distribution estimate. Both the $a_1$ and $b_1$ parameter estimates average MSE is twice as large as the respective Normal distribution parameter estimate's MSE. The correlation parameters are more extensively affected by the contaminated Normal distribution. The MSE of the estimates of $\alpha$ and $\beta$ are three and fourteen times greater than the Normal distribution's estimates’ MSE values respectively.

The results of the 25% contaminated Normal distribution are even more extreme in the effects of the estimation of the DCC-GARCH parameters. The volatility intercept estimate of $a_0$ has an average MSE value only twice as large as the MSE value of the estimates from the Normal distribution for the same parameter. The average MSE values for the estimates of $a_1$ and $b_1$ are higher than their respective estimates in the 5% CN distribution. Similarly to the 5% CN distribution, the 25% CN distribution has correlation parameter estimates’ MSE values greater than the respective Normal distribution MSE values with the only difference being the magnitude. The MSE values of the estimates of $\alpha$ and $\beta$ are approximately five and seventy times larger than their respective estimates from the Normal distribution.

A Monte Carlo simulation study with 250 repetitions and 500 time points is computed for each distribution for the second initial correlation matrix. The results from the correlation matrix mentioned in equation 3.5 are shown in Table 3.4. The second initial unconditional correlation matrix in equation 3.5 is estimated with sample correlations for each distribution. Table 3.3 shows the estimates for the unconditional correlations in the second set of assets with standard errors in parentheses. Again, the estimates of the unconditional correlations barely change between the underlying distributions in the DCC-GARCH simulations. Heavy tailed distributions or outlier contaminated distributions do not appear to have too much of an effect on the calculation of the sample correlation matrix in the DCC-GARCH returns when the set of assets is more diversified in correlation structure.

Even in a more diversified set of assets, the results are similar for each of the underlying distribu-
Table 3.2: Results with First Initial Correlation Matrix

Average MSE of Parameter Estimates

<table>
<thead>
<tr>
<th>Para.</th>
<th>Normal</th>
<th>$t_6$</th>
<th>$t_3$</th>
<th>CN 5%</th>
<th>CN 25%</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_0$</td>
<td>0.0471</td>
<td>0.0629 (0.0092)</td>
<td>0.3919 (0.0730)</td>
<td>0.1246 (0.0157)</td>
<td>0.0871 (0.0094)</td>
</tr>
<tr>
<td>$a_1$</td>
<td>0.0069</td>
<td>0.0147 (0.0017)</td>
<td>0.0466 (0.0062)</td>
<td>0.0159 (0.0015)</td>
<td>0.0248 (0.0026)</td>
</tr>
<tr>
<td>$b_1$</td>
<td>0.0088</td>
<td>0.0167 (0.0018)</td>
<td>0.0486 (0.0056)</td>
<td>0.0199 (0.0018)</td>
<td>0.0218 (0.0021)</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.0026</td>
<td>0.0043 (0.0003)</td>
<td>0.0225 (0.0009)</td>
<td>0.0084 (0.0004)</td>
<td>0.0101 (0.0003)</td>
</tr>
<tr>
<td>$\beta$</td>
<td>0.0012</td>
<td>0.0124 (0.0011)</td>
<td>0.0318 (0.0016)</td>
<td>0.0169 (0.0006)</td>
<td>0.0201 (0.0005)</td>
</tr>
</tbody>
</table>

Table 3.3: $R_0$ Results with Second Initial Correlation Matrix

Parameter Estimates of Unconditional Correlations

<table>
<thead>
<tr>
<th>Para.</th>
<th>Normal</th>
<th>$t_6$</th>
<th>$t_3$</th>
<th>CN 5%</th>
<th>CN 25%</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho_{1,2}$</td>
<td>0.7952</td>
<td>0.7834 (0.0062)</td>
<td>0.7868 (0.0089)</td>
<td>0.7838 (0.0076)</td>
<td>0.7867 (0.0066)</td>
</tr>
<tr>
<td>$\rho_{1,3}$</td>
<td>0.0920</td>
<td>0.0631 (0.0129)</td>
<td>0.0737 (0.0172)</td>
<td>0.0692 (0.0132)</td>
<td>0.1112 (0.0140)</td>
</tr>
<tr>
<td>$\rho_{2,3}$</td>
<td>0.0860</td>
<td>0.0665 (0.0120)</td>
<td>0.0538 (0.0167)</td>
<td>0.0861 (0.0129)</td>
<td>0.1117 (0.0141)</td>
</tr>
</tbody>
</table>

Much of the same results occurred for this second initial correlation matrix (again Appendix A contains the full detailed estimates). A majority of the average MSE values for the volatility parameter estimates in the second, more diversified set are within one standard error of their respective average MSE values in the first initial correlation structure situation. For the correlation parameters in the second set of assets, all of the $\beta$ estimates’ MSE values are within one standard error of their respective first set’s counterparts. The respective $\alpha$ correlation estimates between the two sets are not equal, but the effects of the heavy tailed $t$-distributions and contaminated Normal distributions still remain in both sets. In both sets of assets, anomalous observations from either heavy tailed distributions or mixed distribution contamination greatly affect the estimation capability of the DCC-GARCH model. The next section introduces a new robust estimation method for the DCC-GARCH to account for these estimation issues.

### 3.2 Robust Estimation of DCC-GARCH

#### 3.2.1 Proposed Robust Method

The proposed robust method for the DCC-GARCH takes the bounded deviance function approach mentioned in Section 2.2.2. This approach will limit the observational effects of unexpectedly large magnitude in the data, but not affect observations that are not unexpectedly large in magnitude. The
DCC-GARCH estimation involves the split estimation of two components of a linear equation, as mentioned in Section 1.1. Since the volatility and correlation components are a linear combination and the $\lambda$-function adjustment is nonlinear, the $\lambda$-function is not applied to each individual component. Instead it is applied to the sum of both components. However, it is shown earlier in Figure 1.1 that the estimation of both components simultaneously leads to unstable likelihood functions.

For this reason, a multiple iteration approach is needed for the estimation of the proposed robust method for the DCC-GARCH. Before the iteration process, estimate the unconditional correlation matrix for an initial value of $R_0$. As previously seen, the sample correlation matrix performs similarly well in any of the tested distributions; so the sample correlation matrix is used.

The first iteration involves estimation of only the volatility parameters by assuming the parameters in the correlation component are constant, using the MLE values

$$
\sum_{t=1}^{T} \lambda \left\{ d(\theta, \phi) \right\} = \sum_{t=1}^{T} \lambda \left\{ -2 \left[ L_V(\theta) + L_C(\hat{\theta}_{MLE}, \hat{\phi}_{MLE}) - L_V + L_C(\hat{\theta}_{MLE}, \hat{\phi}_{MLE}) \right] \right\}.
$$

From this modified deviance function, the robust estimates of the volatility parameters are calculated by

$$
\hat{\theta}_R = \arg \min_{\theta} \sum_{t=1}^{T} \lambda(d(\theta, \phi_{MLE})).
$$

(3.6)

The second iteration involves estimation of only the correlation parameters by assuming the volatility parameters are constant, using the previously calculated robust values:

$$
\sum_{t=1}^{T} \lambda \left\{ d(\theta, \phi) \right\} = \sum_{t=1}^{T} \lambda \left\{ -2 \left[ L_V(\hat{\theta}_R) + L_C(\hat{\theta}_R, \phi) - L_V + L_C(\hat{\theta}_{MLE}, \hat{\phi}_{MLE}) \right] \right\}
$$

### Table 3.4: Results with Second Initial Correlation Matrix

<table>
<thead>
<tr>
<th>Para.</th>
<th>Normal</th>
<th>$t_6$</th>
<th>$t_3$</th>
<th>CN 5%</th>
<th>CN 25%</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_0$</td>
<td>0.0581 (0.0239)</td>
<td>0.0792 (0.0175)</td>
<td>0.2453 (0.0599)</td>
<td>0.1666 (0.0150)</td>
<td>0.0895 (0.0106)</td>
</tr>
<tr>
<td>$a_1$</td>
<td>0.0073 (0.0013)</td>
<td>0.0147 (0.0021)</td>
<td>0.0474 (0.0068)</td>
<td>0.0184 (0.0014)</td>
<td>0.0237 (0.0025)</td>
</tr>
<tr>
<td>$b_1$</td>
<td>0.0092 (0.0015)</td>
<td>0.0154 (0.0021)</td>
<td>0.0469 (0.0057)</td>
<td>0.0218 (0.0015)</td>
<td>0.0225 (0.0023)</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.0041 (0.0002)</td>
<td>0.0035 (0.0004)</td>
<td>0.0213 (0.0008)</td>
<td>0.0067 (0.0003)</td>
<td>0.0081 (0.0002)</td>
</tr>
<tr>
<td>$\beta$</td>
<td>0.0013 (0.0001)</td>
<td>0.0101 (0.0006)</td>
<td>0.0341 (0.0011)</td>
<td>0.0156 (0.0004)</td>
<td>0.0195 (0.0004)</td>
</tr>
</tbody>
</table>
The robust correlation parameters are estimated by

\[ \hat{\phi}_R = \arg \min_{\phi} \sum_{t=1}^T \lambda(d(\hat{\theta}_R, \phi)). \]  

(3.7)

The iteration process does not need to continue past this point because the estimation of the volatility component does not depend on the correlation parameters.

As mentioned in Section 2.2.2, the modified deviance approach is defined for many different \( \lambda \) functions. The \( \lambda \) function selected is the bounded function described by Bianco and Yohai (1996) as:

\[ \lambda_{BY}(t) = \begin{cases} 
\frac{t^2}{2c^2}, & t \leq c \\
\frac{c}{2}, & t > c 
\end{cases} \]

The Bianco and Yohai function is chosen because it has a strict flat bound after the bounding threshold \( c \) is reached by the deviances. Pregibon’s \( \lambda \) function did not have an upper bound on the deviances.

### 3.2.2 Consistency

It is beneficial to study the asymptotic behaviors of the robust estimators defined in equations 3.6 and 3.7 with regards to Fisher-consistency. Bianco and Yohai (1996) adapt the deviance function estimation previously mentioned by Pregibon in equation 2.26 to the minimization of

\[ \sum_{i=1}^n \left\{ \lambda \left[ d(g(x^T \beta); y_i) \right] + C(x^T \beta) \right\}, \]  

(3.8)

where \( C(x^T \beta) \) is a bias correction term to make the estimator conditionally Fisher-consistent. The bias correction function is calculated from the score function of the estimation equation. If the expected value of the score function equals zero under the true value of the parameters, the estimators are conditionally Fisher-consistent. This makes the bias correction term equal to zero.

Due to the complexity of the multivariate deviance estimating equation, the score functions for the robust estimation equations 3.6 and 3.7 are difficult to calculate. Estimating the score functions through simulations eliminates the difficulty of obtaining the true score functions. Finite differences estimate the derivative at a point in a function. After calculating an estimator \( \hat{\beta} \), the deviance equation is evaluated at \( \hat{\beta} + h \) and \( \hat{\beta} - h \). The value of the slope of the chord with \( h \) sufficiently small is an approximation of the derivative of \( \hat{\beta} \). Resampling similar data sets in a bootstrap method for different samples of the same distribution and taking an average value of these slopes approximately estimates the expected score function of the deviance estimation.

Using this estimation technique, the bias correction term may be approximated by a linear function of the parameters with the coefficients equalling the estimated score functions for that
This makes the robust parameter estimates for the volatility parameters the solution to

$$
\hat{\theta}_R = \arg \min_{\theta} \left\{ \sum_{t=1}^{T} \lambda(d(\theta, \hat{\phi}_{MLE})) - \hat{\gamma}^T \theta \right\},
$$

(3.9)

where $\hat{\gamma}_\theta$ is a vector of estimated coefficients from the score estimation process. The robust parameter estimates for the correlation parameters are

$$
\hat{\phi}_R = \min_{\phi} \left\{ \sum_{t=1}^{T} \lambda(d(\hat{\theta}_R, \phi)) - \hat{\gamma}^T \phi \right\},
$$

(3.10)

where $\hat{\gamma}_\phi$ is a vector of estimated coefficients from the score estimation process.

### 3.3 Initial Tests of Robust Method

The previous section introduces the robust estimation for the DCC-GARCH model. As seen in the beginning of this chapter, a multivariate $t$-distribution and contaminated Normal distribution greatly affect the maximum likelihood estimates of the DCC-GARCH. This demonstrates how outliers cause bias and increases in the sampling variance of the values of the estimates. For an initial test, the robust method is tested with the same return data generated to initially test the DCC-GARCH in Section 3.1. The five sets of returns used are generated by a Normal distribution, $t_6$-distribution, $t_3$-distribution, 5% contaminated Normal distribution, and a 25% contaminated Normal distribution. The mean squared error (MSE) of each of the estimates of the parameters is estimated with a Monte Carlo simulation similar to the process of testing the maximum likelihood estimators mentioned in Section 3.1. The value of the constraint for the robust estimation method for the DCC-GARCH in the $\lambda$ function is $c = 80$ to make the highest value of the bounded deviances equal to 40. Testing revealed that the deviances under the Normal distribution have approximately 95% of their values below 40.

A good robust model follows two general principles:

1. Keeps estimates from dramatically changing in the presence of outliers.
2. Does not dramatically change estimates without the presence of outliers.

It is important to remember the second principle, because this principle allows the use of a robust model in analysis when it is unknown whether outliers are present and they might not be easily detected.

The MSE of the parameter estimates is recorded for both the robust estimation method without the bias correction in equations 3.6 and 3.7 and the robust estimation with the bias correction in equations 3.9 and 3.10. Both robust estimation results are recorded to compare the MSE values between the two estimation methods. Although the bias correction term might improve the bias of
Table 3.5: Comparing Two Robust Methods with First Correlation Structure

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Normal</th>
<th>$t_6$</th>
<th>$t_3$</th>
<th>CN 5%</th>
<th>CN 25%</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_0$</td>
<td>0.2213</td>
<td>0.5220</td>
<td>0.7001</td>
<td>0.5125</td>
<td>1.1778</td>
</tr>
<tr>
<td>$a_1$</td>
<td>0.2459</td>
<td>0.5630</td>
<td>0.7231</td>
<td>0.6186</td>
<td>1.1022</td>
</tr>
<tr>
<td>$b_1$</td>
<td>0.2188</td>
<td>0.1948</td>
<td>0.2254</td>
<td>0.1641</td>
<td>0.2683</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.6486</td>
<td>3.8681</td>
<td>5.1612</td>
<td>3.0057</td>
<td>6.8042</td>
</tr>
<tr>
<td>$\beta$</td>
<td>0.0260</td>
<td>0.1588</td>
<td>0.2540</td>
<td>0.1488</td>
<td>0.3659</td>
</tr>
</tbody>
</table>

the parameter estimates, the estimation process may introduce unneeded variation and lead to a worse MSE in comparison. The average MSE Ratio between the two robust estimates for each of the parameters is shown in Tables 3.5 and 3.6 for both of the initial correlation structures mentioned in equations 3.4 and 3.5 respectively.

The first set’s initial correlation structure is not diversified in the sense that the three assets are all highly correlated with each other. The bias correction negatively affects the estimation more than it helps the estimation for all of the volatility parameters across all distributions tested except for the 25% contaminated Normal distribution. Upon closer inspection though, only four of the nine volatility parameter estimates have a lower MSE for the bias correction estimation in the 25% contaminated Normal distribution. Three of these four estimates are the intercept parameter estimates. Although the parameter estimates might be less biased with the correction term, the variability introduced to the estimation out-weighs the benefit of the correction of bias. The $\alpha$ correlation parameter estimate has a lower MSE with the correction bias compared to without bias correction for every distribution except the Normal distribution. However, as fully detailed in the results below, the MLE technique outperforms both robust estimation techniques with regards to the MSE of the $\alpha$ estimate in half of the distributions. The other correlation parameter $\beta$ is similar to the volatility parameters in that the bias correction hinders the estimation more than it helps for any distribution.

The second set’s initial correlation structure is more diversified in the sense that only two of the assets in the set are highly correlated, while the third asset is not strongly correlated with either of the previous two. The bias correction affects the estimation more than it helps the estimation for all of the volatility parameters across all tested distributions. None of the average MSE values in the bias-corrected robust estimation method for the DCC-GARCH are larger than in the robust method without the bias correction. Unlike the previous analysis with the first initial correlation structure, the correlation parameter $\alpha$ estimation has higher MSE with the correction bias compared to without bias correction for every distribution. The other correlation parameter $\beta$ is similar to the volatility parameters in that the bias correction negatively affects the estimation more than it helps for any distribution.
Table 3.6: Comparing Two Robust Methods with Second Correlation Structure

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Normal</th>
<th>$t_6$</th>
<th>$t_3$</th>
<th>CN 5%</th>
<th>CN 25%</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_0$</td>
<td>0.1489</td>
<td>0.2222</td>
<td>0.4592</td>
<td>0.2481</td>
<td>0.3394</td>
</tr>
<tr>
<td>$a_1$</td>
<td>0.4504</td>
<td>0.3174</td>
<td>0.5699</td>
<td>0.4006</td>
<td>0.5217</td>
</tr>
<tr>
<td>$b_2$</td>
<td>0.1883</td>
<td>0.1924</td>
<td>0.2804</td>
<td>0.2118</td>
<td>0.4923</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.6929</td>
<td>0.5262</td>
<td>0.2686</td>
<td>0.8127</td>
<td>0.1439</td>
</tr>
<tr>
<td>$\beta$</td>
<td>0.3593</td>
<td>0.0119</td>
<td>0.0104</td>
<td>0.0299</td>
<td>0.0044</td>
</tr>
</tbody>
</table>

distribution. This analysis implies that a more diversified set of assets is better estimated without the bias correction term for nearly every situation and parameter. Perhaps the diversified structure of the returns makes the robust version of the DCC-GARCH less biased in its estimation of both the volatility and correlation parameters in the model.

Table 3.7 summarizes the results of analyzing each distribution with the robust estimation for the DCC-GARCH without the bias correction term. The average parameter estimate MSE over all of the assets is displayed for the set of assets with the first correlation structure. Complete details of all the estimates for each individual asset in the set is located in the Appendix in Tables A.1, A.2, and A.3.

When the model has an underlying Normal distribution, the robust method is outperformed by the maximum likelihood estimation of the traditional DCC-GARCH model. Most of the volatility parameters are better estimated with the DCC-GARCH maximum likelihood method. The volatility intercept parameter $a_0$ in the robust method has an estimate with an MSE value double that of the DCC-GARCH model in each of the three assets. The MSE of the estimate of the volatility parameter $a_1$ has the reverse results when averaged across the three assets. The robust estimation of the DCC-GARCH provides an MSE that is under half the value of the MLE’s MSE. While the robust method of the DCC-GARCH $a_1$ estimate MSE is lower for all three assets, the first asset’s estimate has a robust MSE that is under 30% of the traditional model estimate’s MSE, where the other two assets’ estimates have a robust MSE that is approximately 75% of the MLE’s MSE. The volatility parameter $b_1$ is similar to $a_0$. On average and individually, the robust estimates’ MSE is over twice the value of the maximum likelihood value estimates’ MSE. The comparison of the correlation parameter estimation is not even close. For both the estimates of $\alpha$ and $\beta$, the robust method MSE is almost four times larger than the MSE from the traditional DCC-GARCH method. When no outliers are present in the model, maximum likelihood is the best estimation method, as expected.

When the underlying distribution of the returns follows a heavier tailed distribution than the Normal distribution, the results for the robust method improve in comparison to the traditional DCC-GARCH. When the underlying model follows a $t_6$-distribution, the estimation of the volatility
parameters improves on average. The average robust model has MSE values for estimates of both the volatility parameters \(a_0\) and \(a_1\) that are approximately equal to the maximum likelihood estimation's MSE values. The estimates are within one to two standard errors of each other. However, upon closer inspection of the individual assets shown in Table A.1, only one estimate from the \(a_0\) parameter and one \(a_1\) parameter estimate have robust model MSE values lower than the traditional MSE values. The other two assets' parameters are not as close in their estimates' MSE comparison as the average MSE value makes it appear. The last volatility parameter \(b_1\) is not as closely estimated with the robust method as the other volatility parameters. The average robust model MSE for the estimates of \(b_1\) is over 1.67 times larger than the MSE from the DCC-GARCH. Unfortunately, the MSE value for the correlation parameter estimates continues the same trend with the underlying \(t_6\)-distribution as the Normal distribution. Neither parameter is estimated as well with the robust estimation method for the DCC-GARCH compared to the traditional DCC-GARCH.

As the tails of the underlying distribution continue to get heavier, the robust method begins to greatly out-perform the traditional DCC-GARCH. When the underlying distribution is a \(t_5\)-distribution, the trend continues to improve for the robust estimation method. On average, each of the volatility parameter estimates from the robust model have a lower MSE than their respective maximum likelihood estimates' MSE values. The intercept parameter \(a_0\) has the most striking improvement with its estimates' average MSE value using the robust method at one sixth the average MSE value using the DCC-GARCH model. The \(a_1\) and \(b_1\) estimates from the robust model have average MSE values at 55% and 80% of their respective MLE's MSE values. However, upon closer inspection of the \(b_1\) parameter estimates for each asset in Table A.1, only two of the three assets' robust estimate's MSE values out-perform the MSE values using maximum likelihood estimation. Although the estimates of the correlation parameters have better MSE ratios than the Normal distribution or \(t_6\)-distribution, the maximum likelihood estimation still out-performs the robust estimation. This distribution is the only distribution in which the bias correction robust estimation MSE of the \(\alpha\) parameter out-performs the MLE value of the MSE. As the tails of the underlying distribution get heavier, the robust estimation method for the DCC-GARCH begins to out-perform the traditional DCC-GARCH in the estimation of the volatility parameters in the model. However, the correlation parameters' maximum likelihood estimates are still the most accurate in comparison to the robust estimation method.

Similar to heavy tailed distributions, as distributions become contaminated with outliers in a mixed distribution sense, the robust method performs better than the DCC-GARCH. With a 5% contaminated Normal distribution with a contaminated standard deviation three times larger than the uncontaminated portion, the volatility parameter estimation with the robust method is a slight improvement over the traditional DCC-GARCH. On average and individually, the assets' estimate of the intercept volatility parameter \(a_0\) and parameter \(a_1\) have a robust model MSE value lower than the maximum likelihood estimation's MSE value. However, one of the three assets' estimates of \(a_0\) has a MSE value within one standard error of each other and can be seen as comparable. None of the assets'
estimates have a better robust model MSE value for the $b_1$ parameter. The trend of poor correlation parameter estimation with the robust method compared to the DCC-GARCH continues for the 5% contaminated normal distribution with robust model MSE values approximately four times larger for both the estimates of $\alpha$ and $\beta$ parameters.

As the contamination increased to 25%, the effectiveness of the robust estimation method for the DCC-GARCH decreases. The only significant benefit of the robust method in the 25% contaminated Normal distribution is the estimation of the volatility parameter $a_0$. The average MSE from the robust model's estimates are smaller than the MSE value under maximum likelihood estimation. The estimates of five of the six remaining volatility parameters have a significantly higher average MSE value with the robust method compared to the DCC-GARCH. A possible explanation of this is the volatility parameters $a_1$ and $b_1$ are bounded by the constraint that $a_1 + b_1 < 1$. This extreme outlier model might push the estimation of the parameters to the edge of the parameter space. Even though the estimates are more biased, the variability in these estimates is small enough to make the MSE value low. Similar to all the previous distributions, the correlation parameter estimation of $\alpha$ and $\beta$ is more efficient with maximum likelihood estimation compared to the robust estimation.

The robust estimation method for the DCC-GARCH did not perform as well in the outlier contaminated distributions as compared to the heavy tailed distributions using the first set of assets. The robust estimation of the model does a reasonable job at correcting the estimation concerns with the volatility modeling in these predetermined distributional cases. The estimation of the correlation parameters never improves with the robust model compared to the traditional DCC-GARCH. It appears that the robust method does not accurately estimate the correlation structure when the assets in the set are highly correlated. The next part of the simulation study will determine if a more diversified set of assets helps in the robust method parameter estimation.
Table 3.7: Results Across Generating Processes with First Set

**Average MSE for Parameter Estimates**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Normal</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MLE</td>
<td>Robust</td>
<td>MLE</td>
<td>Robust</td>
<td>MLE</td>
<td>Robust</td>
</tr>
<tr>
<td>$a_0$</td>
<td>0.0471 (0.0061)</td>
<td>0.0869 (0.0094)</td>
<td>0.0629 (0.0092)</td>
<td>0.0750 (0.0065)</td>
<td>0.3919 (0.0730)</td>
<td>0.0664 (0.0032)</td>
</tr>
<tr>
<td>$a_1$</td>
<td>0.0069 (0.0008)</td>
<td>0.0030 (0.0002)</td>
<td>0.0147 (0.0017)</td>
<td>0.0144 (0.0008)</td>
<td>0.0466 (0.0062)</td>
<td>0.0262 (0.0020)</td>
</tr>
<tr>
<td>$b_1$</td>
<td>0.0088 (0.0009)</td>
<td>0.0199 (0.0020)</td>
<td>0.0167 (0.0018)</td>
<td>0.0279 (0.0032)</td>
<td>0.0486 (0.0056)</td>
<td>0.0410 (0.0044)</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.0026 (0.0002)</td>
<td>0.0095 (0.0002)</td>
<td>0.0043 (0.0003)</td>
<td>0.0348 (0.0008)</td>
<td>0.0225 (0.0009)</td>
<td>0.0345 (0.0007)</td>
</tr>
<tr>
<td>$\beta$</td>
<td>0.0012 (0.0001)</td>
<td>0.0047 (0.0003)</td>
<td>0.0124 (0.0011)</td>
<td>0.0717 (0.0040)</td>
<td>0.0318 (0.0016)</td>
<td>0.1234 (0.0063)</td>
</tr>
</tbody>
</table>

**Average MSE for Parameter Estimates**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>CN 5%</th>
<th></th>
<th>CN 25%</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MLE</td>
<td>Robust</td>
<td>MLE</td>
<td>Robust</td>
</tr>
<tr>
<td>$a_0$</td>
<td>0.1246 (0.0133)</td>
<td>0.0703 (0.0045)</td>
<td>0.0871 (0.0084)</td>
<td>0.0836 (0.0027)</td>
</tr>
<tr>
<td>$a_1$</td>
<td>0.0159 (0.0012)</td>
<td>0.0141 (0.0004)</td>
<td>0.0248 (0.0023)</td>
<td>0.0440 (0.0031)</td>
</tr>
<tr>
<td>$b_1$</td>
<td>0.0199 (0.0015)</td>
<td>0.0260 (0.0024)</td>
<td>0.0218 (0.0019)</td>
<td>0.0430 (0.0038)</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.0084 (0.0003)</td>
<td>0.0363 (0.0006)</td>
<td>0.0101 (0.0002)</td>
<td>0.0418 (0.0007)</td>
</tr>
<tr>
<td>$\beta$</td>
<td>0.0169 (0.0005)</td>
<td>0.0729 (0.0036)</td>
<td>0.0201 (0.0005)</td>
<td>0.1771 (0.0069)</td>
</tr>
</tbody>
</table>
The second set of assets, which has the initial correlation matrix defined in equation 3.5, is a more diversified set. In this set, only two of the assets are highly correlated, with one asset only slightly correlated to the other two. Table 3.8 summarizes the results of analyzing each distribution with the robust estimation method for the DCC-GARCH without the bias correction term, which hampers the estimation more than it benefits it. The average MSE over all of the assets in each parameter is displayed for the set of assets with the second correlation structure defined in equation 3.5. Complete details of all the estimates for each individual asset in the set is located in the Appendix in Tables A.4, A.5, and A.6.

When the model has an underlying Normal distribution, the effectiveness of the robust estimation of the DCC-GARCH with the diversified set of assets is similar to the results with the previous set, which lacked diversification. The average MSE value with the robust method for the estimate of the volatility intercept parameter \( a_0 \) is comparable to the MSE value with the DCC-GARCH with the estimates being within one standard error of each other. However, the remaining volatility parameters are not as accurately estimated. The average robust method estimates have a higher MSE for both the remaining volatility parameters \( a_1 \) and \( b_1 \). This is true not just on average, but each asset in the set has this same quality with regards to the parameter estimation of \( a_1 \) and \( b_1 \). The same trend of a lack of effectiveness in the robust model's ability to estimate the correlation parameters continues here. Both of the robust method's MSE values for the estimates of the parameters \( \alpha \) and \( \beta \) are higher than their respective maximum likelihood estimate MSE values. Despite the change in the initial correlation structure, the estimation of the parameters with an underlying Normal distribution remains relatively weak with the robust method compared to the DCC-GARCH.

Similarly to the previous initial correlation structure, as the tails in the underlying distribution get heavier in nature, the effectiveness of the robust method increases. With an underlying \( t_6 \)-distribution, the effectiveness in estimating the parameters increases with the robust method. As seen in closer detail in Table A.4 in the Appendix, estimates of two of the three assets' volatility intercept parameters have lower MSE values when estimated with the robust estimation of the DCC-GARCH. The estimate of the volatility parameter \( a_1 \) has a lower average robust method MSE value compared to the traditional maximum likelihood MSE value. This also holds true for two of the three assets in the set. However, the robust method is not more effective in estimating the final volatility parameter \( b_1 \) on average. When it comes to the correlation parameters, the trend breaks with the underlying \( t_6 \)-distribution with the more diversified set of assets. Although the correlation parameter \( \alpha \) is still better estimated with the MLE values from the DCC-GARCH model, the \( \beta \) parameter is better estimated from the robust method when comparing MSE values of the estimates. The diversification in the set of assets appears to allow better estimation of the correlation structure with the robust method compared to a set that lacks diversification.

As the tails in the underlying distribution get even heavier with the \( t_3 \)-distribution, the robust estimation method for the DCC-GARCH becomes more effective in estimating the model parameters.
for both the volatility and correlation portions. As seen in further detail in Table A.4, the robust method has a lower MSE for every volatility parameter estimate except for one $b_1$ parameter estimate. The most surprising element of these results is that both the correlation parameters $\alpha$ and $\beta$ are better estimated with the robust estimation method. The diversification of the set seems to allow the robust method to better estimate the correlation structure of the data compared to a set that is not diversified.

The same results appear in underlying distributions with the outlier contamination instead of heavy tails. When the underlying distribution is a 5% contaminated Normal distribution, the robust method still performs extremely well in the estimation of the volatility parameters. With regard to the estimate of the intercept parameter $a_0$, the robust method has a lower MSE value in two of the three assets; this still leads to an average robust method MSE value which is lower when compared to the maximum likelihood MSE value. On average and individually across assets, the pattern of effective estimation of the $a_1$ parameter continues with this underlying distribution. The estimates from the robust method have a lower MSE value for every asset’s estimation of the $a_1$ parameter. Two of the three assets have a lower robust method MSE value for the $b_1$ parameter estimate compared to the DCC-GARCH model estimate’s MSE value. The asset that does not have a lower $b_1$ estimate MSE has an MSE value comparable to the MSE value of the maximum likelihood estimation. Although the estimation of the correlation parameter $\alpha$ returns to being more effective in maximum likelihood estimation, the correlation parameter $\beta$ is still being better estimated with the robust version of the model. Again, the diversification of the set of assets seems to help in the robust model’s estimation of the parameters.

When the underlying distribution of the returns is a 25% contaminated Normal distribution, the robust estimation method for the DCC-GARCH begins to lose its effectiveness in estimating the volatility parameters. This trend continues to be true when the returns are not as diversified as they are with this set of simulations. However, unlike the previous set of simulations, the more diversified set does allow more volatility parameters to be better estimated with the robust method. The average robust method MSE value is lower for both the estimates of the parameters $a_0$ and $a_1$ compared to their respective maximum likelihood MSE values. The $b_1$ parameter however is better estimated with the DCC-GARCH compared to the robust method in every asset. However, both of the correlation parameters are better estimated with the robust method. Even though the effectiveness of the robust method seems to drop slightly in this scenario, it still performs better at estimating the parameters with a more diversified set.

The diversified set of assets is introduced in hopes of lessening the effects of the outliers in the maximum likelihood estimation. Although this did not hold true, the more diversified set did aid in the estimation of the returns with the robust method. In every situation, except for the underlying distribution not having heavy tails or outlier contamination, the robust estimation method effectiveness improved in comparison with the previous set of simulations which has a less diversified
set of assets. It seems that a set of assets should be diversified to not only better protect the holder of the set of assets from risk, but to also help in the estimation of the volatility of that set.

Although the robust method seems less affected by outliers compared to the maximum likelihood estimate in certain situations, real world data may not follow a multivariate $t$-distribution or contaminated Normal distribution. If the distribution of some real world data — such as a set of foreign exchange rates — follows a multivariate $t$-distribution with degrees of freedom in the same range as those used in these tests or a similar contaminated Normal distribution used in these tests, then the effectiveness of the robust estimation of the DCC-GARCH model could be estimated.
Table 3.8: Results Across Generating Processes with Second Set

Average MSE for Parameter Estimates

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Normal</th>
<th>$t_6$</th>
<th>$t_3$</th>
<th>Normal</th>
<th>$t_6$</th>
<th>$t_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MLE</td>
<td>Robust</td>
<td>MLE</td>
<td>Robust</td>
<td>MLE</td>
<td>Robust</td>
</tr>
<tr>
<td>$a_0$</td>
<td>0.0581 (0.0239)</td>
<td>0.0501 (0.0015)</td>
<td>0.0792 (0.0175)</td>
<td>0.0549 (0.0046)</td>
<td>0.2453 (0.0599)</td>
<td>0.0650 (0.0044)</td>
</tr>
<tr>
<td>$a_1$</td>
<td>0.0073 (0.0013)</td>
<td>0.0083 (0.0003)</td>
<td>0.0147 (0.0021)</td>
<td>0.0043 (0.0004)</td>
<td>0.0474 (0.0068)</td>
<td>0.0096 (0.0003)</td>
</tr>
<tr>
<td>$b_1$</td>
<td>0.0092 (0.0015)</td>
<td>0.0204 (0.0009)</td>
<td>0.0154 (0.0021)</td>
<td>0.0198 (0.0020)</td>
<td>0.0469 (0.0057)</td>
<td>0.0378 (0.0030)</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.0041 (0.0002)</td>
<td>0.0172 (0.0002)</td>
<td>0.0035 (0.0004)</td>
<td>0.0089 (0.0003)</td>
<td>0.0213 (0.0008)</td>
<td>0.0051 (0.0002)</td>
</tr>
<tr>
<td>$\beta$</td>
<td>0.0013 (0.0001)</td>
<td>0.0643 (0.0003)</td>
<td>0.0101 (0.0006)</td>
<td>0.0044 (0.0005)</td>
<td>0.0341 (0.0011)</td>
<td>0.0046 (0.0003)</td>
</tr>
</tbody>
</table>

Average MSE for Parameter Estimates

<table>
<thead>
<tr>
<th>Parameter</th>
<th>CN 5%</th>
<th>CN 25%</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MLE</td>
<td>Robust</td>
</tr>
<tr>
<td>$a_0$</td>
<td>0.1666 (0.0150)</td>
<td>0.0496 (0.0030)</td>
</tr>
<tr>
<td>$a_1$</td>
<td>0.0184 (0.0014)</td>
<td>0.0055 (0.0002)</td>
</tr>
<tr>
<td>$b_1$</td>
<td>0.0218 (0.0015)</td>
<td>0.0166 (0.0013)</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.0067 (0.0003)</td>
<td>0.0151 (0.0003)</td>
</tr>
<tr>
<td>$\beta$</td>
<td>0.0156 (0.0004)</td>
<td>0.0126 (0.0007)</td>
</tr>
</tbody>
</table>
In this chapter, we examine the underlying distribution in a set of daily returns for five United States foreign exchange rates. The daily foreign exchange rates studied are the Euro, British Pound, Swiss Franc, Japanese Yen, and Canadian Dollar, from the beginning of the Euro entering the exchange market on January 4, 1999 until October 16, 2009. After removing the mean and variance structure from the set of daily returns of foreign exchange rates, the residuals reveal the remaining aspects of the set’s distribution. By examining the distribution of the squared radii of the multivariate observations, a close approximation to the distribution of the residuals is estimated. Since a multivariate $t$-distribution or contaminated Normal distribution may not represent real world data, the information from the residual distribution allows for a better data generating process to be tested with the robust estimation method for the DCC-GARCH model. If the robust method outperforms the DCC-GARCH in this newly revealed distribution, then the robust method provides a better estimate of the foreign exchange rate data compared to the MLE of the DCC-GARCH.

### 4.1 Multivariate Characterization of Data

The underlying distribution of a set of returns of United States exchange rates comes from the conditional errors of the market data. To get to the conditional errors in the model, the mean, variance, and correlation structures must be removed. Vector autoregressive (VAR) models estimate the mean structure of multivariate data. The general VAR(p) model is

$$r_t = c + A_1 r_{t-1} + \ldots + A_p r_{t-p} + e_t$$

(4.1)
Table 4.1: Exchange Rate Volatility Parameter Estimation

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Euro</th>
<th>Pound</th>
<th>Franc</th>
<th>Yen</th>
<th>Dollar</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_0$</td>
<td>0.29e-4</td>
<td>0.21e-4</td>
<td>0.28e-4</td>
<td>0.30e-4</td>
<td>0.91e-5</td>
</tr>
<tr>
<td>$a_1$</td>
<td>0.183</td>
<td>0.204</td>
<td>0.171</td>
<td>0.146</td>
<td>0.198</td>
</tr>
<tr>
<td>$a_2$</td>
<td>0.127</td>
<td>0.270</td>
<td>0.152</td>
<td>0.127</td>
<td>0.442</td>
</tr>
<tr>
<td>$a_3$</td>
<td>0.181</td>
<td>0.134</td>
<td>0.191</td>
<td>0.373</td>
<td>0.024</td>
</tr>
<tr>
<td>$b_1$</td>
<td>0.170</td>
<td>0.120</td>
<td>0.170</td>
<td>0.121</td>
<td>0.113</td>
</tr>
</tbody>
</table>

where each $r_t$ is a $k \times 1$ vector of daily returns of foreign exchange rates and each $A_i$ is a $k \times k$ matrix of parameters.

The VAR(1) model defined as

$$ r_t = c + A_1 r_{t-1} + e_t $$

is used in estimating the set of returns for the five foreign exchange rates of the United States Dollar with the Euro (EU), British Pound (BP), Swiss Franc (SF), Japanese Yen (JY), and Canadian Dollar (CD). The results for the VAR(1) model are

$$
\begin{bmatrix}
\hat{r}_{EU,t} \\
\hat{r}_{BP,t} \\
\hat{r}_{SF,t} \\
\hat{r}_{JY,t} \\
\hat{r}_{CD,t}
\end{bmatrix} =
\begin{bmatrix}
0.000 \\
0.097 \\
0.143 \\
0.127 \\
0.126
\end{bmatrix} +
\begin{bmatrix}
0.160 & -0.055 & -0.110 & -0.040 & 0.000 \\
0.000 & 0.000 & -0.095 & -0.033 & 0.053 \\
0.143 & 0.000 & -0.123 & 0.000 & 0.000 \\
0.127 & 0.000 & -0.091 & 0.000 & 0.000 \\
0.126 & 0.000 & -0.134 & -0.036 & 0.000
\end{bmatrix} \begin{bmatrix}
r_{EU,t-1} \\
r_{BP,t-1} \\
r_{SF,t-1} \\
r_{JY,t-1} \\
r_{CD,t-1}
\end{bmatrix}.
$$

From this estimate of the vector $\hat{r}_t$, the residuals of the data without the estimated mean structure are calculated by $r_t - \hat{r}_t$. The set of residuals without mean structure alone still has a correlation and variance structure. This correlation and variance structure influences the results of the tests of elliptical symmetry for the set of residuals and must be removed from the data.

A DCC-GARCH(p,q) model described in section 2.1.2 estimates the variance and correlation structure of the set of the five exchange rates. The GARCH(3,1) structure is selected as the best model for the data. The correlation parameters $\alpha$ and $\beta$ are estimated as

$$ \hat{\alpha} = 0.212, \quad \hat{\beta} = 0.776. $$

After estimating the parameters, the estimated covariance matrix $\hat{H}_t$ is calculated for each time point along with the Cholesky factorization of $\hat{H}_t$. The residuals from the above calculations are approximations to the conditional errors in the set of foreign exchange rates. Estimating the density
of these conditional residuals in the set of foreign exchange rates allows for the creation of a data generating process derived from real world data. This better tests the effectiveness of the robust method in comparison with the DCC-GARCH model. If the mean, variance, and correlation structure are completely removed from the foreign exchange rate data, the remaining residuals would resemble spherical symmetry, if originally the residuals are elliptically symmetric. Li et al. (1997) proposes a simple test of spherical symmetry with their Q-Q plot test mentioned in section 2.4. They recommend plotting their ordered test statistic mentioned in equation 2.84 with the quantiles from the $t_4$ distribution. The $t$-distribution has four degrees of freedom because the data are five dimensional.

Figure 4.1 displays the above-mentioned Q-Q plot. The plot is not a straight line and its S-shape suggests that the residuals are not spherically symmetric. This implies that the residuals from our data set do not have the full mean, variance, or correlation structure removed or that the residuals are not originally elliptically symmetric. Trying a different estimation process for the covariance structure is possible, but the DCC-GARCH is designed to achieve the relative accuracy of previous models with faster speed and less computing power. Since the DCC-GARCH is suggested as an improvement to previous models in both time and inference, it seems counter productive to suggest estimating real world data with a different process in order to aid in the evaluation of the robust estimation method for the DCC-GARCH. This discussion may open future research proposals, as suggested in section 5.3.
Even though the residuals are not spherically symmetric, an approximation to a spherically symmetric distribution is estimated from the squared radii of the points from the origin. The five dimensional residual cloud should be centered around the origin after subtracting off the estimate of the mean structure. The radius of each point from the origin is calculated using the Euclidean norm

$$\|\epsilon_t\| = \sqrt{\epsilon_{EU,t}^2 + \epsilon_{BR,t}^2 + \epsilon_{SF,t}^2 + \epsilon_{Y,t}^2 + \epsilon_{CD,t}^2}$$  \hspace{1cm} (4.4)$$

with $\epsilon_t$ is defined as the residual vector at time point $t$. The sample density plots for both the radii and squared radii are displayed in Figure B.1 in the Appendix. The squared radii provide valuable information when estimating the distribution of the residuals. If the residuals are spherically symmetric with a multivariate Normal distribution, the squared radii of the residuals follow a $\chi^2_5$ distribution. The degrees of freedom equals five because the data is five dimensional. If the residuals are spherically symmetrical with a multivariate $t_\nu$-distribution, the squared radii of the multivariate residuals follows an $F_5,\nu$ distribution. The numerator degrees of freedom equals five because the data is five dimensional. The denominator degrees of freedom $\nu$ equals the degrees of freedom of the multivariate $t_\nu$-distribution.

We know from the Q-Q plots developed by the Li et al. (1997) test in Figure 4.1 that the residuals are not spherically symmetric. However, fitting the $\chi^2$ and $F$ distributions to the data set of squared radii and estimating the respective degrees of freedom provides an idea of the closest spherical approximation to the distribution of our residuals. Calculating the maximum likelihood estimate of the degrees of freedom of the $\chi^2$ distribution with the squared radii provides an estimated 1.36 degrees of freedom. Figure 4.2(a) is a Q-Q plot of a $\chi^2_{1.36}$ distribution with the squared radii and reveals that the data do not follow the $\chi^2_{1.36}$ distribution very well.

Calculating the maximum likelihood estimates for both the numerator and denominator degrees of freedom in the likelihood of the $F$ distribution with the squared radii provides an estimated 2.75 numerator degrees of freedom and 3.48 denominator degrees of freedom. Figure 4.2(b) is a Q-Q plot of an $F_{2.75,3.48}$ distribution with the squared radii and reveals that the data follows the $F_{2.75,3.48}$ distribution better than the $\chi^2$ distribution.

One way to compare Q-Q plots is the $R^2$ value of the line through the origin in each of plots. Table 4.2 compares the $R^2$ value of the line through the origin of the $\chi^2_{1.36}$ plot and the $F_{2.75,3.48}$ plot. Since the last two points in each plot appear to fall outside the pattern of the rest of the data, the $R^2$ values are calculated with and without these last two points. The $R^2$ value for the $F_{2.75,3.48}$ distribution is extremely close to one, especially compared to the $\chi^2_{1.36}$ distribution.

Unfortunately, it is harder to estimate the quantiles for contaminated Normal distributions to get Q-Q plots. Optimizing contaminated Normal distribution likelihoods as previously done with the $\chi^2$ and $F$ distributions is also a difficult task. To get around both of these difficulties, squared radii are calculated from a randomly sampled five dimensional multivariate contaminated Normal
Table 4.2: Comparing $R^2$ Values of Q-Q Plots

<table>
<thead>
<tr>
<th>$R^2$ Values</th>
<th>Distribution</th>
<th>With Outliers</th>
<th>Without Outliers</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\chi^2_{1.36}$</td>
<td>0.662</td>
<td>0.773</td>
<td></td>
</tr>
<tr>
<td>$F_{2.75,3.48}$</td>
<td>0.953</td>
<td>0.994</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.3: $R^2$ Combinations for Contaminated Normal Monte Carlo $R^2$ Values of Q-Q plots

<table>
<thead>
<tr>
<th>Contamination Std. Dev. $\sigma$</th>
<th>Contamination Probability $p$</th>
<th>0.05</th>
<th>0.10</th>
<th>0.15</th>
<th>0.20</th>
<th>0.25</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.698 (0.003)</td>
<td>0.711 (0.002)</td>
<td>0.695 (0.002)</td>
<td>0.666 (0.002)</td>
<td>0.648 (0.002)</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.856 (0.002)</td>
<td>0.787 (0.002)</td>
<td>0.746 (0.003)</td>
<td>0.708 (0.003)</td>
<td>0.678 (0.002)</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.857 (0.003)</td>
<td>0.784 (0.003)</td>
<td>0.732 (0.002)</td>
<td>0.705 (0.002)</td>
<td>0.674 (0.002)</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.829 (0.002)</td>
<td>0.772 (0.003)</td>
<td>0.728 (0.002)</td>
<td>0.701 (0.002)</td>
<td>0.666 (0.002)</td>
<td></td>
</tr>
</tbody>
</table>

distribution defined as

$$p \times N_5(\mathbf{0}, \mathbf{I}_5) + (1 - p) \times \sigma \times N_5(\mathbf{0}, \mathbf{I}_5),$$

with $p$ as the contamination probability and the contamination standard deviation $\sigma >> 1$. An $R^2$ value of a Q-Q plot between the sampled data and the squared radii is calculated. This process is repeated 100 times to get a Monte Carlo estimate of the $R^2$ value. This Monte Carlo simulation is repeated for the twenty combinations of $p = (0.05, 0.10, 0.15, 0.20, 0.25)$ and $\sigma = (2, 3, 4, 5)$. Table 4.3 summarizes these results. The combination of $p$ and $\sigma$ that produced the highest average $R^2$ value is $p = 0.05$ and either $\sigma = 3$ or $\sigma = 4$. Another pair of Monte Carlo simulations is calculated for these two combinations without the two possible outlier points in the data set. Their average $R^2$ values were 0.932 (0.01) for $\sigma = 3$ and 0.912 (0.01) for $\sigma = 4$. None of these values are close to the $R^2$ value using the optimized $F$ distribution.

Therefore, of all the tested distributions, an $F_{2.75,3.48}$ distribution appears to give the closest approximation to the distribution of the squared radii. The next section discusses the calculation of a spherically symmetric approximation to the distribution of the actual residuals using the estimated distribution of the squared radii.
Figure 4.2: Q-Q Plots of Squared Radii with $\chi^2_{1.36}$ (a) and $F_{2.75, 3.48}$ (b)
4.2 Data Driven Exploration

As shown in the previous section, the multivariate residuals of the foreign exchange rate data are not spherically symmetric. If the closest spherically symmetric approximation of the residuals is either a multivariate $t$-distribution or a contaminated Normal distribution, the results from section 3.3 compare the effectiveness of the new robust method with the traditional DCC-GARCH. The robust estimation of the DCC-GARCH is more effective in a couple of the tested situations from the previous chapter when the initial correlation matrix has highly correlated assets. When the assets are more diversified, the robust method performs much better in its estimation.

However, after studying the squared radii of the residuals from the origin, the closest spherically symmetric distribution is not either a multivariate $t$-distribution or a contaminated Normal distribution. Instead, the squared radii follow an $F_{2.75,3.48}$ distribution, which leads the residuals to follow a different distribution than the previously tested ones. Now a new data-driven data generating process (DDDGP) that more closely resembles real world data is created. A more accurate demonstration of the possible effectiveness of the robust estimation method for the DCC-GARCH in more realistic settings comes from this new data-driven data generating process. If the robust method outperforms the traditional DCC-GARCH in this controlled setting, then it is reasonable to assume that the analysis from the robust method on the actual foreign exchange rate data is more reliable than the traditional DCC-GARCH estimation results.

4.2.1 Data Driven Simulation and Results

A spherically symmetric distribution is created from the estimated $F_{2.75,3.48}$ distribution to compare the effectiveness of the DCC-GARCH and robust method in a controlled setting that closely resembles real world data. The same three asset parameters as in section 3.1 that are used in the previous comparisons of the two models are used for this controlled situation. This makes the results comparable to the previously tested underlying distributions. Again, the GARCH(1,1) volatility parameters of the three assets are

$$
a_0 = \begin{pmatrix} 0.12 \\
0.60 \\
0.32 \end{pmatrix}, \quad a_1 = \begin{pmatrix} 0.23 \\
0.10 \\
0.15 \end{pmatrix}, \quad b_1 = \begin{pmatrix} 0.59 \\
0.82 \\
0.74 \end{pmatrix},
$$

(4.6)

and the correlation parameters are

$$\alpha = 0.24, \quad \beta = 0.70.
$$

(4.7)

The simulation is done with both the highly correlated initial correlation structure of equation 3.4 and the more diversified initial correlation structure of equation 3.5.

First, 500 points are uniformly generated across the three dimensional unit sphere. Random samples from a three dimensional multivariate Normal distribution with a mean of zero and identity
covariance matrix is projected onto the unit sphere by
\[
\frac{x_t}{\sqrt{\sum_{i=1}^{5} x^2_{i,t}}}, \quad x_t = (x_{1,t}, \ldots, x_{5,t}).
\]
In addition, 500 random observations are drawn from an \( F_{2.75,3.48} \) distribution, because this is the estimated distribution of the squared radii. After taking the square roots of these observations, each observation is randomly multiplied to one of the 500 points on the unit sphere. The covariance matrix estimate of 500 of these distributions is taken to estimate the scale to make \( \text{Var}(\epsilon_t) = I_5 \). This provides a random sample of a spherically symmetric distribution with similar squared radii to the estimated foreign exchange rate residuals. Using the same DCC-GARCH structure mentioned in equation 1.11 and the above mentioned parameter values, estimates of the covariance structure matrix \( H_t \) are calculated for each time point. The Cholesky factorization of this covariance matrix is multiplied by the vector of generated residuals at each time point as
\[
r_{DD} = H_t^{-1/2} \epsilon_{t,DD},
\]
where \( r_{DD} \) and \( \epsilon_{t,DD} \) are the estimated returns and residuals from the data-driven data generating process.

The calculated data-driven returns, \( r_{DD} \), are then fitted with both the traditional DCC-GARCH model and the proposed robust estimation method for the DCC-GARCH model, with and without the bias correction term. This process is repeated 250 times to get a Monte Carlo simulation similar to the previous tests of these models. The first analysis has the initial correlation matrix equal to the first initial correlation matrix in equation 3.4. The results of this data-driven data generating process are in Table 4.4. The Robust \( BC \) method is the robust method with bias correction. The second analysis has the second initial correlation matrix from equation 3.5. These results are located in Table 4.5.

With regards to all of the volatility parameters, the robust method MSE values are lower than their respective MLE counterparts in most assets when analyzing the first correlation structure. When examining each asset individually, the estimated MSE value with the robust estimation of the DCC-GARCH model is lower than the MSE value with the DCC-GARCH for every volatility parameter estimate in the model except the first \( a_1 \) and \( b_1 \). The third asset’s estimated \( b_1 \) parameter has a comparable MSE value with the traditional DCC-GARCH estimate because the estimates are within one standard error of each other. The bias corrected robust method produces lower MSE values for the volatility estimates of \( a_0 \) compared with the same MSE values produced by ML estimation. However, the MSE values for the estimates of \( a_1 \) and \( b_1 \) are higher for the bias corrected robust method compared to the DCC-GARCH model in every asset. In fact, the MSE values for the robust method without the bias correction are lower than the MSE values with the bias correction for a majority of the estimates of \( a_1 \) and \( b_1 \). The robust method with bias correction better estimates the volatility
Table 4.4: Set 1 Results for Data Driven Comparison of Methods

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Estimation Method</th>
<th>MLE</th>
<th>Robust</th>
<th>Robust(_{BC})</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>0.0129 (0.0020)</td>
<td>0.0049 (0.0002)</td>
<td>0.0052 (0.0003)</td>
</tr>
<tr>
<td>(a_{0,1})</td>
<td></td>
<td>0.7012 (0.1050)</td>
<td>0.1939 (0.0086)</td>
<td>0.1436 (0.0093)</td>
</tr>
<tr>
<td>(a_{0,2})</td>
<td></td>
<td>0.0875 (0.0127)</td>
<td>0.0498 (0.0016)</td>
<td>0.0354 (0.0022)</td>
</tr>
<tr>
<td>(a_{0,3})</td>
<td></td>
<td>0.0697 (0.0071)</td>
<td>0.1027 (0.0105)</td>
<td>0.0841 (0.0073)</td>
</tr>
<tr>
<td>(a_{1,1})</td>
<td></td>
<td>0.0201 (0.0028)</td>
<td>0.0069 (0.0001)</td>
<td>0.0308 (0.0048)</td>
</tr>
<tr>
<td>(a_{1,2})</td>
<td></td>
<td>0.0317 (0.0048)</td>
<td>0.0151 (0.0003)</td>
<td>0.0320 (0.0035)</td>
</tr>
<tr>
<td>(a_{1,3})</td>
<td></td>
<td>0.0528 (0.0043)</td>
<td>0.1023 (0.0083)</td>
<td>0.1898 (0.0084)</td>
</tr>
<tr>
<td>(b_{1,1})</td>
<td></td>
<td>0.0361 (0.0047)</td>
<td>0.0257 (0.0040)</td>
<td>0.3669 (0.0184)</td>
</tr>
<tr>
<td>(b_{1,2})</td>
<td></td>
<td>0.0320 (0.0040)</td>
<td>0.0362 (0.0046)</td>
<td>0.2678 (0.0143)</td>
</tr>
<tr>
<td>(\alpha)</td>
<td></td>
<td>0.0180 (0.0010)</td>
<td>0.0326 (0.0005)</td>
<td>0.0037 (0.0002)</td>
</tr>
<tr>
<td>(\beta)</td>
<td></td>
<td>0.2872 (0.0128)</td>
<td>0.4842 (0.0009)</td>
<td>0.4884 (0.0003)</td>
</tr>
</tbody>
</table>

The intercept parameter \(a_0\) compared to the robust method without the bias correction. However, both are better estimates than the DCC-GARCH when comparing MSE values of the estimates.

The correlation parameters continue to have the same pattern with the data-driven data generating process as they did with the other underlying distributions with the first initial correlation structure. Both of the correlation parameter estimates of \(\alpha\) and \(\beta\) have lower estimated MSE values for the DCC-GARCH compared to the robust estimation method for the DCC-GARCH. The estimates of the correlation parameters from the robust method without bias correction have never been better than the DCC-GARCH estimates in any distribution tried in this study with the first initial correlation structure. The robust method with a bias correction does produce a significantly lower estimated MSE value for the \(\alpha\) parameter estimate in comparison to the value produced by the DCC-GARCH. However, the correlation parameter \(\beta\) is still better estimated with the traditional DCC-GARCH model.

The same analysis is performed with the more diversified initial correlation structure. In the previous test distributions the diversified set of assets increased the effectiveness of the robust estimation. That trend slightly continues with the data-driven data generating process. On average and individually across assets, the intercept parameter \(a_0\) is better estimated with the robust method, with and without the bias correction, in comparison with the DCC-GARCH model. The bias corrected robust method does outperform the robust method in these parameter estimates as well. The volatility parameter estimates of \(a_1\) have a lower estimated robust MSE compared to the maximum likelihood MSE value in two of the three assets. The bias corrected robust method only has one asset with a lower MSE value for the estimated parameters. However, the bias corrected robust method loses its effectiveness in the \(b_1\) volatility parameter compared to either of the other two methods. Two of the
Table 4.5: Set 2 Results for Data Driven Comparison of Methods

<table>
<thead>
<tr>
<th>Parameter</th>
<th>MLE</th>
<th>Robust</th>
<th>Robust&lt;sub&gt;BC&lt;/sub&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a_{0,1})</td>
<td>0.0154 (0.0025)</td>
<td>0.0025 (0.0002)</td>
<td>0.0048 (0.0003)</td>
</tr>
<tr>
<td>(a_{0,2})</td>
<td>0.5871 (0.0838)</td>
<td>0.1822 (0.0067)</td>
<td>0.1375 (0.0086)</td>
</tr>
<tr>
<td>(a_{0,3})</td>
<td>0.0970 (0.0127)</td>
<td>0.0395 (0.0016)</td>
<td>0.0294 (0.0023)</td>
</tr>
<tr>
<td>(a_{1,1})</td>
<td>0.0572 (0.0058)</td>
<td>0.1454 (0.0131)</td>
<td>0.1019 (0.0099)</td>
</tr>
<tr>
<td>(a_{1,2})</td>
<td>0.0237 (0.0031)</td>
<td>0.0070 (0.0001)</td>
<td>0.0070 (0.0001)</td>
</tr>
<tr>
<td>(a_{1,3})</td>
<td>0.0460 (0.0053)</td>
<td>0.0148 (0.0010)</td>
<td>0.0344 (0.0046)</td>
</tr>
<tr>
<td>(b_{1,1})</td>
<td>0.0471 (0.0037)</td>
<td>0.2347 (0.0098)</td>
<td>0.1975 (0.0091)</td>
</tr>
<tr>
<td>(b_{1,2})</td>
<td>0.0350 (0.0046)</td>
<td>0.0299 (0.0046)</td>
<td>0.3764 (0.0182)</td>
</tr>
<tr>
<td>(b_{1,3})</td>
<td>0.0456 (0.0048)</td>
<td>0.0427 (0.0054)</td>
<td>0.3337 (0.0134)</td>
</tr>
<tr>
<td>(\alpha)</td>
<td>0.0155 (0.0009)</td>
<td>0.0698 (0.0011)</td>
<td>0.0091 (0.0005)</td>
</tr>
<tr>
<td>(\beta)</td>
<td>0.2390 (0.0132)</td>
<td>0.4706 (0.0022)</td>
<td>0.4895 (0.0001)</td>
</tr>
</tbody>
</table>

three assets’ estimates have lower MSE values for the robust method compared to the DCC-GARCH. Overall, the robust method outperforms the DCC-GARCH in volatility parameter estimation in the more diversified set of assets.

Unlike the previously tested distributions, the robust method does not outperform the DCC-GARCH on either of the correlation parameters under this second initial correlation structure. The correlation parameter estimates of \(\alpha\) and \(\beta\) have MSE values that are four times and two times higher in value compared to their respective maximum likelihood estimate MSE values. Although the bias corrected robust method best predicts the \(\alpha\) parameter, that same method is also the worst model for predicting the \(\beta\) parameter. The data-driven data generating process is the only tested distribution where the more diversified set does not aid the robust method in estimating the correlation parameters in the model. This analysis is similar to the first set with the volatility parameters best estimated with the robust method while the correlation parameters are best estimated with the DCC-GARCH model on average.

From these results, the estimation of the volatility parameters by the robust estimation method for the DCC-GARCH without bias correction mostly outperforms the DCC-GARCH estimation in a realistic test of the two methods using a data-driven data generating process in either type of initial correlation structure. However, the traditional DCC-GARCH still estimates the correlation parameters of the data better than the robust method without bias correction. Even with the bias correction term, only the estimation of the correlation parameter \(\alpha\) benefits. Since the correlation parameters have a mutual bound of \(\alpha + \beta < 1\), it is not recommended to use different estimation techniques to estimate the \(\alpha\) and \(\beta\) parameters separately. Either the maximum likelihood estimation or the bias correction is preferred.
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### Table 4.6: Volatility Parameters Between Robust and Traditional Method

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Euro MLE</th>
<th>Euro Robust</th>
<th>Pound MLE</th>
<th>Pound Robust</th>
<th>Franc MLE</th>
<th>Franc Robust</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_0$</td>
<td>0.29e-4</td>
<td>0.92e-5</td>
<td>0.21e-4</td>
<td>0.11e-4</td>
<td>0.28e-4</td>
<td>0.15e-4</td>
</tr>
<tr>
<td>$a_1$</td>
<td>0.183</td>
<td>0.103</td>
<td>0.204</td>
<td>0.196</td>
<td>0.171</td>
<td>0.133</td>
</tr>
<tr>
<td>$a_2$</td>
<td>0.127</td>
<td>0.047</td>
<td>0.270</td>
<td>0.251</td>
<td>0.152</td>
<td>0.125</td>
</tr>
<tr>
<td>$a_3$</td>
<td>0.181</td>
<td>0.146</td>
<td>0.134</td>
<td>0.168</td>
<td>0.191</td>
<td>0.201</td>
</tr>
<tr>
<td>$b_1$</td>
<td>0.170</td>
<td>0.444</td>
<td>0.120</td>
<td>0.134</td>
<td>0.170</td>
<td>0.233</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Yen MLE</th>
<th>Yen Robust</th>
<th>Dollar MLE</th>
<th>Dollar Robust</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_0$</td>
<td>0.30e-4</td>
<td>0.16e-4</td>
<td>0.91e-5</td>
<td>0.98e-5</td>
</tr>
<tr>
<td>$a_1$</td>
<td>0.146</td>
<td>0.131</td>
<td>0.198</td>
<td>0.186</td>
</tr>
<tr>
<td>$a_2$</td>
<td>0.127</td>
<td>0.199</td>
<td>0.442</td>
<td>0.312</td>
</tr>
<tr>
<td>$a_3$</td>
<td>0.373</td>
<td>0.356</td>
<td>0.024</td>
<td>0.055</td>
</tr>
<tr>
<td>$b_1$</td>
<td>0.121</td>
<td>0.137</td>
<td>0.113</td>
<td>0.184</td>
</tr>
</tbody>
</table>

The corrected robust method should be used in the estimation of both parameters.

#### 4.2.2 Application to Foreign Exchange Rates

The previous section discusses the effectiveness of the robust estimation method for the DCC-GARCH model relative to the DCC-GARCH model with a distribution estimated from foreign exchange rate data. On average, the volatility parameters in the model are better estimated with the proposed robust method instead of maximum likelihood estimation. The correlation parameters however are still better modeled with maximum likelihood estimation. The same foreign exchange rate data from section 4.1 are now analyzed with the robust estimation of the DCC-GARCH model.

The set of daily returns consists of the five United States foreign exchange rates with the Euro, British Pound, Swiss Franc, Japanese Yen, and Canadian Dollar. The daily returns of these exchange rates are collected from the beginning of the Euro entering the exchange market on January 4, 1999 until October 16, 2009. The mean structure of the set of returns is modeled with a vector autoregressive model of order one (VAR(1)) in section 4.1. The residuals of this VAR(1) model are analyzed originally with the DCC-GARCH(3,1) model to achieve the parameter estimates in Table 4.1.

The parameter estimates with the robust method are different. Table 4.6 compares the values of the volatility parameter estimates in the two different models while Table 4.7 compares the values of the correlation parameter estimates. The time structure of both the volatility and correlation
Table 4.7: Correlation Parameters Between Robust and Traditional Method

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Estimation</th>
<th>MLE</th>
<th>Robust</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td></td>
<td>0.212</td>
<td>0.299</td>
</tr>
<tr>
<td>$\beta$</td>
<td></td>
<td>0.776</td>
<td>0.695</td>
</tr>
</tbody>
</table>

parameters change.

In the maximum likelihood estimation of the DCC-GARCH model, the volatility parameters have a mean sum value of the terms $a_1 + a_2 + a_3 + b_1$ of 0.723. This implies a time dependency as the volatilities change between periods. In the robust estimation method for the DCC-GARCH these parameters have an average sum estimate of 0.748, with four of the five assets having a larger estimated value under the robust method. This implies a higher dependency on the previous period’s volatility estimate than originally estimated with the DCC-GARCH. The intercept parameters slightly shrink in the robust model for four of the five assets. From the previous simulation study, the robust method estimates are believed to be more accurate than the DCC-GARCH.

Figures 4.3, 4.4(a), and 4.4(b) compare the average estimated univariate variances across the assets in the set of returns with both the maximum likelihood estimation (black line) and robust estimation (red line). The new robustly predicted variances appear to have smaller shifts than the traditionally predicted volatilities. Also, these robust variance estimates are slightly smaller in value due to the estimated intercept term decreasing in the robust method. The individual foreign exchange rate comparison plots between the robust estimated volatility and the maximum likelihood estimated volatility are in Appendix B in Figures B.2, B.3, B.4, B.5, and B.6.
Figure 4.3: Overlayed Estimated Volatility Time Plots
Figure 4.4: Estimated Volatility Time Plots with [a] MLE and [b] Robust Estimation
In the estimation of the correlation parameters, the two models are similar in their interpretation of the set of returns. The parameter estimation from both models is displayed in Table 4.7. The maximum likelihood estimation of the correlation parameter puts a higher weight on the parameter estimate of $\beta$ compared to the robust estimation technique. In contrast, the robust technique puts a higher weight on the parameter estimate of $\alpha$ compared to the maximum likelihood estimation. The robust technique implies that more weight should be placed on the incoming data compared to the maximum likelihood estimation. In the same regards, the robust technique implies less weight should be placed on the previous values of the correlation matrix compared to the maximum likelihood estimation.

Figure 4.5 displays the time plot of the determinant of the correlation matrix under both the robust estimation and ML estimation. The black line on the plot represents the determinant of the estimated correlation matrix across time for the ML estimation, while the red line represents the robust method estimation. This figure displays the differences in how the entire correlation matrices change over time between the two models. Figure 4.6(a) and (b) displays the time plot of the determinant of the correlation matrix under these two methods separately. The maximum likelihood estimation is believed to be more reliable because of the results of the previous simulation study, where the DCC-GARCH better estimates the correlation parameters compared to the robust estimation method for the DCC-GARCH.

Figure 4.7(a) and (b) displays the time plot of the average value of the correlations between assets under both the ML estimation and robust estimation respectively. The black line on the plot represents
the average value of the estimated correlations across time for the ML estimation, while the red line represents the robust method estimation. The underlying pattern of the correlations does seem about equal, but the magnitudes of the shifts are different. Under maximum likelihood estimation, the average correlation between the assets does not have shifts that are as large as the shifts in correlation for the robust method. The comparisons of each of the correlation combinations between the assets in located in Appendix B in Figures B.7, B.8, B.9, B.10, and B.11. The maximum likelihood estimation is believed to be more reliable because of the results of the previous simulation study, where the DCC-GARCH better estimates the correlation parameters compared to the robust method.
Figure 4.6: Time Plots of Determinant of Estimated Correlation Matrices

[a] MLE Estimated Determinant

[b] Robust Estimated Determinant

86
Figure 4.7: Time Plots of Average Correlation Between Assets
5.1 Summary

Volatility modeling plays a crucial role in the study of financial mathematics, economics, and statistics. Estimating and forecasting volatilities of financial assets is important in making financial decisions through the understanding of potential risk. Inaccurately modeling volatilities leads to potentially higher risk for a set of assets. Higher financial risk leads to higher potential loss.

One of the popular multivariate models for the volatilities and correlations of a set of assets is the Dynamic Conditional Correlation Generalized Autoregressive Heteroscedasticity (DCC-GARCH) model developed by Engle (2002). This is one of the many models in the long line of adaptations to the original ARCH and GARCH models developed by Engle (1982) and Bollerslev (1986) respectively. However, the structure of the DCC-GARCH model makes the model susceptible to estimation concerns in the presence of anomalous observations, called outliers, or heavy tailed distributions.

The effects of outliers have been studied for many years. It has been shown that outliers affect the estimation of models with an autoregressive structure. Both additive and innovation outliers lead to estimation problems in these types of models. Outliers also affect models that have heteroscedasticity. It has also been shown that outliers affect covariance estimation. The DCC-GARCH model structure is constructed with each of these components as assumptions or parts of the model. This makes the DCC-GARCH model inherently affected by outliers. Through simulation studies, the DCC-GARCH model estimation is shown to deteriorate in the presence of heavy tailed distributions or outlier-contaminated distributions. For these reasons, a robust estimation method for the DCC-GARCH model using the technique of bounded deviance estimation is proposed to alleviate these estimation concerns.
concerns.

5.2 Conclusion

Two robust estimations of the DCC-GARCH model are proposed to solve the estimation problems of the DCC-GARCH model in the presence of outliers or heavy tailed distributions. The first robust method does not contain a bias correction term to adjust for potential bias in the estimation technique. The second robust method contains this bias correction term. Although the bias correction term adjusts for some potential bias in the model, it adds unneeded variability in the estimation process. For this reason, the robust method without bias correction has better estimates of the volatility parameters in the model with regards to MSE, while the bias-corrected robust method better estimates the correlation parameters. Two situations are also studied, with one set of assets being more diversified than the other.

First, the robust estimation method for the DCC-GARCH model is tested with a set of assets that is not diversified. Even though the robust method without bias correction better estimated the volatility portion of the model compared to the bias corrected version, the robust method did not consistently outperform the maximum likelihood estimates in models with only slight outlier contamination or slightly heavier tails. The robust method does not possess one of the desired properties, of accurate estimation in models with a lack of outliers. The robust estimation method for the DCC-GARCH outperforms the DCC-GARCH in estimation with an underlying distribution with heavy tails. This shows that the robust method still possesses the property of better estimation in the presence of extreme tailed distributions. The robust method is never able to compete with the DCC-GARCH in the estimation of the correlation parameters in the model. The bias-corrected robust method does a better job of predicting one of the correlation parameters, but not both.

Next, the robust estimation method for the DCC-GARCH model is tested with a set of assets that is more diversified. This results in better effectiveness of the robust method compared to the non-diversified set of assets. The robust method began to consistently beat the DCC-GARCH in the effectiveness of modeling the volatility parameters when either heavy tailed distributions or outlier contaminated distributions were present. The robust method also performs much better in estimating the correlation parameters with this more diversified set. In four out of the five distributions tested, the robust method outperforms the DCC-GARCH in estimating at least one of the two correlation parameters. However, the robust method still does not possess one of the desired properties of accurate estimation in models with a lack of outliers.

The robust estimation method for the DCC-GARCH does not consistently outperform the DCC-GARCH in every situation, so a study of the distribution of real world data is needed to determine the true effectiveness of the robust method. A set of foreign exchange rates is studied in detail to generate a data-driven data generating process, to compare the effectiveness of these two models.
in a controlled setting. With highly correlated assets and diversified assets, the robust method significantly outperformed the DCC-GARCH for every volatility parameter estimation. However, in neither situation does the robust estimation of the DCC-GARCH outperform the DCC-GARCH in correlation parameter estimation. Therefore, the use of the robust method would benefit the estimation of the volatility parameters of real world data, while the maximum likelihood estimates of the correlation parameters should be used. The robust estimation method for the DCC-GARCH model is a split estimation based model; this means that the volatility parameters can be estimated with the robust method without affecting the ML estimates of the correlation parameters.

5.3 Suggestions for Future Research

The idea of applying robust estimation techniques to multivariate ARCH/GARCH modeling is still a young one. Only in the last decade has the idea of robust estimation of univariate ARCH/GARCH models become popular. There are many different robust estimation approaches to correct for the effect of outliers or heavy tailed distributions. Bounded deviance estimation is only one of the many different techniques available to the many different multivariate ARCH/GARCH models. The M-estimation and scaled residuals approaches of robustly estimating the BEKK model by Boudt and Croux (2009) is one possible combination. There are many different directions to which the field of robust estimation of multivariate GARCH models may deviate.

Another concern for future research is adapting another possible method to the robust approach to improve the estimation of the correlation parameters in the model. Although the robust method performs very well in estimating the volatility parameters, there exists a need for a robust estimation process that accurately describes the correlation parameters. Since the robust method is a multiple step robust procedure, a possible adaptation of the model is using different bounding functions for each portion of the estimation. Perhaps a different bounding function $\lambda$ could be developed to improve the correlation parameter estimation.

Another area for future research involves the data-driven data generating process. In the estimation of the distribution of the foreign exchange rate data, the DCC-GARCH model is used. However, the DCC-GARCH is already shown to be inaccurate in the presence of outliers or heavy tailed distributions. A robust estimate of this distribution would be beneficial, but the robust method would have been inappropriate as it had not yet been proven to outperform the DCC-GARCH. A more parameter intensive model, such as the BEKK model, is a possibility. The intensive models were not used here because it was felt inappropriate to suggest a computationally intensive model to initially estimate data before estimating with a robust approach focused on a less computationally intensive model.
REFERENCES


A.1 DCC-GARCH Likelihood Function

The DCC-GARCH model developed by Engle (2002), assumes the assets’ returns follows a multivariate Normal distribution as $r_t | \psi_{t-1} \sim N(0, H_t)$. This leads to the likelihood function mentioned in equation 1.12. The detailed results of how Engle calculated this log likelihood equation is as follows:

$$L = -\frac{1}{2} \sum_{t=1}^{T} \left( n \log 2\pi + \log |H_t| + r_t' H_t^{-1} r_t \right), \quad H_t = D_t R_t D_t$$

$$= -\frac{1}{2} \sum_{t=1}^{T} \left( n \log 2\pi + \log |D_t R_t D_t| + r_t' D_t^{-1} R_t^{-1} D_t^{-1} r_t \right), \quad \epsilon_t = D_t^{-1} r_t$$

$$= -\frac{1}{2} \sum_{t=1}^{T} \left( n \log 2\pi + 2 \log |D_t| + \log |R_t| + \epsilon_t' R_t^{-1} \epsilon_t \right)$$

$$= -\frac{1}{2} \sum_{t=1}^{T} \left( n \log 2\pi + 2 \log |D_t| + \log |R_t| + r_t' D_t^{-1} R_t^{-1} D_t^{-1} r_t - \epsilon_t' \epsilon_t + \epsilon_t' R_t^{-1} \epsilon_t \right)$$

A.2 Complete Initial DCC-GARCH Simulations

The robust estimation method for the DCC-GARCH is compared to the DCC-GARCH model in the estimation of return data with five underlying distributions. Tables A.1, A.2, and A.3 use the initial correlation matrix in equation 3.4. Tables A.4, A.5, and A.6 use the initial correlation matrix in equation 3.5.
Table A.1: Complete MSE Results Across Generating Processes with First Portfolio

MSE for Parameter Estimates

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Normal MLE</th>
<th>Normal Robust</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_{0,1}$</td>
<td>0.0026 (0.0002)</td>
<td>0.0047 (0.0005)</td>
</tr>
<tr>
<td>$a_{0,2}$</td>
<td>0.1066 (0.0136)</td>
<td>0.1883 (0.0188)</td>
</tr>
<tr>
<td>$a_{0,3}$</td>
<td>0.0320 (0.0044)</td>
<td>0.0795 (0.0085)</td>
</tr>
<tr>
<td>$a_{1,1}$</td>
<td>0.0141 (0.0018)</td>
<td>0.0042 (0.0003)</td>
</tr>
<tr>
<td>$a_{1,2}$</td>
<td>0.0026 (0.0003)</td>
<td>0.0019 (0.0001)</td>
</tr>
<tr>
<td>$a_{1,3}$</td>
<td>0.0039 (0.0004)</td>
<td>0.0030 (0.0026)</td>
</tr>
<tr>
<td>$b_{1,1}$</td>
<td>0.0141 (0.0015)</td>
<td>0.0294 (0.0009)</td>
</tr>
<tr>
<td>$b_{1,2}$</td>
<td>0.0040 (0.0004)</td>
<td>0.0099 (0.0021)</td>
</tr>
<tr>
<td>$b_{1,3}$</td>
<td>0.0083 (0.0010)</td>
<td>0.0209 (0.0002)</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.0026 (0.0002)</td>
<td>0.0095 (0.0002)</td>
</tr>
<tr>
<td>$\beta$</td>
<td>0.0012 (0.0001)</td>
<td>0.0047 (0.0002)</td>
</tr>
</tbody>
</table>

MSE for Parameter Estimates

<table>
<thead>
<tr>
<th>Parameter</th>
<th>$t_6$ MLE</th>
<th>$t_6$ Robust</th>
<th>$t_3$ MLE</th>
<th>$t_3$ Robust</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_{0,1}$</td>
<td>0.0032 (0.0002)</td>
<td>0.0045 (0.0002)</td>
<td>0.0092 (0.0012)</td>
<td>0.0047 (0.0002)</td>
</tr>
<tr>
<td>$a_{0,2}$</td>
<td>0.1463 (0.0230)</td>
<td>0.1832 (0.0167)</td>
<td>0.8985 (0.1680)</td>
<td>0.1533 (0.0074)</td>
</tr>
<tr>
<td>$a_{0,3}$</td>
<td>0.0392 (0.0045)</td>
<td>0.0373 (0.0025)</td>
<td>0.2679 (0.0495)</td>
<td>0.0413 (0.0021)</td>
</tr>
<tr>
<td>$a_{1,1}$</td>
<td>0.0270 (0.0027)</td>
<td>0.0278 (0.0021)</td>
<td>0.0619 (0.0066)</td>
<td>0.0599 (0.0057)</td>
</tr>
<tr>
<td>$a_{1,2}$</td>
<td>0.0081 (0.0014)</td>
<td>0.0051 (0.0001)</td>
<td>0.0307 (0.0053)</td>
<td>0.0059 (0.0001)</td>
</tr>
<tr>
<td>$a_{1,3}$</td>
<td>0.0089 (0.0009)</td>
<td>0.0102 (0.0003)</td>
<td>0.0471 (0.0066)</td>
<td>0.0127 (0.0003)</td>
</tr>
<tr>
<td>$b_{1,1}$</td>
<td>0.0245 (0.0020)</td>
<td>0.0424 (0.0044)</td>
<td>0.0484 (0.0043)</td>
<td>0.0672 (0.0060)</td>
</tr>
<tr>
<td>$b_{1,2}$</td>
<td>0.0098 (0.0015)</td>
<td>0.0165 (0.0022)</td>
<td>0.0421 (0.0063)</td>
<td>0.0267 (0.0037)</td>
</tr>
<tr>
<td>$b_{1,3}$</td>
<td>0.0157 (0.0018)</td>
<td>0.0247 (0.0030)</td>
<td>0.0553 (0.0063)</td>
<td>0.0293 (0.0034)</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.0043 (0.0003)</td>
<td>0.0348 (0.0008)</td>
<td>0.0225 (0.0009)</td>
<td>0.0345 (0.0007)</td>
</tr>
<tr>
<td>$\beta$</td>
<td>0.0124 (0.0011)</td>
<td>0.0717 (0.0040)</td>
<td>0.0318 (0.0016)</td>
<td>0.1234 (0.0063)</td>
</tr>
</tbody>
</table>

MSE for Parameter Estimates

<table>
<thead>
<tr>
<th>Parameter</th>
<th>CN 5% MLE</th>
<th>CN 5% Robust</th>
<th>CN 25% MLE</th>
<th>CN 25% Robust</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_{0,1}$</td>
<td>0.0033 (0.0002)</td>
<td>0.0033 (0.0001)</td>
<td>0.0043 (0.0004)</td>
<td>0.0052 (0.0002)</td>
</tr>
<tr>
<td>$a_{0,2}$</td>
<td>0.3114 (0.0342)</td>
<td>0.1718 (0.0115)</td>
<td>0.2181 (0.0213)</td>
<td>0.1990 (0.0069)</td>
</tr>
<tr>
<td>$a_{0,3}$</td>
<td>0.0592 (0.0055)</td>
<td>0.0360 (0.0018)</td>
<td>0.0389 (0.0035)</td>
<td>0.0466 (0.0010)</td>
</tr>
<tr>
<td>$a_{1,1}$</td>
<td>0.0264 (0.0019)</td>
<td>0.0262 (0.0009)</td>
<td>0.0517 (0.0046)</td>
<td>0.1107 (0.0090)</td>
</tr>
<tr>
<td>$a_{1,2}$</td>
<td>0.0073 (0.0007)</td>
<td>0.0052 (0.0001)</td>
<td>0.0107 (0.0013)</td>
<td>0.0068 (0.0001)</td>
</tr>
<tr>
<td>$a_{1,3}$</td>
<td>0.0140 (0.0012)</td>
<td>0.0109 (0.0002)</td>
<td>0.0121 (0.0011)</td>
<td>0.0147 (0.0002)</td>
</tr>
<tr>
<td>$b_{1,1}$</td>
<td>0.0243 (0.0013)</td>
<td>0.0320 (0.0023)</td>
<td>0.0357 (0.0028)</td>
<td>0.0909 (0.0069)</td>
</tr>
<tr>
<td>$b_{1,2}$</td>
<td>0.0154 (0.0016)</td>
<td>0.0192 (0.0022)</td>
<td>0.0135 (0.0014)</td>
<td>0.0193 (0.0026)</td>
</tr>
<tr>
<td>$b_{1,3}$</td>
<td>0.0200 (0.0016)</td>
<td>0.0267 (0.0026)</td>
<td>0.0162 (0.0014)</td>
<td>0.0188 (0.0019)</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.0084 (0.0003)</td>
<td>0.0363 (0.0006)</td>
<td>0.0101 (0.0002)</td>
<td>0.0418 (0.0007)</td>
</tr>
<tr>
<td>$\beta$</td>
<td>0.0169 (0.0005)</td>
<td>0.0729 (0.0036)</td>
<td>0.0201 (0.0005)</td>
<td>0.1771 (0.0069)</td>
</tr>
<tr>
<td>Parameter</td>
<td>Normal</td>
<td>$t_6$</td>
<td>$t_3$</td>
<td>CN 5%</td>
</tr>
<tr>
<td>-----------</td>
<td>--------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
</tr>
<tr>
<td></td>
<td>MLE</td>
<td>Robust</td>
<td>MLE</td>
<td>Robust</td>
</tr>
<tr>
<td>$a_{0,1}$</td>
<td>-0.0296</td>
<td>0.0117</td>
<td>-0.0232</td>
<td>-0.0393</td>
</tr>
<tr>
<td>$a_{0,2}$</td>
<td>-0.0570</td>
<td>0.0661</td>
<td>-0.0080</td>
<td>-0.1679</td>
</tr>
<tr>
<td>$a_{0,3}$</td>
<td>-0.0142</td>
<td>0.0559</td>
<td>0.0012</td>
<td>-0.0912</td>
</tr>
<tr>
<td>$a_{1,1}$</td>
<td>0.0545</td>
<td>-0.294</td>
<td>0.0651</td>
<td>-0.1292</td>
</tr>
<tr>
<td>$a_{1,2}$</td>
<td>0.0209</td>
<td>-0.0141</td>
<td>0.0304</td>
<td>-0.0678</td>
</tr>
<tr>
<td>$a_{1,3}$</td>
<td>0.0218</td>
<td>-0.0240</td>
<td>0.0343</td>
<td>-0.0978</td>
</tr>
<tr>
<td>$b_{1,1}$</td>
<td>0.0337</td>
<td>-0.0594</td>
<td>0.0269</td>
<td>-0.0571</td>
</tr>
<tr>
<td>$b_{1,2}$</td>
<td>-0.0011</td>
<td>-0.0241</td>
<td>-0.0156</td>
<td>-0.0145</td>
</tr>
<tr>
<td>$b_{1,3}$</td>
<td>-0.0032</td>
<td>-0.0405</td>
<td>-0.0147</td>
<td>-0.0276</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.0439</td>
<td>0.0949</td>
<td>-0.0510</td>
<td>0.1864</td>
</tr>
<tr>
<td>$\beta$</td>
<td>-0.0029</td>
<td>-0.0597</td>
<td>0.0874</td>
<td>-0.2488</td>
</tr>
<tr>
<td>Parameter</td>
<td>Normal MLE</td>
<td>Robust MLE</td>
<td>Normal Robust MLE</td>
<td>Robust MLE</td>
</tr>
<tr>
<td>-----------</td>
<td>------------</td>
<td>------------</td>
<td>-------------------</td>
<td>------------</td>
</tr>
<tr>
<td>$a_{0,1}$</td>
<td>0.0017</td>
<td>0.0048</td>
<td>0.0027</td>
<td>0.0030</td>
</tr>
<tr>
<td>$a_{0,2}$</td>
<td>0.1034</td>
<td>0.1754</td>
<td>0.1463</td>
<td>0.1550</td>
</tr>
<tr>
<td>$a_{0,3}$</td>
<td>0.0318</td>
<td>0.0730</td>
<td>0.0392</td>
<td>0.0290</td>
</tr>
<tr>
<td>$a_{1,1}$</td>
<td>0.0112</td>
<td>0.0033</td>
<td>0.0227</td>
<td>0.0111</td>
</tr>
<tr>
<td>$a_{1,2}$</td>
<td>0.0022</td>
<td>0.0017</td>
<td>0.0072</td>
<td>0.0005</td>
</tr>
<tr>
<td>$a_{1,3}$</td>
<td>0.0035</td>
<td>0.0023</td>
<td>0.0078</td>
<td>0.0007</td>
</tr>
<tr>
<td>$b_{1,1}$</td>
<td>0.0129</td>
<td>0.0261</td>
<td>0.0238</td>
<td>0.0391</td>
</tr>
<tr>
<td>$b_{1,2}$</td>
<td>0.0040</td>
<td>0.0091</td>
<td>0.0096</td>
<td>0.0163</td>
</tr>
<tr>
<td>$b_{1,3}$</td>
<td>0.0083</td>
<td>0.0188</td>
<td>0.0155</td>
<td>0.0240</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.0006</td>
<td>0.0005</td>
<td>0.0017</td>
<td>0.0001</td>
</tr>
<tr>
<td>$\beta$</td>
<td>0.0012</td>
<td>0.0011</td>
<td>0.0048</td>
<td>0.0098</td>
</tr>
</tbody>
</table>
Table A.4: Complete Results Across Generating Processes with Second Portfolio

### MSE for Parameter Estimates

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Normal</th>
<th>Robust</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MLE</td>
<td></td>
</tr>
<tr>
<td>$a_0$</td>
<td>0.0027 (0.0002)</td>
<td>0.0038 (0.0002)</td>
</tr>
<tr>
<td>$a_0$</td>
<td>0.1455 (0.0679)</td>
<td>0.1140 (0.0042)</td>
</tr>
<tr>
<td>$a_0$</td>
<td>0.0263 (0.0037)</td>
<td>0.0325 (0.0016)</td>
</tr>
<tr>
<td>$a_1$</td>
<td>0.0142 (0.0026)</td>
<td>0.0185 (0.0010)</td>
</tr>
<tr>
<td>$a_1$</td>
<td>0.0027 (0.0003)</td>
<td>0.0026 (0.0001)</td>
</tr>
<tr>
<td>$a_1$</td>
<td>0.0051 (0.0008)</td>
<td>0.0039 (0.0001)</td>
</tr>
<tr>
<td>$b_1$</td>
<td>0.0144 (0.0019)</td>
<td>0.0298 (0.0016)</td>
</tr>
<tr>
<td>$b_1$</td>
<td>0.0052 (0.0017)</td>
<td>0.0134 (0.0009)</td>
</tr>
<tr>
<td>$b_1$</td>
<td>0.0081 (0.0010)</td>
<td>0.0179 (0.0011)</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.0041 (0.0002)</td>
<td>0.0172 (0.0002)</td>
</tr>
<tr>
<td>$\beta$</td>
<td>0.0013 (0.0001)</td>
<td>0.0643 (0.0004)</td>
</tr>
</tbody>
</table>

### MSE for Parameter Estimates

<table>
<thead>
<tr>
<th>Parameter</th>
<th>$t_6$</th>
<th>Robust</th>
<th>$t_3$</th>
<th>Robust</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MLE</td>
<td></td>
<td>MLE</td>
<td></td>
</tr>
<tr>
<td>$a_0$</td>
<td>0.0032 (0.0004)</td>
<td>0.0040 (0.0004)</td>
<td>0.0165 (0.0081)</td>
<td>0.0038 (0.0001)</td>
</tr>
<tr>
<td>$a_0$</td>
<td>0.1866 (0.0422)</td>
<td>0.1413 (0.0138)</td>
<td>0.5892 (0.1395)</td>
<td>0.1584 (0.0113)</td>
</tr>
<tr>
<td>$a_0$</td>
<td>0.0476 (0.0098)</td>
<td>0.0195 (0.0014)</td>
<td>0.1300 (0.0320)</td>
<td>0.0328 (0.0017)</td>
</tr>
<tr>
<td>$a_1$</td>
<td>0.0024 (0.0026)</td>
<td>0.0072 (0.0011)</td>
<td>0.0605 (0.0068)</td>
<td>0.0171 (0.0005)</td>
</tr>
<tr>
<td>$a_1$</td>
<td>0.0095 (0.0012)</td>
<td>0.0021 (0.0001)</td>
<td>0.0278 (0.0058)</td>
<td>0.0040 (0.0001)</td>
</tr>
<tr>
<td>$a_1$</td>
<td>0.0101 (0.0018)</td>
<td>0.0036 (0.0002)</td>
<td>0.0538 (0.0079)</td>
<td>0.0078 (0.0002)</td>
</tr>
<tr>
<td>$b_1$</td>
<td>0.0201 (0.0018)</td>
<td>0.0364 (0.0035)</td>
<td>0.0514 (0.0043)</td>
<td>0.0721 (0.0046)</td>
</tr>
<tr>
<td>$b_1$</td>
<td>0.0121 (0.0028)</td>
<td>0.0117 (0.0016)</td>
<td>0.0334 (0.0057)</td>
<td>0.0208 (0.0024)</td>
</tr>
<tr>
<td>$b_1$</td>
<td>0.0140 (0.0018)</td>
<td>0.0113 (0.0015)</td>
<td>0.0558 (0.0072)</td>
<td>0.0203 (0.0021)</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.0035 (0.0004)</td>
<td>0.0089 (0.0003)</td>
<td>0.0213 (0.0008)</td>
<td>0.0051 (0.0002)</td>
</tr>
<tr>
<td>$\beta$</td>
<td>0.0101 (0.0006)</td>
<td>0.0044 (0.0005)</td>
<td>0.0341 (0.0011)</td>
<td>0.0046 (0.0003)</td>
</tr>
</tbody>
</table>

### MSE for Parameter Estimates

<table>
<thead>
<tr>
<th>Parameter</th>
<th>CN 5%</th>
<th>Robust</th>
<th>CN 25%</th>
<th>Robust</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MLE</td>
<td></td>
<td>MLE</td>
<td></td>
</tr>
<tr>
<td>$a_0$</td>
<td>0.0028 (0.0001)</td>
<td>0.0035 (0.0002)</td>
<td>0.0054 (0.0006)</td>
<td>0.0034 (0.0002)</td>
</tr>
<tr>
<td>$a_0$</td>
<td>0.4527 (0.0415)</td>
<td>0.1246 (0.0074)</td>
<td>0.2231 (0.0272)</td>
<td>0.1744 (0.0190)</td>
</tr>
<tr>
<td>$a_0$</td>
<td>0.0444 (0.0034)</td>
<td>0.0207 (0.0012)</td>
<td>0.0402 (0.0042)</td>
<td>0.0347 (0.0024)</td>
</tr>
<tr>
<td>$a_1$</td>
<td>0.0307 (0.0020)</td>
<td>0.0100 (0.0004)</td>
<td>0.0484 (0.0047)</td>
<td>0.0161 (0.0006)</td>
</tr>
<tr>
<td>$a_1$</td>
<td>0.0084 (0.0007)</td>
<td>0.0027 (0.0001)</td>
<td>0.0663 (0.0007)</td>
<td>0.0038 (0.0002)</td>
</tr>
<tr>
<td>$a_1$</td>
<td>0.0160 (0.0014)</td>
<td>0.0039 (0.0002)</td>
<td>0.0163 (0.0021)</td>
<td>0.0070 (0.0003)</td>
</tr>
<tr>
<td>$b_1$</td>
<td>0.0252 (0.0013)</td>
<td>0.0278 (0.0021)</td>
<td>0.0356 (0.0032)</td>
<td>0.0363 (0.0041)</td>
</tr>
<tr>
<td>$b_1$</td>
<td>0.0206 (0.0017)</td>
<td>0.0094 (0.0007)</td>
<td>0.0122 (0.0015)</td>
<td>0.0170 (0.0023)</td>
</tr>
<tr>
<td>$b_1$</td>
<td>0.0195 (0.0013)</td>
<td>0.0126 (0.0010)</td>
<td>0.0198 (0.0023)</td>
<td>0.0260 (0.0025)</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.0067 (0.0003)</td>
<td>0.0151 (0.0003)</td>
<td>0.0081 (0.0002)</td>
<td>0.0035 (0.0002)</td>
</tr>
<tr>
<td>$\beta$</td>
<td>0.0156 (0.0004)</td>
<td>0.0126 (0.0007)</td>
<td>0.0195 (0.0004)</td>
<td>0.0021 (0.0002)</td>
</tr>
</tbody>
</table>
Table A.5: Complete Bias Results Across Generating Processes with Second Portfolio

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Normal</th>
<th>$t_6$</th>
<th>$t_3$</th>
<th>CN 5%</th>
<th>CN 25%</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MLE</td>
<td>Robust</td>
<td>MLE</td>
<td>Robust</td>
<td>MLE</td>
</tr>
<tr>
<td>$a_{0,1}$</td>
<td>-0.0279</td>
<td>-0.0009</td>
<td>-0.0163</td>
<td>-0.0074</td>
<td>-0.0002</td>
</tr>
<tr>
<td>$a_{0,2}$</td>
<td>-0.0606</td>
<td>-0.0380</td>
<td>0.0174</td>
<td>-0.0174</td>
<td>0.1501</td>
</tr>
<tr>
<td>$a_{0,3}$</td>
<td>-0.0131</td>
<td>0.0075</td>
<td>0.0079</td>
<td>-0.0354</td>
<td>0.0639</td>
</tr>
<tr>
<td>$a_{1,1}$</td>
<td>0.0570</td>
<td>-0.0322</td>
<td>0.0716</td>
<td>-0.0609</td>
<td>0.0930</td>
</tr>
<tr>
<td>$a_{1,2}$</td>
<td>0.0204</td>
<td>-0.0273</td>
<td>0.0348</td>
<td>-0.0360</td>
<td>0.0574</td>
</tr>
<tr>
<td>$a_{1,3}$</td>
<td>0.0193</td>
<td>-0.0331</td>
<td>0.0376</td>
<td>-0.0449</td>
<td>0.0941</td>
</tr>
<tr>
<td>$b_{1,1}$</td>
<td>0.0300</td>
<td>-0.0518</td>
<td>0.0099</td>
<td>-0.0747</td>
<td>-0.0164</td>
</tr>
<tr>
<td>$b_{1,2}$</td>
<td>-0.0013</td>
<td>-0.0136</td>
<td>-0.0225</td>
<td>-0.0319</td>
<td>-0.0578</td>
</tr>
<tr>
<td>$b_{1,3}$</td>
<td>-0.0032</td>
<td>-0.0335</td>
<td>-0.0155</td>
<td>-0.0255</td>
<td>-0.0756</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.0582</td>
<td>0.1277</td>
<td>-0.0408</td>
<td>0.0948</td>
<td>-0.1386</td>
</tr>
<tr>
<td>$\beta$</td>
<td>-0.0130</td>
<td>-0.1557</td>
<td>0.0904</td>
<td>-0.0924</td>
<td>0.1779</td>
</tr>
<tr>
<td>Parameter</td>
<td>Normal</td>
<td>$t_0$</td>
<td>$t_3$</td>
<td>CN 5%</td>
<td>CN 25%</td>
</tr>
<tr>
<td>-----------</td>
<td>--------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>--------</td>
</tr>
<tr>
<td></td>
<td>MLE</td>
<td>Robust</td>
<td>MLE</td>
<td>Robust</td>
<td>MLE</td>
</tr>
<tr>
<td>$a_{0,1}$</td>
<td>0.0019</td>
<td>0.0038</td>
<td>0.0030</td>
<td>0.0040</td>
<td>0.0165</td>
</tr>
<tr>
<td>$a_{0,2}$</td>
<td>0.1418</td>
<td>0.1125</td>
<td>0.1863</td>
<td>0.1410</td>
<td>0.5667</td>
</tr>
<tr>
<td>$a_{0,3}$</td>
<td>0.0261</td>
<td>0.0325</td>
<td>0.0475</td>
<td>0.0182</td>
<td>0.1259</td>
</tr>
<tr>
<td>$a_{1,1}$</td>
<td>0.0109</td>
<td>0.0174</td>
<td>0.0192</td>
<td>0.0035</td>
<td>0.0518</td>
</tr>
<tr>
<td>$a_{1,2}$</td>
<td>0.0023</td>
<td>0.0018</td>
<td>0.0083</td>
<td>0.0008</td>
<td>0.0245</td>
</tr>
<tr>
<td>$a_{1,3}$</td>
<td>0.0048</td>
<td>0.0028</td>
<td>0.0087</td>
<td>0.0016</td>
<td>0.0450</td>
</tr>
<tr>
<td>$b_{1,1}$</td>
<td>0.0135</td>
<td>0.0271</td>
<td>0.0200</td>
<td>0.0308</td>
<td>0.0511</td>
</tr>
<tr>
<td>$b_{1,2}$</td>
<td>0.0052</td>
<td>0.0132</td>
<td>0.0116</td>
<td>0.0106</td>
<td>0.0301</td>
</tr>
<tr>
<td>$b_{1,3}$</td>
<td>0.0081</td>
<td>0.0168</td>
<td>0.0137</td>
<td>0.0106</td>
<td>0.0501</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.0008</td>
<td>0.0009</td>
<td>0.0018</td>
<td>0.0001</td>
<td>0.0021</td>
</tr>
<tr>
<td>$\beta$</td>
<td>0.0011</td>
<td>0.0401</td>
<td>0.0019</td>
<td>0.0041</td>
<td>0.0024</td>
</tr>
</tbody>
</table>
B.1 Densities of Squared Radii

The distribution of the squared radii of the residual points helps to determine the multivariate distribution of the residuals. Figure B.1(a) is the sample estimated distribution function of the radii. Figure B.1(b) is the sample estimated distribution function of the squared radii.

B.2 Volatility Estimation of Foreign Exchange Rates

Figures B.2, B.3, B.4, B.5, and B.6 compare the average estimated univariate volatilities across the assets in the set with both the maximum likelihood estimation and robust estimation.

B.3 Correlation Estimation of Foreign Exchange Rates

Figures B.7, B.8, B.9, B.10, and B.11 compare the estimated correlations between each pair of assets in the set with both the maximum likelihood estimation and robust estimation.
Figure B.1: Density Plots of Radii (a) and Squared Radii (b)
Figure B.2: Estimated Volatility Time Plots of Euro (MLE [a], Robust [b])
Figure B.3: Estimated Volatility Time Plots of Pound (MLE [a], Robust [b])
Figure B.4: Estimated Volatility Time Plots of Franc (MLE [a], Robust [b])
Figure B.5: Estimated Volatility Time Plots of Yen (MLE [a], Robust [b])
Figure B.6: Estimated Volatility Time Plots of Dollar (MLE [a], Robust [b])
Figure B.7: Estimated Correlation Time Plots
Figure B.8: Estimated Correlation Time Plots
Figure B.9: Estimated Correlation Time Plots
Figure B.10: Estimated Correlation Time Plots
Figure B.11: Estimated Correlation Time Plots