
ABSTRACT

WANG, QIANG. Classification of KF-orbits of Unipotent Elements in Symmetric F-varieties
of SL(n, F). (Under the direction of Dr. Amassa Fauntleroy and Dr. Aloysius G. Helminck)

Richardson proved in 1982 that, given an algebraic group G and an involution σ, we could
have only a finite number of K-orbits of unipotent elements in the symmetric variety P = G/K

over an algebraically closed field, where K = Gσ is the fixed point group of some involution σ.
A question arises naturally: what if the field is not algebraically closed? In this thesis we try
to answer this question and go a little further by listing all KF-orbits of unipotent elements in
P explicitly. We work on the symmetric F-variety P = GF/KF for the special linear group over
an arbitrary field F of characteristic not 2. We classify all KF-orbits of unipotent elements in P

for all inner involutions for the special linear group. For Cartan (outer) involution, we classify
K-orbits for small n only and illustrate how to get the canonical form for general n. Further
proofs are still needed. We also classify GF-orbits of unipotent elements in GF.
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Chapter 1

Introduction

Symmetric spaces have been studied for over 100 years. Initially they were only studied over
the real numbers, but in the last 25 to 30 years symmilar spaces over other fields have become
of importance in other areas of mathematics as well. Symmetric F-varieties generalize both
real reductive symmetric spaces and symmetric varieties. In the following we will give a brief
introduction and a summary of our results.

Again in this chapter, we are assuming: field F is arbitrary field of characteristic of not 2;
linear algebraic group G defined over F is is also called F-group; an involution σ is automorphism
on some algebraic group G such that σ2 = Id, the identity operator; K = Gσ is the fixed point
group of G with respect to σ; GF (resp. KF) is the set of F-rational points of G (resp. K).

1.1 Background and motivation

1.1.1 Real symmetric spaces

We define and discuss briefly real symmetric spaces in this subsection.

Definition 1.1.1. Given an involution σ of a real reductive group G, the real reductive sym-
metric spaces PR is defined to be the homogeneous space GR/KR, where R is the field of the
real numbers.

The homogeneous space PR can be identified with the following subvariety of GR:

PR ' {g(σ(g))−1|g ∈ GR}.

We note that over the real numbers we can take GR to be a reductive Lie group of Harish-
Chandra class.

Remark 1.1.2. The real reductive symmetric space PR is also called an affine symmetric space.
If moreover K is compact, then P is also called a Riemannian symmetric space.
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We can also define symmetric spaces in other ways. In differential geometry, representa-
tion theory and harmonic analysis, a symmetric space is a smooth manifold whose group of
symmetries contains an ”inversion symmetry” about every point. There are two ways to make
this precise, via Riemannian geometry or via Lie theory; the Lie theoretic definition is more
general and more algebraic. In Riemannian geometry, the inversions are geodesic symmetries,
and these are required to be isometries, leading to the notion of a Riemannian symmetric space.

Here’s a brief explanation, assuming the manifold is 2 dimensional. A symmetric space
means it is a smooth surface such that every point on the surface can serve as a point for
reflection through a point, such that any shortest distance from two points on the surface,
is still the same, before and after the reflection. Think of a 2-dimensional Euclidean plane.
There we have the concept of reflection through a point. After the reflection, all distances are
preserved. So it is a symmetric space. The case gets a bit more complex when the surface is
not a flat plane, for example, if it’s a sphere instead. A sphere is also a symmetric space. Every
point on the sphere can serve as the point for reflection through a point. After the operation,
every geodesics is preserved. That is, any 2 points, P, and G, the shortest distance between
them on the surface, is the same, before and after, the operation.

Some other basic examples of Riemannian symmetric spaces are Euclidean space, spheres,
projective spaces, and hyperbolic spaces, each with their standard Riemannian metrics. More
examples are provided by compact, semi-simple Lie groups equipped with a bi-invariant Rie-
mannian metric.

For geometric properties of real symmetric spaces, please see for example [15].
The representations associated with reductive real symmetric spaces (i.e., a decomposition

of L2(GR/KR) into irreducible components) had been studied intensively by many prominent
mathematicians, starting with a study of compact groups and their representations by by Cartan
in [9], to a study of Riemannian symmetric spaces and real Lie groups by Harish-Chandra in
[38], to a more recent study of the non-Riemannian symmetric spaces starting in the 1970’s
by work of Faraut in [13], Flensted-Jensen in [14] and Oshima and Sekiguchi in [30]. These
are soon studied by many mathematicians, including Brylinski, Carmona, Delorme, Matsuki,
Oshima, Schlichtkrull, van den Ban and many others (see for example [35], [36], [37], [7], [8],[12],
[29]). In the mid 1980’s a Plancherel formula for the general real reductive symmetric spaces
was announced by Oshima, although a full proof was not published until 1996 by Delorme in
[12]. See also van den Ban and Schlichtkrull for a different approach in [36] and [37].

In the late 1980’s it seemed natural to generalise the concept of these real reductive sym-
metric spaces to similar spaces over the p-adic numbers and study representations associated
with these spaces. At the same time generalizations of these real symmetric spaces to other
base fields started to play a role in other areas, including mathematical physics, Lie theory,
representation theory and differential geometry, though their best known role lies in represen-
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tation theory and harmonic analysis. For example, for geometry see [10] and [11], for singularity
theory see [26] and [24]. This prompted Helminck and Wang to commence a study of rational
properties of these homogeneous spaces over other fields, see [16] for some results.

1.1.2 Symmetric varieties

Symmetric varieties were introduced in the setting of geometry and invariant theory as a class
of spherical varieties.

Definition 1.1.3. For a reductive algebraic group G defined over an algebraically closed field of
characteristic not 2 and an involution σ of G a symmetric variety P is defined as the subvariety

P = τ(G) = {g(σ(g))−1|g ∈ G}.

It was shown by Vust [39] that P is isomorphic to G/K.

We note that with this definition every linear algebraic group itself is a symmetric variety.

Example 1.1.4 (Group case). Consider G1 = G×G and θ(x, y) = (y, x), then K = {(x, x)|x ∈
G} ≈ G is embedded diagonally and P = {x, x−1|x ∈ G} ≈ G embedded anti-diagonally.

Also as we can see from the definition, involutions play an essential role in the theory of
symmetric spaces and symmetric varieties.

1.1.3 Symmetric F-variety

Symmetric F-varieties generalize both real symmetric spaces and symmetric varieties. In the
following we assume that σ is an involution of G defined over F, i.e., keep the rational group
GF invariant. We note that these involutions are also called F-involutions.

Definition 1.1.5. Given a field F, an algebraic group G, an involution σ defined over F and
a fixed point group K = Gσ of involution σ, we define the symmetric F-variety P as τ(GF) =
{g(σ(g))−1|g ∈ GF}. Here GF is the set of rational points of G.

Remark 1.1.6. Similarly we can define real symmetric spaces and symmetric varieties in this
way and show that P ' GF/KF.

Given g, x ∈ G, the twisted action associated to σ is given by (g, x) → g ∗ x = gx(σ(g))−1.
This is also called σ-twisted conjugation. We can see that actually real symmetric spaces,
symmetric varieties, symmetric F-varieties are actually defined using twisted action. Let P ′ =
{g ∈ G|σ(g) = g−1}. We can see that P ⊂ P ′. Both P and P ′ are invariant under the twisted
action associated to σ. There are only a finite number of twisted G-orbits in P ′ and each such
orbit is closed, see [32]. In particular P ′ is a connected closed F-subvariety of G. For more
details about F-variety see [17].
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1.1.4 Fixed point group and symmetric F-varieties

For F = R, the Plancherel formula was first determined in the case of the Riemannian symmetric
spaces. The main reason for this is that in this case the structure of the corresponding reductive
symmetric spaces is relatively simple. For example all elements of P are semisimple and the
left regular representation decomposition is multiplicative-free.

For F = Qp, one gets a generalization of the real Riemannian symmetric space. The fixed
point group KQp = Gσ

Qp
determines much of the structure of the corresponding symmetric

F-variety.
Moreover if K is compact, then from [16] it follows that P consists of semisimple elements.

Proposition 1.1.7 ([16], Proposition 10.8). Let G be a connected reductive algebraic F-group
with char(F) = 0 and P = {g(σ(g)−1|g ∈ G}. Suppose that K ∩ [G, G] is anisotropic over F.
Then P consists of semismiple elements.

We note that for F = R or Qp all F-anisotropic subgroups are compact.

1.1.5 Orbit decompositions of symmetric F-varieties

The introduction here is from [19]. Orbit decompositions for symmetric F-varieties play a
fundamental role in the study of symmetric F-varieties (F is the field of characteristic not 2)
and their applications to representation theory and many other areas of mathematics, such as
geometry, the study of automorphic forms and character sheaves. In [19] Helminck studied
orbit decomposition of symmetric F-varieties in mainly following categories: orbits of parabolic
F-subgroups, the orbits of symmetric subgroups and Euclidean building.

The orbits of a parabolic F-subgroup Q acting on the symmetric F-variety GF/KF play a
fundamental role in the study of representations associated with these symmetric spaces. These
orbits were studied for many fields and can be characterized in several equivalent way. They
can be characterized as the QF-orbits acting on the symmetric F-variety GF/KFby σ-twisted
conjugation, or as the KF-orbits acting on the flag variety GF/KF by conjugation, or also as the
set QF\GF/KF of (QF,KF)-double cosets in GF. The last one is same as the set of QF×KF-orbits
on GF. For F algebraically closed, and Q = B a Borel subgroup, these orbits were characterized
by Springer [33] and a characterization of these orbits of general parabolic subgroups was given
by Brion and Helminck in [5] and [18].

If the field F is algebraically closed, the symmetric F-varieties become symmetric varieties
and we can consider the orbits of symmetric subgroups. The orbits of symmetric subgroups
acting on symmetric varieties are of importance in representation theory. For K acting on the
symmetric variety G/K those orbits were studied by Vust [39] and Richardson in [32], and for
an arbitrary symmetric subgroup H acting on a symmetric variety these orbits were studied by
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Helminck and Schwarz in [20]. In [19] Helminck also studied the case for two involutions of σ

and θ.
The analog of the Riemannian symmetric spaces for p-adic groups are the Euclidean build-

ings. Bruhat and Tits showed in [6] that most properties of the Riemannian symmetric spaces
carry over to these Euclidean buildings. For example they showed that a compact group of
isometries of a Euclidean building has a fixed point. They used this to show that in a simply
connected p-adic group the maximal compact subgroups are parabolic subgroups. There are
many other similarities between the Riemannian symmetric spaces and the Euclidean buildings.
For example for both a geodesic joining two points is unique. There is also a p-adic curvature
on the building. The Euclidean building also replaces the role of the Riemannian symmetric
spaces in the cohomology of discrete subgroups.

1.1.6 Problems we are to solve

The problem we are mainly working on is part of KF-orbit decomposition of symmetric F-
varieties. We try to classify KF-orbits of unipotent elements in symmetric F-variety P = GF/KF

where K = Gσ is the fixed-point subgroup of G, GF (resp. KF) is the set of rational points of
G (resp. K), and σ an involution acting on G.

Using results from Lusztig [27] and Richardson [31] Richardson gave a finiteness result of
K-orbits of unipotent elements in the symmetric space in [32] in 1982:

Proposition 1.1.8 ([32], Proposition 7.4). Let the field F be algebraically closed, i.e., F = F
and Characteristic of F not be 2. Let U(P ) denote the set of unipotent elements in P = G/K.
Then there are only a finite number of K-orbits of unipotent elements in U(P ).

A question arises naturally: what if the field F is not algebraically closed? What’s more,
given an algebraic group and an involution, can we list those K-orbits (or KF-orbits if F 6= F)
explicitly, i.e., do we have some canonical form for representatives of KF-orbits (resp. KF-
orbits)?

These are open questions and we have one more conjecture: using results shown in this
thesis, we can see that, for certain involutions and algebraic groups, if we work over fields R
and Qp, we still have a finite number of KF-orbits of unipotent elements in P , now, we want to
ask: is this still true for all involutions and all algebraic groups?

For example, for rational field Q we can definitely have infinitely KQ-orbits of unipotent
elements in P (see Theorem 4.2.1): if we work on SL(2, Q) and the involution is defined by

σ(g) = p−1gp, where p =

[
1

−1

]
, then we will have 2 · |Q∗/(Q∗)2|+1 K-orbits of unipotent

elements in P and we can particularly choose following elements
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[
1 α

0 1

]
,

[
1 0
α 1

]
and

[
1 0
0 1

]
as representative elements in KQ-orbits, where α is a representative of Q∗/(Q∗)2.

We answer the above questions for the special linear group SL(n, F) for certain involutions.
For inner involutions the finiteness of K-orbits of unipotent elements in P (or U(P )) depends
on the cardinality of F∗/(F∗)h, F∗±/(F∗±)h or F∗(√p)/(F∗(√p)){h} (see following chapters for
definition of symbols here), where integer h is determined by sizes of Jordan blocks of a certain
submatrix in g, and the ”curly bracket” power function is defined in a way similar to the usual
power function with conjugation involved. For outer involutions we have not done yet.

1.2 Summary of results in this dissertation

We first study what kind of elements could generate unipotent elements in P = GF/KF, i.e.,
what kind of elements we need to study. Then we classify all KF-orbits of unipotent elements
in P for GF = SL(n, F) for all inner involutions. According to classifications of involution in
[22] and [23], we only need to study two types inner involutions, and we here list our results
for inner involution accordingly. For outer involution, we study Cartan involution. We give out
the K-orbits of small n (=2,3,4) and illustrate how to get the canonical form for a general one.
We have the correspondence between classification of KF-orbits and classification of (KF,KF)-
double cosets. We classify GF-orbits too.

1.2.1 Classification of KF-orbits for SL(2,F)

To study the inner involution given by

[
1

1

]
, we can study equivalently the inner involution

defined by

[
1

−1

]
instead. From Theorem 4.2.1, we can see that we have 2 · |F∗/(F∗)2|+ 1

KF-orbits of unipotent elements in the symmetric space P = GF/KF. We can especially choose[
1 α

0 1

]
,

[
1 0
α 1

]
and

[
1 0
0 1

]

as representative elements in KF-orbits, where α are representatives of F∗/(F∗)2.

For the inner involution given by

[
1

p

]
, we have the identity orbit only (Theorem 4.3.1).
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1.2.2 Classification of GF-orbits of unipotent elements in SL(n,F)

GF-orbit of some element A ∈ GF = SL(n, F) is the set {g−1Ag|g ∈ GF} = {gAg−1|g ∈ GF}.
For classification of GF-orbits in SL(n, F) we have from Theorem 5.2.1:
Let F be an arbitrary field of characteristic of not 2. Suppose we have two unipotent elements

A = XJAX−1 and B = Y JBY −1 in GF (we can always have the decomposition since A and B

are both unipotent) with same Jordan canonical form determined by partition (5.2.1): JA = JB.
Then A and B is in the same GF-orbit, i.e., there exists P ∈ GF such that B = PAP−1, if
and only if det(X) and det(Y ) are niδ(βi)-equivalent, or equivalently det(X)/ det(Y ) ∈ (F∗)h,
where h is the greatest common factor of the sequence niδ(βi), i = 0, 1, . . . , r.

Furthermore, all GF-orbits can choose elements in the following form as representatives

XJX−1,

where J is the Jordan canonical form and

X =


p

1
. . .

1

 ,

where p ∈ F∗/(F∗)h.

1.2.3 Classification of KF-orbits for SL(n,F) for inner involutions

Key inner involution

We first study the key inner involution given by

[
I

−I

]
. We show that, to classify KF-orbits

of unipotent elements in P = GF/KF for SL(n, F), we only need to study following problem:
Let

KF ={k =

[
x

y

]
∈ SL(n, F)|det(k) = 1}

J =

[
B

C

]
, J =

[
B

C

]
,

what kind of conditions should J and J satisfy to have a k ∈ KF such that J = kJk−1? Or
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equivalently, if we use k to make J simple, what kind of simple/canonical form we could have
for J?

If C is nonsingular, ie rank(C) = n
2 , we then have from Theorem 6.1.8:

Let

J =

[
0 B

C 0

]
, J =

[
0 B

C 0

]
,

be nilpotent matrices.
If rank(C) = rank(C) = n

2 , i.e., det(C) · det(C) 6= 0, then

(I) If F = F, then J
KF∼ J if and only if BC is similar to BC in the usual sense, or equilvalently

J2 KF∼ J
2;

(II) If F 6= F, then J
KF∼ J if and only if following two conditions are satisfied

1. det(C)/ det(C) ∈ (F∗)2;
2. using condition 1 and approach I we can make det(C) = det(C). Then BC and BC are

nilpotent and satisfy conditions in Theorem 5.2.4.

It’s much different if C is singular. Suppose rank(C) = m < n
2 . Using x and y we are able

to make C =

[
I 0
0 0

]
. In this case we have

B =

[
B11 B12

B21 B22

]
, B =

[
B11 B12

B21 B22

]

x =

[
α 0

x21 x22

]

y =

[
α y12

0 y22

]
,

and B, x and y are partitioned accordingly. Using x and y we are able to make B12, B21 and
B12, B21 into some special form. With B12, B21 and B12, B21 in certain special form we have
from Theorem 6.1.21:

If F = F, and if B and B are in pre-described forms have solutions, we can find k ∈ KF such
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that J = kJk−1 if and only if following conditions hold for 1 ≤ i ≤ r:

rank(B12) = rank(B12)

rank(B21) = rank(B21)

rank(b00) = rank(b00)

rank(bi) = rank(bi)

rank(ci
j) = rank(ci

j), j = 0, 1, 2,

rank(c00) = rank(c00)

and the above six conditions are numbered as (6.1.14)-(6.1.19).

Here b00, b
00

, bi, b
i
, ci

j , c
i
j , j = 0, 1, 2, c00 and c00 come from the pre-described forms.

If the field is not algebraically closed, we have to add other conditions. In this case we have
Theorem 6.1.25:

(I) If F 6= F, all conditions (6.1.22), (6.1.23) and (6.1.25) are satisfied, if B12 and B21 are
not square matrices, then all KF-orbits can choose following as representatives

ci
0 =



0

p

1
. . .

1

0


or ci

2 =



0 0

0

p

1
. . .

1

0 0


, ci

1 = 0 or does not exist

where p ∈ F∗/(F∗)h for i = 1 and p = 1 for i ≥ 2, h is the greatest common factor of sequence
S1.

(II) If F 6= F, all conditions (6.1.22), (6.1.23) and (6.1.26) are satisfied, if B12 and B21 are
square matrices, then all KF-orbits can choose following as representatives

ci
1 =



0 0

p

1
. . .

1

0

0 0


, ci

2 = 0

where p ∈ F∗/(F∗)h for i = 1 and p = 1 for i ≥ 2, h is the greatest common factor of sequence
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S2.
(III) If F 6= F, all conditions (6.1.22), (6.1.23), (6.1.25) and (6.1.26) are satisfied (there are

some blocks in bi satisfying (6.1.25) and some satisfying (6.1.26)), then all KF-orbits can choose
as representatives from formula (6.1.27) and (6.1.28), where p ∈ F∗/(F∗)h for i = 1 and p = 1
for i ≥ 2, h is the greatest common factor of sequence S3.

(IV) In all cases except the above three, all conditions in Theorem 6.1.21 have been good
enough to serve as necessary and sufficient conditions.

Here sequences S1, S2, S3 are defined in Subsection 6.1.2.

The first type of inner involution with different sizes of identities

The case for the inner involution given by

[
I1

I2

]
with different sizes of I1 and I2 can embed

into the above case with a larger even integer.

The second type of inner involutions

For classification of KF-orbits for the inner involution given by



1
p

. . .

1
p


, we

show that we can study following problem equivalently:

Given J =

[
D

D

]
, using matrices from KF = {k =

[
x

x

]
}, what kind of sim-

ple/canonical form of J we can have? Theorem 6.3.8 answers this question:
We can choose elements g = I + J as representatives of K-orbits, where

J =

[
D

D

]
with D =


J1

. . .

Jr

 ,

and Ji, i = 1, . . . , r, satisfy following conditions
1. The sizes of Ji are decreasing, especially if Ji0 = 0, then Ji0+1 = · · · = Jr = 0;
2. If Ji 6= 0, then
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Ji =



0 1 0 · · · 0 0
0 0 1 · · · 0 0
· · · · · · · · · · · · · · · · · ·
0 0 0 · · · 1 0
0 0 0 · · · 0 q

0 0 0 · · · 0 0


,

where q = 1 if 1 ≤ i ≤ r − 1. If i = r (D has no zero Jordan block in this case), then q is
representative element of F∗(√p)/(S1 ∗ (F∗(√p)){l}) with {} being the ”curly bracket” power
function defined in Definition 6.3.1, and l is the greatest common factor of ni, ni are from the
partition of positive integer m = n

2 :

m = β1n1 + · · ·+ βsns.

which corresponds to the Jordan blocks Ji of D.
Given an integer h and a number x ∈ F∗(√p), the {} power function in the above theorem

is defined as x{h} =
h︷ ︸︸ ︷

xxxx · · ·.

1.2.4 Classification of KF-orbits for SL(n,F) for Cartan/outer involution

We have not finished this part yet. We give out the canonical forms of K-orbits of unipotent
elements in P = G/K over algebraically closed field F, which consists of symmetric matrices,
for small n only. We illustrate what kind of canonical form is expected for arbitrary n.

Representatives in K-orbits can be given as g = I + J with
• n = 2: J = 0 (the identity orbit)

J =

[
1

√
−1

√
−1 −1

]
, J =

[
1 −

√
−1

−
√
−1 −1

]
• n = 3: J = 0 (the identity orbit)

J =

 1
√
−1 0

√
−1 −1 0
0 0 0

 (from the case n = 2)

J =

 0
√
−1 0

√
−1 0 1
0 1 0
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• n = 4: J =


1 1 0 0
1 −1 2

√
−1 0

0 2
√
−1 1 1

0 0 1 −1


and all orbits included in the case n = 3.

The canonical form for any n will be all K-orbits included in the case n − 1 and one two
K-orbits of rank n− 1 in the following form:

J =



α y1

y1 −α y2

y2 α y3

y3 −α y4

. . . . . . . . .


.

α = 0 if n is odd and α 6= 0 if n is even. More specifically, α should be able to take 1 if n

is even.
If n = 2m + 1 is odd, we should always have only one K-orbit of unipotent elements with

rank n−1, but we will have two K-orbits of unipotent elements since we have n−1 off-diagonals
and are only able to introduce even numbers of −1’s. All K-orbits will be the ones of rank
n− 1 and the ones included in n− 1 case. If n is odd, then only one K-orbit of rank n− 2 from
the K-orbits of n− 1 case is included.

A good intuition is that all K-orbits here correspond to the Jordan canonical forms exactly.
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Chapter 2

Preliminaries

Our basic references for reductive groups, Borel subgroups, and maximal tori will be the books
of Borel [4], Humphreys [25], and Springer [34]. We will follow their notations and terminology.

Throughout this thesis, F is a field of characteristic not 2, and G is a reductive algebraic
group defined over F. Let σ be an involution of G and K = Gσ be the fixed point group of G,
GF (resp. KF) the set of rational points of G (K).

Let V = Fn be a finite dimensional vector space defined over F, Mn(F) = M(n, F) the set of
n×n matrices with entries in F, and Id ∈ Aut(G) the identity automorphism. For the identity
matrix we often simply write I instead of Id.

Let

GL(n, F) = {A ∈ Mn(F)|det(A) 6= 0}

and

SL(n, F) = {A ∈ GL(n, F)|det(A) = 1}

Let F∗ denote the product group of all the nonzero elements. Given any positive integer
h ∈ Z+, let

(F∗)h = {ah|0 6= a ∈ F}

The following is some notation we will use throughout the rest of this paper.

Notation 2.0.1. By m ∈ F∗/(F∗)h we mean that m is the representative of the h-quotient group
of F∗, where h is any positive integer.

Notation 2.0.2. Given a matrix A, AT is the transpose of A.
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2.1 Symmetric Spaces and symmetric F-varieties

Let Aut(G) denote the set of all automorphisms of G. We have following definitions.

Definition 2.1.1. An involution of G is an automorphism σ ∈ Aut(G) such that σ2 = Id and
σ 6= Id.

Definition 2.1.2. Given an involution σ of G, K = Gσ the fixed point group of the involution
σ, the symmetric F-variety PF is defined as τ(GF) = {gσ(g)−1|g ∈ GF}, where GF is the set of
F-rational points of G. One can see that P ' GF/KF, where KF is the set of F-rational points
of K. For F = F algebraically closed, P is also called a symmetric variety, and is the connected
component containing the identity of Q = {x ∈ G|σ(x) = x−1} if the connectedness is defined
on G.

Definition 2.1.3. Given an involution σ of G and subgroup H of G, the H-orbit of some
element g ∈ G is defined as the set {h−1gh|h ∈ H} = {hgh−1|h ∈ H}. Especially if H = K is
the fixed point group of G, the K-orbit of g ∈ G is to be {k−1gk|k ∈ K} = {kgk−1|k ∈ K}.
Similarly for arbitrary field F, and HF = H ∩ GF we define HF-orbit of some element g ∈ GF

as the set {h−1gh|h ∈ HF} = {hgh−1|h ∈ HF}. Especially if HF = KF, the KF-orbit of g ∈ GF

is to be {k−1gk|k ∈ KF} = {kgk−1|k ∈ KF}.

Definition 2.1.4. A matrix J is nilpotent if Jm = 0 for some positive integer m. It’s clear
that J is nilpotent if and only if all eigenvalues of J are 0. A matrix g = I + J is unipotent if
J is nilpotent, where I is the identity matrix.

2.2 Isomorphy classes of involutions

To classify KF-orbits of unipotent elements in P = GF/KF for all involutions on GF, we need
first to classify involutions up to isomorphy. Before we define what we mean by isomorphy of
involutions we need more notations.

For A ∈ GL(n, F), let Int(A) = IA denote the automorphism defined by IA(X) = A−1XA,X ∈
GL(n, F). An automorphism Φ of G is called of inner type if Φ = IA for some A ∈ GL(n, F).
Otherwise Φ is called of outer type. Let IntF(G) = {Int(x)|x ∈ G and Int(G)(GF) ⊆ GF} denote
the set of inner automorphisms of G which keep GF invariant. Note that for GF = SL(n, F)
one can consider conjugation by elements of GL(n, F) instead of conjugation by elements of
SL(n, F).

Definition 2.2.1. σ, φ ∈ Aut(G) are said to be F-conjugate or F-isomorphic if and only if there
is a χ ∈ IntF(G) such that χ−1σχ = φ. When the field F is clear from the context, we simply
say that they are conjugate or isomorphic.
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We need following results on classification of involutions on GF = SL(n, F):

Theorem 2.2.2 (n = 2, [22]). All the F-isomorphy classes of involutions over GF = SL(2, F)

can be represented by Int(X), where X =

[
0 1
p 0

]
∈ GL(n, F), p ∈ F∗/(F∗)2.

Theorem 2.2.3 (n ≥ 3, inner, [23]). Suppose the involution σ ∈ Aut(G) is of inner type. Then
up to F-isomorphism, we can write σ = Int(Y ), where Y is one of the following matrices:

(1)

[
I1

−I2

]
, I1 and I2 are identity matrices, and the size of I1 can be 1, 2, . . . , bn

2 c.

bn
2 c is the largest integer that is less than or equal to n

2 ;

(2)



1
p

. . .
. . .

1
p


, p ∈ F∗/(F∗)2.

Theorem 2.2.4 (n ≥ 3, outer, [23]). Let φ be the Cartan involution, i.e., φ(g) = (gT )−1. Then
up to F-isomorphism, any outer involution σ can be written as σ = Int(M)◦φ, where M is one
the following matrices:

(1) M =


m1

. . .

mn

, mi ∈ F∗/(F∗)2;

(2) M =

[
I

−I

]
, I is the identity matrix of size n

2 . It’s clear that this is possible only

if n is an even integer.

2.3 Jordan decomposition

Jordan decomposition gives us nice canonical forms for arbitrary matrices, which is very useful
in linear algebras theory. Here we sue following form of Jordan decomposition (see, for example,
[1]).

If F is an algebraically closed field, i.e., F = F, it’s clear that, given a matrix A ∈ Mn(F),
we can find X ∈ GL(n, F) such that

X−1AX =


J1

. . .

Jr

 ,
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where

Ji =



λi 1
λi 1

. . . . . .

λi 1
λi


= λiI +



0 1
0 1

. . . . . .

0 1
0


.

Since F = F, we can actually take X ∈ SL(n, F) in above multiplications. This is not true
any more if F 6= F. We give corresponding result in Theorem 5.2.1. In Chapter 6, We actually
reduce a matrix pair (or matrix pencil) (B,C) simultaneously, i.e., B → x−1By,C → y−1Cx,
and we also consider the case of D → (x)−1Dx.

Remark 2.3.1. Even if F 6= F, if A is unipotent or nilpotent, we still have the above Jordan
decomposition, though one can only assume X ∈ GL(n, F).
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Chapter 3

Double Coset and Reduction

There is a correspondence between K-orbits (KF-orbits) and double cosets, and one way to
classify K-orbits (KF-orbits) is to classify corresponding double cosets. In this chapter we also
verify the corresponding classification results for two isomorphic involutions, which allows us
to use results from [22] and [23] to work on some specific involutions only.

3.1 Correspondence between K-orbits (KF-orbits) and double

cosets

We first need to define formally what we mean by double coset:

Definition 3.1.1. Given two sets K1,K2 ∈ G (resp. GF) and g ∈ G (resp. GF), we define the
(K1,K2)-coset of g (double coset) as

K1gK2 = {k1gk2|k1 ∈ K1, k2 ∈ K2}.

Especially (KF,KF)-coset is

KFgKF = {k1gk2|k1, k2 ∈ KF}.

The following result from [4] gives us an intuition of types of involutions we should study:

Lemma 3.1.2. 1. If the field F is algebraically closed, then ||Aut(G)/ Int(G)|| = 2 for n ≥ 3.
2. Any outer automorphism can be written as Int(M)◦φ, where φ is a fixed outer automor-

phism.

Remark 3.1.3. Cartan involution φ defined by φ(g) = (gT )−1 is an outer involution and actually
it’s the most important outer one.
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Following calculations are trivial:

τ(g) =τ(g)

gσ(g)−1 =gσ(g)−1

I =g−1gσ(g)−1σ(g)

I =(g−1g)σ(g−1g)−1

⇔ g−1g ∈KF

⇔ g =gk for some k ∈ KF.

This actually gives us a quick look of why P ' GF/KF. See [16] for a strict proof. For
all possible k1, k2 ∈ KF, k1gk2 are always in the same KF-orbit. It’s true vice versa. This is
actually following theorem:

Theorem 3.1.4. Given g, g ∈ GF, τ(g) and τ(g) are in the same KF-orbit if and only

KFgKF = KFgKF.

Remark 3.1.5. For any g, g ∈ GF we have either KFgKF = KFgKF or KFgKF
⋂

KFgKF = φ,
the empty set.

Remark 3.1.6. Properties and decompositions/classifications of double cosets have been studied
over years. Bala and Carter have studied double cosets of unipotent elements in algebraic groups
in [2], [3], which gave us Bala-Carter theorem. Matsuki studied double coset decompositions
of deductive Lie groups arising from two involutions in [28]. Richardson studied (K1,K2)
double cosets on G in [32], where K1 and K2 are some subgroups of G containing the identity
component of K. Helminck and Schwarz considered real double cosets of semisimple elements
in [21].

3.2 Reduction

Let θ, σ be two involutions with θ = θ−1
p ◦ σ ◦ θp, θp is an inner involution defined by θp(g) =

p−1gp, where p ∈ GL(n, F), g ∈ G, and G is some linear algebraic group. What we will show is
that, to study properties of pair (G, θ), we can equivalently study (θp(G), σ).

It’s clear that θp(G) is still a linear algebraic group and σ is an involution on θp(G). Let
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τθ(g) = g · θ(g−1). We have

g → θ(g) = θ−1
p ◦ σ ◦ θp(g)

⇒θp(θ(g)) = σ(θp(g))

⇒θp(g) → σ(θp(g))

and

θp(τθ(g)) = θp(g(θ(g−1))

= θp(g) · θp ◦ θ(g−1)

= θp(g) · σ(θp(g−1))

= θp(g) · σ((θp(g))−1)

= τσ(θp(g))

and

⇒g → τθ(g) ⇔ θp(g) → τσ(θp(g))

⇒θp(Pθ) = Pσ,

where Pθ = G/Gθ and Pσ = θp(G)/(θp(G))σ, Gθ and (θp(G))σ are corresponding fixed-point
subgroup of G and θp(G).

Also

g = θ(g) ⇔ θp(g) = θp(θ(g)) = σ(θp(g))

⇒g ∈ Gθ ⇔ θp(g) ∈ (θp(G))σ

⇒(θp(G))σ = θp(Gθ).

Similarly

g−1 = θp(g) ⇔ (θp(g))−1 = θp(g−1) = θp(θp(g)) = σ(θp(g)).

For K-orbits. Let x ∈ Pθ, k ∈ Gθ, xp = θp(x) ∈ Pσ and kp = θp(k) ∈ (θp(G))σ, then

θp(k · x · k−1) = θp(k) · θp(x) · θp(k)−1 = kp · xp · k−1
p .

This means that we can study the K-orbits of pair (θp(G), σ) instead of (G, θ) if θ and σ are
conjugate/isomorphic/equivalent and if it’s easier to study. Once we get result for (θp(G), σ),
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we get corresponding results for (G, θ) immediately.
Following are true too:
g is semisimple in G ⇔ gp = θp(g) is semisimple in θp(G).
g is unipotent in G ⇔ gp = θp(g) is unipotent in θp(G).
T is a maximal torus in G ⇔ Tp = θp(T ) is a maximal torus in θp(G).
A is a maximal θ-split torus in G ⇔ Ap = θp(A) is a maximal σ-split torus in θp(G).
We also have similar correspondence in Lie Algebras, Borel subgroups, and root system of

G and θp(G).

Remark 3.2.1. We have same equivalence results for rational group pairs (GF, θ) and (θp(GF), σ).

Remark 3.2.2. In conclusion, we only need to study involutions specified in Theorem 2.2.2,
Theorem 2.2.3 and Theorem 2.2.4 to get the classification of KF-orbits of unipotent elements
for all F-involutions on SL(n, F).
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Chapter 4

Classification Results for SL(2, F)

In this chapter we classify KF-orbits of unipotent elements for SL(2, F). We have inner invo-
lutions only in this case, which makes things easier. We translate the classification problem to
the ”key” involution case first, then study classification problem for the key involution, and go
back to the original problem to get results in those cases. the idea of reduction and the results
we get here give big hints on how to work on the general case.

4.1 Reducing to the key involution case

Let’s go to the problem we work on: classification of K-orbits of unipotent elements. Let
GF = SL(2, F),KF = Kσ,F = Gσ

F,Kθ,F = Gθ
F, and define Pσ, Pθ and P∼

θ
in a similar way.

Theorem 2.2.2 tells us that we only need to study the inner involution θq with q =

[
0 1
q 0

]
(we abuse our notations here), where q ∈ F∗/(F∗)2.

Let

p =
1√
2

[
1 −1
1 1

]
, p1 =

[
1

√
q

]
, and g =

[
a b

c d

]
∈ GF = SL(2, F)
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and

σ(g) =

[
1

−1

]−1

· g ·

[
1

−1

]

θ(g) =

[
0 1
1 0

]−1

· g ·

[
0 1
1 0

]
∼
θ (g) =

[
0 1
q 0

]−1

· g ·

[
0 1
q 0

]
θp1(g) = p−1

1 gp1

From [
0 1
1 0

]
= p ·

[
1

−1

]
· p−1 =

1
2

[
1 −1
1 1

][
1

−1

][
1 1
−1 1

]

and [
0 1
q 0

]
=

[
1

√
q

][
0

√
q

√
q 0

][
1

√
q

]−1

=
√

q

[ 1
√

q

][
0 1
1 0

][
1

√
q

]−1


we can see that

θ = θ−1
p ◦ σ ◦ θp,

∼
θ = θ−1

p1
◦ θ ◦ θp1 .

4.2 Classification of KF-orbits for the involution with q ∈ (F∗)2

In this case we have q ∈ (F∗)2. We can take q = 1 here.
Here is the main result for the case n = 2:

Theorem 4.2.1. Let GF = SL(2, F) and we use the above notations. If char(F) 6= 2, for pair
(GF, θ), we can study (GF, σ) equivalently. For (GF, σ) we have 2 · |F∗/(F∗)2|+ 1 KF-orbits of
unipotent elements in the symmetric F-variety P = GF/KF. We can especially choose[

1 α

0 1

]
,

[
1 0
α 1

]
and

[
1 0
0 1

]
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as representative elements in KF-orbits, where α is a representative of F∗/(F∗)2.

Proof. Since θ = θ−1
p ◦ σ ◦ θp, we study (θp(GF), σ) instead of (GF, θ). Also, from

θp(g) =

(
1√
2

[
1 −1
1 1

])−1

·

[
a b

c d

]
· 1√

2

[
1 −1
1 1

]

=

[
1 −1
1 1

]−1

·

[
a b

c d

]
·

[
1 −1
1 1

]

=
1
2

[
1 1
−1 1

]
·

[
a b

c d

]
·

[
1 −1
1 1

]

=
1
2

[
a + c b + d

−a + c −b + d

]
·

[
1 −1
1 1

]

=
1
2

[
a + b + c + d −a + b− c + d

−a− b + c + d a− b− c + d

]

=
1
2

[
(a + d) + (b + c) (−a + d) + (b− c)

(−a + d)− (b− c) (a + d)− (b + c)

]

=

[
1
2 [(a + d) + (b + c)] 1

2 [(−a + d) + (b− c)]
1
2 [(−a + d)− (b− c)] 1

2 [(a + d)− (b + c)]

]

=

[
a b

c d

]
define= g

we can see that θp(GF) = GF and

KF = Kσ,F = Gσ
F =

{
k =

[
γ

γ−1

]
∈ SL(2, F) |γ ∈ F∗

}
.
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Now let’s focus on (GF, σ). Let’s look at elements in Pσ: (g−1 =

[
d −b

−c a

]
)

τσ(g) = g · σ(g−1)

=

[
a b

c d

]
·

[
1

−1

][
d −b

−c a

][
1

−1

]

=

[
a −b

c −d

][
d b

−c −a

]

=

[
ad + bc 2ab

2cd ad + bc

]

= (ad + bc)I + 2

[
0 ab

cd 0

]
= A + B

If abcd 6= 0, then B has two different eigenvalues in F, which implies that τσ(g) = A + B is
semisimple in Pσ and not unipotent.

If a = 0, then

det(τσ(g)) = 1 = ad− bc → bc = −1

⇒τσ(g) = −I + 2

[
0 0
cd 0

]
,

which is not a unipotent either since the only eigenvalue is λ = −1. This also gives us the clue
of proving corresponding part in the case n ≥ 3.

We have same conclusion for the case d = 0.

If c = 0 but b 6= 0, τσ(g) =

[
1 2ab

0 1

]
is definitely unipotent, and (k =

[
γ

γ−1

]
)

k ∗ τσ(g) = k · τσ(g) · k−1

=

[
γ

γ−1

][
1 2ab

0 1

][
γ

γ−1

]−1

=

[
1 2abγ2

0 1

]
.

It’s clear that we have |F∗/(F∗)2| Kσ,F-orbits of unipotent elements and their representatives

could be

[
1 α

0 1

]
with α ∈ F∗/(F∗)2.

We have similar conclusion for the case b = 0 but c 6= 0.
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If b = c = 0, then τσ(g) = I and k ∗ τσ(g) = I: we have only one Kσ,F-orbit with only one
element I.

4.3 Classification of KF-orbits for the involution with q 6= 0 6∈
(F∗)2

Using the above result and calculations in the proof of the above theorem, we have

Theorem 4.3.1. Let GF = SL(2, F). If |F∗/(F∗)2| > 1,
∼
θ (g) =

[
0 1
p 0

]−1

g

[
0 1
p 0

]
, where

p 6= 0 6∈ (F∗)2, then we have only one K∼
θ ,F

-orbit of unipotent element in the symmetric F-variety
P = GF/KF, the identity element I.

Proof. Similar to Theorem 4.2.1, we will study the pair (θp1(GF), θ) instead of (GF,
∼
θ) since

∼
θ= θ−1

p1
◦ θ ◦ θp1 .

.

Let g =

[
a b

c d

]
and we look at what θp1(GF) looks like:

θp1(g) =

[
1 0
0

√
q

]−1 [
a b

c d

][
1 0
0

√
q

]

=

[
a

√
qb

c√
q d

]
=

[
a

√
qb

√
q c

q d

]
.

Using calculations in Theorem 4.2.1, we can see that
To get unipotent elements in the symmetric F-variety , for pair (GF, θ) we have either

b = 1
2 [(−a + d) + (b− c)] = 0 or c = 1

2 [(−a + d)− (b− c)] = 0. Also, to get θp1(GF) from GF we
only need to replace b and c by

√
b and

√
q c

q . Therefore to get unipotent elements in Pθp1
, we

will have

0 = b =
1
2
[(−a + d) + (

√
qb−√q

c

q
)] =

1
2
[(−a + d) +

√
q(b− c

q
)]

⇒

{[
a− d = 0
b− c

p = 0

]
(
√

q 6∈ F)

⇒c =
1
2
[(−a + d)− (

√
qb−√q

c

q
)] =

1
2
[(−a + d)−√q(b− c

q
)] = 0.
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From c = 0 we have same conclusion. Therefore we can have only one unipotent in Pθ or
P∼

θ
, the identity element I.

Remark 4.3.2. For case n = 2, we first reduce to the classification for our key involution and
therefore finish classification for all involutions. We have two parts in our proof of classification
for q ∈ (F)2: 1, we first find out only certain types of unipotent elements can generate unipotent
elements in symmetric F-variety P , then 2, classify those particular types of unipotent elements
only. For the case q 6= 0 6∈ (F)2, we translate it into the one for our key involution, and then use
relation between two problems and special properties of translated problem to get the result.
The results in this section are simple but important, since what we will do for the case n ≥ 3
is exactly what we have done for the case n = 2.
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Chapter 5

Classification of GF-orbits of

Unipotent Elements for SL(n,F)

We here study GF-orbits of unipotent elements in GF = SL(n, F) and then apply this result to
our classification problem for inner involutions. We first introduce one definition we need and
then prove the result in the following section.

5.1 A definition and its properties

We first introduce some notations, one definition and its properties that we need in this chapter
and in Chapter 6.

We define notation δ for some integer i in following way:

δ(i) =

{
0, if i = 0,

1, if i 6= 0.

Given a sequence of integers n0, n1, . . . , nr, we are able to define following equation:

∏
0≤i≤r

xni
i = p (5.1.1)

where p ∈ F∗ is given and xi, i = 0, . . . , r are unknowns.

Remark 5.1.1. It doesn’t matter whether ni0 = 0 for some i0, and we actually only need to
consider all nonzero integers in the sequence if it is the case.

Using above equation we are able to define an equivalent class in the field F:
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Definition 5.1.2. Given f1, f2 ∈ F∗ and a sequence of integers ni, i = 0, 1, . . . , r, we say that
f1 and f2 are ni-equivalent, denoted by f1

ni∼ f2, if and only if the equation (5.1.1) has at least
one set of solution in F∗ with p = f1/f2.

It’s easy to check that the above definition indeed defines an equivalence relation in F∗.
We have following lemma for the equivalent classes in F∗:

Lemma 5.1.3. Suppose the greatest common factor of nonzero integers ni, i = 0, 1, . . . , r, is h.
We have then

f1
ni∼ f2 ⇔ f1/f2 ∈ (F∗)h.

Proof. It’s obvious that we only need to prove the case that all ni are all positive integers.
Necessity. Suppose f1

ni∼ f2 and ni = hli where h is the great common factor. We then have
for xi’s in equation (5.1.1) for p = f1/f2

f1/f2 =
∏

0≤i≤r

xni
i

=
∏

0≤i≤r

xhli
i

= (
∏

0≤i≤r

xli
i )h ∈ (F∗)h.

Sufficiency. Suppose f1/f2 = ph ∈ (F∗)h. Since h is the greatest common factor of ni, we
are able to find integers ui such that

h =
∑

0≤i≤r

uini.

Let xi = pui , then

∏
0≤i≤r

xni
i =

∏
0≤i≤r

(pui)ni

= p

∑
0≤i≤r

uini

= ph = f1/f2.
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So we have f1
ni∼ f2.

5.2 Classification of GF-orbits of unipotent elements for SL(n,F)

Let GF = SL(n, F), and we define GF-orbit of A ∈ GF as the set

{gAg−1|g ∈ GF} = {g−1Ag|g ∈ GF}.

Let n ∈ N be partitioned in the following way:

n = β0n0 + β1n1 + · · ·+ βrnr, (5.2.1)

where 1 = n0 < n1 < n2 < · · · < nr−1 < nr ≤ n, and βi, i = 0, . . . , r, are nonnegative integers.
In this section, we discuss the classification of GF-orbits of unipotent elements in GF. The

above partition of n corresponds to sizes of Jordan blocks in the Jordan canonical form of a
unipotent element in G, i.e., we have βi Jordan blocks of size ni, i = 0, 1, . . . , r.

We also note that, whether F = F or not, given a nilpotent matrix A, we can always find
matrix X ∈ GL(n, F) such that A = X−1JX, where J is the usual Jordan canonical form.

Here is the main result in this chapter though not used in our thesis directly:

Theorem 5.2.1. Let F be an arbitrary field. Suppose we have two unipotent elements A =
XJAX−1 and B = Y JBY −1 in G with same Jordan canonical form determined by partition
(5.2.1): JA = JB. Then A and B is in the same GF-orbit, i.e., there exists P ∈ GF such
that B = PAP−1, if and only if det(X) and det(Y ) are niδ(βi)-equivalent, or equivalently
det(X)/ det(Y ) ∈ (F∗)h, where h is the greatest common factor of the sequence niδ(βi), i =
0, 1, . . . , r.

Furthermore, all G-orbits can choose elements in the following form as representatives

XJX−1, (5.2.2)

where J is the Jordan canonical form and
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X =


p

1
. . .

1

 ,

where p ∈ F∗/(F∗)h.

Proof. If F = F, we can see that two elements in GF are GF-similar if and only if their Jordan
canonical forms are same. When F 6= F, we need more conditions.

If A ∈ GF = SL(n, F) is unipotent, then its only eigenvalue is λ = 1. Let V = Fn and define
an operator p on any v ∈ V

pv
4
= (A− λI)v.

We can then define subspaces (it’s clear that pnrV = {0})

V 0 = V

V j = {v ∈ V |pj−1v 6= 0 but pjv = 0}, j = 1, . . . , nr.

It’s clear that pj−iV j ⊆ V i for all 0 ≤ i ≤ j ≤ nr.

Now we define
∼
V

j
, j = nr, . . . , 1 as in following expression

V nr =
∼
V

nr

;

V nr−1 = p(V nr)⊕
∼
V

nr−1
;

...

V j = p(V j+1)⊕
∼
V

j
;

...

V 1 = p(V 2)⊕
∼
V

1
.

We assume mi = dim(V i) and
∼
mi= dim(

∼
V

i
). It’s clear that
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∼
mnr = mnr ;
∼
mi = mi+1 −mi, i = nr − 1, . . . , 1;

mi ≥ mj if i ≤ j.

We can always reduce A to its Jordan canonical form in field F: A = XJAX−1 because A is
unipotent. We here want to reduce A into a special canonical form, still denoted by JA, to get
the bi-condition. Here is what I mean. It’s not hard to see that, to get the Jordan canonical

form, we can choose a basis from
∼
V

1
, pV 2,

∼
V

2
, pV 3, . . . ,

∼
V

i
, pV i+1, . . . , pV nr ,

∼
V

nr

, and we still

denote the basis by
∼
V

1
, pV 2,

∼
V

2
, pV 3, . . . ,

∼
V

i
, pV i+1, . . . , pV nr ,

∼
V

nr

, and therefore we have

A[
∼
V

1
, pV 2, . . . ,

∼
V

nr

] = [
∼
V

1
, pV 2, . . . ,

∼
V

nr

]JA

or

AX = XJA

where JA is determined by arranging (generalized) eigenvectors in the above way, and then
also determined by mi (and therefore

∼
mi), i = 1, . . . , nr only and is unique. Now let’s see what

kind of X we can take. We start from
∼
V

nr

down to
∼
V

1
. We assume

∼
mi= dim(

∼
V

i
) 6= 0, i =

1, . . . , nr first. This means that n0 = 1, n1 = 2, n2 = 3, . . . , nr = r + 1.

First we fix a basis X0 = [
∼
V

1

0, pV 2
0 ,

∼
V

2

0, . . . , pV nr
0 ,

∼
V

nr

0 ] which gives us the canonical from
JA. It’s clear that all possible

∼
V

nr

has the form
∼
V

nr

0 , where Dnr ∈ GL(
∼
mnr , F) could any

nonsingular matrix. pV nr = p
∼
V

nr

= p
∼
V

nr

0 Dnr . Similarly all possible
∼
V

nr−1
has the form

∼
V

nr−1

0 Dnr−1 + pV nr
0 · ∗ =

∼
V

nr−1

0 Dnr−1 + p
∼
V

nr

0 ·∗

=
[

∼
V

nr−1

0 p
∼
V

nr

0

] [ Dnr−1

∗

]
.

where Dnr−1 ∈ GL(
∼
mnr−1, F) and ∗ is any mnr by

∼
mnr−1 matrix. So all possible V nr−1 =

[
∼
V

nr−1
, pV nr ], has the form
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V nr−1 =
[

∼
V

nr−1

0 p
∼
V

nr

0

] [ Dnr−1 0
∗ Dnr

]
= V nr−1

0

[
Dnr−1 0
∗ Dnr

]
.

Again, all possible
∼
V

nr−2
has the form

∼
V

nr−2

0 Dnr−2 + pV nr−1 · ∗ =
∼
V

nr−2

0 Dnr−2 + p
[

∼
V

nr−1

0 p
∼
V

nr

0

] [ Dnr−1 0
∗ Dnr

]
· ∗

=
[

∼
V

nr−2

0 p
∼
V

nr−1

0 p2
∼
V

nr

0

] Dnr−2

∗
∗

 .

This gives us

V nr−2 =
[

∼
V

nr−2
pV nr−1

0

]
=
[

∼
V

nr−2

0 p
∼
V

nr−1

0 p2
∼
V

nr

0

] Dnr−2

∗ Dnr−1

∗ ∗ Dnr



= V nr−2
0

 Dnr−2

∗ Dnr−1

∗ ∗ Dnr

 .

Repeating it we can get a general formula for V i:

V i =
[

∼
V

i

0 p
∼
V

i+1

0 . . . pnr−i
∼
V

nr

0

]


Di

∗ Di+1

∗ ∗ . . .
...

...
. . . Dnr−1

∗ ∗ · · · ∗ Dnr
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= V i
0



Di

∗ Di+1

∗ ∗ . . .
...

...
. . . Dnr−1

∗ ∗ · · · ∗ Dnr


= V i

0

∼
Di .

where Dj ∈ GL(
∼
mj , F), i ≤ j ≤ nr.

We then can get the formula for the general X:

X =
[

V 1 V 2 · · · V nr

]
=
[

∼
V

1
pV 2

∼
V

2
pV 3 · · · pV nr

∼
V

nr
]

where V i =
[

∼
V

i
pV i+1

]
, 1 ≤ i ≤ nr − 1 and V nr =

∼
V

nr

.
Now it’s

X = X0


∼
D1

∼
D2

. . .
∼
Dnr


= X0D.

Now we consider the general case, i.e., there could be some i0 such that dim(
∼
V

i0
) = 0. In

this case we have

V i0 = pV i0+1

= pV i0+1
0

∼
Di0+1

= V i0
0

∼
Di0+1,

This implies
∼
Di0=

∼
Di0+1. Therefore, generally

∼
Di (and therefore Di) appear in D if and

only if
∼
mi= dim(

∼
V

i
) > 0. Using correspondence between sizes of Jordan blocks and partition

of n in (5.2.1), we can see that if
∼
mi 6= 0, we then actually have βi =

∼
mni , 0 ≤ i ≤ r.
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Let ωi = det(Dni) ∈ F∗, 0 ≤ i ≤ r. We then have

det(D) =
∏

1≤i≤nr

det(
∼
Di)

=
∏

0≤i≤r

(ωi)niδ(βi).

We only need to consider ni instead of i here since, if for some index i0, βi0 =
∼
mni0

= 0, then

Dni0
would not show up and therefore ω

ni0
δ(βi0

)

i0
= ω0

i0
= 1 in the above expression.

If δ(βi) = 1, then Dni will appear ni times in D, and therefore ωi appears ni times in the
above.

This tells us that all possible X in A = XJAX−1 has determinant:

det(X) = det(X0) ·
∏

0≤i≤r

(ωi)niδ(βi),

i.e., an niδ(βi)-equivalent class in F∗.
Now we assume

A = XJAX−1, B = Y JBY −1 (5.2.3)

are GF-similar, i.e., there exists P ∈ GF such that B = PAP−1. Here JA and JB are in the
special canonical form described above. We then have JA = JB immediately. From

B = Y JBY −1 = Y JAY −1 = PAP−1 = PXJAX−1P−1

We know that there exists a nonsingular diagonal block matrix D as described above such
that

PX = Y D ⇔ P = X−1Y D.
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P ∈ GF = SL(n, F) ⇔ 1 = det(X−1Y D) = det(X)−1 det(Y ) det(D)

⇔
∏

1≤i≤r

(ωi)niδ(βi) =
det(X)
det(Y )

.

All possible det(X) and det(Y ) are det(X0) det(DX) and det(Y0) det(DY ), where X0 and
Y0 are fixed. We now have

∏
1≤i≤r

(ωi)niδ(βi) =
det(X)
det(Y )

=
det(X0) det(DX)
det(Y0) det(DY )

so

det(X0)
det(Y0)

=
det(DY )
det(DX)

∏
1≤i≤r

(ωi)niδ(βi)

=

∏
1≤i≤r

(ωi,Y )niδ(βi)∏
1≤i≤r

(ωi,X)niδ(βi)
·
∏

1≤i≤r

(ωi)niδ(βi)

=
∏

1≤i≤r

(
ωi,Y · ωi

ωi,X
)niδ(βi)

So we can see that det(X0) and det(Y0) must be in the same niδ(βi)-equivalent class, or no
matter what X and Y we choose in (5.2.3), det(X) and det(Y ) must be in the same niδ(βi)-
equivalent class, and therefore using Lemma 5.1.3 we can see that det(X)/ det(Y ) ∈ (F∗)h,
where h is the greatest common factor of iδ(βi).

On the other hand, in (5.2.3), assume det(X) and det(Y ) are in the same niδ(βi)-equivalent
class. If det(X) = det(Y ) we can take P = Y X−1 ∈ GF = SL(n, F) directly. If det(X) 6=
det(Y ), according to the above analysis, we can take another matrix

∼
Y such that for some

block diagonal matrix D

B = Y JBY −1 =
∼
Y JB

∼
Y
−1

with
∼
Y = Y D

and det(X) = det(
∼
Y ) because det(X), det(Y ) and det(

∼
Y ) are in the same niδ(βi)-equivalent

class. Now we can take P =
∼
Y X−1 ∈ GF.

We can also see that, even if JA and JB are in the traditional canonical form, we still have
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same conclusion/bi-condition here.
For each GF-orbit of unipotent elements in GF, we can always take elements in the form

(5.2.2) as our representatives in the GF-orbits of unipotent elements.

Remark 5.2.2. If in the partition (5.2.1) β0 > 0, i.e., we always have zero Jordan block, we
can see that the greatest common factor h is always 1 and if this is the case, the usual Jordan
canonical form is good enough to distinguish different GF-orbits.

We actually need a little more for Theorem 6.1.8. First we introduce

Notation 5.2.3. By p ∈ F∗±/(F∗±)h, we mean that given p1, p2 ∈ F∗/(F∗)h, p1 and p2 represent
same equivalence class in F∗±/(F∗±)h if and only if p2 = ±p1. It is true that this indeed defines
an equivalence relation in F∗ (or F∗/(F∗)h).

Now we have

Theorem 5.2.4. Given A, B and P as in Theorem 5.2.1, if we allow the determinant of P to
be ±1 instead of 1, then

1. if −1 ∈ (F∗)h, we will require same condition and have same representatives of ”±GF-
orbits” as in Theorem 5.2.1;

2. if −1 6∈ (F∗)h, we then require instead ±det(X)
det(Y ) ∈ (F∗)h as condition of being in the same

”±GF-orbit”; for representatives, we choose instead p ∈ F∗±/(F∗±)h.

Proof. We only use the determinant condition in the last part of the proof of Theorem 5.2.1,
and the rest is from the definition of the equivalence class F∗±/(F∗±)h.
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Chapter 6

Classification Results for SL(n,F) for

Inner Involutions

Now we go to the case n ≥ 3. Let GF = SL(n, F). We have two types of involutions to study,
inner involutions and outer involutions. We study inner involutions case in this chapter. From
Theorem 2.2.3 we know that we only need to study two types of inner involutions. We will study
a key inner involution first, and then apply conclusions obtained for the key inner involution to
the other cases.

6.1 Key inner involution

The key involution σ we will study is defined as

σ(g) = p−1gp, p =

[
I

−I

]
= p−1.

Here n ∈ 2Z+.
In this case,

KF = Kσ,F = Gσ
F =

{
k =

[
P

Q

]
∈ SL(n, F)|P,Q ∈ GL(

n

2
, F),det(P ) det(Q) = 1

}
.

Again we will do same thing as we did in the case n = 2:
1. Show that g (or τ(g)) needs to have a special form to yield a unipotent element in

P = GF/KF;
2. Classify all KF-orbits of unipotent elements in P .
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6.1.1 To make τ(g) to be unipotent, g needs to have a special form

Our main results in this subsection are Theorem 6.1.1 and Theorem 6.1.3.

Theorem 6.1.1. Let g =

[
A B

C D

]
∈ GF. If det(A) det(D) 6= 0, then all unipotent elements

in P can be generated by a special type of g: g =

[
I B

C I

]
= I + J with J =

[
B

C

]
nilpotent.

To prove it, we need following lemma first.

Lemma 6.1.2. Let J =

[
B

C

]
, then λ is an eigenvalue of J if and only if −λ is an

eigenvalue of J . So we have det(I + J) 6= 0 ⇔ det(I − J) 6= 0.

Proof. Let λ 6= 0, then from[
I 0

− 1
λC I

][
λI B

C λI

]
=

[
λI B

0 λI − 1
λCB

]

we have

det(λI − J) = det(λI) det(λI − 1
λ

CB)

= det(λI · (λI − 1
λ

CB))

= det(λ2I − CB)

So the characteristic polynomial of J is a polynomial of λ2, which gives us the conclusion.

Proof of Theorem 6.1.1. First we prove that g =

[
I B

C I

]
= I +J with J nilpotent generates

unipotent elements in P . We then prove that all unipotent elements in P can be generated
by this type of g. Also, the order of I should be clear from its context and it should not be
confusing if it stands for identities with different sizes.

It’s clear that J2 =

[
BC

CB

]
is diagonal, and

g = I + J

= (I + J)(I − J)(I − J)−1 (Lemma 6.1.2)

= (I − J2)(I − J)−1,
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so g−1 = (I − J)(I − J2)−1 and (p and I − J2 commute)

τ(g) = gσ(g−1)

= gp−1g−1p

= (I + J)p(I − J)(I − J2)−1p

= (I + J)p(I − J)p(I − J2)−1

= (I + J)[p(I − J)p](I − J2)−1

= (I + J)(I − pJp)(I − J2)−1

= (I + J)(I + J)(I − J2)−1 (pJp = −J)

= (I + 2J + J2)(I − J2)−1

= [(I − J2) + (2J + 2J2)](I − J2)−1

= I + 2J(I + J)(I − J2)−1

= I + 2J(I − J)−1

then τ(g) is unipotent if and only if 2J(I − J)−1 or J(I − J)−1 is nilpotent. The eigenvalues of
J(I−J)−1 have the form λ = λJ

1−λJ
, where λJ is an eigenvalue of J . This is because J(I−J)−1

is a rational function of J and the eigenvalues λ of J(I − J)−1 are just same rational function
of eigenvalues λJ of J . So λ = 0 ⇔ λJ = 0, i.e., J is nilpotent.

Let’s see a general case. Let

g =

[
A B

C D

]

Q =

[
A−1

D−1

]

g = gQ =

[
I BD−1

CA−1 I

]
=

[
I B

C I

]

then

τ(g) = gp−1g−1p

= gQ ·Q−1p−1g−1p

= g · p−1Q−1g−1p (Qp = pQ)

= g · p−1(gQ)−1p

= g · p−1g−1p

= τ(g)
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This means that, if det(A) det(D) 6= 0, we can always assume A = D = I. To show that
g ∈ SL(n, F), i.e., det(g) = 1 we only need to notice that, if we assume g = I + J

τ(g) = τ(g) unipotent ⇒ J nilpotent ⇒ det(g) = 1.

Theorem 6.1.3. Let g =

[
A B

C D

]
∈ GF. If det(A) det(D) = 0, then τ(g) has one eigenvalue

λ = −1 which implies that τ(g) is not unipotent.

We assume the field F = F here. If we prove the theorem for the case F = F, the theorem
will also be true for the case F 6= F: τ(g) has eigenvalue λ = −1 in F and it’d have eigenvalue
λ = −1 in F too.

We put the proof of Theorem 6.1.3 into two cases:
Case 1. One of A and D is nonsingular;
Case 2. Both A and D are singular.
Proof of Case 1. Without loss of generality, we assume A is nonsingular and D is singular.

Same as in Theorem 6.1.1, we can assume A = I and D =

[
I 0
0 0

]
, where the identity matrices

in A and D should be taken properly. Now we have

g =

[
I B

C D

]
with D =

[
I 0
0 0

]
.

Thanks to the nonsingularity of A = I, we can write out g−1 explicitly. Here is a quick
look: (g nonsingular ⇒ D − CB nonsingular)

[
I −B

0 I

][
I 0
0 (D − CB)−1

][
I 0
−C I

][
I B

C D

]
= I

which implies
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g−1 =

[
I −B

0 I

][
I 0
0 (D − CB)−1

][
I 0
−C I

]

=

[
I −B(D − CB)−1

0 (D − CB)−1

][
I 0
−C I

]

=

[
I + B(D − CB)−1C −B(D − CB)−1

−(D − CB)−1C (D − CB)−1

]
.

From g · g−1 = I we have (g · g−1)21 = 0 if we partition g · g−1 into two by two block matrix,
and therefore

0 = (g · g−1)21

=
[

C D
]
·

[
I + B(D − CB)−1

−(D − CB)−1C

]
= C · [I + B(D − CB)−1C]−D(D − CB)−1C

and we then get

C(I + B(D − CB)−1C) = D(D − CB)−1C. (6.1.1)

Then
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τ(g) = gp−1g−1p

=

[
I B

C D

][
I

−I

][
I + B(D − CB)−1C −B(D − CB)−1

−(D − CB)−1C (D − CB)−1

][
I

−I

]

=

[
I −B

C −D

][
I + B(D − CB)−1C B(D − CB)−1

−(D − CB)−1C −(D − CB)−1

]

=

[
I + B(D − CB)−1C + B(D − CB)−1C B(D − CB)−1 + B(D − CB)−1

C(I + B(D − CB)−1C) + D(D − CB)−1C CB(D − CB)−1 + D(D − CB)−1

]
6.1.1=

[
I + 2B(D − CB)−1C 2B(D − CB)−1

2D(D − CB)−1C (D + CB)(D − CB)−1

]

=

[
I + 2B(D − CB)−1C 2B(D − CB)−1

2D(D − CB)−1C −I + 2D(D − CB)−1

]
. (6.1.2)

Now we look at the second block row of τ(g)

[
2D(D − CB)−1C −I + 2D(D − CB)−1

]
.

Since D =

[
I 0
0 0

]
, suppose the last t rows of D are zero, then this means that, in the

last t rows of τ(g), the only nonzero elements are -1 which are from −I. They are all on the
diagonal positions of τ(g), which tells us that τ(g) has an eigenvalue λ = −1 whose multiplicity
is at least t.

Proof of Case 2: A and D are both singular. Without loss of generality, we assume that
rank(A) ≤ rank(D). Similarly we can take A and D in following special form:

A =

[
I1 0
0 0

]
, D =

[
I2 0
0 0

]
.

So A has more zero rows than D does.
In this case we will again find the eigenvalue λ = −1 of τ(g) explicitly. Actually we will find

a submatrix of τ(g) in ±SL(m, F) for some integer m, which gives us the eigenvalue λ = −1 of
τ(g).

We first partition B and C according to ranks of A and D

42



B =

[
B11 B12

B21 B22

]
, C =

[
C11 C12

C21 C22

]
.

Now we make full use of freedom of choosing elements in KFgKF, i.e., make g to be a really
special one. Notice that all elements in the same KF-orbit of any element in P = GF/KF have
same eigenvalues.

We will discuss three subcases:
1. B22 6= 0 and C22 6= 0.
2. B22 = 0 but C22 6= 0.
3. C22 = 0.
First subcase. If B22 6= 0 and C22 6= 0, then there exists nonsingular matrices f and h of

proper size such that fC22h =

[
0 0
0 I3

]
(if C22 is nonsingular, we simply remove certain zero

blocks in the above form). Similarly, if B22 6= 0, we can find s and t such that sB22t =

[
0 0
0 I4

]
.

The identity matrices in fC22h and sB22t need not be same. Let

k1 =


αI 0
0 s

0

0
I 0
0 f

 , k2 =


βI 0
0 h

0

0
I 0
0 t

 ,

where α, β ∈ F make det(k1) = det(k2) = 1.
Then
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k1gk2 =


αI 0
0 s

0

0
I 0
0 f




∗ 0
0 0

B11 B12

B21 B22

C11 C12

C21 C22

I 0
0 0




βI 0
0 h

0

0
I 0
0 t



=


∗ 0
0 0

αB11 αB12t

sB21 sB22t

βC11 C12h

βfC21 fC22h

I 0
0 0



=



∗ 0
0 0

αB11 αB12t

sB21
0

I4

βC11 C12h

βfC21
0

I3

I 0
0 0


.

Now let the last column of C12h be u, and the last row of sB21 be v. Let

k3 =


I1 0
0 I

0

0
I2 −u

0 I

 , k4 =


I1 0
0 I

0

0
I2 0
−v I

 .

Now
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k3(k1gk2)k4

=


I1 0
0 I

0

0
I2 −u

0 I





∗ 0
0 0

αB11 αB12t

sB21
0

I4

βC11 C12h

βfC21
0

I3

I 0
0 0




I1 0
0 I

0

0
I2 0
−v I



=



∗ 0
0 0

∗ αB12t

∗
0

0
I4

∗ ∗ 0

βfC21
0

I3

I 0
0 0



=



∗ 0
0 0

∗ (αB12t)1 (αB12t)2

∗
0

0
I4

1

∗ ∗ 0

(βfC21)1
(βfC21)2

0
I3

1

I 0
0 0


=

[
(k3(k1gk2)k4)11 (k3(k1gk2)k4)12
(k3(k1gk2)k4)21 (k3(k1gk2)k4)22

]

By adding the last column of

[
(k3(k1gk2)k4)11
(k3(k1gk2)k4)21

]
to all other columns we are able to make

(βfC21)2 = 0. This is equivalent to multiply k3(k1gk2)k4 by some element k6 in KF from the
right. In the same way we are able to make (αB12t)2 = 0 by multiplying (k3(k1gk2)k4)k6 by
some k5 ∈ KF from the left, i.e., we get following form
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k5(k3(k1gk2)k4)k6 =



∗ 0
0 0

∗ (αB12t)1 0

∗
0

I6

0 1

∗ ∗ 0

(βfC21)1
0

I5

0 1

I 0
0 0


4
= g.

Now on the (n/2− 1)-th and n-th rows and columns of g there only two nonzero elements,
1, and we actually form following submatrix of g

Q =

[
0 1
1 0

]
.

We claim that the (n/2− 1)-th and n-th rows and columns of (g)−1 is same as g. Let P be
a permutation matrix such that

PgP T =

[
∗ 0
0 Q

]
,

then

(PgP T )−1 =

[
∗ 0
0 Q

]−1

=

[
∗ 0
0 Q

]
(Q−1 = Q)

= P (g)−1P T

This implies that (g)−1 = P T (P (g)−1P T )P has same ”shape” as g and elements on the
(n/2− 1)-th and n-th rows and columns of (g)−1 are same as those of g.

Now let’s look at τ(g) = gp−1(g)−1p. The operation on (n/2 − 1)-th and n-th rows and
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columns of τ(g) is actually same as

Qp−1Q−1p = QpQp

= (Qp)2

=

([
0 1
1 0

][
1 0
0 −1

])2

=

([
0 −1
1 0

])2

=

[
−1 0
0 −1

]

All nonzero elements on (n/2− 1)-th and n-th rows and columns of τ(g) lie in Qp−1Q−1p,
and it’s obvious that τ(g) has an eigenvalue λ = −1.

The second subcase. If B22 = 0 but C22 6= 0, following similar procedure we can assume g

to have following special form:

g =



∗ 0
0 0

∗ ∗
B21 0

∗ ∗ 0

∗
0

I5

0 1

I2 0
0 0


.

B21 must be full row-rank, and therefore there exist nonsingular f and h such that fB21h =[
0 I

]
.

Let

k1 =


αI 0
0 f

0

0
h−1 0
0 I

 , k2 =


βI 0
0 I

0

0
h 0
0 I

 ,

then
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k1gk2 =


αI 0
0 f

0

0
h−1 0
0 I





∗ 0
0 0

∗ ∗
B21 0

∗ ∗ 0

∗
0

I5

0 1

I2 0
0 0




βI 0
0 I

0

0
h 0
0 I



=



∗ 0
0 0

∗ ∗
fB21h 0

∗ ∗ 0

∗
0

I5

0 1

I2 0
0 0



=



∗ 0
0 0

∗ ∗
0 I 0

∗ ∗ 0

∗
0

I5

0 1

I2 0
0 0



Suppose rank(D) = n1 and let
∼
P be the permutation matrix that permutes the (n/2+n1)-th

and n-th row of k1gk2. Let

k3 =


I

αI 0

0
∼
P

 ,

then
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k3(k1gk2) =



∗ 0 0
0 0 0
0 0 0

∗ ∗ ∗ ∗
0 I 0 0

0 0 1 0

∗ ∗ 0

0 0 1

∗
0

I
0

∗ ∗ 1

I 0 0 0

0 0 0 0

0 0 0 0

0 0 1 0


= g.

Considering the n/2-th and (n/2 + n1)-th rows and columns of g we can get submatrix

Q =

[
0 1
1 0

]
again and similar to the first subcase, we can find permutation matrix P such

that

PgP T =

[
∗ ∗
0 Q

]

P (gp)P T =

 ∗ ∗

0
0 −1
1 0



P (pg)P T =

 ∗ ∗

0
0 1
−1 0


and

P (g)−1p−1P T = P (pg)−1P T

= (P (pg)P T )−1

=

 ∗ ∗

0
0 −1
1 0

 .
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Then we have

Pτ(g)P T = P (k3(k1gk2))p−1(g)−1pP T

= P (g)pP T P (g)−1pP T

= (P (gp)P T )(P (g)−1p−1P T ) (p = p−1)

=

 ∗ ∗

0
0 −1
1 0


 ∗ ∗

0
0 −1
1 0



=

 ∗ ∗

0
−1 0
0 −1

 .

which tells us that Pτ(g)P T or τ(g) has an eigenvalue λ = −1.
Third subcase. We assume C21 = 0 and we have immediately that C12 has full column-rank,

so there exist nonsingular f and h such that fC12h =

[
I3

0

]
. Let

k1 =


I1

αI

f

I

 , k2 =


I1

h

f−1

βI

 ,

then
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k1gk2 =


I1

αI

f

I




I1 0
0 0

∗ ∗
∗ ∗

∗ C12

∗ 0
I2 0
0 0




I1

h

f−1

βI



=


I1 0
0 0

∗ ∗
∗ ∗

∗ fC12h

∗ 0

I2 0
0 0



=



I1 0
0 0

∗ ∗
∗ ∗

C21
I3

0

∗ 0

I2 0
0 0


=



I1 0
0 0

∗ ∗
∗ ∗

C
1
21 I3

C
2
21 0

∗ 0

I2 0
0 0


.

Let

k3 =


I1 0

−C
1
21 I3

I2

I6

 ,

then
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(k1gk2)k3 =



I1 0
0 0

∗ ∗
∗ ∗

C
1
21 I3

C
2
21 0

∗ 0

I2 0
0 0




I1 0

−C
1
21 I3

I2

I6



=



I1 0
0 0

∗ ∗
∗ ∗

0 I3

C
2
21 0

∗ 0

I2 0
0 0


=
∼
g .

Let

L =



I1

I3 I3 0 0

I3 0
I4 0

0 0 I6


⇒ L−1 =



I1

I3 −I3 0 0

I3 0
I4 0

0 0 I6


,

then

L
∼
g =



I1

I3 I3 0 0

I3 0
I4 0

0 0 I6





I1 0
0 0

∗ ∗
∗ ∗

0 I3

C
2
21 0

∗ 0

I2 0
0 0



=



I1 0
0 I3

∗ ∗
∗ ∗

0 I3

C
2
21 0

∗ 0

I2 0
0 0


=

[
I B

C D

]
= g,
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where D =

[
I2 0
0 0

]
. So

∼
g = L−1g,

∼
g
−1

= (g)−1L

p−1Lp =

[
I

−I

]


I1

I3 I3 0 0

I3 0
I4 0

0 0 I6


[

I

−I

]

=



I1

I3 −I3 0 0

I3 0
I4 0

0 0 I6


= L−1

and

τ(
∼
g) =

∼
g p−1 ∼

g
−1

p

=L−1gp−1(g)−1Lp

=L−1(gp−1(g)−1p)(p−1Lp)

=L−1(gp−1(g)−1p)L−1

=



I1

I3 −I3 0 0

I3 0
I4 0

0 0 I6


·

[
I + 2B(D − CB)−1C 2B(D − CB)−1

2D(D − CB)−1C −I + 2D(D − CB)−1

]

·



I1

I3 −I3 0 0

I3 0
I4 0

0 0 I6
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The expression for gp−1(g)−1p is from (6.1.2). It’s clear that the last rank(I6) rows and
columns of τ(

∼
g) are same as the last rank(I6) rows and columns of gp−1(g)−1p = τ(g). From

the analysis in the case that A = I, D is singular, we can see that τ(
∼
g) has one eigenvalue

λ = −1. This finishes the proof of Theorem 6.1.3.
Following lemma is needed in Section 6.1.2.

Lemma 6.1.4. Let g ∈ GL(n, F) be a nonsingular matrix. Given s ≤ n and indices {i1, . . . , is}
and {j1, . . . , js}, if all nonzero entries of g lie only in rows {i1, . . . , is} lie in columns {j1, . . . , js},
the submatrix T of g formed by elements lying in the above rows and columns is nonsingular.

Proof. By choosing special permutation matrices P and Q we are able to make T be at the
right bottom corner of PgQ:

PgQ =

[
g11 g12

g12 g22

]
=

[
g11 g12

0 T

]

g21 = 0 because the only nonzero elements of PgQ lie in T . T is a square submatrix and
it’s obvious that T is nonsingular.

6.1.2 Classification with g in the special form

We assume here n is an even positive integer, i.e., n ∈ 2Z+ and n ≥ 4.

Let GF = SL(n, F),KF = Gσ
F =

{[
x 0
0 y

]}
, where F is a field of characteristic not 2, not

necessarily algebraically closed, the involution σ is defined as σ(g) = p−1gp, p =

[
I 0
0 −I

]
,

and KF = Gσ
F is the fix-point subgroup of σ. τ(g) = g(σ(g))−1.

We’ve seen that all unipotent elements in P can be generated by g = I + J , where J =[
0 B

C 0

]
, and using correspondence with double cosets in Chapter 3, we know that τ(g) KF∼

τ(g) ⇔ KFgKF = KFgKF, or g ∈ KFgKF, or ∃k, k ∈ KF s.t. g = kgk. With the special form of
g and g we have immediately k = k−1 ∈ KF.

Now
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g = kgk−1[
I B

C I

]
=

[
x 0
0 y

][
I B

C I

][
x−1 0
0 y−1

]

(I) ⇔

{
B = xBy−1

C = yCx−1

(II) ⇔

{
xB = By

yC = Cx

Remark 6.1.5. It’s obvious that rank(B) = rank(B) and rank(C)) = rank(C). We hereafter
assume this condition to be true in the rest of this chapter.

Remark 6.1.6. There are two ways of achieving our goals:
1. Get bi-conditions which two KF-similar elements should satisfy directly.
2. Reduce g(g) to the canonical form directly and show that the canonical form can be

chosen as a representative element in the KF-orbits.
We will combine both here. It’s true that ∃k ∈ KF s.t. g = kgk−1 ⇔ ∃k1, k2, k3 ∈ KF s.t.

k1gk−1
1 = k3(k2gk−1

2 )k−1
3 . This means that we are able to take some k1 and k2 to make k1gk−1

1

and k2gk−1
2 to be special first to make our discussion easier. This observation is more related to

the second approach, and we will reduce g and g to their ”KF-canonical form” directly and then
show that those canonical forms can be chosen as representative elements in their KF-orbits,
i.e., we ”mainly” follow the second approach while we use the first approach to help us see
where we should go and what kind of conditions they should satisfy.

If we use x, y acts on B,C like in (I), this means that, more likely, we are ”simplifying” g

or J .
If we use equations in (II), this means that, while it’s still possible for us to simplify g or

J , we are more likely either to reduce the PROBLEM, or to consider conditions that g/J(or
equivalently, B,C) should satisfy.

Remark 6.1.7. If F = F, then any k =

[
x

y

]
∈ GL(n, F) can be taken in our proof, i.e., we

are able to forget the determinant condition.

We will put our classification into two subcases: 1, det C 6= 0, and 2, det C = 0. The first
case is relatively easy and the second one requires much more work.
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Case det C 6= 0

If rank(C) = n
2 , i.e., detC 6= 0, and field F = F we are able to assume C = C = I, and in this

case g = kgk−1 ⇔ B = xBx−1, i.e., B and B are similar ⇒ the Jordan canonical forms give us
all possible KF-orbits. This observation is included in the following Theorem:

Theorem 6.1.8. Let

J =

[
0 B

C 0

]
, J =

[
0 B

C 0

]
,

be nilpotent matrices.
If rank(C) = rank(C) = n

2 , i.e., det(C) · det(C) 6= 0, then

(I) If F = F, then J
KF∼ J if and only if BC is similar to BC in the usual sense, or

equilvalently J2 KF∼ J
2;

(II) If F 6= F, then J
KF∼ J if and only if following two conditions are satisfied

1. det(C)/ det(C) ∈ (F∗)2;
2. using condition 1 and approach I we can make det(C) = det(C). Then BC and BC are

nilpotent and satisfy conditions in Theorem 5.2.4.

Proof. From

C = yCx−1

1 = det(x) · det(y)

we have

det(C)/ det(C) ∈ (k∗)2

det(x) = ±
√

det(C)/ det(C) (6.1.3)

From the the first one we have

y = CxC−1 or y−1 = Cx−1C
−1 (6.1.4)

plug it into

B = xBy−1 = xBCx−1C
−1

⇒BC = xBCx−1 (6.1.5)

Since y is determined by x completely in (6.1.4), we only need to choose proper x to make
all conditions satisfied. We have two conditions for x: (6.1.3) and (6.1.5). If F = F we are done.
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If F 6= F, first, using approach I we are able to take proper x1 and y1 to make det(C) = det(C),
and this gives us det(x) = ±1. The rest is from Theorem 5.2.4.

Remark 6.1.9. In the above Theorem 6.1.8, we are able to choose as representatives C and B

to have following special form:

C =


p

1
. . .

1



B1 =


J1

. . .

Jr

 or B2 =


J0

J1

. . .

Jr


where

Ji =



0 qi

0 1
. . . . . .

0 1
0


, 1 ≤ i ≤ r,

If B = B1 then q1 = q/p, qi = 1, i ≥ 2, p ∈ F∗/(F∗)2 and q ∈ F∗±/(F∗±)h, where h is the
greatest common factor of the sequence size(J1), . . ., size(Jr). If B = B2, then qi = 1, i =
1, . . . , r. Note that we have J0 = 0 in B2, and in this case, from Remark 5.2.2 we can see
that C and the Jordan canonical form of BC (BC) have been good enough to distinguish the
KF-orbits of unipotent elements in P = GF/KF.

Case det C = 0

Now we assume m = rank(C) = rank(C) < n
2 , and we then are able to choose x, y to make

C =

[
I 0
0 0

]
. This is true whether the field F = F or not. It’s like ”transferring” determinant

conditions to B in the following procedure. Do same thing to C, i.e., make C =

[
I 0
0 0

]
= C.

Here we are concerned with the case τ(g) unipotent ⇔ J nilpotent ⇔ BC nilpotent ⇔
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(B11)N = 0, where B =

[
B11 B12

B21 B22

]
is partitioned according to the partition of C, ie B11 ∈

Fm×m. Throughout this paper we assume B (and therefore B) to be partitioned in this way.

To keep C = C =

[
I 0
0 0

]
, x, y need to satisfy

[
I 0
0 0

]
·

[
x11 x12

x21 x22

]
=

[
y11 y12

y21 y22

]
·

[
I 0
0 0

]

⇒


x11 = y11

def= α

x12 = 0
y21 = 0

⇒ (detα)2 · det x22 · det y22 = detx · det y = 1 6= 0.

It’s clear that y−1 has same shape as y (upper-triangular):

y−1 =

[
α−1 ∗
0 y−1

22

]
.

From B = xBy−1 we have

xB = By[
α 0

x21 x22

]
·

[
B11 B12

B21 B22

]
=

[
B11 B12

B21 B22

]
·

[
α y12

0 y22

]

we get four equations equivalently:

αB11 = B11α (6.1.6)

αB12 = B11y12 + B12y22 (6.1.7)

x21B11 + x22B21 = B21α (6.1.8)

x21B12 + x22B22 = B21y12 + B22y22. (6.1.9)

We have immediately B11 ∼ B11, i.e., B11 is similar to B11, and therefore, if we use approach
(I) to make B11 and B11 into their Jordan canonical form, we are able to assume, and therefore
assume from now on

B11 = B11 =


J0

J1

. . .

Jr

 ,
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where Ji, i = 0, 1, 2, . . . , r are the usual nilpotent Jordan blocks, J0 is the only zero Jordan
block, sizes of Ji, i = 1, 2, . . . , r are nondecreasing. We are able to do this because we can take
special x22 or y22 to make the determinant to be one.

We list all ”manipulations” we will use to reduce B and B in the following lemma:

Lemma 6.1.10. Without changing B11 and C, we can apply following ”manipulations” on
Bij , i, j = 1, 2 (using approach (I)):

(a) add columns of B11 to columns of B12 (B21 and B22 might change too);

(b) add rows of B11 to rows of B21 (B12 and B22 might change too);

(c) multiply

[
B12

B22

]
from right by some nonsingular matrix;

(d) multiply [B21, B22] from left by some nonsingular matrix;

(e) add the last row of any sub-block of [B11, B12] to the first row of any sub-block of [B11, B12]
or to any row ”belonging to” J0 (B12 changes correspondingly);

(f) add the first column of any sub-block of

[
B11

B21

]
to the last column of any sub-block of[

B11

B21

]
or to any column ”belonging to” J0 (B21 changes correspondingly);

(g) multiply the first size(J0) rows of B12 from left by any nonsingular matrix;

(h) multiply the first size(J0) columns of B21 from right by any nonsingular matrix;

(i) add rows in B12 corresponding to the last rows of each sub-block of B11 to B22 (this does
not change B21);

(j) add columns in B21 corresponding to the first columns of each sub-block of B11 to B22 (this
does not change B12).

Proof. We only need to take proper x and y in (I).

Remark 6.1.11. Using Lemma 6.1.10 we are able to assume and will assume in the rest of this
chapter:

(1) If (B11)ij 6= 0, then the i-th rows of B12 and the j-th column of B21 are zeros..
To see this, we simply add proper multiple of the j-th column of B11 to corresponding

columns of B12 to ”clear up” the i-th rows of B12. This will NOT affect any other rows of B12
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since (B11)ij is the only nonzero element in the j-th column of B11. We are able to ”clear up”
j-th column of B21 too.

(2) B12 = [B1
12, 0] and B21 =

[
B1

21

0

]
, where B1

12 (B1
21) consists of linearly independent

columns (rows, respectively) only.
To see this, we only need to choose proper y22 in (I) to multiply B12 from right by y−1

22 . We
have similar observation for B21.

(3) Part (1) and Part (2) are true for all fields.
(4) In the case that the field F 6= F, the determinants of k generated in (a), (b), (e), (f), (i)

and (j) are always 1, so we need to be careful when we apply (c), (d), (g) and (h).

Following Lemma 6.1.12 plays a key role in the problem reduction.

Lemma 6.1.12. Let B =

[
B11 B12

B21 B22

]
and B =

[
B11 B12

B21 B22

]
. If B12 = B12 = B1

12 ∈

Fs×t, B21 = B21, B22 = 0, and B22 is arbitrary, then J
KF∼ J (⇔ g

KF∼ g ⇔ τ(g) KF∼ τ(g)).

Proof. We only need to show that equations (6.1.6)-(6.1.9) have a solution in KF.
Let α = I, x22 = I, y22 = I, y12 = 0, and x21 satisfy x21B11 = 0. Then det(x) · det(y) = 1

and such x21 always exists. Actually we are able to choose x21 in the following way:
If (B11)i0j0 = 1 6= 0, we make the i0-th column of x21 to be zero. At same time the i0-th row

of B12 is zero too (see Remark 6.1.11), and this implies that, if some row of B12 is not zero, the
corresponding column in x21 need not be zero either. Since B12 = B1

12 has full column rank, we
are able to choose s = rank(B1

12) rows inB12 to form a nonsingular matrix in B12. We assume
the i1, . . . , is rows are linearly independent. Then we let all columns of x21 be zeros except the
i1, . . . , is columns, which are to be determined. Let

∼
B12=

[
(B12)i1,:

(B12)is,:

]
,
∼
x21= [(x21):, i1 , . . . , (x21):, is ],

then in equation (6.1.9) x21 · B12 can be replaced by
∼
x21 ·

∼
B12 since x21 · B12 =

∼
x21 ·

∼
B12.

det(
∼
B12) 6= 0 and

∼
X21 can be anything ⇒ equation (6.1.9) always has solution ⇒ equations

(6.1.6)-(6.1.9) are all satisfied.

Remark 6.1.13. (1) This means that, if B12 has full column rank, we are always able to assume
B22 = 0 directly.

(2) If B21 has full row rank we are able to do same thing.
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Corollary 6.1.14. We are able to almost always assume

B =


B11 B1

12 0

B1
21 0 0

0 0 I

 ,

where either B1
12 has full column rank or B1

21 has full row rank, and I is the identity matrix of
proper size.

The only exception is the case that, F 6= F, B12 = 0, B21 = 0, rank(B22) = n/2 − rank(C),
and det(B22) 6= 0 6∈ (F∗)2.

Proof. We assume rank(B1
12) ≥ rank(B1

21) and rank(B1
12) ≥ 1 here. The proof for the case

rank(B1
12) ≤ rank(B1

21) and rank(B1
21) ≥ 1 is similar.

By ”manipulations” in Lemma 6.1.10, we are able to make B have the form

B =


B11 B1

12 0

B1
21 B11

22 B12
22

0 B21
22 B22

22


Here B22

22 need not be square since rank(B1
12) need not equal rank(B1

21).
By Lemma 6.1.12 we are able to assume B11

22 = 0. Using part (i) in Lemma 6.1.10, we are
able to make B21

22 = 0 for following two reasons:
1. all rows in B11 corresponding to nonzero rows in B1

12 are zeros; and
2. B1

12 has full column rank.
Similarly we are able to make B12

22 = 0 (and redo the proof of Lemma 6.1.12 in a same way
if we like). Using part (c) and (d) in Lemma 6.1.10, we able to multiply B22

22 by two nonsingular

matrices from left and right to make B22
22 =

[
0 0

0 I

]
, without affecting B1

21 and B1
12 (just need

to make sure that these two matrices have proper sizes). For the determinant condition here,
we actually ”transfer” it to columns of B1

12 since B1
12 6= 0 here.

If rank(B1
12) = rank(B1

21) = 0 and detB22 = 0, we can transfer the determinant condition
to the zero diagonal part of B22, so we are fine in this case.

If rank(B1
12) = rank(B1

21) = 0 and detB22 6= 0 and F 6= F, we cannot ”transfer” determinant
condition to B12 or B21, or ”some zero” in B22. We have

det(α)2 · det(x22) · det(y22) = 1
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and use x22 and y22 to reduce B22 to a canonical form

x22B22y
−1
22 = B22 ⇒ det(α)2 · det(x22)2 = det(B22)/ det(B22).

In this case we are able to choose following g ∈ GF as representative

g =I + J, J =

[
0 B

C 0

]
,

C =

[
I 0
0 0

]
, B =

[
B11 0
0 B22

]
,

B11 =


J0

J1

. . .

Jr

 , B22 =


p

1
. . .

1

 ,

where p ∈ F∗/(F∗)2.

Remark 6.1.15. We assume from now on in this chapter max{rank(B1
12), rank(B1

21)} ≥ 1 and
B and B always have the form in Corollary 6.1.14.

Now we are able to introduce following theorem, which reduces the original problem to a
special case only.

Theorem 6.1.16. From J
KF∼ J we have

(a) rank([B11, B12]) = rank([B11, B12]) ⇒ rank(B1
12) = rank(B1

12);

rank(

[
B11

B21

]
) = rank(

[
B11

B21

]
) ⇒ rank(B1

21) = rank(B1
21);

(b) Part (a) implies rank(B22
22) = rank(B22

22) (or equivalently B22 = B22);

(c) we have nonsingular solution for equations (6.1.6)-(6.1.9) for new
∼
J and

'
J with

∼
B=

B11 B1
12

B1
21

0
0

 and
∼
B=


B11 B

1
12

B
1
21

0
0

, if rank(B1
12) ≥ rank(B1

21). We have same conclu-

sion if rank(B1
12) ≤ rank(B1

21).

Conversely, if part (a)-(c) are true for J and J , we have J
KF∼ J .

Remark 6.1.17. Theorem 6.1.16 allows us to study a special included in part (c) only, for which
corresponding equations (6.1.6)-(6.1.9) are much simpler. In this case, we able to find the
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”KF-canonical form of B (or J) directly, for which equations (6.1.6)-(6.1.9) are automatically
satisfied.

Proof. (a) J
KF∼ J ⇒ xB = By ⇒α · [B11, B12] = [B11, B12] · y

det α·det y 6=0⇒ rank([B11, B12]) =
rank(B11, B12).

From Remark 6.1.11 we have

rank([B11, B12]) = rank(B11) + rank(B12)

rank([B11, B12]) = rank(B11) + rank(B12)

which implies
rank(B12) = rank(B12).

The proof for the second part of part (a) is similar.
(b) Since B and B are in the form of Corollary 6.1.14, we can see that

rank(B) = rank(B11) + rank(B1
12) + rank(B1

21) + rank(B22
22)

rank(B) = rank(B11) + rank(B1
12) + rank(B1

21) + rank(B22
22)

rank(B) = rank(B)

which implies
rank(B22

22) = rank(B22
22) or rank(B22) = rank(B22).

(c) We will show that we actually are able to pick up corresponding rows and columns
in x and y to form the new

∼
x and

∼
y to satisfy all four equations for the new

∼
B and

'
B with

det(
∼
x) det(

∼
y) = 1.

We here only prove the case that rank(B1
12) ≥ rank(B1

21). Let s = rank(B1
12). we take same

α, the first s columns of y12, the first s rows of x21 and s × s priciple submatrix of x22 and
y22 to form the new

∼
x and

∼
y. Equations (6.1.6)-(6.1.8) are satisfied immediately. For equation

(6.1.9), since we are considering s× s principle submatrix, x22 ·B22 and B22 · y22 disappear in
equation (6.1.9), which actually corresponds to the condition

∼
B22=

'
B22.

The corresponding part of x21 · B12 and B21 · y12 in original equation (6.1.9) are just new
equation (6.1.9) in the new problem, and this implies that for new problem equation (6.1.6)-
(6.1.9) have solution(s). We still need to show that we are able to take nonsingular

∼
x22 and

∼
y22

from x22 and y22, and det(
∼
x) · det(

∼
y) = 1 which is requirement of the original problem.

Let B11 ∈ Ft×t. The only possibly nonzero rows of B12 and B12 are those corresponding to
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zero rows in B11, so in the addition ”+” of equation (6.1.7)

αB12 = B11y12 + B12y22

B11 · y12 and B12 · y22 have no ”intersection”. The last t − s columns of B12 are zeros ⇒ the
last t− s columns of αB12 = 0 ⇒ the last t− s columns of B12y22 = 0. Let

y22 =

[
y1
22

y2
22

]
=

[
y11
22 y12

22

y21
22 y22

22

]
, x22 = [x1

22, x
2
22] =

[
x11

22 x12
22

x21
22 x22

22

]
,

where y11
22 =

∼
y22∈ Fs×s and x11

22 =
∼
x22∈ Fs×s. Therefore

B12 · y22 = [B1
12, 0] ·

[
y1
22

y2
22

]
= B

1
12 · y1

22 = [B1
12 · y11

22, B
1
12 · y12

22] = [B1
12 · y11

22, 0]

⇒B
1
12 · y12

22 = 0 ⇒ y12
22 = 0.

and in equation (6.1.7) we have no condition on y22
22 since it multiplies the zero block.

If rank(B1
12) = rank(B1

21), from equation (6.1.8) we have similar conclusion: x21
22 = 0 and no

condition on x22
22.

For equation (6.1.9)
x21B12 + x22B22 = B21y12 + B22y22

we let

M = x21B12 + x22B22 =

[
M11 M12

M21 M22

]

N = B21y12 + B22y22 =

[
N11 N12

N21 N22

]

where M11, N11 ∈ Fs×s.
Thanks to the special structure of B22 = B22, x22

22 and y22
22 appear in M22 and N22 only. The

corresponding part of the equation (6.1.9) is

M22 = N22

or

x22
22 ·

[
0 0
0 I

]
=

[
0 0
0 I

]
· y22

22

and this is the ONLY condition on x22
22 and y22

22 from equations (6.1.6)-(6.1.9). We can definitely
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take
x22

22 = y22
22 = I

to satisfy all four equations, and we get at same time that

1 = det(x) det(y) = det(
∼
x) det(x22

22) · det(
∼
y) det(y22

22)

⇒det(
∼
x) det(

∼
y) = 1

Now we assume rank(B1
12) > rank(B1

21) = l. We still assume x22 and y22 have above form
but x11

22 ∈ Fl×l.
We similarly have x21

22 · B1
21 = 0 ⇒ x21

22 = 0 (B1
21 has full row rank). This implies x11

22 is
nonsingular, but its size is less than ”required”: m < s.

Let (Q = x22
22)

x22 =


x11

22 P ∗

0 Q11 Q12

0 Q21 Q22

 ,

where
∼
x22=

[
x11

22 P

0 Q11

]
∈ Fs×s.

Similar to the case rank(B1
12) = rank(B1

21), the condition on Q21 and Q22 from equation
(6.1.6)-(6.1.9) is still M22 = N22 and actually there is no condition on Q21. We again are able
to take Q22 = y22

22 = I, and let Q21 = 0. We then still have det(
∼
x) det(

∼
y) = 1, which proves

part (c).
(II) Actually part (c) and condition rank(B) = rank(B) (which guarantees rank(B22

22) =
rank(B22

22)) have been enough to make J
KF∼ J . Similar to the ”converse process” in the proof

of part (c), we simply take x22
22 = I, y22

22 = I, and fill all other spots with zeros.

From now on we focus on the case in Lemma 6.1.12 only:
s = rank(B12) = rank(B1

12) = rank(B12) = rank(B1
12), i.e., B12 and B12 have same full

column rank. The ”canonical” form for the general B can be obtained by ”patching” some
identity matrix of proper size at the right bottom corner. We assume here that rank(B1

12) ≥
rank(B1

21). For the case that rank(B21) = rank(B1
21) = rank(B21) = rank(B1

21) we can simply
do the same thing.

Let’s look at what α looks like first. We partition α according to Jordan blocks of B11:
α = (αij) with αij = (xkl

ij ).
α ·B11 = B11α ⇔ αij · Jj = Ji · αij which implies:
If i = j = 0, α00 can be anything;
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If i · j 6= 0, we have: αk,l
ij = αk+1,l+1

ij , which means that all elements on the same diagonal
are all same, and all elements under the upper main diagonal are zeros, and especially,

If i = 0, j 6= 0, all possibly nonzero elements lie in the last column of α0j ;

If i 6= 0, j = 0, all possibly nonzero elements lie in the first row of αi0.

To be specific, α looks like, for example,

α =



∗

0 0 0 ∗
0 0 0 ∗
0 0 0 ∗
0 0 0 ∗
0 0 0 ∗

0 0 0 0 ∗
0 0 0 0 ∗
0 0 0 0 ∗
0 0 0 0 ∗
0 0 0 0 ∗

0 0 0 0 0 ∗
0 0 0 0 0 ∗
0 0 0 0 0 ∗
0 0 0 0 0 ∗
0 0 0 0 0 ∗

∗ ∗ ∗ ∗ ∗
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0

∗ ∗ ∗ ∗
0 ∗ ∗ ∗
0 0 ∗ ∗
0 0 0 ∗

0 ∗ ∗ ∗ ∗
0 0 ∗ ∗ ∗
0 0 0 ∗ ∗
0 0 0 0 ∗

0 0 ∗ ∗ ∗ ∗
0 0 0 ∗ ∗ ∗
0 0 0 0 ∗ ∗
0 0 0 0 0 ∗

∗ ∗ ∗ ∗ ∗
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0

∗ ∗ ∗ ∗
0 ∗ ∗ ∗
0 0 ∗ ∗
0 0 0 ∗
0 0 0 0

∗ ∗ ∗ ∗ ∗
0 ∗ ∗ ∗ ∗
0 0 ∗ ∗ ∗
0 0 0 ∗ ∗
0 0 0 0 ∗

0 ∗ ∗ ∗ ∗ ∗
0 0 ∗ ∗ ∗ ∗
0 0 0 ∗ ∗ ∗
0 0 0 0 ∗ ∗
0 0 0 0 0 ∗

∗ ∗ ∗ ∗ ∗
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0

∗ ∗ ∗ ∗
0 ∗ ∗ ∗
0 0 ∗ ∗
0 0 0 ∗
0 0 0 0
0 0 0 0

∗ ∗ ∗ ∗ ∗
0 ∗ ∗ ∗ ∗
0 0 ∗ ∗ ∗
0 0 0 ∗ ∗
0 0 0 0 ∗
0 0 0 0 0

∗ ∗ ∗ ∗ ∗ ∗
0 ∗ ∗ ∗ ∗ ∗
0 0 ∗ ∗ ∗ ∗
0 0 0 ∗ ∗ ∗
0 0 0 0 ∗ ∗
0 0 0 0 0 ∗



(6.1.10)

=


α00 α01 α02 α03

α10 α11 α12 α13

α20 α21 α22 α23

α30 α31 α32 α33

 ,

where, for each i, j ≥ 1, all elements on the same diagonal are same.
We partition B12 (or B1

12) and B21 correspondingly. Since we only need to consider rows
in B12 corresponding to the zero rows in B11, sometimes we only write down these possibly
nonzero rows in B12, i.e., we ”squeeze” all must zero rows out of B12, and still use B12 to
represent the squeezed B12. Here is what I mean by ”squeezing”. Corresponding to the above
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α the original B12 the ”squeezed” B12 (defined after
4
=) are

B12 =



∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗

0 0 0 0
0 0 0 0
0 0 0 0
∗ ∗ ∗ ∗
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
∗ ∗ ∗ ∗
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
∗ ∗ ∗ ∗



=



(b0)1
(b0)2
(b0)3
(b0)4
(b0)5

0
0
0

(b1)1
0
0
0
0

(b1)2
0
0
0
0
0

(b1)3



4
=



(b0)1
(b0)2
(b0)3
(b0)4
(b0)5

(b1)1
(b1)2
(b1)3


=

[
b0

b1

]

Similarly B21 and the squeezed B21 are

B21 =


∗ ∗ ∗ 0 ∗ 0 0 ∗ 0 0 0
∗ ∗ ∗ 0 ∗ 0 0 ∗ 0 0 0
∗ ∗ ∗ 0 ∗ 0 0 ∗ 0 0 0
∗ ∗ ∗ 0 ∗ 0 0 ∗ 0 0 0


=
[

(c0)1 (c0)2 (c1)1 0 (c1)2 0 0 (c1)3 0 0 0
]

4
=
[

(c0)1 (c0)2 (c1)1 (c1)2 (c1)3
]

(squeezed)

=
[

c0 c1
]
,

The meaning/definition/notations of B12 and B21 should be clear from its context. We then
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are able to assume

B12 =

[
b0

b1

]
=

[
b00 b01

b10 b11

]
, B21 =

[
c0 c1

]
=

[
c00 c01

c10 c11

]
.

Same for B12 and B21. While we still use B12, B21, B12 and B21 to represent the squeezed
form, in many cases we also use lower-case letters b and c to represent the squeezed form of B12

and B21 in order to make our notations not too complicated.
Using part (c) in Lemma 6.1.10 we are able to assume b1 = [b10, b11] = [0, b11], i.e., the last

rank(b1) columns of b1 are the only nonzero columns and they are linearly independent, and we
can further make b11 to be in an upper-triangular form. Now using part (e) in Lemma 6.1.10
we can make b01 = 0 (b11 has full column rank) and therefore

B12 =

[
b00 0

0 b11

]
.

Using part (g) in Lemma 6.1.10 we are able to make b00 =

[
0
I

]
and make c00 to be

diagonal-like submatrix. This is because B12 has full column rank. The determinant condition
now is ”transferred” to B21. If F = F, we can make those ”diagonals” in B21 to be one since
we don’t need to consider the determinant condition in this case (Remark 6.1.7).

Theorem 6.1.18. Let B21 = [(B21)1, (B21)2], B21 = [(B21)1, (B21)2], where (B21)1, (B21)1 ∈
Fs×s. If α = α00, i.e., B11 = 0, we have

(I) (a) If s = rank(B12) = rank(B21) = rank((B21)2), (B21)1 exists but (B21)1 = 0, F 6= F,
then equations (6.1.6)-(6.1.9) have solution(s) if and only if det((B21)2)/ det((B21)2) ∈ (F∗)2;

(I) (b) If s = rank(B12) = rank(B21) = rank((B21)2), B21 = (B21)2, i.e., B12 and B21

are square matrices, and (B21)2 does not exist (this means that B12 = b00 = I), F 6= F, then
equations (6.1.6)-(6.1.9) have solution(s) if and only if det((B21)2)/ det((B21)2) ∈ (F∗)4;

(II) If s = rank(B12) = rank(B21) = rank((B21)1), (B21)2 = 0, F 6= F, then equations
(6.1.6)-(6.1.9) have solution(s) if and only if (B21)1 ∈ Fs×s and det((B21)1)/ det((B21)1) ∈
(F∗)3;

(III) In all other cases, i.e., except the above two cases, equations (6.1.6)-(6.1.9) have

solution(s) if and only if

{
rank(B21) = rank(B21)
rank((B21)1) = rank((B21)1)

,

Proof. We proof (III) first.

Let B12 = B1
12 =

[
0
I

]
in this case (B12 has full column rank).
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Necessity. Let α =

[
α11 α12

α21 α22

]
with α22 ∈ ks×s.

From equation (6.1.7):

αB12 = B11y12 + B12y22 = B12y22 = B12y22,

we have α12 = 0, which implies that α11 and α22 are both nonsingular.
From equation (6.1.8):

x21B11 + x22B21 = B21α or x22B21 = B21α,

we have

x22(B21)2 = (B21)2α22 ⇒ rank((B21)2) = rank((B21)2) (det(x22) · det(α22) 6= 0).

Sufficiency. Let x21 = 0, y12 = 0 ⇒ equation (6.1.9) is satisfied.
Equation (6.1.6) is always true.

Let α =

[
α11 0
α21 α22

]
, y22 = α11 ⇒ equation (6.1.7) is satisfied, det(α11) · det(α22) 6= 0,

and

α−1 =

[
α−1

11 0
∼
α21 α−1

22

]
.

The determinant condition becomes in this case

1 = det(α)2 det(x22) det(y22) = det(α11)2 det(α22)3 det(x22).

This implies

det(x22)/ det(α22) =
1

det(α11)2 det(α22)4

=
(

1
det(α11) det(α22)2

)2

∈ (F∗)2

and

det(x22)/ det(α11) =
1

det(α11)3 det(α22)3

=
(

1
det(α11) det(α22)

)3

∈ (F∗)3.

Also, if B is not included in the first two cases, we always have four subcases:
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(a) rank(B21) = rank(B12), 0 < rank((B21)1) < s, and 0 < rank((B21)2) = m − s < s, i.e.,
even in the ”squeezed” form of (B21)1 and (B21)2, and we can still have zero columns in (B21)1.

(b) rank(B21) = rank(B12), 0 < rank((B21)1) < s, and 0 < rank((B21)2) < m − s (recall
that B11 ∈ Fm×m and m = rank(C)), i.e., even in the ”squeezed” form of (B21)1 and (B21)2,
and we can always have zero columns in (B21)1 and (B21)2.

(c) rank(B21) < s;
(d) F = F, in which we needn’t consider the determinant condition.
In case (a), first, using approach (I) we are able to make (B21)1 and (B21)2 into diagonal-like

form and we let α12 = 0 in following steps. If any permutation is involved, we can transfer the
sign 1 or -1 to the ”diagonals” of B21. Here is what I mean. For example, to commute the first

and the second rows/columns, instead of using

[
0 1
1 0

]
we can use

[
0 1
−1 0

]
or

[
0 −1
1 0

]
.

From now on in this proof we only need x22, y22, α11 and α22 be diagonal matrices. In each step
of following manipulations we only need to choose special x22 or α11(and therefore y22) or α22,
and we assume other parts of α to be identities, Therefore we only need to make the specified
sub-matrix in α have the determinant one to satisfy determinant condition. Then the first s

columns and the last m − s columns of x22B21α
−1 are x22(B21)1α−1

11 and x22(B21)2α−1
22 . We

claim that we are able to assume

B21 =
[

(B21)1 (B21)2
]

(B21)1 =

[
I 0
0 0

]

(B21)2 =

[
0
I

]
.

Here is how to reduce to the above form. Let the diagonals of x22 be the reciprocals of
the corresponding ”diagonals” in B21 except the first diagonal, which is the reciprocal of the
product of other diagonals in x22 and makes det(x22) = 1. Now we have following form (B21
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has full row-rank, but always has zero columns)

B21 =
[

(B21)1 (B21)2
]

(B21)1 =



det(B21)
1

. . .

1

0

0 0


(B21)2 =

[
0
I

]
,

(We have similar form/conclusion in the following Theorem 6.1.25 and in that theorem by
det(B21) we mean the determinant of the diagonal matrix formed from B21, the ”squeezed and
cut” B21). Now we let the first diagonal of α11 be det(B21), the last of α11 be 1

det(B21) , and we
then have the desired form. Here we use the proper that 1

det(B21) goes to the last row of (B21)1,
which is zero, and we still have zero.

We can do same thing to (B21)1 and (B21)2. Since those forms are determined by corre-
sponding ranks only and those ranks for B and B are same, we have B21 = B21, B12 = B12, in
other words, B = B. We therefore of course conclude that those four equations have solution
since g

KF∼ g.
In case (b), similarly we are able to have following form

B21 =
[

(B21)1 (B21)2
]

(B21)1 =

[
I 0
0 0

]

(B21)2 =

[
0 0
0 I

]
.

Here is how. It’s almost same as in the case (a). We first make B21 into diagonal-like
form. Then by choosing special α11 and α22, we can make (B21)1 and (B21)2 have the above
special form. The only difference is that diagonals of α11 and α22 are determined by nonzero
”diagonals” of B21 directly. Again, the form of (B21)1 and (B21)2 are determined by the
corresponding ranks only.

In case (c), if rank(B21) < s, we then always have some zero row in B21. After making B21

to be diagonal-like, we can use α to make all nonzero diagonals of B21 to be 1, and use x22 to
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make (det(α))2 det(x22) det(y22) = 1: the diagonal of x22 corresponding to the zero row of B21

can be any nonzero number in the field F.
In case (d), we can always make nonzero diagonals of B21 to be one, since we don’t need to

care about the determinant in this case. We have proved (IV) in our theorem.
Now we prove (I). If B12 is not square, i.e., B12 has more rows than columns, then α22 exists

in α. By taking proper α (x22 can be used to make the determinant condition to be satisfied)
we are able to make

(B21)2 =


det((B21)1)

1
. . .

1



(B21)2 =


det((B21)1)

1
. . .

1


and (B21)1 = (B21)1 = 0 in this case. We let α12 =

∼
α12= 0 and use α22 to make determinant

condition satisfied.
From equation (6.1.8)

x21B11 + x22B21 = B21α

or (B11 = 0)
x22B21 = B21α

we have ((B21)1 = (B21)1 = 0)

x22 · (B21)2 = (B21)2 · α22

0 = (B21)2α12

and therefore

α12 = 0

det(x22) det((B21)2) = det((B21)2) det(α22)

det((B21)2)/ det((B21)2) = det(x22)/ det(α22)

=
(

1
det(α11) det(α22)2

)2

∈ (F∗)2
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On the other hand, if det((B21)1)/ det((B21)1) ∈ (F∗)2, we can simply let

α22 = I

α12 = 0

α21 = 0

x22 =


det((B21)2)/ det((B21)2)

1
. . .

1


det(α11) =

1√
det(x22)

to satisfy the equation (6.1.8). Notice that we have no condition on α22 except the deter-
minant condition.

If (B21)1 does not exist, which is part (b) in Case (I), we can see that B12 = I and α11 does
not exist in α either. Repeating proof in Part (I) we can prove the necessity. For sufficiency,
let det((B21)2)/ det((B21)2) = p4 and

α22 =


p−1

1
. . .

1

 and x22 =


p3

1
. . .

1


Then equation (6.1.6)-(6.1.9) and the determinant conditions are all satisfied.
The proof for (II) is similar to the proof of (I). Notice that we always have α11 here since

there is no way for B12 or B21 to be square. Also (B12)2 always exists in this case.
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First we able to make

(B21)1 =


det((B21)1)

1
. . .

1



(B21)1 =


det((B21)1)

1
. . .

1


and we instead have equation

x22 · (B21)1 = (B21)1 · α11

and we get

det(x22) det((B21)1) = det((B21)1) det(α11)

det((B21)1)/ det((B21)1) = det(x22)/ det(α11)

=
(

1
det(α11) det(α22)

)3

∈ (F∗)3.

On the other hand, if det((B21)1)/ det((B21)1) ∈ (F∗)3, we simply let

α11 = I

α12 = 0

α21 = 0

x22 =


det((B21)1)/ det((B21)1)

1
. . .

1


det(α22) =

1
3
√

det(x22)

Now we assume B11 has nonzero Jordan blocks, i.e., α00 is at most a proper submatrix of
α.
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We try to reduce B12, B21 (and B12, B21 in a same way) to a special/canonical form, i.e.,
we are using approach (I): act on B12, B21 by α ·B12y

−1
22 , x22 ·B21α

−1.
Let’s first consider rows in B12 corresponding to the last rows of Ji, i ≥ 1, and columns in

B21 corresponding to the first columns of Ji, i ≥ 1.
To see what’s going on explicitly, we write down, for example, following two equations

α ·B12 = B12 · y22

x22 ·B21 = B21 · α.

We can write

α ·B12 = B12 · y22

as
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∗

0 0 0 ∗
0 0 0 ∗
0 0 0 ∗
0 0 0 ∗
0 0 0 ∗

0 0 0 0 ∗
0 0 0 0 ∗
0 0 0 0 ∗
0 0 0 0 ∗
0 0 0 0 ∗

0 0 0 0 0 ∗
0 0 0 0 0 ∗
0 0 0 0 0 ∗
0 0 0 0 0 ∗
0 0 0 0 0 ∗

∗ ∗ ∗ ∗ ∗
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0

∗ ∗ ∗ ∗
0 ∗ ∗ ∗
0 0 ∗ ∗
0 0 0 ∗

0 ∗ ∗ ∗ ∗
0 0 ∗ ∗ ∗
0 0 0 ∗ ∗
0 0 0 0 ∗

0 0 ∗ ∗ ∗ ∗
0 0 0 ∗ ∗ ∗
0 0 0 0 ∗ ∗
0 0 0 0 0 ∗

∗ ∗ ∗ ∗ ∗
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0

∗ ∗ ∗ ∗
0 ∗ ∗ ∗
0 0 ∗ ∗
0 0 0 ∗
0 0 0 0

∗ ∗ ∗ ∗ ∗
0 ∗ ∗ ∗ ∗
0 0 ∗ ∗ ∗
0 0 0 ∗ ∗
0 0 0 0 ∗

0 ∗ ∗ ∗ ∗ ∗
0 0 ∗ ∗ ∗ ∗
0 0 0 ∗ ∗ ∗
0 0 0 0 ∗ ∗
0 0 0 0 0 ∗

∗ ∗ ∗ ∗ ∗
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0

∗ ∗ ∗ ∗
0 ∗ ∗ ∗
0 0 ∗ ∗
0 0 0 ∗
0 0 0 0
0 0 0 0

∗ ∗ ∗ ∗ ∗
0 ∗ ∗ ∗ ∗
0 0 ∗ ∗ ∗
0 0 0 ∗ ∗
0 0 0 0 ∗
0 0 0 0 0

∗ ∗ ∗ ∗ ∗ ∗
0 ∗ ∗ ∗ ∗ ∗
0 0 ∗ ∗ ∗ ∗
0 0 0 ∗ ∗ ∗
0 0 0 0 ∗ ∗
0 0 0 0 0 ∗



·



b00 0

0 0 0 0
0 0 0 0
0 0 0 0
0 ∗ ∗ ∗
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 ∗ ∗ ∗
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 ∗ ∗ ∗



=



b
00 0

0 0 0 0
0 0 0 0
0 0 0 0
0 ∗ ∗ ∗
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 ∗ ∗ ∗
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 ∗ ∗ ∗



· y22
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and

x22 ·B21 = B21 · α

as

x22 ∗


c00 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 ∗ 0 0 0 ∗ 0 0 0 0 ∗ 0 0 0 0 0

0 0 0 0 0 ∗ 0 0 0 ∗ 0 0 0 0 ∗ 0 0 0 0 0

0 0 0 0 0 ∗ 0 0 0 ∗ 0 0 0 0 ∗ 0 0 0 0 0



=


c00 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 ∗ 0 0 0 ∗ 0 0 0 0 ∗ 0 0 0 0 0

0 0 0 0 0 ∗ 0 0 0 ∗ 0 0 0 0 ∗ 0 0 0 0 0

0 0 0 0 0 ∗ 0 0 0 ∗ 0 0 0 0 ∗ 0 0 0 0 0




∗

0 0 0 ∗
0 0 0 ∗
0 0 0 ∗
0 0 0 ∗
0 0 0 ∗

0 0 0 0 ∗
0 0 0 0 ∗
0 0 0 0 ∗
0 0 0 0 ∗
0 0 0 0 ∗

0 0 0 0 0 ∗
0 0 0 0 0 ∗
0 0 0 0 0 ∗
0 0 0 0 0 ∗
0 0 0 0 0 ∗

∗ ∗ ∗ ∗ ∗
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0

∗ ∗ ∗ ∗
0 ∗ ∗ ∗
0 0 ∗ ∗
0 0 0 ∗

0 ∗ ∗ ∗ ∗
0 0 ∗ ∗ ∗
0 0 0 ∗ ∗
0 0 0 0 ∗

0 0 ∗ ∗ ∗ ∗
0 0 0 ∗ ∗ ∗
0 0 0 0 ∗ ∗
0 0 0 0 0 ∗

∗ ∗ ∗ ∗ ∗
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0

∗ ∗ ∗ ∗
0 ∗ ∗ ∗
0 0 ∗ ∗
0 0 0 ∗
0 0 0 0

∗ ∗ ∗ ∗ ∗
0 ∗ ∗ ∗ ∗
0 0 ∗ ∗ ∗
0 0 0 ∗ ∗
0 0 0 0 ∗

0 ∗ ∗ ∗ ∗ ∗
0 0 ∗ ∗ ∗ ∗
0 0 0 ∗ ∗ ∗
0 0 0 0 ∗ ∗
0 0 0 0 0 ∗

∗ ∗ ∗ ∗ ∗
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0

∗ ∗ ∗ ∗
0 ∗ ∗ ∗
0 0 ∗ ∗
0 0 0 ∗
0 0 0 0
0 0 0 0

∗ ∗ ∗ ∗ ∗
0 ∗ ∗ ∗ ∗
0 0 ∗ ∗ ∗
0 0 0 ∗ ∗
0 0 0 0 ∗
0 0 0 0 0

∗ ∗ ∗ ∗ ∗ ∗
0 ∗ ∗ ∗ ∗ ∗
0 0 ∗ ∗ ∗ ∗
0 0 0 ∗ ∗ ∗
0 0 0 0 ∗ ∗
0 0 0 0 0 ∗


Since we are simplifying problem, we just take α, x22, y22 in a way we want:
We first let all entries in αij , i · j 6= 0, be zeros except those being on the main diagonals of
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each block, i.e., αij = ωijI, i · j 6= 0, ωij ∈ F;
αij = 0 if i = 0 or j = 0 but i + j 6= 0.
Also, keeping in mind that we only consider the possibly nonzero rows in B12 and possibly

nonzero columns in B21, and observing the above multiplication, it’s clear that only need to
study two cases here:

(1) Ji, 1 ≤ i ≤ r have same size;
(2) Ji, 1 ≤ i ≤ r have different sizes.
In the first case, we have (α0 is the squeezed (αij)i,j≥1 without (i.e., deleting) the first rows

and first columns (the rows and the columns where α00 lies in). b11 = b = (bij), c11 = c =
(cij), b

11 = b = (bij), c11 = c = (cij) are squeezed here too)


∑

1≤k≤r

α0
ik ∗ bkj =

∑
1≤k≤r

bik ∗ (y22)kj∑
1≤k≤r

(x22)ik ∗ ckj =
∑

1≤k≤r

cik ∗ α0
kj

⇔

{
α0 · b = b · y22

x22 · c = cα0
⇔

{
α0 · b · y−1

22 = b

x22 · c · (α0)−1 = c
(∗)

Remark 6.1.19. Using Lemma 6.1.4 we can see that α0 is always invertible.

Therefore, again, we are able to make b =

[
I

0

]
which gives us

α0 =

[
α0

11 α0
12

0 α0
22

]
(to make b = b keep same form/shape).

Remark 6.1.20. The determinant condition goes to B21 again if F 6= F.

The classification of unipotent elements is same as in the case α = α00: Theorem 6.1.18.
In the second case that Ji, 1 ≤ i ≤ r, have different sizes/orders. We assume F = F first.
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We cannot take all elements in α0 to act on B12, B21 (or b, c here):

on b : α0 =



∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗

∗ ∗ ∗ ∗
∗ ∗ ∗ ∗

∗ ∗
∗ ∗



on c : α0 =



∗ ∗
∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗


From (*) we are still able to make b and c to be identity-like shape, but we need more

delicate conditions here.
Abusing notations again, we assume that B11 (and α correspondingly) has mr nonzero

Jordan blocks of largest sizes, mr−1 nonzero Jordan blocks of the second largest size plus
largest size, . . ., m1 nonzero Jordan blocks, i.e., we have for B11
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B11 =



J0

J1

. . .

J1

J2

. . .

J2

. . .

Jr−1

. . .

Jr−1

Jr

. . .

Jr

mr


mr−1



m1
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and the way of α0 acting on b and c should have same pattern as the above B11.
Now we partition B12, B21 (and therefore b, c) correspondingly, i.e., the sizes of blocks in

b, c are, in order, m1 −m2,m2 −m3, . . . ,mr−1 −mr,mr.
Let’s look at actions on b first: α0 · b · y−1

22 .

We assume b =


b1

...
br

. We are still able to make

bi =

[
0 0 0
0 I 0

]
, 1 ≤ i ≤ r (6.1.11)

(first make b upper-triangular-like using y−1
22 , then make b identity-like using α0). For

example, b could be like
�

�
�


or



�
�

�
�


.

To make b unchanged, we get some new conditions on each column of α0 from α0 · b = by22 :

α0 =



∗ ∗ ∗ ∗ 0 0
∗ ∗ ∗ ∗ 0 0

∗ ∗ 0 0
∗ ∗ 0 0

∗ ∗
∗ ∗


or α0 =



∗ ∗ ∗ ∗ ∗ 0
∗ ∗ ∗ ∗ ∗ 0

∗ ∗ ∗ 0
∗ ∗ ∗ 0

∗ 0
∗ ∗


where the first type of above has no effect on α0 (on c) since, we actually don’t use the new
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zero part in α0 acting on c:

α0 =



∗ ∗
∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗


, (6.1.12)

but the second type affects the structure of α0 acting on c:

α0 =



∗ ∗
∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ 0
∗ ∗ ∗ ∗ ∗ ∗


. (6.1.13)

It makes part of αii be zero, but it never affect entries under the main diagonal line.
Now we consider action on c : x22 · c · (α0)−1 and (α0)−1 has same shape as α0.
We partition ci according to the form (6.1.12) or (6.1.13) of α0:

ci = ci
0 in the case of (6.1.12);

ci = [ci
1, c

i
2] in the case of (6.1.13), and sizes of ci

1, c
i
2 are determined by mi+1 −mi and

rank(bi).
Now using x22, (α0)−1 we are able to make ci

j , j = 0, 1, 2 look like

 0 0
0 I

0 0

 (∗∗)

This is because we are able to make c to be lower-triangular-like first, then we are able to
use (α0)−1 to ”clear up” extra nonzero elements in each row (we can do this because we are
using elements in α under the main diagonal line only), then within each block, we are able to
re-arrange ci

0, c
i
1, c

i
2 into the above form.

What’s more: the canonical form in (**) is determined by mi, rank(bi), rank(ci) or rank(ci
1),rank(ci

2),
1 ≤ i ≤ r.

To determine b and c we should always ”put nonzero elements into their positions start from
right bottom corner”.

Now let’s state our first part of classification of KF-orbits for the key involution:
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Theorem 6.1.21. If F = F, equations (6.1.6)-(6.1.9) with B and B being special as pre-
described have solutions if and only if following conditions hold for 1 ≤ i ≤ r:

rank(B12) = rank(B12) (6.1.14)

rank(B21) = rank(B21) (6.1.15)

rank(b00) = rank(b00) (6.1.16)

rank(bi) = rank(bi) (6.1.17)

rank(ci
j) = rank(ci

j), j = 0, 1, 2, (6.1.18)

rank(c00) = rank(c00) (6.1.19)

Proof. In this case, F = F, we don’t need to consider the determinant condition here.
⇐: We have reduced everything into canonical forms, which are determined by corresponding

ranks only. Here we simply take α = I, x = I, y = I to make equations (6.1.6)-(6.1.9) satisfied.
⇒: rank(B12) = rank(B12) and rank(B21) = rank(B21) are obvious.
Next we will show that rank(bi) = rank(bi).
Starting from r, we take the last mi (1 ≤ i ≤ r) rows of α0 · b = b · y22:

(bmi =


bi

...
br

 , bmi =


b
i

...
b
r

)



�
�

∗

0
�

�
∗

�
�

∗

0
�

�


mi



· b = b · y22 ⇒
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0,

�
�

∗

0
�

�


· b = b

mi · y22



�
�

∗

0
�

�


· bmi = bmi · y22

α0
mi
· bmi = bmi · y22

α0
mi

and y22 are both nonsingular ⇒:

rank(bmi) = rank(bmi)

rank(bmi)− rank(bmi+1) = rank(bmi)− rank(bmi+1)

rank(bi) = rank(bi)

The proof for rank(ci
j = rank(ci

j)) is similar, noticing that we have to partition α0
mi

according
to form (6.1.12) or (6.1.13) again, if j ≥ 1.

(6.1.14) and (6.1.17) ⇒ (6.1.16).
(6.1.15) and (6.1.18) ⇒ (6.1.19).

Remark 6.1.22. If F = F, from the above theorem we can see that the most important case is
that B11 has no zero blocks, and sizes of Jordan blocks can be different. In the worst case that
sizes of Jordan blocks are all different from each other, we actually require B12 and B21 have
exactly same shape.

Remark 6.1.23. If F = F, we can see that actually we can find corresponding part of Theorem
6.1.21 in partitions of natural numbers. The sizes of Jordan blocks correspond to summands of
integer m: (6.1.20)

m = β0n0 + β1n1 + β2n2 + · · ·+ βrnr, (6.1.20)

It’s obvious that ni, i = 0, 1, . . . , s, correspond to the sizes of Jordan blocks of B11. We also
have
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mr = βr

mr−1 = βr−1 + βr

. . .

mi =
∑

i≤k≤r

βk

. . .

m1 =
∑

1≤k≤r

βk,

i.e., βi, i = 1, . . . , r, correspond to partitions of b and c(or of b11 and c11, parts in B12 and
B21 corresponding to the nonzero Jordan blocks in B11). We therefore have rank(bi) ≤ βi. If
rank(bi) = 0 or βi, then ci = ci

0, i.e., no further partition is needed. If 0 < rank(bi) < βi,
we need to partition ci into [ci

1, c
i
2] with ci

2 has rank(bi) columns, and consider all subcases
0 ≤ rank(ci

1) ≤ βi− rank(bi) combining with subcases 0 ≤ rank(ci
2) ≤ rank(bi). Now if we want

to give all representatives of canonical forms, we need to determine m = rank(C) first, then
partition m as in (6.1.20), give all possible rank(bi) and correspondingly rank(ci

j), j = 0 or 1 or
2. For b00, which is corresponding to the zero Jordan blocks and β0 in partition (6.1.20), we
have rank(b00) ≤ β0 and we add this part if we consider all cases with B in the form in part
(c) in Theorem 6.1.16. Following is obvious

s =
∑

0≤i≤r

rank(bi) ≤
∑

0≤k≤r

βk

since B12 has full column rank.
To be explicit, we can express in the following form:

(rank(C), (ni, βi), rank(bi), rank(ci
j), rank(b00), rank(c00), rank(B22

21)), (6.1.21)

where (ni, βi) comes from partition (6.1.20) of m = rank(C), βi, i ≥ 1, give upper bounds
of rank(bi), and we need further partition rank(ci

j) if rank(bi) 6= 0 or βi; rank(b00), rank(c00)
(upper bounded by β0),rank(B22

21) only give up about the ”corners” of B.

If F 6= F, we are still able to make B12 or b to have the above special form, since we can
move the determinant condition to B21 or c. Conclusion and proof will be similar to cases I
and II in Theorem 6.1.18. In case I or II of Theorem 6.1.18, we can see that we can actually
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take

B21 =


p

1
. . .

1

0

 with p ∈ (F∗)2

or

B21 =


p

1
. . .

1

 with p ∈ (F∗)4

or

B21 =

 0

p

1
. . .

1

 with p ∈ (F∗)3

as representatives in KF-orbits. They correspond to the case of rank((B21)1) = rank(B12) or
rank((B21)2) = rank(B12) respectively. In either of the case, we have rank(B21) = rank(B12),
and from the proof of Theorem 6.1.18 we can see that, if rank(B21) 6= rank(B12), we can get rid
of the determinant condition by making all diagonals of B21 (B12) to be 1 or 0 and within the
same block (in the case of Theorem 6.1.18, we have only one block: α = α00), i.e., ”det(B21)” or
”det(B21)” being always 1 or 0. The version of Theorem 6.1.21 for the general field, especially
for the case F 6= F comes simply from combining Theorem 6.1.18 and Theorem 6.1.21. One
thing we need to be careful with is that, in Theorem 6.1.18 we always try to align nonzero
diagonal elements of b00 starting from the left top corner, but for b11 we try to stack onto
the right bottom corner. Therefore we need to be careful when we pick up submatrices from
diagonal blocks of α.

If we want the determinant condition to make a difference, i.e., the determinant condition
cannot be dismissed by being transferred to some zero row/column, we must have F 6= F and
B12, B21, B22 must satisfy (recall that m = rank(C) is the size of B11: B11 ∈ Fm×m)
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rank(B1
12) + rank(B22

22) =
n

2
−m (6.1.22)

rank(B1
21) + rank(B22

22) =
n

2
−m (6.1.23)

rank(b00) = rank(c00) = rank(α00) = n0 (6.1.24)

and one of the following two: (b = b11 =


b1

...
br

 in the squeezed B21:

[
b00 0

0 b11

]
) for

i = 1, . . . , s, either

rank(bi) = rank(ci
j), j = 0 or 2, and ci

1 = 0, (6.1.25)

or

rank(bi) = rank(ci
1), and ci

2 = 0. (6.1.26)

(6.1.24)-(6.1.25) or (6.1.24)-(6.1.26) must be satisfied (otherwise all ”diagonals” of B21 and
B21 can be made into 1 or 0). In this case, what matters is only the ”shape” of B21 and B21 and
therefore only corresponding ranks can make difference, which has been included in Theorem
6.1.21.

Also, we can see that, the condition (6.1.25) corresponds to the case I in Theorem 6.1.18
and the condition (6.1.26) corresponds to the case II in Theorem 6.1.18. They are not exactly
same since we start aligning nonzero ”diagonals” from the right bottom corner here.

From Lemma 6.1.4, we see that det(α0) 6= 0, but we need a more precise result here, which
is stated in following lemma:

Lemma 6.1.24. det(α) = det(
∼
α), where

∼
α= [

∼
αij ]i≥0,j≥0 is formed from α:

1. The size of
∼
αij is same as the size of αij for i, j = 0, 1, . . . , r,

2.
∼
α00= α00,

3.
∼
αij= 0 if i · j = 0 but i + j 6= 0, or αij is not square,

4.
∼
αij= ωijI if αij is square, where ωij is the diagonal element of αij (remember that all

elements on the same (off-)diagonal are same).

Proof. We can assume α in a standard form like in (6.1.10): α = [αij ]i≥0,j≥0. Also, we know
that α0 is the ”squeezed” [αij ]i≥1,j≥1 and formed from the diagonals of each submatices αij (in
each submatrices, elements in the same diagonal/off-diagonal are same). We first proved the
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lemma for the case that all nonzero Jordan blocks have same size, i.e., in Remark 6.1.23, we
have

m = β0n0 + β1n1,

which tells us α0 ∈ Fβ1×β1 .
We are able to choose proper P = [pijI]i≥0,j≥0 with p00 = 1, and pij = 0 if i · j = 0 but

i+j 6= 0, such that the α1 = P 0 ·α0 is a diagonal matrix, where P 0 = [pij ]i≥0,j≥0. From Lemma
6.1.4, we can see that all diagonals of α1 are nonzero. By adding the columns of α, in which
the first diagonals at left top corner of each submatrix with i · j ≥ 1 lie, to columns of α, which
belong to submatrices of α with j = 0 but i ≥ 1, we can make those corresponding columns in
Pα to be zero and these two steps do not change either the determinant of α or the elements
of α00. This is because

1. det(P 0) = 1 ⇒ det(P ) = 1 ⇒ det(Pα) = det(α);
2. those first diagonals are the only nonzero elements in those columns.
In the same way are able to make submatrices of Pα with i = 0 and j ≥ 1 to be zero,

without changing determinant of α and elements of α00.
Now we’ll use basic definition of determinant to reach our conclusion. In each diagonal

submatrix of α with i · j ≥ 1, the first (last) diagonal at left top (right bottom) corner of
the submatrix with i · j ≥ 1, must be taken to get the determinant of α since it’s the only
nonzero element in that column(row) of α. After we cross out columns and rows of those first
and last diagonals of submatrices with i · j ≥ 1, the remaining part of those submatrices have
same shape and we have to again take the first and last diagonal of remaining part of those
submatrices for the same reason. By repeating the above process we can see that actually
elements appear in the expression of determinant of α come from either α00 or from diagonals
of diagonal submatrices of Pα with i · j ≥ 1 (or equivalently from diagonals of submatrices of
α with i · j ≥ 1), which is what we want to prove. It’s easy to check that in this case we have

det(α) = det(α00) · (det(α0))n1 .

If the sizes of nonzero Jordan blocks of B11 are different, i.e., in Remark 6.1.23 we have
(6.1.20):

m = β0n0 + β1n1 + β2n2 + · · ·+ βrnr,

we know that the actually working part of α is either upper triangular (acting on B1
12 or b)
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or lower triangular (acting on B1
21 or c). The only modification we need to make here is that

the ”elimination” of αij with i · j = 0 but i+ j 6= 0 should be done in order. For example, in the
case of acting on b which implies α is upper triangular, when clearing the 0-th column except
α00, we need to start from right bottom corner of diagonal submatrices, but when clearing the
0-th row except α00, we should start from the left top corner of diagonal submatrices. In the
case of acting on c which implies α is lower triangular, we need to reverse the above order.

Again, assuming α0 = [(α0
ij)]i,j≥1 being an upper/lower triangular block matrix, following

is true:

det(α) = det(α00)
∏

1≤i≤r

(det(α0
ii))

ni .

Suppose B11 has Jordan blocks as in partition (6.1.20), i.e., we have βi Jordan blocks of
size ni. Notice that n0 = 1, and if B11 does not have zero Jordan blocks, we don’t have n0 in
the partition (6.1.20). We then can get three sequences of integers for i = 0, . . . , r:

S1. (2 + 2ni)δ(rank(bi)), 2niδ(rank(βi − rank(bi))).
S2. (1 + 2ni)δ(rank(bi)), (1 + 2ni)δ(rank(βi − rank(bi))).
S3. (2+2ni)δ(rank(bi)), 2niδ(rank(βi−rank(bi))) or (1+2ni)δ(rank(bi)), (1+2ni)δ(rank(βi−

rank(bi))).
The meaning of the third sequence means that both terms in 1 and 2 could appear in the

third sequence.
Now we can have our second part of classification of KF-orbits for the key involution:

Theorem 6.1.25. (I) If F 6= F, all conditions (6.1.22)-(6.1.24) and (6.1.25) are satisfied, if
B12 and B21 are not square matrices, then all KF-orbits can choose following as representatives

ci
0 =



0

p

1
. . .

1

0


or ci

2 =



0 0

0

p

1
. . .

1

0 0


, ci

1 = 0 or does not exist (6.1.27)

where p ∈ F∗/(F∗)h for i = 1 and p = 1 for i ≥ 2, h is the greatest common factor of sequence
S1.
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(II) If F 6= F, all conditions (6.1.22)-(6.1.24) and (6.1.26) are satisfied, if B12 and B21 are
square matrices, then all KF-orbits can choose following as representatives

ci
1 =



0 0

p

1
. . .

1

0

0 0


, ci

2 = 0 (6.1.28)

where p ∈ F∗/(F∗)h for i = 1 and p = 1 for i ≥ 2, h is the greatest common factor of sequence
S2.

(III) If F 6= F, all conditions (6.1.22)-(6.1.24), (6.1.25) and (6.1.26) are satisfied (there
are some blocks in bi satisfying (6.1.25) and some satisfying (6.1.26)), then all KF-orbits can
choose as representatives from formula (6.1.27) and (6.1.28), where p ∈ F∗/(F∗)h for i = 1 and
p = 1 for i ≥ 2, h is the greatest common factor of sequence S3.

(IV) In all cases except the above three, all conditions in Theorem 6.1.21 have been good
enough to serve as necessary and sufficient conditions.

Proof. It’s clear that, to consider cases not included in Theorem 6.1.21, conditions (6.1.22)-
(6.1.24), and one of (6.1.25) and (6.1.26) must be true. The possible exceptional cases here
are almost same as discussion in Theorem 6.1.18 too. For each i = 1, . . . , s, bi and ci are just
like B12 and B21 in Theorem 6.1.18, so we only need to discuss cases similar to cases I and
II in Theorem 6.1.18 only. We need to add discussions for α0 and b00, c00 correspondingly.
Also, instead of having one block in Theorem 6.1.18, we have several blocks here and need to
discuss all possible combinations. Case I in this theorem is the case that all blocks bi and ci,
i = 1, . . . , s have case I in Theorem 6.1.18. Instead of having α11 and α22 in the determinant
condition, we have α11

ii and α22
ii in the determinant condition: first we can make B12 and B21

into diagonal-like form, make ”diagonals” of b00, b11 (or b in notations in Theorem 6.1.21) and
c00 to be one; then we are able to make all ”diagonals” of c (or c11 in B21) to be one except the
first diagonal. To keep b in the same form as in (6.1.11), from

α ·B12 = B12y22

we have (y22 = ((y22)ij)i≥0,j≥0, α = [αij ]i,j≥0, and α0 = (α0
ij)i≥1,j≥1 is squeezed [αij ]i,j≥1:

formed from diagonals of [αij ]i,j≥1)
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(y22)ij = 0 if i > j ≥ 0,

α00 =


α11

00, if rank(b00) = 0,[
α11

00 0
α12

00 α22
00

]
, if 0 < rank(b00) < β0,

α22
00, if rank(b00) = β0,

α22
00 = (y22)00 if rank(b00) 6= 0;

α0
ii =


(α0

ii)
11, if rank(bi) = 0[

(α0
ii)

11 0
(α0

ii)
21 (α0

ii)
22

]
, if 0 < rank(bi) < βi = mi−1 −mi, i ≥ 1,

(α0
ii)

22, if rank(bi) = βi = mi−1 −mi, i ≥ 1,

(α0
ii)

22 = (y22)ii, i ≥ 1, if rank(bi) 6= 0.

If rank(b00) = 0, we have y22 = ((y22)ij)i≥1,j≥1, i.e., we don’t have the 0-th row and column
in y22. If rank(bi) = 0, we don’t have the i-column in y22.

Now we assume 0 < rank(b00) < β0, so α00 and y00
22 both exists. We also assume first

0 < rank(bi) < βi, i = 1, . . . .r, We then have

1 = det(x22) det(y22)(det(α))2

= det(x22)
∏

0≤i≤r

det((y22)ii)(det(α00))2(
∏

1≤i≤r

(det((α0
ii)

11) · det((α0
ii)

22))ni)2

= det(x22) det(α22
00)

∏
1≤i≤r

det((α0
ii)

22)(det(α11
00))

2(det(α22
00))

2(
∏

1≤i≤r

det((α0
ii)

11)2ni det(·(α0
ii)

22)2ni)

= det(x22) det(α11
00)

2 det(α22
00)

1+2(
∏

1≤i≤r

det((α0
ii)

22)1+2ni) · (
∏

1≤i≤s

det((α0
ii)

11)2ni).

= det(x22)(
∏

0≤i≤r

det((α0
ii)

22)1+2ni) · (
∏

0≤i≤r

det((α0
ii)

11)2ni).

where, by abusing notations, we assume det(α11
00) = det((α0

00)
11),det(α22

00) = det((α0
00)

22).
The most general form for the above condition is

1 = det(x22)(
∏

0≤i≤r

det((α0
ii)

22)(1+2ni)δ(rank(bi))) · (
∏

0≤i≤r

det((α0
ii)

11)2niδ(βi−rank(bi)). (6.1.29)

and we assume b00 = b0 here. The function δ-function is to eliminate terms that might not
appear in the above determinant condition. Notice that (1 + 2ni)δ(rank(bi)) + δ(rank(bi)) and
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2niδ(βi − rank(bi)) actually form our S1 sequence.
They all have same pattern as that in case I in Theorem 6.1.18. Same as before, we can

first make B21 (B1
21) into a diagonal-like form, we can use x22 to make all ”diagonals” to be one

except the first diagonal in the first diagonal block, which is ”determinant of the squeezed and
neatly cut B21”. We then can deploy same analysis in Theorem 6.1.18 to get the conclusion.
We take ”determinants ” of both sides of following equation (notice that only (sub)blocks of α

corresponding to x22 can appear in the determinant formula)

x22B21 = B21α (6.1.30)

to show that det(B21)/ det(B21) ∈ (F∗)h, which proves the necessity.
To prove the sufficiency, same as in the proof of Theorem 6.1.18, we can equivalently consider

determinant condition and following equations, which correspond to the condition (6.1.30):

ω0 det(B21) = det(B21)γ0 (⇔ ω0 =
det(B21)
det(B21)

γ0 = phγ0)

ωi = γi, i = 1, . . . , r,

where det(x22) =
∏

0≤i≤r
ωi and γ0 = det(α22

00) (if it exists), γi = det((α0
ii)

22).

Notice that B21 and B21 have been in special form, and all ”diagonal” are all 1 except the
first ”diagonal”. Also ωi (or γi) are to be determined.

If we plug γi (and ph = det(B21)/det(B21)) into the determinant condition, we can see that
the determinant condition is satisfied if and only if det(B21) and det(B21) are S1-equivalent
and using Lemma 5.1.3 if and only if det(B21)/ det(B21) ∈ (F∗)h.

The proof for the general case of Case I is almost same. The proof of Case II and Case III
is same as the proof above too.

Remark 6.1.26. 1. The equation (6.1.29) is a key formula for our derivation.
2. When we take the determinant of both sides of (6.1.30), only diagonal (sub)blocks of α

corresponding to x22 can be taken, other diagonal (sub)blocks simply disappear.
3. In proof of sufficiency, B21 and B21 have been in their special forms, i.e., diagonal-like

forms, which makes our proof relatively straightforward.

Remark 6.1.27. 1. The case of B11 = 0 is included in this formula, i.e., if we take n0 = 1 and
β0 = m, we would get Theorem 6.1.18.

92



2. If all sizes of Jordan blocks in B11 have same size, then classification of KF-orbits of
unipotent elements would be same as Theorem 6.1.18.

Remark 6.1.28. For the key involution, we actually reduce the classification problem to a Jordan-
canonical-form-like problem: we are trying to reduce a matrix pair/pencil simultaneously to
some special/canonical form: B → x−1By,C → y−1Cx. It can almost be reduced to the usual
JCM if C (especially when we can make C = I) is nonsingular, but it’s completely different if
C is singular.

6.1.3 Examples

Here are some examples for the representative elements/canonical forms we can take from
KF-orbits of unipotent elements in P = GF/KF for GF = SL(n, F). To make it typical, we
have to make n to be large enough, and at same time this would make us hard to write out
all representatives for that specific n. Therefore in examples here we will fix both n and
rank(C) = m and assume rank(B12) ≥ rank(B21) (as we have done in our analysis and proofs)
and other condition(s) to keep our examples short.

Example 6.1.29 (Case B11 = 0). Let n = 18,m = rank(C) = 6, so

B11 = 0, B12 =



0 0 0
0 0 0
0 0 0
1 0 0
0 1 0
0 0 1


=

[
0
I

]
, B21 ∈ F3×6.

Then all B21 we can take here are

• rank(B21) = 0: B21 = 0.

• rank(B21) = 1:

– rank((B21)2) = 0, B21 =

 0 0 0 0 0 0
0 0 0 0 0 0
0 0 1 0 0 0



– rank((B21)2) = 1, B21 =

 0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 1


• rank(B21) = 2:
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– rank((B21)2) = 0, B21 =

 0 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0



– rank((B21)2) = 1, B21 =

 0 0 0 0 0 0
0 0 1 0 0 0
0 0 0 0 0 1



– rank((B21)2) = 2, B21 =

 0 0 0 0 0 0
0 0 0 0 1 0
0 0 0 0 0 1


• rank(B21) = 3:

– rank((B21)2) = 1, B21 =

 0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 0 0 1



– rank((B21)2) = 2, B21 =

 0 0 1 0 0 0
0 0 0 0 1 0
0 0 0 0 0 1



– rank((B21)2) = 0, B21 =

 p 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0

 , p ∈ F∗/(F∗)3

The nonzero part of B21 does not lie in the same corner as B12, which corresponds
to case (II).

– rank((B21)2) = 3, B21 =

 0 0 0 p 0 0
0 0 0 0 1 0
0 0 0 0 0 1

 , p ∈ F∗/(F∗)2

The nonzero part of B21 lies in the same corner as B12, which corresponds to case
(I).

In the following example, we work on a relatively general case though it actually does not
have zero Jordan blocks in B11, which makes it a little simpler. Under conditions we mentioned
at the beginning of this subsection, we list all possible (representative elements of) KF-orbits
for a given JCM of B11 only.

Example 6.1.30 (JCM of B11 is given and has no zero Jordan blocks). Let n = 20,m =
rank(C) = 8 and 8 = 2 · 2 + 1 · 4 = β1n1 + β2 · n2, i.e., n1 = 2, β1 = 2, n2 = 4, β2 = 1, so

B11 has two Jordan blocks of size 2 and one Jordan block of size 4:(B =

[
B11 B12

B21 B22

]
with
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B11 ∈ F8×8 and B22 ∈ F2×2, only consider the case rank(B12) ≥ rank(B21))

B11 =

 J1

J1

J2

 , J1 =

[
0 1

0

]
, J2 =


0 1

0 1
0 1

0

 .

We have two sizes of Jordan blocks:

r = 2 ⇒ b =

[
b1

b2

]
, c =

[
c1 c2

]
.

• rank(B22) = 2: B22 =

[
1 0
0 1

]
– rank(B12) = rank(B21) = 0: B12 = 0, B21 = 0.

• rank(B22) = 1: B22 =

[
0 0
0 1

]
– rank(B12) = 0, rank(B21) = 0: B12 = 0, B21 = 0.

– rank(B12) = 1 = rank(b).

rank(b1) = 0, rank(b2) = 1:

⇔ B12 =



0 0

0 0

0 0

0 0

0 0
0 0
0 0

0 1


=

 0
0

1

 =

[
b1

b2

]
= b

∗ rank(B21) = 0 = rank(c): B21 = 0

∗ rank(B21) = 1 = rank(c):
◦ rank(c1) = 0, rank(c2) = 1: c =

[
0 0 p

]
, p ∈ F∗/(F∗)2:

The nonzero diagonals in b and c are both at the right bottom corner, so it
corresponds to sequence S1: 2 ∗ 2, 2 + 2 ∗ 4, which implies h = 2 is the greatest
common factor of sequence: 4, 10.)

B21 =

[
0 0 0 0 0 0 0 p

0 0 0 0 0 0 0 0

]
=
[

c1 c2

]
= c.
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◦ rank(c1) = 1, rank(c2) = 0: c =
[

0 1 0
]
.

Here we have 1 instead of p because β1 = 2 > 1.

B21 =

[
0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0

]
=
[

c1 c2

]
= c.

• rank(B22) = 0: B22 = 0.

– rank(B12) = 0 same as before.

– rank(B12) = 1 same as before but p = 1 since we have B22 = 0.

– rank(B12) = 2 = rank(b)

∗ rank(b1) = 2, rank(b2) = 0:

b =

 1
1

0 0

 =

[
I

0

]
=

[
b1

b2

]
(b1 = I).

◦ rank(c) = 0 or 1, we have same form for c as before.

◦ rank(c1) = 2, rank(c2) = 0: c =

[
p 0

1 0

]
=
[

I 0
]

=
[

c1 c2

]
, p ∈

F∗/(F∗)2.
It is Part I in classification theorem (b and c are both at the left top corner
this time) and h = 2 is the greatest common facotor of the first sequence S1:
2 + 2 ∗ 2, 2 ∗ 4, or 6, 8, which implies its greatest common factor is 2.

◦ rank(c1) = 1, rank(c2) = 1: c =

[
0 1 0
0 0 1

]
.

∗ rank(b1) = 1, rank(b2) = 1: b =

 0 0
1 0

0 1

.

◦ rank(c1) = 2, rank(c2) = 0: c =

[
1 0

1 0

]
=
[

I 0
]
.

◦ rank(c1) = 1, rank(c2) = 1: c =

[
0 1 0
0 0 1

]
.

6.2 The first type of inner involution with different sizes of I1

and I2

The inner involution we have to study here is
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θ(g) =

[
I1

−I2

]−1

g

[
I1

−I2

]
,

where I1 and I2 have different sizes. Without loss of generality, we assume the size n1 of I1 is
greater than size n2 of I2 , and we can therefore assume that, there exists identity matrix I3 of
size n1 − n2 such that

I1 =

[
I2

I3

]
.

To study (GF = SL(n, F), θ), we can study a restriction of (
∼
GF= SL(2n1, F), σ), where

σ(
∼
g) =

[
I1

−I1

]−1
∼
g

[
I1

−I1

]
,

and GF can be regarded as a restriction of
∼
GF:

g =

[
g11 g12

g21 g22

]
↪→

∼
g=

[
g

I3

]
=

 g11 g12 0
g21 g22 0

0 0 I3

 =

 g11 g12 0

g21 g22 0
0 0 I3

 ,

where g11 ∈ gl(n1, F).
From analysis for the key inner involution, we know that we only need to study the case with

g11 = I1, g22 = I2. For classification, we only need to include KF-orbits in key inner involution
with the last n1 − n2 rows of C zero, and the last n1 − n2 columns of B zero.

6.3 Second type of inner involution

We first define a special type of power function, then translate the second type of inner involution
to a special form of key inner involution, and classify KF-orbits of equivalent problem.

6.3.1 {} power function

Given a field F, suppose ”conjugation operator” c : F → F is defined: (a, b ∈ F)

97



c(a± b) = c(a)± c(b)

c(a ∗ b) = c(a) ∗ c(b)

c(
1
a
) =

1
c(a)

, if a 6= 0

c2(a) = a.

We denote c(a) = a for a ∈ F. With conjugation operator we can define a ”curly bracket”
power function over F∗ in the following way:

Definition 6.3.1. Let c be a conjugation operator defined over field F. We define ”curly
bracket” power function, denoted by ”{}”, over F∗ as following: for a ∈ F∗

n = 0 : a{0} = 1,

n ∈ Z+ : a{n} =
n∏

i=1

ci(a) =
n︷ ︸︸ ︷

aaaa · · ·=

{
(aa)m, if n = 2m;
(aa)m ∗ a, if n = 2m + 1,

n ∈ Z− : a{n} =
1

a{−n} ,

m, n ∈ Z : a{m}∗{n} = (a{m}){n}.

Remark 6.3.2. We do not define following for m, n ∈ Z and a ∈ F∗

a{m}+{n} = a{m} ∗ a{n},

a{m}−{n} =
a{m}

a{n}
,

since it makes no sense/use in our work.

It’s easy to check that {} power function has following properties: (a, b ∈ F∗, n,m ∈ Z)

a{m}∗{n} = (a{m}){n} = a{mn} = a{n}∗{m} (6.3.1)

(ab){n} = a{n} ∗ b{n} (6.3.2)

(
a

b
){n} =

a{n}

b{n}
(6.3.3)

We have following lemma for {} power function:

98



Lemma 6.3.3. Given ni ∈ Z, i = 1, . . . , r, a ∈ F∗, then following equation has solution xi, i =
1, . . . , s over the field F,

s∏
i=1

x
{ni}
i = a

if and only a ∈ (F ∗){l}, where l is the greatest common factor of ni, i = 1, . . . , s, and (F ∗){l} =
{a{l}|a ∈ F∗}.

Proof. ⇒: Let ni = lmi, then

a =
s∏

i=1

x
{ni}
i

=
s∏

i=1

x
{lmi}
i

6.3.1=
s∏

i=1

(x{mi}
i ){l}

6.3.2= (
s∏

i=1

x
{mi}
i ){l} ∈ F{l}.

⇐: First, Without loss of generality, we can assume ni are all positive here(we can replace
xi by 1

xi
if ni0 < 0 for some i0).

Since l is the greatest common factor of ni, using long division/Euclidean algorithm, we can
find nonnegative integers mi such that

l =
s∑

i=1

mini =
s1∑

i=1

mini −
s∑

i=S1+1

mini, (6.3.4)

where 1 ≤ s1 ≤ s− 1.
We always have the negative part since l ≤ min

1≤i≤s
ni. Without loss of generality, we assume

mi > 0, i = 1, . . . , s.
Since a ∈ (F∗){l}, we can assume a = d{l} for some d ∈ F∗. Let x1 = d{m1}, x2 =

(cm1n1(d)){m2}, xi+1 = (c

i∑
j=1

mjnj

(d)){mi+1}, 1 ≤ i ≤ s1 − 1. First, x
{n1}
1 = (d{m1}){n1} 6.3.1=

d{m1n1}. We know that in {} power function d and d appear alternatively, so x
{n}1
1 ends with

cm1n1−1(d). Noticing x
{n2}
2 = (cm1n1(d)){m2n2} begins with cm1n1(d), we can see that
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x
{n1}
1 ∗ x

{n2}
2 = d{m1n1+m2n2}.

In the same way, xn1
1 ∗xn2

2 ends with cm1n1+m2n2−1(d). Since x
{n3}
3 = (cm1n1+m2n2(d)){m3n3}

begins with cm1n1+m2n2(d), we can see that

x
{n1}
1 ∗ x

{n2}
2 ∗ x

{n3}
3 = d{m1n1+m2n2+m3n3}.

Repeating the above process we get

s1∏
i=1

x
{ni}
i = d

{ s1∑
i=1

mini

}
=

s1∑
i=1

mini︷ ︸︸ ︷
dddddddd · · · · · · ttt,

where
s1∏

i=1
x
{ni}
i ends with t = c

s1∑
j=1

{mini}−1

(d).

Let xs1+1 = t{ms1+1}. We generate xi, i = s1 + 2, . . . , s in a way same as above to get

s∏
i=s1+1

x
{ni}
i = t

s∑
i=s1+1

{mini}

=

s∑
i=s1

mini︷ ︸︸ ︷
tttttttt · · · · · · · · ·

=

s∑
i=s1

mini︷ ︸︸ ︷
· · · · · · · · · tttttttt,

where in the last equality we simply reverse the order of multiplications.
Let

yi =

{
xi, 1 ≤ i ≤ s1

1
xi

s1 + 1 ≤ i ≤ s.

We therefore have
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s∏
i=1

y
{ni}
i =

s1∏
i=1

y
{ni}
i ∗

s∏
i=s1+1

y
{ni}
i

=
s1∏

i=1

x
{ni}
i ∗ 1

s∏
i=s1+1

x
{ni}
i

=

s1∑
i=1

mini︷ ︸︸ ︷
dddddddd · · · · · · ttt
· · · · · · · · · · · · tttttttt︸ ︷︷ ︸

s∑
i=s1

mini

=

s1∑
i=1

mini−
s∑

i=s1

mini︷ ︸︸ ︷
dddddddd · · · · · · · · · · · · (

s1∑
i=1

mini −
s∑

i=s1

mini = l > 0)

=

l︷ ︸︸ ︷
dddddddd · · · · · · · · · · · ·

= d{l} = a.

For the extension field F(
√

p) of F with 0 6= p ∈ F\F2, we define the conjugation of a+b
√

p ∈
F(
√

p) as

c(a + b
√

p) = a + b
√

p = a− b
√

p,

and the curly bracket power function {} is defined over the extension field F(
√

p) accordingly.

6.3.2 Translation to key inner involution

Let’s first review what do for the case n = 2, i.e., how we translate the original problem to the
one with ”key involution”. For g ∈

∼
GF= SL(2, F), p ∈ F∗\(F∗)2, i.e., p is a non-square element,

we have (abusing the letter p)
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p =
1√
2

[
1 −1
1 1

]
, p1 =

[
1

√
p

]
, p2 =

[
0 1
1 0

]
, pσ =

[
1

−1

]
, p̃ =

[
1

p

]

σ(g) =

[
1

−1

]−1

· g ·

[
1

−1

]

θ(g) =

[
0 1
1 0

]−1

· g ·

[
0 1
1 0

]
∼
θ (g) =

[
0 1
q 0

]−1

· g ·

[
0 1
q 0

]
= p̃−1gp̃

θp1(g) = p−1
1 gp1

θ = θ−1
p ◦ σ ◦ θp

∼
θ = θ−1

p1
◦ θ ◦ θp1 .

Instead of studying (
∼
GF,

∼
θ), we study (GF, σ) equivalently, where

GF = {g =

[
A D

D A

]
|A,D ∈ F(

√
p),det g = 1}.

To be specific, the correspondence of elements in
∼
GF and GF is given by

g =

[
a b

c d

]
→
∼
g=

[
(a + d) +

√
p(b + c

p) (−a + d) +
√

p(b− c
p)

(−a + d)−√p(b− c
p) (a + d)−√p(b + c

p)

]
.

The fixed point subgroup KF for (σ,GF) is also changed to

KF = {k =

[
z

z

]
|z ∈ F(

√
p),det k = 1}.

Now we can generalize this translation to the n× n case. Let
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P =


p

. . .

p

 , P1 =


p1

. . .

p1

 , P2 =


p2

. . .

p2

 ,

P∼
σ

=


pσ

. . .

pσ

 , Pσ =

[
I

−I

]
,
∼
P=


p̃

. . .

p̃

 ,

σ(g) =

[
I

−I

]−1

· g ·

[
I

−I

]
= P−1

σ gPσ,

∼
σ (g) =



1
−1

. . .

1
−1



−1

· g ·



1
−1

. . .

1
−1


= P−1

∼
σ

gP∼
σ
,

θ(g) =



1
1

. . .

1
1



−1

· g ·



1
1

. . .

1
1


= P−1

2 · g · P2,

∼
θ (g) =



1
p

. . .

1
p



−1

· g ·



1
p

. . .

1
p


=
∼
P
−1
·g·

∼
P ,

θp1(g) = P−1
1 gP1,

θP (g) = P−1gP,

θQ(g) = Q−1gQ,
∼
σ = θ−1

Q ◦ σ ◦ θQ,

θ = θ−1
P ◦ ∼σ ◦θP ,

∼
θ = θ−1

P1
◦ θ ◦ θP1 ,

where p, p1, p2, pσ, p̃ are defined for the 2 × 2 case, Q is the permutation matrix such that
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P∼
σ

= Q−1PσQ.

Similarly, instead of studying (
∼
GF= SL(n, F),

∼
θ), we study (GF, σ) equivalently, where (for

subscripts we write F instead of F(
√

p) for simplicity of notations)

GF = {g =

[
A D

D A

]
|A,D ∈ gl(

n

2
, F(
√

p)),det g = 1},

KF = {k =

[
z

z

]
∈ GF|z ∈ GL(

n

2
, F(
√

p)),det k = 1}.

Using conclusions from the case with ”key involution”, we can assume here A = I in the
above g, so g = I + J with J nilpotent. To be precise, we are able to study following problem
equivalently:

We know J =

[
D

D

]
is nilpotent and k =

[
z

z

]
∈ KF (det k = 1). The problem we

need to solve is that, given J,
∼
J nilpotent, find out if there exists k ∈ KF such that

∼
J= k−1Jk,

i.e., using k ∈ KF, what kind of canonical form of J can we reduce to?

6.3.3 Classification for the second type of inner involution

We have J nilp ⇔ DD nilp and

∼
J = k−1Jk

=

[
z

z

]−1 [
D

D

][
z

z

]

=

[
z−1Dz

z−1Dz

]

=

 ∼
D

∼
D


Since det D = (detD) and DD is nilpotent, we know that 0 is an eigenvalue of D. Therefore

there exists 0 6= v1 ∈ (F(
√

p))
n
2 s.t. Dv1 = 0. Choose n

2 − 1 vectors v2, . . . , vn
2

in (F(
√

p))
n
2 s.t.

z = (v1, v2, . . . vn
2
) ∈ SL(n

2 , F(
√

p)) ⇒ k =

[
z

z

]
∈ KF, so we have
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Dz = z

 0 ∗ ∗
0 ∗ ∗
0 ∗ ∗



⇒
∼
D = z−1Dz = z−1z

 0 ∗ ∗
0 ∗ ∗
0 ∗ ∗

 =

[
0 t

0 D1

]
(6.3.5)

⇒
∼
D

∼
D =

[
0 tD1

0 D1D1

]

and

∼
J nilp ⇔

∼
D

∼
D nilp ⇔ D1D1 nilp

therefore the above process can be repeated.
We define Li,j,s as following

Li,j,s =



1
. . .

1 s
. . .

1


,

where the entry s is in the (i, j)-position of Li,j,s. It’s obvious that Li,j,s = Li,j,s and k =[
Li,j,s

Li,j,s

]
∈ KF.

If n = 2, then DD ∈ gl(n
2 , F(

√
p)) = gl(1, F(

√
p)) nilp ⇔ D = 0. This is why we have the

identity orbit only when n = 2.
If n = 4, then we can see that J nilp ⇔ D1D1 ∈ gl(n

2 − 1, F(
√

p)) = gl(1, F(
√

p)) nilp
⇔ D1 = 0 and we can therefore assume

D =

[
0 q

0 0

]
with q ∈ F(

√
p).

We assume it’s true for n = 2m, 2 ≤ m ∈ Z+, that D in J can be reduced to following form
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D =


J1

. . .

Jr

 (6.3.6)

which satisfies following conditions
1. The sizes of Ji, 1 ≤ r ≤ r are decreasing, especially if Ji0 = 0, then Ji0+1 = · · · = Jr = 0;
2. If Ji 6= 0, then

Ji =



0 1 0 · · · 0 0
0 0 1 · · · 0 0
· · · · · · · · · · · · · · · · · ·
0 0 0 · · · 1 0
0 0 0 · · · 0 q

0 0 0 · · · 0 0


, (6.3.7)

where q ∈ F(
√

p) and q = 1 if 1 ≤ i ≤ r − 1.
Assume the size of Ji for 1 ≤ i ≤ r is ni.
We now prove that the above conditions are true for n = 2m + 2 too. We assume D to be

in the form of (6.3.5) with D1 ∈ gl(m, F(
√

p)), so we can assume D1 has a form in (6.3.6) with
the above two conditions satisfied (D1D1 is nilpotent). The proof is put into following three
cases.

Case I. D1 = 0. Then

D =


0 t1 · · · tm

0 0 · · · 0
· · · · · · · · · · · ·
0 0 · · · 0

 .

If ti = 0, i = 1, . . . ,m, then D = 0. Done.
If there is ti0 6= 0, 1 ≤ i0 ≤ m, using permutation matrix we can make i0 = 1. By some

diagonal matrix in KF we can make t1 = 1. Then by choosing s in L2,3,s and applying L2,3,s

to D: L2,3,sDL2,3,s we can make t2 = 0 and make tj = 0 in the same way. Now D satisfies
required conditions.
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Case II. D1 has one Jordan block only. In this case we have

D =



0 t1 t2 t3 · · · tm−1 tm

0 0 1 0 · · · 0 0
0 0 0 1 · · · 0 0
· · · · · · · · · · · · · · · · · · · · ·
0 0 0 0 · · · 1 0
0 0 0 0 · · · 0 q

0 0 0 0 · · · 0 0


.

with 0 6= F(
√

p)∗ (or D has two Jordan blocks).
By applying L1,j,sj , j = 3, 4, . . . ,m + 1 to D with sj = tj−1, j = 3, . . . ,m and sm+1 = tm

q ,

we can make ti, i = 2, . . . ,m in the new D, i.e.,
∼
D, to be zero. We still write

∼
D as D.

If t1 6= 0, let s1 = 1, s2 = t−1
1 , si+1 = si, i = 2, . . . ,m − 1, sm+1 = (

m∏
i=1

si)−1, and z =

diag(s1, . . . , sm+1). Then

z−1Dz =



0 1 0 0 · · · 0 0

0 0 1 0 · · · 0 0
0 0 0 1 · · · 0 0
· · · · · · · · · · · · · · · · · · · · ·
0 0 0 0 · · · 1 0
0 0 0 0 · · · 0 q

0 0 0 0 · · · 0 0


,

which is till one Jordan block and has the expected form.
If t1 = 0, then

D =



0 0 0 0 · · · 0 0

0 0 1 0 · · · 0 0
0 0 0 1 · · · 0 0
· · · · · · · · · · · · · · · · · · · · ·
0 0 0 0 · · · 1 0
0 0 0 0 · · · 0 q

0 0 0 0 · · · 0 0


.

Using permutation matrix we can make D into
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D =



0 1 0 0 · · · 0 0
0 0 1 0 · · · 0 0
0 0 0 1 · · · 0 0
· · · · · · · · · · · · · · · · · · · · ·
0 0 0 0 · · · q 0
0 0 0 0 · · · 0 0

0 0 0 0 · · · 0 0


,

Same as before we can make q = 1.
Case III. D has two or more Jordan blocks. In this case we have

D =


0 t1 · · · tm

0 J1

0
. . .

0 Jr

 .

If we have at most one zero Jordan block in D, i.e., Ji 6= 0, 1 ≤ i ≤ r − 1. Like in Case II,
we can make ti = 0 unless ti corresponds to the first column of some Jordan block. Suppose
the first columns of each Jordan blocks are the i1 = 2, i2, . . . , ir-th columns of D.

If tij = 0, j = 1, . . . , r, i.e., ti = 0, we simply need to permute 0 on the left top corner to
the right bottom corner, and make the possible q in the last Jordan block, if this is the case,
to be 1 to finish this case.

If tij 6= 0, j = 1, . . . , r,, same as in Case II, we can make t1 = 1 (notice that the possible q

in the last Jordan block might change correspondingly too, if we have no zero Jordan block).
Let ti2 = −u 6= 0, by applying Lj+1,i2+j,cj(u), j = 0, 1, . . . , n2 − 1 to D in order, we get

D → L
−1
1,i2,uDL1,it,u

→ L
−1
2,i2+1,c(u)(L

−1
1,i2,uDL1,it,u)L2,i2+1,c(u)

→ · · ·

→ L
−1
n2,i2+n2−1,cn2−1(u) · · · (L

−1
1,i2,uDL1,it,u) · · ·Ln2,i2+n2−1,cn2−1(u).

Visually, it’d be like this
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D =



0 1 0 0 · · · 0 0 u 0 · · · 0 0 · · ·
0 0 1 0 · · · 0 0 · · ·
0 0 0 1 · · · 0 0 · · ·
· · · · · · · · · · · · · · · · · · · · · · · ·
0 0 0 0 · · · 1 0 · · ·
0 0 0 0 · · · 0 1 · · ·
0 0 0 0 · · · 0 0 · · ·
0 0 1 · · · 0 0 · · ·
· · · · · · · · · · · · · · · · · · · · ·
0 0 0 · · · 1 0 · · ·
0 0 0 · · · 0 1 · · ·
0 0 0 · · · 0 0 · · ·
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·



→



0 1 0 0 · · · 0 0 0 0 · · · 0 0 · · ·
0 0 1 0 · · · 0 0 c(u) · · ·
0 0 0 1 · · · 0 0 · · ·
· · · · · · · · · · · · · · · · · · · · · · · ·
0 0 0 0 · · · 1 0 · · ·
0 0 0 0 · · · 0 1 · · ·
0 0 0 0 · · · 0 0 · · ·
0 0 1 · · · 0 0 · · ·
· · · · · · · · · · · · · · · · · · · · ·
0 0 0 · · · 1 0 · · ·
0 0 0 · · · 0 1 · · ·
0 0 0 · · · 0 0 · · ·
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
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→



0 1 0 0 · · · 0 0 0 0 · · · 0 0 · · ·
0 0 1 0 · · · 0 0 · · ·
0 0 0 1 · · · 0 0 cj(u) · · ·
· · · · · · · · · · · · · · · · · · · · · · · ·
0 0 0 0 · · · 1 0 · · ·
0 0 0 0 · · · 0 1 · · ·
0 0 0 0 · · · 0 0 · · ·
0 0 1 · · · 0 0 · · ·
· · · · · · · · · · · · · · · · · · · · ·
0 0 0 · · · 1 0 · · ·
0 0 0 · · · 0 1 · · ·
0 0 0 · · · 0 0 · · ·
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·



→



0 1 0 0 · · · 0 0 0 0 · · · 0 0 · · ·
0 0 1 0 · · · 0 0 · · ·
0 0 0 1 · · · 0 0 · · ·
· · · · · · · · · · · · · · · · · · · · · · · ·
0 0 0 0 · · · 1 0 cn2−2(u) · · ·
0 0 0 0 · · · 0 1 · · ·
0 0 0 0 · · · 0 0 · · ·
0 0 1 · · · 0 0 · · ·
· · · · · · · · · · · · · · · · · · · · ·
0 0 0 · · · 1 0 · · ·
0 0 0 · · · 0 1 · · ·
0 0 0 · · · 0 0 · · ·
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
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→



0 1 0 0 · · · 0 0 0 0 · · · 0 0 · · ·
0 0 1 0 · · · 0 0 · · ·
0 0 0 1 · · · 0 0 · · ·
· · · · · · · · · · · · · · · · · · · · · · · ·
0 0 0 0 · · · 1 0 · · ·
0 0 0 0 · · · 0 1 cn2−1(u) · · ·
0 0 0 0 · · · 0 0 · · ·
0 0 1 · · · 0 0 · · ·
· · · · · · · · · · · · · · · · · · · · ·
0 0 0 · · · 1 0 · · ·
0 0 0 · · · 0 1 · · ·
0 0 0 · · · 0 0 · · ·
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·



→



0 1 0 0 · · · 0 0 0 0 · · · 0 0 · · ·
0 0 1 0 · · · 0 0 · · ·
0 0 0 1 · · · 0 0 · · ·
· · · · · · · · · · · · · · · · · · · · · · · ·
0 0 0 0 · · · 1 0 · · ·
0 0 0 0 · · · 0 1 0 · · ·
0 0 0 0 · · · 0 0 · · ·
0 0 1 · · · 0 0 · · ·
· · · · · · · · · · · · · · · · · · · · ·
0 0 0 · · · 1 0 · · ·
0 0 0 · · · 0 1 · · ·
0 0 0 · · · 0 0 · · ·
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·



.

Remark 6.3.4. 1. Since the size of J1 is greater than or equal to the size of J2, we can continue
the above process without break.

2. In the last step, when multiplying Ln2,i2+n2−1,cn2−1(u) from right, we make cn2−1(u) → 0.
When multiplying L

−1
n2,i2+n2−1,cn2−1(u) from left, since the (i2 + n2 − 1)-th row of D is zero, we

would not introduce anything nonzero.

We therefore make t2 = 0 without changing anything else. In this same way, we can make
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all ti = 0 for 3 ≤ i ≤ r, and D is then in the expected form. The difference between D and
D1 is that the size of the largest Jordan block in D is one more than that of the largest Jordan
block in D1, and possibly q’s might be different in D and D1.

If only some of ti are nonzero, we then only need to consider those Jordan blocks with
nonzero corresponding elements in the first row of D. Same as before we first by permutation
matrices re-sort Jordan blocks in a way that

1. ti, i = 1, . . . , r, begin with nonzero elements and all nonzero elements cluster together,
i.e., if ti0 = 0, then ti = 0 for all i ≥ i0;

2. sizes of Jordan blocks with nonzero ti are decreasing.

Remark 6.3.5. Permutation does not change the correspondence between Jordan blocks and
elements in the first row corresponding to these columns of Jordan blocks.

We then make t1 = 1, and make nonzero ti into 0. Notice that here we only work with
Jordan blocks with nonzero ti, and J1 after re-sort has the largest size among them, so the
above elimination process can be adopted. We are done if the sizes of Ji are in decreasing order
and finish this subcase by permutation matrices if they are not in decreasing order.

Now let’s consider the subcase that D could have more than one zero Jordan blocks.
If elements in the first row corresponding the zero Jordan blocks are all zero, then it’s

reduced the previous subcase.
If elements in the first row corresponding the zero Jordan blocks are not all zero, by permu-

tation matrix we can assume the element in the first row corresponding to the first zero Jordan
block is nonzero, we can then make all elements in the first row ”after” this element to be zero
by choosing a proper L1,j,s. Now we reduce the first subcase of Case III again.

So the conditions we assume to be true for n = 2m are still true for n = 2m + 2, and by
induction, those conditions are true for all positive even number n.

Let’s discuss classification. First let’s see what z = x +
√

py we can take between D’s
satisfying the above conditions. We have following lemma.

Lemma 6.3.6. If D and
∼
D satisfy the above two conditions and if there is k such that

∼
J=

k−1Jk, where

J =

[
D

D

]
,
∼
J=

 ∼
D

∼
D

 , k =

[
z

z

]
,

then corresponding Jordan blocks in D and
∼
D must be of same sizes.
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Proof. Since

∼
D

∼
D = z−1Dz · (z−1Dz) = z−1Dz · z−1Dz = z−1DDz

we can see that
∼
D

∼
D and DD have same Jordan blocks, and then it’s obvious that corresponding

Jordan blocks of
∼
D

∼
D and DD have same sizes. This implies that all Jordan blocks of size

greater than or equal to three of
∼
D and D are same, except possible different q’s in the last

Jordan blocks of
∼
D and D. Since rank(

∼
D) = rank(D), we know that

∼
D and D have same

number of Jordan blocks of size two too. The number of zero Jordan blocks of
∼
D and D are

now same too.

If D has zero Jordan blocks, then there is no q in D, and then D itself represents one
KF-orbit.

If there is no zero Jordan block in D, then there might some q instead of 1 in the last Jordan
block of D. We now want to see what kind of z we can take in

∼
D= z−1Dz if D and

∼
D have

same types of Jordan blocks.
Notice that

D =


J1

. . .

Jr

 ,
∼
D=


J1

. . .
∼
Jr


with

Ji =


0 1 · · · 0 0
· · · · · · · · · · · · · · ·
0 0 · · · 1 0
0 0 · · · 0 q

0 0 · · · 0 0

 ,
∼
Jr=


0 1 · · · 0 0
· · · · · · · · · · · · · · ·
0 0 · · · 1 0

0 0 · · · 0
∼
q

0 0 · · · 0 0

 ,

where q = 1 if 1 ≤ i ≤ r − 1, and sizes of Ji(
∼
Jr), i = 1, . . . , r, are decreasing.

Let z = (zij)r×r be partitioned according to Ji, so zij ∈ F(
√

p)ni×nj .
From

∼
D= z−1Dz or Dz = z

∼
D, we have

(1) Jizij = zijJj , 1 ≤ i, j ≤ r − 1;
(2) Jrzrj = zrjJj , j = 1, . . . , r − 1;
(3) Jizir = zir

∼
Jr, i = 1, . . . , r − 1;
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(4) Jrzrr = zrr

∼
Jr.

For (1), we have
(a) zk+1,l

ij = zk,l−1
ij ;

(b) zk,1
ij = 0 = zni,l

ij , k ≥ 2, l ≤ ni − 1.
For (2), besides (a) for 1 ≤ k ≤ nr − 2 and (b), we have for the last row of zij :
(c) znr,l

rj = 1
q znr−1,l−1

rj , l = 2, . . . , nj .
For (3), besides (a) for 2 ≤ l ≤ nr − 1 and (b) we have for the last column of zij :
(d) zk+1,r

ir = zk,r−1
ir

∼
q, k = 1, . . . , ni − 1.

For (4), besides (a) for 1 ≤ k ≤ nr − 2, 2 ≤ l ≤ nr − 1, (b), (c) for l = 2, . . . , nr − 1 and (d)
for k = 1, . . . , nr − 2 we have

(e) znr,nr
rr = 1

q znr−1,nr−1
rr

∼
q .

Let α = (αij)r×r with αij ∈ F(
√

p)ni×nj and satisfy conditions (a) and (b) for all valid k

and l. Then it’s not hard to see that z = D−1
q αD∼

q
where Dq = diag(1, . . . , 1, q) and D∼

q
=

diag(1, . . . , 1,
∼
q). So

det z = det(D−1
q αD∼

q
) = det(D−1

q ) detα det(D∼
q
) = q−1 det α

∼
q= a + b

√
p. (6.3.8)

The determinant condition 1 = det z det z ⇔ a + b
√

p ∈ S1, where

S1 =
{
a + b

√
p |a2 − b2p = 1, a, b ∈ F

}
,

which is a multiplicative subgroup of F(
√

p)∗, namely, the unit circle.
It’s obvious that the set of α satisfying conditions (a) and (b) form a subgroup of GL(n

2 , F(
√

p)),so
the set of detα form a subgroup of F(

√
p)∗. We have a result similar to that in the key inner

involution, Lemma 6.1.24, without the 0-th row and column there, but conjugation involved
here. Also, the order of Jordan blocks here are decreasing.

Lemma 6.3.7. det α = det(
∼
α), where

∼
α= (

∼
αij) is formed from α:

1. The size of
∼
αij is same as the size of αij for i, j = 1, . . . , r;

2.
∼
α

kl

ij=

{
αkk

ij , if k = l;
0, otherwise.

Proof. we use the basic definition of determinant. For r × r minors on the columns of
i−1∑
j=0

(1 +

nj), i = 1, . . . , r, n0 = 0, only elements in diagonal positions can be taken to obtain nonzero
minors. In finding the corresponding co-minor, after crossing out the above rows and columns,
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we are in the same situation again have to taken certain elements in diagonal positions only.
By repeating this process, we can see that only elements in diagonal positions can possibly
contribute to the determinant of α, and other elements could not affect detα at all. We would
get same determinant if we set those elements to be zero, i.e., detα = det(

∼
α).

∼
α is partitioned into a lower triangular block matrix according to sizes of Jordan blocks

Ji: assume the diagonal block of
∼
α are

∼
α1, . . . ,

∼
αs. Now we use number theory to describe our

result. Let n = 2m ∈ 2Z+ and the partition of m determined by sizes of Ji is given by

m = β1n1 + · · ·+ βsns.

where ni ≥ nj if i ≥ j.
So

∼
αi is the submatrix of

∼
α formed by βi × βi blocks of size ni × ni in

∼
α. Let γi be the

determinant of the matrix formed from all the (1,1)-entry in each block of
∼
αi, i.e.,

Ui = ((
∼
αi)11kl ),

γi = detUi.

It’s obvious that det(
∼
αi) = γ

{ni}
i , so det α = det

∼
α=

s∏
i=1

γ
{ni}
i . From (6.3.8), we have

det α =
q
∼
q
(a + b

√
p)−1

=
s∏

i=1

γ
{ni}
i

From Lemma 6.3.3 we can see that there exist a solution of γi of the above equation if and
only q

∼
q
(a + b

√
p)−1 ∈ (F∗(√p)){l} or q

∼
q
∈ (a + b

√
p) ∗ (F∗(√p)){l} ⊆ S1 ∗ (F∗(√p)){l}, where l is

the greatest common factor of ni, i = 1, . . . , s. So for the same types of Jordan blocks, we can
take elements q ∈ F∗(√p)/(S1 ∗ (F∗(√p)){l}) in J as representatives of KF-orbits.

Summing up the above analysis, we get following result:

Theorem 6.3.8. If we study (GF, σ) instead of (
∼
GF,

∼
θ), then we can choose elements g = I +J

as representatives of KF-orbits, where
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J =

[
D

D

]
with D =


J1

. . .

Jr

 ,

and Ji, i = 1, . . . , r, satisfy following conditions
1. The sizes of Ji are decreasing, especially if Ji0 = 0, then Ji0+1 = · · · = Jr = 0;
2. If Ji 6= 0, then

Ji =



0 1 0 · · · 0 0
0 0 1 · · · 0 0
· · · · · · · · · · · · · · · · · ·
0 0 0 · · · 1 0
0 0 0 · · · 0 q

0 0 0 · · · 0 0


,

where q = 1 if 1 ≤ i ≤ r − 1. If i = r (D has no zero Jordan block in this case), then q is
representative element of F∗(√p)/(F∗(√p)){l} with {} being the ”curly bracket” power function
defined in Definition 6.3.1, and l is the greatest common factor of ni, ni are from the partition
of positive integer m = n

2 :

m = β1n1 + · · ·+ βsns.

which corresponds to the Jordan blocks Ji of D.

Remark 6.3.9. Again, we are studying a JCM-like problem. Instead of studying D → x−1Dx

directly, a conjugation operator is involved: D → (x)−1Dx. We get something similar canonical
form too, and the classification is similar to its corresponding part in Theorem 5.2.1.

Remark 6.3.10. The classification problem is more or less same as the canonical-form problem.
For inner involutions, the classifications are similar to Jordan decomposition, and tools we use
to reduce matrices or matrix pairs/pencils are elementary matrices, i.e., adding/subtracting
certain rows and/or columns to other rows and/or columns. We have the Jordan canonical form
to to use in reduction. For outer involutions, it’s completely different. From the viewpoint of
matrix theory, we use orthogonal matrices instead of elementary matrices to reduce symmetric
matrices to simple/special/canonical forms.
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Chapter 7

Cartan/Outer Involution

The key involution for outer involutions is Cartan involution and the model for the classification
problem in this case would be the one for Cartan involution over algebraically closed fields,
though the problem could be simple, for example, we have the identity orbit for the real field
R, or for any other field that satisfies

n∑
i=1

x2
i = 0 ⇒ xi = 0, i = 1, . . . , n, for xi ∈ F.

We treat the cases of small n = 2, 3 and 4. We hope to complete the general case in future
research

The canonical form here corresponds to the JCM exactly and the main difference is that we
use here orthogonal matrices instead of elementary matrices.

To be explicit, Cartan involution and corresponding concepts are defined as following

σ(g) = g−T ,

τ(g) = g(σ(g))−1 = ggT ,

K = {k ∈ G|σ(k) = k−T = k ⇔ kkT = I},

where gT is the transpose of g.
We work on algebraically closed field only, i.e., F = F. G = SL(n, F). It’s obvious that
g = I + J ∈ P = G/K = {ggT ∈ G} is unipotent ⇒ J = JT is nilpotent.
Same as before we will study J instead. We first redo the case n = 2 and develop some basic

properties we need for the general case. We then illustrate how to get the canonical form (here
it’s tri-diagonal matrices) for the general case, and give results for n = 3 and 4 as examples.
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7.1 Redo the case n = 2

First let’s redo the case of n = 2.

J = JT =

[
a b

b d

]
is nilpotent if and only if J2 = 0, so

J2 =

[
a b

b d

]
·

[
a b

b d

]

=

[
a2 + b2 b(a + d)
b(a + d) b2 + d2

]
= 0.

It’s clear that b = 0 ⇔ a = d = 0.
If b 6= 0, then we have a + d = 0, or d = −a, and we therefore have a = b

√
−1 and

J =

[
b
√
−1 b

b −b
√
−1

]
= b

[ √
−1 1
1 −

√
−1

]
.

When n = 2,

K = {k =

[
c s

−s c

]
∈ G|c2 + s2 = 1}.

Therefore

k−1Jk =

[
c s

−s c

]T

· b

[ √
−1 1
1 −

√
−1

]
·

[
c s

−s c

]

= b

[
c −s

s c

]
·

[ √
−1 1
1 −

√
−1

]
·

[
c s

−s c

]

= b

[
c
√
−1− s c + s

√
−1

s
√
−1 + c s− c

√
−1

]
·

[
c s

−s c

]

= b

[
c2
√
−1− 2sc− s2

√
−1 −s2 + 2sc

√
−1 + c2

c2 + 2cs
√
−1− s2 s2

√
−1 + 2sc− c2

√
−1

]
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= b

[
(c + s

√
−1)2

√
−1 (c + s

√
−1)2

(c + s
√
−1)2 (c + s

√
−1)2(−

√
−1)

]

= b(c + s
√
−1)2

[ √
−1 1
1 −

√
−1

]

If b 6= 0, by choosing c and s proper we can make b = ±
√
−1 because following equations

always have a solution:

±
√
−1

b
= (c + s

√
−1)2

1 = c2 + s2 = c2 − (−s2) = (c + s
√
−1)(c− s

√
−1).

Notice that
√
−1 and −

√
−1 are two different elements, so we will have actually two different

K-orbits

[
1

√
−1

√
−1 −1

]
and

[
1 −

√
−1

−
√
−1 −1

]
. What’s more, given

√
−1 or −

√
−1, we

can always find a lower triangular matrix L for the above J such that LLT = I + J . For

example, for g = I + J =

[
2

√
−1

√
−1 0

]
we have

L =

[ √
2 0

√
−1√
2

1√
2

]
and LLT = g.

So beside the identity K-orbit, we have another two K-orbits of unipotent elements in

P = G/K:

[
1

√
−1

√
−1 −1

]
and

[
1 −

√
−1

−
√
−1 −1

]
, which coincides with the result we get

from inner involution case: they correspond to the Jordan canonical form (JCF)

[
1 1
0 1

]
and[

1 0
1 1

]
.

Before we go the higher case of n, we show ”the other side of the above calculation” is true:

Lemma 7.1.1. g =

[
a b

b d

]
with b 6= 0 cannot be diagonalized by rotation matrices if and

only if d− a = ±2
√
−1b.

Proof. Let k =

[
c s

−s c

]
∈ K, then
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k−1gk =

[
c −s

s c

][
a b

b d

][
c s

−s c

]

=

[
ac− sb bc− sd

as + bc bs + cd

][
c s

−s c

]

=

[
ac2 − 2sbc + s2d acs + b(c2 − s2)− cds

asc + b(c2 − s2)− cds as2 + 2sbc + c2d

]

Let’s set

{
(a− d)cs + b(c2 − s2) = 0
c2 + s2 = (c +

√
−1s)(c−

√
−1s) = 1

(7.1.1)

Let u = c +
√
−1s, v = c−

√
−1s, then we have

c =
u + v

2

s =
u− v

2

cs =
u2 − v2

4
√
−1

c2 − s2 =
u2 + v2

2

Plugging the above expressions into the first equation of (7.1.1) we get

(a− d)
u2 − v2

4
√
−1

+ b
u2 + v2

2
= 0

(a− d)
b

· u2 − v2

4
√
−1

+
u2 + v2

2
= 0

(a− d)
b

· (u2 − v2) + 2
√
−1(u2 + v2) = 0

(2
√
−1 +

(a− d)
b

)u2 + (2
√
−1− (a− d)

b
)v2 = 0

The last equation does not have solution if and only (2
√
−1+ (a−d)

b ) = 0 or (2
√
−1− (a−d)

b ) = 0,
which gives us the desired relation of a, b, d.
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7.2 Reduction

Let’s look at the case of n ≥ 3. First we have following lemma.

Lemma 7.2.1. Any orthogonal matrix k ∈ K can be written as a product of permutation
matrices, rotation matrices and diagonal matrices with ±1 as diagonals.

Proof. Let k = (kij). If we have q ≥ 2 nonzero elements in the first column of k, using
permutation matrices we can make the first q elements in the first column of k to be nonzero.
By choosing c and s carefully in

[
c s

−s c

][
r

t

]
=

[
cr + st

ct− sr

]
=

[ ∼
r
∼
t

]

we can make at least
∼
t= 0 (or possibly both of them are zeros). This means that we eliminate

at least one nonzero elements by one rotation matrix. By repeating this process we can make
the first column of k to have only one nonzero element. It’s obvious that this nonzero elements
must be ±1. Now we can re-write

k =

[
±1 v

0 u

]
.

where u is nonsingular.

I = kkt

=

[
±1 v

0 u

]
·

[
±1 0
vT uT

]

=

[
1 + vvT vuT

uvT uuT

]
⇒uvT = 0 & uuT = I

⇒v = 0

The proof is finished by induction.

Now we claim that we only need to study tri-diagonal matrices. Here is a quick why. We
are considering matrices in P = G/K consisting of symmetric matrices, so we assume naturally
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g = gT = (gij). If the first column/row is zero, we then reduce to the case of n − 1. If there
are more than two nonzero elements in the first column/row, using permutation matrices we
can make the all nonzero elements in the first column ”packed up” to the left top corner, and
same for the first row since permutation matrices act on J from both sides. By working on[

g11 g1i

gi1 gii

]
we can use rotation matrices to make gi1 = g1i = 0, i ≥ 2 unless condition in

Lemma 7.1.1 is satisfied. If there are some nonzero elements cannot be made into zeroes, i.e.,

condition in Lemma 7.1.1 is satisfied, we simply use

[
g21

g31

]
to be

[
r

t

]
in Lemma 7.2.1 and

we can therefore use rotation matrix to make g31 = 0. Treat

[
g21

g41

]
to be new

[
r

t

]
and we

can then make g41 = 0. Repeat this until g11 and g21/g12 are the only nonzero elements in the
first column/row. Use permutation matrices to make g32 to be nonzero if there is at least one
nonzero element in gi2, i ≥ 3. In the same way we can clear up all nonzero elements following
g32 in the second column/row. As consequence we get a tri-diagonal matrix. See following
transformations on a 5× 5 matrix as illustration of the above process.


∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗

→

∗ ∗ 0 ∗ ∗
∗ ∗ ∗ ∗ ∗
0 ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗

→

∗ ∗ 0 0 ∗
∗ ∗ ∗ ∗ ∗
0 ∗ ∗ ∗ ∗
0 ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗

→

∗ ∗ 0 0 0
∗ ∗ ∗ ∗ ∗
0 ∗ ∗ ∗ ∗
0 ∗ ∗ ∗ ∗
0 ∗ ∗ ∗ ∗

→

∗ ∗ 0 0 0
∗ ∗ ∗ 0 ∗
0 ∗ ∗ ∗ ∗
0 0 ∗ ∗ ∗
0 ∗ ∗ ∗ ∗

→

∗ ∗ 0 0 0
∗ ∗ ∗ 0 0
0 ∗ ∗ ∗ ∗
0 0 ∗ ∗ ∗
0 0 ∗ ∗ ∗

→

∗ ∗ 0 0 0
∗ ∗ ∗ 0 0
0 ∗ ∗ ∗ 0
0 0 ∗ ∗ ∗
0 0 0 ∗ ∗

 .

Also, we here assume yi 6= 0, i = 1, . . . , n − 1 since if one of them is zero, the problem has
been reduced to the one of smaller size.

Let g = I + J = (gij). g = gT is tri-diagonal and unipotent ⇔ J = JT is tri-diagonal
and unipotent. We classify J ’s instead of g’s. J is nilpotent if and only if det(λI − J) = λn

or equivalently det(λI + J) = λn. The reason that we use ”plus” operation instead in the
characteristic polynomial is that we like ”plus” signs more in our calculations. We assume from
now on
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J =



x1 y1

y1 x2 y2

y2
. . . . . .
. . . xn−1 yn−1

yn−1 xn


.

7.3 Ideas

If there exists nilpotent matrix J with g = I + J ∈ P , we then reduce the problem (or find the
canonical form of J or g) in following steps:

1. We illustrate that we may assume diagonals of J appear in a pattern of α,−α, α,−α, · · · .
Therefore we only need to classify J or g with alternating-pattern diagonals. Especially if n is
odd, α = 0 here. α 6= 0 if n is even, and we can make α into any nonzero number in this case.
We’d like to make α = 1. Also if n is even, only even terms, i.e., terms of even degree, appear
in det(λI + J). If n is odd, only odd terms (again, terms of odd degree) appear in det(λI + J),
and we don’t have constant term automatically.

2. Assuming step 1, we can find solutions for equation det(λI + J) = λn. There are more
than one solution for α, yi, i = 1, . . . , n − 1. Given any two different specific solutions, say
α1, y1

i , i = 1, . . . , n − 1 and α2, y2
i , i = 1, . . . , n − 1, by apply rotation matrices on J in special

patterns, we can then make α1 = α2 and y1
i = y2

i , i = 1, . . . , yn−1.
3. Assume n = 2m is an even integer. Given α from the first step we have n− 1 unknowns,

yi, i = 1, . . . , n − 1. From det(λI + J) = λn we can get m equations and from step 2 will
have m − 1 unknowns, so we should have only finitely many different canonical forms. Two
different canonical forms are expected here since the canonical forms here correspond to JCFs
of largest rank n−1, and we have two JCFs in SL(n, F) of rank n−1 (we need an odd number of
permutations to get the upper triangular JCF from the lower JCF, which gives the determinant
-1). The correspondence is also true for the case that n = 2m + 1 is odd, and it’s expected to
have one canonical forms only (similarly we need even number permutations to change lower
JCF to upper JCF).

I use an 8 × 8 matrix as our example, and we will do the second step first, and then the
first one.

For the second step, here is the way we can work on J while keeping J with same diagonals.
First we can multiply a rotation matrix on the first and third rows and columns. This would

not change diagonals since we have

[
α 0
0 α

]
= αI as our submatrix from the first and third

123



rows and columns. This will introduce a nonzero element in (4,1) position. To keep resulting
matrix tri-diagonal, we just need to clear it up use a series of rotations. We call this one as Case
(1,3) since, in order to get a scaler submatrix we choose the first and third rows and columns.
We introduce one free variable in this way, but we get no more free INDEPENDENT variable
by introducing different rotations. Luckily in the similar way we can choose the first and fifth
rows and columns (Case (1,5)), and the first and seventh rows and columns (Case (1,7)), and
clear up those nonzero elements introduced by rotations. It’s also true that in the way of using
different combinations to get scaler submatrix αI we can introduce m − 1 independent free
variables, which allows us to make yi, i = 1, . . . , n− 1 into exactly the solution(s) we want. See
following manipulations as what we mean.

α y1 0 01 0 0 0 0

y1 −α y2 0 02 0 0 0

0 y2 α y3 0 03 0 0

01 0 y3 −α y4 0 04 0

0 02 0 y4 α y5 0 05

0 0 03 0 y5 −α y6 0

0 0 0 04 0 y6 α y7

0 0 0 0 05 0 y7 −α
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Case (1,3). By multiplying a rotation matrix on the first and third rows and columns,
we can change y1 and y2. At same time we introduce nonzero elements in (4,1) and (1,4)
positions, marked as 01’s in the above matrix. To keep the matrix in the tri-diagonal form we
need to make 01 into zero, so we multiply another rotation matrix on the second and fourth
rows and columns. We introduced nonzero elements in (5,2) and (2,5) positions, marked as 02

in the matrix. Repeating this process we will get 03, 04, 05 before we get a tri-diagonal form
again. During this process, diagonals, α,−α, α − α, . . . , do not change, and we only change
yi, i = 1, . . . , 8. We actually introduce one free variable.

Precisely we can express the above process in following calculations: (we write only involved
elements)

y1
i = yi, i = 1, . . . , 7[

c2 −s2

s2 c2

][
y1
1 y1

2

0 y1
3

][
c1 s1

−s1 c1

]
=

[ ∼
y1 ∗
0 ∗

]
y2
2 = s1y

1
1 + c1y

1
2

y2
3 = c1y

1
3[

c3 −s3

s3 c3

][
y2
2 y2

3

0 y1
4

][
c2 s2

−s2 c2

]
=

[ ∼
y2 ∗
0 ∗

]
y3
3 = s2y

1
2 + c2y

2
3

y2
4 = c2y

1
4[

c4 −s4

s4 c4

][
y3
3 y2

4

0 y1
5

][
c3 s3

−s3 c3

]
=

[ ∼
y3 ∗
0 ∗

]
y3
4 = s3y

2
3 + c3y

2
4

y2
5 = c3y

1
5[

c5 −s5

s5 c5

][
y3
4 y2

5

0 y1
6

][
c4 s4

−s4 c4

]
=

[ ∼
y4 ∗
0 ∗

]
y3
5 = s4y

2
4 + c4y

2
5

y2
6 = c4y

1
6[

c6 −s6

s6 c6

][
y3
5 y2

6

0 y1
7

][
c5 s5

−s5 c5

]
=

[ ∼
y5 ∗
0 ∗

]

c1 is free and ci, i = 2, 3, 4, 5, 6 are determined in a way that makes the resulting matrices
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are upper tri-anglular matrices. The resulting
∼
y1 is a function of y1, y2 and y3, y2 a function of

y1, y2, y3 and y4, etc.
Generally, we can express calculations above to get the new

∼
yi, i = 1, 2, 3, 4, 5 in following

equations:

[
u −v

v u

][
a b

0 d

][
c s

−s c

]
=

[ ∼
a ∗
0 ∗

]
u(ac− sb) + vsd =

∼
a

v(ac− sb)− usd = 0

u2 + v2 = 1

c2 + s2 = 1

⇒
√

(ac− sb)2 + (sd)2 =
∼
a

We can repeat the above process using different c but it gives us nothing new but a com-
bination cc and we still have only one free variable. Noticing the first, third, fifth and seventh
diagonals are all α, we would try the combinations of (1,5), (1,7).

Case (1,5). If we try (1,5), following shows the process we might have
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α y1 0 01 0 0∗ 0 0

y1 −α y2 0 0
√
∗∗ 0 0∗∗ 0

0 y2 α y3 0 0∗∗∗∗∗ 0 0∗∗∗

01 0 y3 −α y4 0 0∗∗∗∗∗∗∗ 0

0 0
√
∗∗ 0 y4 α y5 0 0∗∗∗∗

0∗ 0 0∗∗∗∗∗ 0 y5 −α y6 0

0 0∗∗ 0 0∗∗∗∗∗∗∗ 0 y6 α y7

0 0 0∗∗∗ 0 0∗∗∗∗ 0 y7 −α

Similarly to previous case, when we multiply a rotation matrix to the first and fifth rows and
columns, we introduce nonzero elements in (4,1), (5,2) and (6,1) positions, marked by ”1,

√
,∗”.

We first try to clear the nonzero element in (6,1). This would introduce new elements in (6,3)
and (7,2), and it also affects (5,2) entry. We mark this step using ”**”. We still try to clear
the ”outside” nonzero element(s) first. Using rotation matrix to make (7,2) entry into zero, we
get nonzero entries in (7,4) and (8,3), and affect (6,3) entry, marked by ”***”. When we clear
(8,3) entry, we introduce nonzero entry in (8,5) and affect (7,4) entry, marked by ”****”. No
”outside” entry is introduced since we reach the bottom of the matrix. Now using the method
we introduce in the above case, we can clear all nonzero elements in the third off-diagonals (i.e.,
(4,1), (5,2), (6,3), (7,4) and (8,5) entries).
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The calculations in clearing the fifth off-diagonals are as following:

[
c2 −s2

s2 c2

][
y1
1 0
0 y1

5

][
c1 s1

−s1 c1

]
=

[ ∼
y1 ∗
0 ∗

]
[

c3 −s3

s3 c3

][
y2
2 0
0 y1

6

][
c2 s2

−s2 c2

]
=

[ ∼
y2 ∗
0 ∗

]
[

c4 −s4

s4 c4

][
y3
3 0
0 y1

7

][
c3 s3

−s3 c3

]
=

[ ∼
y3 ∗
0 ∗

]

∼
y1 is not the final y1. The final one, denoted by

∼∼
y1, is a function of y1, y2, y3 and y5,

∼∼
y2 a

function of y1, y2, y3, y4, y5 and y6, etc.
Though it shows the idea, it is not representative, since if the order of the matrix is bigger,

and when we use entries y5, y6 and y7 again, they have been modified.
We introduce a new free variable in this case, and it’s clear that this variable cannot be

generated by working on Case (1,3).
Case (1,7). Similarly we can work on the first and seventh rows and columns.
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α y1 0 0 0 01 0 0∗

y1 −α y2 0 0 0 0
√
∗∗ 0

0 y2 α y3 0 0 0 0∗∗

0 0 y3 −α y4 0 0 0

0 0 0 y4 α y5 0 0

01 0 0 0 y5 −α y6 0

0 0
√
∗∗ 0 0 0 y6 α y7

0∗ 0 0∗∗ 0 0 0 y7 −α

We will first produce nonzero elements in the slots of (6,1), (7,2) and (8,1). We clear (8,1)
first and this will give us a nonzero element in (8,3) and affect (7,2) entry. Now we reduce the
situation similar to Case (1,5). The free variable introduced in this case is independent of the
previous cases since y7 would definitely be involved in the expressions of final yi, i = 1, . . . , 7.

Remark 7.3.1. 1. We choose/start to work on α parts here. We can start work on −α parts,
but when we clear up unneeded nonzero elements, we would go to one of the above three cases,
so it’s equivalent to start from α parts.

2. We choose to clear farthest off-diagonals first because during clearing up nonzero entries
in the line we only introduce/affect entries in nearer off-diagonals, and we can therefore do it
in an inductive way.
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3. In clearing each nonzero elements, there are always usually and at most three entries
involved and they always keep in a shape like ”B”. Only odd-numbered off-diagonals are
involved in all calculations.

We introduce three independent free variables into the system. We have 4 equations from
nilpotency (det(λI +J) = λn). If α is determined, say α = 1, we can almost uniquely determine
the values of yi, i = 1, . . . , n − 1 = 7, which actually give us the canonical forms of J . They
correspond to JCF of rank 7.

Now we consider how to make our diagonals into alternating pattern. Suppose we have an
8 by 8 matrix.

x1 y1 01 0 0 0 0 0

y1 x2 y2 02 0 0 0 0

01 y2 x3 y3 03 0 0 0

0 02 y3 x4 y4 04 0 0

0 0 03 y4 x5 y5 05 0

0 0 0 04 y5 x6 y6 06

0 0 0 0 05 y6 x7 y7

0 0 0 0 0 06 y7 x8
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We multiply a rotation matrix on the first and second rows and columns, and we will get
a nonzero entry in (3,1), marked by 01. We want to keep it in tri-diagonal shape, so we use
the new y1 to clear it (the reason that we don’t use the new x1 is that, if we did so, we would
introduce more nonzero entries in the first row and column). We get another nonzero entry 02

in (4,2), and if we keep going on, we would have 03 in (5,3) before we go back to the tri-diagonal
form.

The calculations are like Case (1,3):

y1
i = yi, i = 1, . . . , 7

x1
i = xi, i = 1, . . . , 8[

c1 −s1

s1 c1

][
x1

1 y1
1

y1
1 x1

2

][
c1 s1

−s1 c1

]
=

[ ∼
x1 y2

1

y2
1 x2

2

]
[

0 y1
2

] [ c1 s1

−s1 c1

]
=
[
∗ y2

2

]
[

c2 −s2

s2 c2

][
y1
1 x1

2

0 y1
2

][
c1 s1

−s1 c1

]
=

[ ∼
y1 ∗
0 ∗

]
[

c2 −s2

s2 c2

][
x2

2 y2
2

y2
2 x1

3

][
c2 s2

−s2 c2

]
=

[ ∼
x2 y2

2

y2
2 x2

3

]
[

0 y1
3

] [ c2 s2

−s2 c2

]
=
[

z3 y2
3

]
[

c3 −s3

s3 c3

][
y2
2 x2

3

z3 y2
3

]
=

[ ∼
y2 ∗
0 ∗

]
[

c3 −s3

s3 c3

][
x2

3 y2
3

y2
3 x1

4

][
c3 s3

−s3 c3

]
=

[ ∼
x3 y3

3

y3
3 x2

4

]
[

0 y1
4

] [ c3 s3

−s3 c3

]
=
[

z4 y2
4

]
[

c4 −s4

s4 c4

][
y3
3 x2

4

z4 y2
4

]
=

[ ∼
y3 ∗
0 ∗

]
[

c4 −s4

s4 c4

][
x2

4 y2
4

y2
4 x1

5

][
c4 s4

−s4 c4

]
=

[ ∼
x4 y3

4

y3
4 x2

5

]
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[
0 y1

5

] [ c4 s4

−s4 c4

]
=
[

z5 y2
5

]
[

c5 −s5

s5 c5

][
y3
4 x2

5

z5 y2
5

]
=

[ ∼
y4 ∗
0 ∗

]
[

c5 −s5

s5 c5

][
x2

5 y2
5

y2
5 x1

6

][
c5 s5

−s5 c5

]
=

[ ∼
x5 y3

5

y3
5 x2

6

]
[

0 y1
6

] [ c5 s5

−s5 c5

]
=
[

z6 y2
6

]
[

c6 −s6

s6 c6

][
y3
5 x2

6

z6 y2
6

]
=

[ ∼
y5 ∗
0 ∗

]
[

c6 −s6

s6 c6

][
x2

6 y2
6

y2
6 x1

7

][
c6 s6

−s6 c6

]
=

[ ∼
x6 y3

6

y3
6 x2

7

]
[

0 y1
7

] [ c6 s6

−s6 c6

]
=
[

z7 y2
7

]
[

c7 −s7

s7 c7

][
y3
6 x2

7

z7 y2
7

]
=

[ ∼
y6 ∗
0 ∗

]
[

c7 −s7

s7 c7

][
x2

7 y2
7

y2
7 x1

8

][
c7 s7

−s7 c7

]
=

[ ∼
x7 y3

7

y3
7 x2

8

]
=

[ ∼
x7

∼
y7

∼
y7

∼
x8

]

So we introduce one free variable. Same as before we can also start from (1,3), i.e., the first
and third rows and columns:
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x1 y1 0 01 0 0 0 0

y1 x2 y2 02 02 0 0 0

0 y2 x3 y3 03 03 0 0

01 02 y3 x4 y4 04 04 0

0 02 03 y4 x5 y5 05 05

0 0 03 04 y5 x6 y6 06

0 0 0 04 05 y6 x7 y7

0 0 0 0 05 06 y7 x8

We can again reduce to the case (1,2).
Now similar to corresponding part in changing yi, i = 1, . . . , n − 1, we can introduce n − 1

independent free variables, which allows us to make diagonals into alternating pattern. Also
from following analysis of characteristic polynomial of J with alternating diagonals, we can see
that we only need to make xi, i = 1, . . . , n−2 into the alternating patter, α,−α, α,−α, . . ., and
xn−1 and xn will be automatically become α and −α.
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7.4 Characteristic polynomial det(λI + J)

Now assume we have diagonals in alternating pattern, we will show that, in the characteristic
polynomial det(λI + J) we would see even terms only, if n is an even integer, and odd terms
only with no constant term if n is an odd integer.

Assume n = 2m is an even number. Since we are looking for the determinant of λI + J , we
can use elementary transformation to act on λI + J , and we are able to get rid of certain row
and column if the diagonal in that row and column is one and is the only nonzero element in
that row.



λ + α y1

y1 λ− α y2

y2 λ + α y3

y3 λ− α y4

. . . . . . . . .

yn−2 λ + β yn−1

yn−1 λ− β



→



λ + α 0

y1 λ− α− y2
1

λ+α y2

y2 λ + α y3

y3 λ− α y4

. . . . . . . . .

yn−2 λ + β yn−1

yn−1 λ− β



→



1 0
(λ + α)y1 λ2 − α2 − y2

1 (λ + α)y2

y2 λ + α y3

y3 λ− α y4

. . . . . . . . .

yn−2 λ + β yn−1

yn−1 λ− β
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→



λ2 − α2 − y2
1 (λ + α)y2

y2 λ + α y3

y3 λ− α y4

. . . . . . . . .

yn−2 λ + β yn−1

yn−1 λ− β



→



λ2 − α2 − y2
1 0

y2 λ + α− (λ+α)y2
2

λ2−α2−y2
1

y3

y3 λ− α y4

. . . . . . . . .

yn−2 λ + β yn−1

yn−1 λ− β



→



1 0
(λ2 − α2 − y2

1)y2 (λ2 − α2 − y2
1 − y2

2)(λ + α) (λ2 − α2 − y2
1)y3

y3 λ− α y4

. . . . . . . . .

yn−2 λ + β yn−1

yn−1 λ− β



→



(λ2 − α2 − y2
1 − y2

2)(λ + α) (λ2 − α2 − y2
1)y3

y3 λ− α y4

. . . . . . . . .

yn−2 λ + β yn−1

yn−1 λ− β



→



(λ2 − α2 − y2
1 − y2

2)(λ + α) 0

y3 λ− α− (λ2−α2−y2
1)y2

3

(λ2−α2−y2
1−y2

2)(λ+α)
y4

. . . . . . . . .

yn−2 λ + β yn−1

yn−1 λ− β
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→


g2(λ2) h1(λ2)(λ + α))y4

. . . . . . . . .

yn−3 λ− α yn−2

(λ− β)yn−2 λ2 − β2 − y2
n−1


with g2(λ2) = (λ2 − α2 − y2

1 − y2
2 − y2

3)(λ
2 − α2) + y2

1y
2
3

and h1(λ2) = ((λ2 − α2 − y2
1 − y2

2)

→· · ·

→

[
gm−1(λ2) hm−2(λ2)(λ + α)yn−2

(λ− β)yn−2 λ2 − β2 − y2
n−1

]
=gm−1(λ2)(λ2 − β2 − y2

n−1)− hm−2(λ2)(λ + α)(λ− β)

=gm−1(λ2)(λ2 − β2 − y2
n−1)− hm−2(λ2)[λ2 + (α− β)λ− αβ]

=λ2m

⇒α = β and we have even terms only in characteristic polynomial.

The reason that the last two diagonals are β and −β is that
n−2∑
i=1

xi = 0 ⇒ xn−1 + xn = 0. We

get xn = −β if we assume xn−1 = β.
One more thing is that we actually have gm−1(λ2) = fn−2(λ) and hm−2(λ2)(λ+α) = fn−3(λ),

where fi(λ) is the minor of the first i rows and columns, which is also for the case that n is
odd. We can see that λ + α is a factor of fi(λ) if i is an odd integer. fi(λ) has even terms only
if i is even, i.e., the degrees of λ-terms in fi(λ) are all even numbers.

The proof for the case that n is odd is similar. We have in this case α = 0, so fi(λ) has
even terms only if i is even, and fi(λ) = λ ∗ hi(λ2) if i is odd. n− 3 is even and n− 2 is odd.

det(λI + J) =det

[
fn−2(λ) fn−3(λ)yn−2

(λ− β)yn−2 λ2 − β2 − y2
n−1

]
=fn−2(λ) ∗ (λ2 − β2 − y2

n−1)− fn−3(λ)(λ− β)y2
n−2

=fn−2(λ) ∗ (λ2 − β2 − y2
n−1)− fn−3(λ)λy2

n−2 + fn−3(λ)βy2
n−2

=λn

⇒fn−3(λ)βy2
n−2 ≡ 0 (the only even terms)

⇒β = 0 (yn−2 6= 0, fn−3(λ) = λn−3 + · · · )

The reason that we don’t have the constant term, i.e., det J = 0 is always true, is that,
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using the recursive formula for the determinant of tri-diagonal matrix

fnλ = (λ− xn)fn−1(λ)− y2
n−1fn−2(λ),

we can see that only y2
i will appear in the determinant. If n = 2m + 1 is odd, α = 0, and

in the constant term, there is no yi involved (or we would have even factors generating the
constant term), i.e., the constant term for det(λI + J) is always zero, and we get no equation
from the constant term. We will have only m− 1 equations if n = 2m + 1 (the trace equation
n∑

i=1
xi = 0 is always true).

Remark 7.4.1. We have not given proofs for the alternating diagonals and acting on off-diagonal
part yet, which we believe it would be something from symmetric varieties and orthogonal
groups. For small n we can compute all xi and yi explicitly (see following the case n=3 and 4),
but it’s hard for us to keep going by calculating directly and would not make much sense even
if we could.

In the following two sections we follow the ideas introduced above to work on the small n:
n = 3 and 4.

7.5 Case n = 3

Let’s look at the case of n = 3. Since we cannot eliminate y1 using x1, from Lemma 7.1.1 we
can assume that x1, y1 and x2 satisfy following equality:

x2 − x1 = ±2
√
−1y1

or it can be written as

tI −

[ √
−1y1 y1

y1 −
√
−1y1

]
.

When we multiply a rotation matrix to the first and second rows and columns, we would
get

tI − y1(c + s
√
−1)2

[ √
−1y1 y1

y1 −
√
−1y1

]
.

By taking certain c we can make the new x1 = 0, noticing that following operations would
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not affect x1 at all. We have x2 = x3 = 0 immediately from our calculations in illustrating the
odd/even pattern of det(λI + J). We will have following matrix to work on

J =

 0 y1 0
y1 0 y2

0 y2 0


where y2

1 + y2
2 = 0 from det(λI + J) = λn = λ3, so we can actually write it as

J = t

 0 ±
√
−1 0

±
√
−1 0 1

0 1 0



By multiplying a diagonal matrix

[
±I

1

]
we can make the ±

√
−1 into

√
−1 or −

√
−1

only. We take
√
−1 here. By one permutation matrix and one diagonal matrix with only -1 on

its diagonals we could have

J = t

 0
√
−1 0

√
−1 0 1
0 1 0

→ t

 0 0
√
−1

0 0 −1
√
−1 −1 0

 .

t 6= 0 can be any nonzero number in the field F through following calculations:

[
1
2(t + 1

t ) −1
2(t− 1

t )
√
−1

1
2(t− 1

t )
√
−1 1

2(t + 1
t )

]
·

[ √
−1
−1

]
=

[
t
√
−1
−t

]
= t

[ √
−1
−1

]

Before we claim that the above J with t =
√
−1 to give us one K-orbit in P = G/K, we

need to check that there is indeed some matrix L ∈ G = SL(n, F) such that LLT = g = I + J .
This can be done by direct calculations

L =

 1 0 0
√
−1

√
2 0

0 1√
2

1√
2

 and LLT = g =

 1
√
−1 0

√
−1 1 1
0 1 1

 .

So for n = 3, we will have K-orbits of unipotent elements in the form of I + J with J being

138



one of following matrices

J = 0 (the identity orbit);

J =

 1
√
−1 0

√
−1 −1 0
0 0 0

 (from the case n = 2);

J =

 0
√
−1 0

√
−1 0 1
0 1 0

 .

Note that we can make 1 into -1 or
√
−1 into −

√
−1 in the third canonical form, and we

can permute −1 and
√
−1 too.

7.6 Case n = 4

The case n = 4.
First given α 6= 0 we can make x1 = α and x2 = −α using calculations we have done above.

We can automatically have x3 = α and x4 = −α. Once we have alternating diagonals, we can
introduce one free variable into yi, i = 1, 2, 3. Especially we are able to make y1 satisfy α2 = y2

1,
then

det(λI + J) = det


λ + α y1

y1 λ− α y2

y2 λ + α y3

y3 λ− α


= det

[
λ2 − α2 − y2

1 (λ + α)y2

(λ− α)y2 λ2 − α2 − y2
3

]
= (λ2 − α2 − y2

1)(λ
2 − α2 − y2

3)− (λ2 − α2)y2
2

= λ4 − (2α2 + y2
1 + y2

2 + y2
3)λ

2 + (α2 + y2
3)(α

2 + y2
1) + α2y2

2
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⇒

{
2α2 + y2

1 + y2
2 + y2

3 = 0
(α2 + y2

3)(α
2 + y2

1) + α2y2
2 = α4 + α2(y2

1 + y2
2 + y2

3) + y2
1y

2
3 = 0

⇔

{
2α2 + y2

1 + y2
2 + y2

3 = 0
α4 = y2

1y
2
3

⇔


y2
1 = α2 (known)

y2
2 = −4α2

y2
3 = α2

Here we take α = 1, so we can make y1 = y3 = 1 and y2 = ±2
√
−1. Again there needs to

be a matrix L ∈ SL(n, F) such that LLT = g = I + J . This can be done by calculations again.
For example in the case y2 = 2

√
−1, we have

L =


√

2 0 0 0
1√
2

√
−1√
2

0 0

0 2
√

2 −2
√
−1 0

0 0 −1
2
√
−1

1
2

 and LLT = g =


2 1 0 0
1 0 2

√
−1 0

0 2
√
−1 2 1

0 0 1 0

 .

Since we are only able to introduce even number of -1 into J to keep the determinant to be
1, we would have two orbits with rank(J) = 3. The K-orbits of unipotent elements for n = 4
are the two orbits introduced by these two representative matrices of rank 3 and all orbits
included in the case n = 3.

7.7 Some remarks

1. If n = 2m + 1 is odd, we should always have only one K-orbit of unipotent elements with
rank n−1, but we will have two K-orbits of unipotent elements since we have n−1 off-diagonals
and are only able to introduce even numbers of −1’s. All K-orbits will be the ones of rank
n− 1 and the ones included in n− 1 case. If n is odd, then only one K-orbit of rank n− 2 from
the K-orbits of n− 1 case is included.

2. The key point here is whether we can make diagonals into alternating pattern, and
off-diagonals into the entries we want. We can introduce some free variables. It’s pretty clear
that, in the way we introduce free variables, say we introduce m unknowns, the first few
diagonals/off-diagonals will have degree m of freedom, but how can we show it’s also true that
all diagonals/off-diagonals have degree m of freedom, which would allow us to move from one
solution xi, yi to another one xi, yi. This is the key part since, if we can do it, combining with
condition det(λI +J) = λn we should be able to uniquely determine one or two solutions as our
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representatives, which would actually finish our classification over algebraically closed fields.
This is clearly seen in the case n = 3 and 4. We will have same observation if we work on the
case n = 5 or 6, and so on.

3. Even if we get the desired tri-diagonal matrices satisfying certain conditions, we still
need to show that there exists some matrix L ∈ SL(n, F) such that LLT = g = I + J . This
guarantees that we are studying unipotent elements in the symmetric variety P = G/K.

4. Most work done in this dissertation is from the viewpoint of matrix theory. The possible
solution for the problem we meet is theories from symmetric variety and orthogonal groups.
If we still want to follow the matrix approach, we can build up tools parallel to the λ-matrix
theory which gives us the JCM, since we see the pattern of xi and yi in the characteristic
polynomial. The question is how we can translate the role of rotations in the characteristic
polynomial into a less complicated way: to keep the matrix in the tri-diagonal form, we always
need to use a series of rotations, which give us a complicated orthogonal matrix.
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