
ABSTRACT

KIM, EUNJUNG. Computational Biomechanical Models for the Pericellular Matrix of
Articular Cartilage. (Under the direction of Dr. Mansoor A. Haider).

Articular cartilage is a resilient biological soft tissue that serves to support load in

diarthrodial joints such as the knee, shoulder and hip. Cartilage can be idealized as a bipha-

sic mixture that is comprised of a solid extracellular matrix (ECM) saturated by interstitial

fluid. Cartilage ECM is maintained by a sparse population of cells called chondrocytes,

which are surrounded by a narrow layer called the pericellular matrix (PCM). Together,

the chondrocyte and its surrounding PCM are termed the chondron. Since cartilage is

avascular and aneural, cell metabolic activity is highly dependent upon the mechanical

characteristics of the local extracellular environment. However, the relationships between

microscopic and macroscopic biphasic mechanical variables are not well understood. This

research is motivated by the need to quantify these relationships. Two computational mod-

els were developed pertaining to mechanical interactions between the cells, the PCM and

the ECM of articular cartilage.

In the first study, a transient finite element model (FEM) was developed for linear

biphasic mechanics in the microscopic environment of a single cell within a cartilage layer

under cyclic loading in confined compression. The microscopic domain was modeled as a

micron-scale cylinder of ECM with a spherical inclusion arising from the presence of a single

cell and its encapsulating PCM. Boundary conditions for the three-zone microscale model

were generated using an analytical solution for macroscopic cyclic confined compressive

loading of a cartilage layer. To perform these simulations, an axisymmetric displacement-

velocity penalty biphasic FEM was implemented as a weak formulation in the software

package Comsol Multiphysics. Accuracy of the implementation was verified against known

analytical solutions for cyclic compressive loading of a biphasic layer, and dynamic radial

deformation of a layered biphasic sphere. The microscale biphasic FEM was employed to

analyze the effects of frequency on biphasic mechanical variables in the cellular microenvi-

ronment under macroscopic cyclic confined compressive loading at 1% engineering strain,

and in the frequency range 0.01-1 Hz.



The second investigation consisted of the formulation, implementation and applica-

tion of a multiscale axisymmetric elastic boundary element method (BEM) for simulating

in situ chondron deformation in states of mechanical equilibrium within a cartilage ex-

plant under equilibrated unconfined compression. The microscopic domain was modeled

as a micron-scale sphere of ECM with an ellipsoidal inclusion, representing the chondron.

Boundary conditions for this microscale model were generated using a known analytical

solution for unconfined compression of a cartilage layer. Accuracy of the three-zone BEM

was evaluated and compared to analytical solutions and finite element solutions. The BEM

was then integrated with a nonlinear optimization technique (Nelder-Mead) to determine

PCM elastic properties in situ within the ECM of the cartilage explant by solving an inverse

problem associated with the experimental data.
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Chapter 1

Introduction and Background

Articular cartilage is the connective tissue that lines the surface of bones in di-

arthroidal joints of the hips, shoulders, and knees (Figure 1.1(a)). Cartilage is a highly

hydrated soft biological tissue and serves as a low-friction, load-bearing material that fa-

cilitates joint motion [74]. Articular cartilage is comprised primarily of interstitial water (

roughly 80% by volume) that saturates a solid extracellular matrix (ECM). The biomechan-

ical properties and resiliency of articular cartilage are attributed to the unique structure and

composition of its ECM. The ECM is comprised of a cross-linked network of type-II collagen

fibers and proteoglycan macromolecules that have a net negative charge [69]. Structural

degradation of cartilage ECM leads osteoarthritis (OA), a painful condition that is pre-

dominantly associated with aging. Under deformation, the biomechanical and biophysical

environment within articular cartilage results from a complex combination of mechanisms

such as matrix deformation, fluid pressurization, diffusive fluid-solid drag and ionic effects.

Multiphasic continuum mixture theories have been widely employed to model the

biomechanics of articular cartilage, with the two most common approaches being biphasic

(fluid-solid) models [73] and triphasic (fluid-solid-ion) models [41, 59]. The models devel-

oped in this dissertation are based on the biphasic theory and, as such, ionic effects are

neglected. Experiments associated with biphasic modeling are conducted by saturating the

tissue in isotonic solution, which mimics the osmolarity of synovial fluid, e.g. ≈0.15M NaCl.

Biphasic models of articular cartilage capture fundamental aspects of the tissue’s functional

capacity due to load-partitioning and dissipation mechanisms that include elastic and vis-

coelastic deformation, pressurization of the interstitial fluid, and Darcy-like drag as fluid
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Figure 1.1: (a) Articular cartilage in a knee joint (b) A layer of articular cartilage showing
presence of cells (chondrocytes) (Reprinted from Osteoarthritis and Cartilage, 2/2, Farshid
Guilak, B. Christoph Meyer, Anthony Ratcliffe and Van C. Mow, The effects of matrix
compression on proteoglycan metabolism in articular cartilage explants, 91-101., Copyright
(1994), with permission from Elsevier.). (c) An isolated chondron (Reprinted from Os-
teoarthritis and Cartilage, 7/1, Farshid Guilak, Wendy R. Jones, H. Ping Ting-Beall and
Greta M. Lee, The deformation behavior and mechanical properties of chondrocytes in
articular cartilage, 57-70., Copyright (1999), with permission from Elsevier.).

flows past the solid phase of the ECM.

The biological nature of articular cartilage is apparent from the presence of a

single population of specialized cells called chondrocytes. These cells are sparsely dispersed

within the ECM and occupy between 1-10% of the tissue volume [96]. Chondrocytes are

responsible for maintenance and repair of the ECM components [72]. Since cartilage is

avascular and aneural, metabolic activities of the chondrocytes are highly dependent on

their local biophysical and biomechanical environment. Thus, mathematical models of the

local environment of the chondrocyte can contribute to understanding relationships between

local physical variables and alterations in the physiological response of the tissue.

Within the ECM, chondrocytes are surrounded, individually or in groups, by a

distinct region of ECM called the pericellular matrix (PCM). Together, the unit consisting

of the chondrocyte and its surrounding PCM has been termed a chondron [81]. The PCM

is known to have distinct mechanical properties as compared to cartilage ECM. Specifi-

cally, the presence of type-VI collagen in cartilage is exclusive to the PCM, and the PCM
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also has a high proteoglycan concentration relative to the ECM. In the presence of OA,

chondron size is enlarged in conjunction with an increase in cell proliferation [62]. In vitro

micropipette aspiration studies of chondrons isolated from human and canine tissue indi-

cate that the PCM is several orders of magnitude stiffer than the chondrocyte in the middle

and deep zones [4, 6, 45]. Several of these studies also demonstrated that PCM elastic

and biphasic mechanical properties exhibit significant alterations in the presence of OA

[4, 6]. These studies suggest that the PCM plays a critical biomechanical role in regulating

cell-matrix interactions in articular cartilage [6]. The PCM is believed to provide a pro-

tective layer around the cell since it is much stiffer and denser than chondrocyte. Since

all mechanical signals are transmitted via the ECM to the chondron and, in turn, via the

PCM to chondrocyte, the PCM is also hypothesized to play a significant role in mechanical

signal transduction from the macroscopic scale of the tissue to the microscopic scale of the

chondrocytes.

Models describing biomechanics in the local environment of the chondrocyte typi-

cally examine the hypothesized dual role of the PCM as a protective layer and a mechanical

transducer around the cell. However, to date, very few studies have considered the devel-

opment of such models. Guilak and Mow [47] developed a multiscale computational finite

element model of biphasic cell-matrix interactions that incorporated the structure and prop-

erties of chondrocytes, the PCM and the ECM. In their investigation, the presence of the

PCM strongly influenced the micromechanical environment of the chondrocyte under load-

ing conditions of unconfined compressive stress relaxation. Haider [49] developed a model

of dynamic biphasic interactions within a chondron, but ECM effects were neglected and

the model assumed exclusively radial deformation.

These models involve internal interfaces, at the cell-PCM and PCM-ECM bound-

aries, with complex interactions between interstitial fluid and moving elastic solid con-

stituents. Mathematically, these problems can be viewed as interface problems, which

usually lead to differential equations with discontinuous or non-smooth solutions across in-

terfaces. Typically, interface problems have one or more of the following properties. (a)

The coefficients of the differential equations may be discontinuous across the interface. (b)

The solution and the derivatives may be discontinuous. (c) There may be discontinuous or

singular sources along the interface. (d) The interfaces are moving. (e) There may be more

than one interface. The properties of our interest in this study are (a), (b) and (e).
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Many numerical methods for interface problems have been developed and an excel-

lent review can be found in [68]. As mentioned in [68], there are several efficient numerical

methods for interface problems: the immersed boundary method, the ghost fluid method,

the finite element method using body-fitted grid, the immersed interface method, the level

set method, the immersed finite element method, and the boundary element method.

The immersed boundary method [71, 78, 79, 85] was originally developed by Pe-

skin to model blood flow in the heart. The method is a standard numerical method for

interface problems that involves prescription of singular forces along interfaces. The ghost

fluid method was first presented by Fedkiw et al. in [38]. This method is particularly useful

for a sharp interface and has been applied to multiphase incompressible flow. The finite

element method has been widely used in solving structural, mechanical, heat transfer, and

fluid dynamics problems [10, 15, 29, 36, 64, 101, 111]. The finite element method has the

advantage of a rigorous theoretical framework, conforming elements along interfaces and

many optimized commercial implementations. Thus, finite element methods have been ap-

plied to many interface problems. The immersed interface method developed by LeVeque

and Li [63, 67] has been applied to many problems arising from elliptic, parabolic, hyper-

bolic and mixed type equations, with fixed or moving interface problems and is often more

accurate than Peskin’s immersed boundary method. The level set method [76, 89] has been

successfully used to treat a number of moving boundary/interface problems [27]. In gen-

eral, the immersed boundary, ghost fluid, immersed interface and level set methods employ

rectangular grids, while the finite element method uses conforming elements. An exception

is the immersed finite element method, first presented by Li in [66]. Both conforming and

non-conforming finite element spaces can be used and the method is second order accurate.

The basic idea is to form a partition which is independent of interface so that partitions with

simple and efficient structures can be used to solve an interface problem with a complex

interface. The boundary element method uses integral formulation of the governing partial

differential equations, which can be written exclusively in terms of integrals along the do-

main boundary and internal interfaces. Since the method requires discretization exclusively

on the boundary and interfaces, it is often more efficient than other methods. The fact that

the boundary element method employs fundamental solutions to the governing equations

accounts for another advantage, which is the improved accuracy. The method has been

applied in many areas of structural mechanics, fluid dynamics, acoustics, electromagnetics,
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and fracture mechanics [16, 17, 18, 21, 33, 51, 82, 113], but it is limited to linear problems.

In this study, the natural variables (displacement and traction) are continuous

along interfaces at the cell-PCM and PCM-ECM boundaries. Hence, this interface problem

can be efficiently solved by numerical methods that use conforming finite element meshes or

direct discretization of interfaces as in the boundary element method. These two numerical

methods were considered in analyzing the biomechanical cell-matrix interactions in this

dissertation.

Overall, results for computational modeling of mechanical cell-matrix interactions

in cartilage are strongly dependent on the assumed mechanical properties of the ECM,

PCM and chondrocyte. Mechanical properties of ECM and chondrocyte are well established

from several in vitro mechanical tests performed on cartilage explants [12, 73] and isolated

cells, respectively [55, 103]. Mechanical properties of the PCM have been measured via

micropipette testing of chondrons isolated from varying depths of normal and OA cartilage

by comparison to elastic [4] and biphasic [6] theoretical and numerical solutions. Recently,

in situ changes in three-dimensional morphology of the chondron within the ECM of a

cartilage explant under equilibrium unconfined compression were quantified using a novel

fluorescence imaging technique based on confocal microscopy and immunolabeling of type

VI collagen [30].

In this dissertation, two computational models were developed to analyze the mul-

tiphasic micromechanical environment of chondrocytes in articular cartilage. In the first,

a penalty finite element model of biphasic cell-matrix interactions was developed as an ex-

tension of [91]. A custom implementation of the finite element formulation was conducted

using the software package Comsol Multiphysics. The resulting computational model was

employed to characterize the microscale stress-strain environment in an articular cartilage

explant subjected to dynamic confined compressive loading. The biphasic model of articu-

lar cartilage was used to describe tissue deformation resulting from a combination of fluid

and solid phase load-partitioning and dissipation mechanisms. Solid phase deformation was

idealized to be linear, isotropic and in the range of infinitesimal strain. Since many config-

urations in cartilage mechanics are assumed to have axial symmetry due to the extraction

of cartilage explants as cylindrical plugs, and cells and chondrons can be approximated as

spheres or ellipsoids, models were developed under the assumption of axisymmetric geom-

etry.
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In the second component of this dissertation, an axisymmetric elastic boundary

element method was developed to model in situ chondron deformation under equilibrated

deformation of a cartilage explant subjected to unconfined compressive loading. In the

case of the linear biphasic model at equilibrium, the governing equations reduce to those of

linear elasticity theory, which are a system of linear, elliptic partial differential equations.

For such equations, the boundary element method can be employed as an alternative to

finite difference or finite element methods. Boundary element methods are based on the use

of analytical fundamental solutions of the governing partial differential equations. These

methods are particularly efficient when quantities of interest reside, exclusively, on the do-

main boundary or internal interfaces, because the method relies on discretization of only

surface (boundary or interface) quantities. In the context of cartilage mechanics, a previous

study developed an axisymmetric boundary element model for assessing elastic mechanics

for single cells under micropipette aspiration [50]. In this part of the dissertation, a mul-

tiscale extension of a previous model [50] was developed, via a custom implementation in

compiled C, for simulation of in situ chondron deformation in states of mechanical equilib-

rium. This computational model of the forward problem was then integrated to solve the

inverse problem of determining elastic properties via analysis of data based on the novel

confocal fluorescence imaging technique developed in [30].

In chapter 2, the linear biphasic theory, multiscale modeling, finite element for-

mulation and implementation as a finite element method are described. In chapter 3, the

accuracy of the numerical method developed in chapter 2 is evaluated and application to

modeling dynamic biphasic cell-matrix interactions under uniaxial confined compression is

analyzed. Chapter 4 describes the elastic boundary integral formulation and its specializa-

tion to the case of axisymmetric geometry and domains with internal interfaces. Detailed

numerical methods for discretization and implementation of the associated axisymmetric

boundary element method are also presented. In chapter 5, the accuracy of the boundary

element model developed in chapter 4 is evaluated and the model is applied to the inverse

problem for parameter estimation of PCM elastic properties based on experimental data

from [30].
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Chapter 2

Finite Element Modeling of

Microscale Biphasic Mechanics in

Articular Cartilage under Dynamic

Loading

Many experimental groups have studied the effects of dynamic loading on the

biosynthetic activity of chondrocytes in articular cartilage. Some have examined the ef-

fects on cell metabolic activity in cartilage explants [19, 24, 65, 77, 80, 86, 87, 94, 102],

tissue-engineered cartilage [31, 32, 34, 54, 60, 61, 70, 106, 108] and chondrocyte cell cul-

tures [9, 107]. Others have studied the effects on chondrocyte differentiation in cell-seeded

scaffolds [37]. In vitro studies of cartilage explants have suggested that cyclic loading can

increase or suppress glycosaminoglycan (GAG) synthesis [65], while static loading inhibits

GAG synthesis. Biosynthetic activities of the chondrocyte have been shown to be dependent

primarily on mechanical factors such as the frequency [24, 65, 77, 86, 87, 95] and magnitude

of dynamic load [80, 86, 95, 102], duration of load application [87, 95], as well as the radial

position in unconfined cylindrical explants [24]. These studies indicate that macroscopic

dynamic mechanical loading of articular cartilage strongly influences regulatory pathways

by which chondrocytes respond to their surroundings.

Under dynamic compression, the diffusive drag force as interstitial fluid flows past
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cartilage ECM is an important contributor to the apparent viscoelastic response of the tis-

sue. This fundamental biomechanical mechanism can be quantified within the framework

of biphasic theory [73], which models articular cartilage as an incompressible continuum

mixture of fluid and solid phases. Macroscopic loading on the millimeter-scale of a cartilage

layer or explant induces nonuniform deformation [25, 30, 48] on the micron scale of the chon-

drocyte, as well as stress, strain, pressure, and flow fields that can be simulated via biphasic

models. Such models have the potential to aid in delineation of specific components of the

biphasic cellular microenvironment that are involved in cell metabolic regulatory responses

to mechanical load. Previously, theoretical models using linear biphasic theory were de-

veloped for dynamic confined compressive and unconfined compressive loading of cartilage

extracellular matrix [98, 100]. While these theoretical solutions can be used to quantify

the macroscopic mechanical environment of articular cartilage, they neglect the presence of

the chondron and its potential influence on biphasic mechanics at the microscale. A more

detailed description of mechanisms by which macroscopic mechanical signals translate into

microscopic signals is required.

A detailed description of biphasic mechanics in the local cellular environment of

cartilage necessitates a multiscale extension of macroscopic homogeneous models to include

inhomogeneous inclusions representing the chondrocyte and its encapsulating pericellular

matrix (PCM). Previously, multiscale finite element models have been developed and ap-

plied to simulate biphasic cell-matrix interactions for spheroidal inclusions representing

chondrocytes [112], a chondron embedded in cartilage ECM under steady state loading [5],

and transient stress relaxation in unconfined compression [47]. In these cases, the inclu-

sion of a biphasic region representing the PCM that surrounds the chondrocyte strongly

influenced the mechanical environment of the cell. In this chapter, a biphasic model of

cell-matrix interactions is developed under cyclic loading conditions. The resulting model

can aid in correlation of fluid and solid mechanics in the cellular microenvironment with

chondrocyte biosynthetic activity in tissue explants and tissue-engineered constructs.

2.1 Biphasic Theory

The biphasic mixture theory [73] was developed to model the effects of interstitial

fluid on the mechanical properties of articular cartilage. In the biphasic theory, articular
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cartilage is modeled as a continuum mixture of two phases, a solid and a fluid phase. The

solid phase consists primarily of collagen fibers and proteoglycan macromolecules. The fluid

phase is comprised of interstitial fluid and dissolved ions. The overall mechanical behavior

of cartilage depends not only on the solid matrix deformation, but also on movement of

fluid in and out of the tissue pores during the deformation. Upon loading, the interstitial

fluid pressure builds up within the tissue instantaneously, and then the fluid is redistributed

within the matrix as the solid matrix exhibits deformation. Since there is a large diffusive

drag between fluid and solid, energy is dissipated as the fluid is redistributed resulting in

an apparent viscoelastic response. Since fluid plays a key role in the load transfer in these

tissues, it follows that the stress-strain behavior of the tissue will be time dependent. In this

section, the fundamentals of biphasic theory, as a constitutive model for a fluid saturated

deformable solid, are discussed.

2.1.1 Biphasic Governing Equations

The biphasic theory idealizes articular cartilage as a mixture consisting of su-

perimposed fluid and solid phase continua. The inertial terms in the momentum balance

equations are assumed to be negligible as the tissue has a high elastic stiffness and diffusive

drag, and since loading frequencies are relatively low (< 10 Hz). The mixture is assumed

to be intrinsically incompressible and saturated.

Under these assumptions, the governing equations for the biphasic continuum mix-

ture model of cartilage mechanics are

∇ · σs + Π = 0, (2.1)

∇ · σf −Π = 0, (2.2)

∇ · (φ∂tu + (1− φ)v) = 0. (2.3)

Equations (2.1) and (2.2) are momentum balance equations for the solid and fluid phases,

respectively. σs and σf are partial Cauchy stress tensors for the solid and fluid phases,

respectively, and Π is the fluid-solid diffusive drag force per unit volume as fluid flows past

solid in the mixture. The intrinsic incompressibility condition (2.3) is written in terms of

solid displacement u, fluid velocity v, and the solid volume fraction φ.
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Under the assumption of a linear isotropic solid phase, an inviscid fluid phase, and

diffusive fluid-solid drag with constant diffusive drag coefficient K, the constitutive relations

are

σs = −φpI + λstr(e)I + 2µse, σf = −(1− φ)pI, Π = K(v − ∂tu), (2.4)

where I is the identity tensor, p is a pore pressure, e
(

= ∇u+∇uT

2

)
is the solid phase in-

finitesimal strain, λs, µs are Lamé coefficients, and the diffusive drag coefficient K is defined

in terms of constant hydraulic permeability κ and solid volume fraction φ, as K = (1−φ)2

κ .

2.1.2 Biphasic Governing Equations at Equilibrium

When the motion of fluid through the pores of the deforming biphasic mixture

ceases, the mixture reaches its equilibrium. When cartilage is in this “drained” state of

biphasic equilibrium, the linear biphasic theory reduces to the equations of linear isotropic

elasticity. Thus, the governing equations can be reduced to

∇ · σ = 0, σ = λstr(e) + 2µse, 2e = ∇u +∇uT . (2.5)

2.2 Multiscale Model

To model the microscopic environment in articular cartilage, the tissue is viewed

on two different scales. At the macroscopic level, cartilage (∼ 1-5 mm thick) is a multi-

phasic continuum mixture comprised of interstitial fluid that saturates a solid extracellular

matrix. Since chondrocytes occupy roughly 1-10% of the tissue volume and the PCM is a

narrow tissue surrounding chondrocytes, a homogeneous continuum mixture model is a first

approximation for modeling mechanisms of deformation of cartilage ECM on the macro-

scopic scale. However, to study mechanical interactions between the ECM, the PCM and

the chondrocyte, it is necessary to include the other characteristic (micron) length scale in

an extended model. In the context of cartilage mechanics, a previous study [47] developed a

multiscale model to simulate microscale response under biphasic stress relaxation of a cylin-

drical layer in unconfined compression via the finite element method. In this study, a similar

multiscale modeling approach is used to simulate microscale effects of macroscopic dynamic

loading. Specifically, the microscale environment of a single chondrocyte is modeled as a

three-zone region consisting of a spherical cell with a surrounding pericellular layer that is
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embedded in a cylindrical ECM, as depicted in Figure 2.1. Macroscopic cartilage deforma-

tion is modeled via an analytical solution for dynamic loading of a linear biphasic cylinder

in confined compression [100]. This solution is employed to formulate far field boundary

conditions for microscopic deformation. In cartilage, this is a reasonable assumption since

cells occupy roughly 1-10% of the overall tissue volume, and are sparsely arranged in the

ECM.

Figure 2.1: Modeling the micromechanical environment in articular cartilage. (a) A layer
of articular cartilage (Reprinted from Osteoarthritis and Cartilage, 2/2, Farshid Guilak, B.
Christoph Meyer, Anthony Ratcliffe and Van C. Mow,The effects of matrix compression
on proteoglycan metabolism in articular cartilage explants, 91-101., Copyright (1994), with
permission from Elsevier.). (b) Microscale domain with a single cell, its encapsulating
pericellular matrix (PCM) and extracellular matrix (ECM).

2.2.1 Finite Element Modeling of Microscale Cartilage Deformation un-

der Dynamic Loading

The finite element method (FEM) has been widely used in the numerical solution

of partial differential equations. In particular, the FEM has been successfully employed to

solve the governing equations of elasticity and structural mechanics in applications with

complex geometries. In the context of cartilage mechanics, the FEM has been widely used
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to model small strain [40, 91, 92, 93], large strain [7, 8, 26, 46, 90, 99, 110] and contact

[35, 104, 105, 109] problems. Multiscale FEM models of cell-matrix interactions [5, 47] have

also been developed in recent years.

Motivated by [47], a multiscale finite element method is developed for the case

of axisymmetric geometries. In general, four steps are taken to develop a FEM model.

First, a weak integral formulation is derived via multiplication of the governing equations by

weighting functions that satisfy essential boundary conditions, and applying the Divergence

Theorem to integrate by parts. Second, a geometric mesh is generated with an associated set

of basis functions {ψj}Nj=1. Third, the solution is approximated using a linear combination

of the basis functions, i.e., uN =
N∑
j=1

αjψj where {αj}Nj=1 are nodal unknowns. Lastly, a

linear system of equations for the unknowns is assembled and solved. In this study, the

weak formulation is derived by adapting the formulation in [91], and developing a new

implementation in the Comsol Multiphysics software environment. This choice is based on

Comsol Multiphysics’s capability to handle custom weak formulations in conjunction with

robust numerical solvers, a variety of element types, versatile mesh generation and rapid

solution post-processing and visualization [1, 2].

2.2.2 Mixed Penalty Weak Formulation

The mixed penalty method replaces the continuity equation (2.3) with its penalty

form,

∇ · (φ∂tu + (1− φ)v) +
p

β
= 0, (2.6)

where β is a user specified penalty parameter, chosen to be several orders of magnitude

larger than typical pressures in the tissue. Note that in the limit of β → 0, the original

continuity equation is obtained from equation (2.6).

Adapted from [91], the weighted residual form used in our implementation can be

obtained in the following way. Let ws,f be admissible weighting functions for the solid and

fluid phases. Weighting functions ws,f must be continuous and satisfy homogeneous versions

of the essential boundary conditions. A scalar weighting function wc is also introduced to

incorporate (2.6) into the weighted residual formulation. The resulting weighted residual
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formulation is∫
Ω

ws · ∇ · σsdΩ +
∫

Ω
ws ·ΠdΩ +

∫
Γ

ws · [t̂sE − tsE ]dΓ +
∫

Γ
ws · φ[p− p̂]ndΓ

+
∫

Ω
wf · ∇ · σfdΩ−

∫
Ω

wf ·ΠdΩ +
∫

Ω
wc ·

[
∇ · ((1− φ)v + φ∂tu) +

p

β

]
dΩ = 0,

(2.7)

where Ω is a biphasic domain with unit outward normal n on the boundary Γ, and t̂sE and

p̂ are prescribed values of the elastic part of the solid phase traction and pore pressure on

the boundary, respectively. The divergence theorem is applied to the first integral in (2.7).

After substitution of the constitutive equations (2.4), the resulting weak formulation of the

weighted residual form is

−
∫

Ω
∇ws : (−φpI + λstr(e)I + 2µse)dΩ +

∫
Ω

ws ·K(v − ∂tu)dΩ +
∫

Γ
ws · t̂sEdΓ

+
∫

Ω
wf · ∇(−(1− φ))pIdΩ−

∫
Ω

wf ·K(v − ∂tu)dΩ +
∫

Γ
ws · φ(−p̂)ndΓ

+
∫

Ω
wc ·

[
∇ · ((1− φ)v + φ∂tu) +

p

β

]
dΩ = 0,

(2.8)

where A : B = tr(ABT).

2.2.3 Axisymmetric Specialization of Weak Formulation

To develop an axisymmetric specialization of (2.8), solid strain and stress tensors

need to be obtained in a cylindrical coordinate system. In cylindrical coordinates, the

primary dependent variables can be written as u ≡ (ur, uϕ, uz), v ≡ (vr, vϕ, vz) and p ≡
p(z). In the implementation, fluid displacement uf ≡ (ufr , u

f
ϕ, u

f
z ) is used instead of velocity

and solid displacement is denoted by u ≡ us ≡ (usr, u
s
ϕ, u

s
z). Under the assumption of axial

symmetry, the component of us in the ϕ direction together with the corresponding strain

and stress components are assumed to be zero. The resulting strain and solid phase stress

tensors have the respective representations

e =


∂usr
∂r

0
1
2

(
∂usr
∂z

+
∂usz
∂r

)
0

usr
r

0
1
2

(
∂usr
∂z

+
∂usz
∂r

)
0

∂usz
∂z

 (2.9)
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σs =


σsrr 0 σsrz

0 σsϕϕ 0

σszr 0 σszz

 . (2.10)

Using the constitutive equation (2.4), components of the solid phase stress tensor can be

written as

σsrr = (λs + 2µs)
∂usr
∂r

+ λs
usr
r

+ λs
∂usz
∂z
− φp, (2.11)

(2.12)

σsϕϕ = λs
∂usr
∂r

+ (λs + 2µs)
usr
r

+ λs
∂usz
∂z
− φp, (2.13)

(2.14)

σszz = λs
∂usr
∂r

+ λs
usr
r

+ (λs + 2µs)
∂usz
∂z
− φp, (2.15)

(2.16)

σsrz = σszr = µs

(
∂usr
∂z

+
∂usz
∂r

)
. (2.17)

In cylindrical coordinates, the weak formulation can be written explicitly as∫
Ω

2π
[
∂wsr
∂r

σsrr +
∂wsz
∂r

σszr +
1
r
wsrσ

s
ϕϕ +

∂wsr
∂z

σsrz +
∂wsz
∂z

σzz

]
rdrdz +

∫
Γ

ws · t̂sE drdz

+
∫

Ω
2π

[
wsrK

(
∂ufr
∂t
− ∂usr

∂t

)
+ wszK

(
∂ufr
∂t
− ∂usr

∂t

)]
rdrdz

−(1− φ)
∫

Ω
2π
[
wfr

∂p

∂r
+ wfz

∂p

∂z

]
rdrdz +

∫
Γ

ws · φ(−p̂)n drdz

−
∫

Ω
2π

[
wfrK

(
∂ufr
∂t
− ∂usr

∂t

)
+ wfzK

(
∂ufr
∂t
− ∂usr

∂t

)]
rdrdz

+
∫

Ω
2πwcφ

(
1
r

∂

∂r

(
r
∂usr
∂t

)
+

∂

∂z

∂usz
∂t

)
rdrdz

+
∫

Ω
2πwc

[
(1− φ)

(
1
r

∂

∂r

(
r
∂ufr
∂t

)
+

∂

∂z

∂ufz
∂t

)
+
p

β

]
rdrdz = 0.

(2.18)
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To avoid division by r in the first integral of (2.18), which gives rise to a singularity on the

axis of symmetry (r = 0), a new dependent variable ūr

ūr =
usr
r

(2.19)

is introduced to replace the solid phase displacement usr as a primary variable in the formu-

lation. To obtain the final version of the axisymmetric weak formulation, equation (2.18)

can be rewritten in terms of the new dependent variable ūr as

∫
Ω

2π
∂wsr
∂r

(
(λs + 2µs)r2∂ūr

∂r
+ (λs + 2µs)rūr + λsrūr + λsr

∂usz
∂z

)
drdz

+
∫

Ω
2πwsr

(
λsr

∂ūr
∂r

+ λsūr + (λs + 2µs)ūr + λ
∂usz
∂z

)
drdz

+
∫

Ω
2π
∂wsz
∂r

(
µsr

∂wsz
∂r

+ µsr
s∂ūr
∂s

)
drdz +

∫
Γ

ws · t̂sE drdz

+
∫

Ω
2π
∂wsr
∂z

(
µsr

∂wsz
∂r

+ µsr
2∂ūr
∂z

)
drdz

+
∫

Ω
2π
∂wsz
∂z

(
λsr

2∂ūr
∂r

+ 2λsrūr + (λs + 2µs)r
∂wsz
∂z

)
drdz

+
∫

Ω
2π

[
wsrK

(
∂ufr
∂t
− ∂(rūr)

∂t

)
+ wszK

(
∂ufr
∂t
− ∂(rūr)

∂t

)]
rdrdz

−(1− φ)
∫

Ω
2π
[
wfr

∂p

∂r
+ wfz

∂p

∂z

]
rdrdz +

∫
Γ

ws · φ(−p̂)n drdz

−
∫

Ω
2π

[
wfrK

(
∂ufr
∂t
− ∂(rūr)

∂t

)
+ wfzK

(
∂ufr
∂t
− ∂(rūr)

∂t

)]
rdrdz

+
∫

Ω
2πwcφ

(
1
r

∂

∂r

(
r
∂(rūr)
∂t

)
+

∂

∂z

∂usz
∂t

)
rdrdz

+
∫

Ω
2πwc

[
(1− φ)

(
1
r

∂

∂r

(
r
∂ufr
∂t

)
+

∂

∂z

∂ufz
∂t

)
+
p

β

]
rdrdz = 0.

(2.20)
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2.2.4 Implementation of the Axisymmetric Weak Formulation

The axisymmetric weak formulation was implemented as a custom weak form in

Comsol Multiphysics. Specifically, a 2D model was created using the option “PDE/Modes

/Weak Form, Subdomain/ Time-dependent analysis” with 5 dependent variables corre-

sponding to p, us = (ūr, usz), and uf = (ufr , u
f
z ). The resulting user interface has 5 com-

ponent equations for the weak formulation of the weighted residual statement in which the

domain integral and boundary integral terms in equation (2.18) are separately specified, as

in [1]. For the time dependent terms, i.e., the third and the fifth integrals in (2.18), the

“dweak” dialog box was used. To prescribe boundary conditions, the “Boundary Settings”

dialog box was used.

A conforming triangular element space was considered as the domain space for

the spatial part of the finite element solution. Via use of a conforming mesh, Comsol

Multiphysics automatically enforces interface conditions, [[us]] = 0, [[p]] = 0, [[λstr(e) +

2µse]] ·n = 0, [[(1−φ)∂u
f

∂t ]] ·n = 0,where [[·]] ≡ (·)+−(·)−, since these conditions are either

primary variables or naturally continuous flux quantities. Linear and quadratic triangular

finite elements are depicted in Figure 2.2. A linear triangular element is characterized by

three nodes, located at the three vertices of the triangle and a quadratic element can be

obtained with six nodes located at the vertices and the edge midpoint of the triangle (Figure

2.2 (a),(b)). An example of a linear basis function is also depicted in Figure 2.2 (c).

Radial and axial displacements were approximated by Lagrange quadratic ele-

ments, and pressure was approximated by Lagrange linear elements. Lagrange elements

(a) (b) (c)

Figure 2.2: (a) A linear triangular element with local nodes, (b) a quadratic triangular
element and (c) an example of a linear basis function ψ1(r1, z1).
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are formed from basis functions {ψj}, which maintain important properties of Lagrange

polynomials: (1) basis functions are C0 continuous, (2) each function is one at the node

with which it is associated and is zero at all other noes (Figure 2.2 (c)), (3) each function

is zero outside the element (i.e., it is zero almost everywhere). Linear basis functions {ψlj}
exhibiting all of these properties in two dimensional space are

ψl1(ξ, η) = 1− ξ − η, ψl2(ξ, η) = ξ, ψl3(ξ, η) = η, (2.21)

ξ =
1

2A
[(z3 − z1)(r − r1)− (r3 − r1)(z − z1)], (2.22)

η =
1

2A
[−(z2 − z1)(r − r1) + (r2 − r1)(z − z1)], (2.23)

2A = det


1 1 1

r1 r2 r3

z1 z2 z3

 . (2.24)

(2.25)

Quadratic Lagrangian basis functions are defined as

ψ1(r, z) = ψl1(2ψl1 − 1), ψ4(r, z) = ψl1ψ
l
2,

ψ2(r, z) = ψl2(2ψl2 − 1), ψ5(r, z) = ψl2ψ
l
3,

ψ3(r, z) = ψl3(2ψl3 − 1), ψ6(r, z) = ψl3ψ
l
1,

(2.26)

where node 4 is assumed to be midway between node 1 and node 2. Nodes 5 and 6 are also

at the midpoint of their respective sides (Figure 2.2 (b)).

After mesh generation, the element interpolations

ūr =
∑N

j=1(ūsr)jψ
s
j , usz =

∑N
j=1(usz)jψ

s
j ,

ufr =
∑N

j=1(ufr )jψ
f
j , ufz =

∑N
j=1(ufz )jψ

f
j ,

p =
∑N

j=1 pjψ
p
j ,

(2.27)

were substituted into the weak formulation (2.18) automatically in COMSOL, where (ūsr)j ,

(usz)j , (u
f
r )j , (u

f
z )j , and pj are the solid nodal displacements, fluid nodal displacements,

and nodal pressure for any element, respectively. Similarly, weighting functions can be

discretized as
wsr =

∑N
j=1(wsr)jψ

s
j , wsz =

∑N
j=1(wsz)jψ

s
j ,

wfr =
∑N

j=1(wfr )jψ
f
j , wfz =

∑N
j=1(wfz )jψ

f
j ,

wc =
∑N

j=1(wc)jψ
p
j .

(2.28)
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These interpolations lead to a discretized system of first order linear ordinary differential

equations C
dX
dt

+ KX = F, X = [ūr, usz, u
f
r , u

f
z , p]

T
j=1,...,M that are solved using the “Time

dependent” solver option. This solver views the discretized equations as a differential-

algebraic system and employs a version of the DASPK solver. This solver employs an im-

plicit scheme that uses step size backward differentiation formulas as in [22] and [2]. At each

time step, the spatial linear system is solved using the solver option “direct (UMFPACK)”,

which employs the unsymmetric-pattern multifrontal method and direct LU factorization.

The numerical convergence of the custom model has been tested with mesh refine-

ment and various penalty parameters β in equation (2.6). Results are shown in Chapter 3.

Accuracy of the custom model was also verified by comparison to existing one dimensional

dynamic radial deformation solutions for a layered biphasic sphere [49] at frequency 0.1Hz,

and comparisons are also shown in Chapter 3.

2.2.5 Macroscale Modeling of Cartilage Deformation

Application of the computational model focuses on characterizing microscale bipha-

sic mechanics in cartilage under dynamic loading in the in vitro confined compression test

for a cylindrical cartilage explant. In this test, a cylindrical cartilage explant is constrained

in a confining chamber and is subjected to a cyclic and exclusively compressive load via a

rigid porous platen, as shown in Figure 2.3.

This configuration assumes axisymmetric deformation at the macroscale, and the

macroscopic solution was used to formulate boundary conditions for a microscale, cell-

PCM-ECM domain. Suh et al. [100] derived an analytical series solution of equations (2.1)

- (2.4) for uniaxial cyclic confined compression of a linear biphasic layer. In this simplified

geometry, the governing equations (2.1)-(2.3) and constitutive equations (2.4)

∂σs

∂z
+ Π = 0,

∂σf

∂z
−Π = 0,

∂(φ∂tu + (1− φ)v)
∂z

= 0 (2.29)

σs = −φp+ (λs + 2µs)
∂u

∂z
, σf = −(1− φ)p, Π = K(v − ∂tu). (2.30)

for the axial displacement component u(z, t) reduce to a single diffusion equations. By

substituting first two equations in (2.30) into (2.29) and combining the last two equations

in (2.29), the equations

(λs + 2µs)
∂2u

∂z2
=
∂p

∂z
,

(1− φ)2

K

∂2p

∂z2
=

∂2u

∂t∂z
, (2.31)
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Figure 2.3: Macroscopic in vitro confined compression test for cartilage explant under dy-
namic loading.

are obtained. By integrating the second equation in (2.31) with respect to z and substituting

the integrated equation into the first equation of (2.31), the following parabolic partial

differential equation for the axial displacement component of the solid matrix, u(z, t) is

obtained:
∂u

∂t
(z, t)− κ(λ+ 2µ)

∂2u

∂z2
(z, t) = 0,where κ =

(1− φ)2

K
. (2.32)

Suh et al. [100] derived a theoretical solution for the following initial and boundary condi-

tions
u(z, 0) = 0, 0 ≤ z ≤ h,

u(0, t) = 0,
∂u

∂z
(h, t) = −p0[1− cos(2πft)], t > 0,

(2.33)

where h is the tissue thickness, p0 is the applied pore pressure and f is the loading frequency.

Since a primary focus of this study was on strain signal transduction, similar mathematical

techniques were used to derive a theoretical solution for displacement initial and boundary

conditions
u(z, 0) = 0, 0 ≤ z ≤ h,
u(0, t) = 0, u(h, t) = −ε0

2
(1− cos(ωt)) , t > 0,

(2.34)

where ε0 is the applied strain.

To derive an analytical series solutions, let f(t) ≡ u(h, t) and v(z, t) ≡ u(z, t) − α(z)f(t),

where α(z)(= z/h) is found from the boundary conditions. The parabolic differential equa-
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tion (2.32) can be transformed to

∂v

∂t
(z, t) = κ(λ+ 2µ)

∂2v

∂z2
(z, t) +

z

h

ε0ω

2
sin(ωt), 0 < z < h, t > 0,

v(0, t) = 0, v(h, t) = 0, t > 0.
(2.35)

The v(z, t) can be written in following series form

v(z, t) ≡
∞∑
n=0

Tn(t) sin((nπz)/h). (2.36)

The last term in the transformed parabolic equation (2.35) can be expanded as

(ε0w)
2

z

h
sin(ωt) =

∞∑
n=1

τn(t) sin
(nπz
h

)
. (2.37)

Multiplying by sin
(mπz

h

)
, integrating (2.37) from z = 0 to z = h, and using the orthogo-

nality property of sin functions, τn(t) can be obtained as follows for m = 1, 2, ...∞,

(ε0w)
2h

sin(ωt)
∫ h

0
z sin

(mπz
h

)
dz =

∞∑
n=1

τn(t)
∫ h

0
sin
(nπz
h

)
sin
(mπz

h

)
dz,

τm(t) =
ε0ω

h2
sin(ωt)

∫ h

0
z sin

(mπz
h

)
dz = (−1)m+1 ε0ω

mπ
sin(ωt).

(2.38)

By using the relationship (2.37) and substituting τn to the parabolic differential equation,

equation (2.35) can be written in series form

∞∑
n=1

T ′n(t) sin
(nπz
h

)
= κ(λs + 2µs)

∞∑
n=1

−n2π2

h2
Tn(t) sin

(nπz
h

)
+
∞∑
n=1

(−1)n+1 ε0ω

nπ
sin(ωt) sin

(nπz
h

)
.

(2.39)

The ordinary differential equation for Tn(t) from the above equation is

T ′n(t) + κ(λs + 2µs)
−n2π2

h2
Tn(t) = (−1)n+1 ε0ω

nπ
sin(ωt).

The solution

Tn(t) =
βnω

ω2 + α2
n

e−αnt − βnω

ω2 + α2
n

cos(ωt) +
αnβn
ω2 + α2

n

sin(ωt), (2.40)

where αn =
κ(λs + 2µs)n2π2

h2
and βn = (−1)n+1 ε0ω

nπ
can be easily obtained by the method

of undetermined coefficients.
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By substituting Tn(t) into equation (2.36), the analytical series solution for displacement is

obtained:

u(z, t) = −ε0z
2h

(1− cos(ωt)) +
∞∑
n=1

βn
ω2 + α2

n

[
ωe−αnt − ω cos(ωt) + αn sin(ωt)

]
sin
(nπz
h

)
,

(2.41)

where ω = 2πf and the axial fluid phase velocity can be determined from equation (2.29),

via the formula v = − φ

1− φ
∂u

∂t
. Once the displacement solution u(z, t) is obtained, the pore

pressure solution can be derived from the equation

p = (λs + 2µs)
(
∂u

∂z
(z, t)− ∂u

∂z
(h, t)

)
,

p(h, t) = 0,
∂p

∂z
(0, t) = 0.

(2.42)

The resulting analytical solution for pore pressure is

p(z, t) = (λ+ 2µ)
∞∑
n=1

nπ

h

βn
ω2 + α2

n

[
ωe−αnt − ω cos(ωt) + αn sin(ωt)

]
cos
(nπz
h

)
−(λ+ 2µ)

∞∑
n=1

nπ

h

βn
ω2 + α2

n

[
ωe−αnt − ω cos(ωt) + αn sin(ωt)

]
cos(nπ).

(2.43)

2.2.6 Microscale Modeling of Cartilage Deformation

In all subsequent simulations, the chondron is modeled as a spherical inclusion with

a cell radius of 5 µm and a pericellular layer thickness of 2.5 µm [47]. The dimensions of

the microscale cylindrical domain are chosen to be a radius of 19 µm and a height of 38 µm,

as shown in Figure 2.4(a). This geometry corresponds to a roughly 1% volume fraction of

chondrocytes in cartilage when tissue is idealized as a periodic arrangement of cubes with

side length equal to the diameter of the microscale cylindrical domain (Figure 2.4(b)).

To simulate microscale biphasic mechanics, the solutions in (2.41) and (2.43) were

used as pressure and displacement boundary conditions on the three-zone microscale domain

depicted in Figure 2.4. This is a reasonable simplification since the cells of articular cartilage

are sparsely distributed within the tissue’s extracellular matrix. All simulations, as well as

verfication of the FEM computational model, are presented in the next chapter.
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Figure 2.4: (a) Geometry and FEM mesh for simulation of microscale mechanical inter-
actions between the chondron and ECM. (b) A square lattice arrangement of microscale
domains in cartilage was used to estimate the dimensions of the mesh consistent with a 1%
cell volume fraction.
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Chapter 3

Simulations of the Dynamic

Mechanical Environment of the

Chondrocyte

The multiscale model described in chapter 2 was used to simulate the effects of

macroscopic loading frequency on linear biphasic cell-matrix interactions in articular car-

tilage. Verification of the finite element implementation and results of the simulations are

described in this chapter.

3.1 Material Properties

Cell, PCM and ECM material properties used in the simulations are shown in Ta-

ble 3.1. In particular, the choice of PCM properties was based on a micropipette aspiration

study [6], which developed a linear biphasic finite element model for in vitro micropipette

aspiration and applied it to measure biphasic PCM properties for isolated chondrons from

non-degenerate and osteoarthritic human cartilage. These PCM properties were employed

in this study, along with the representative biphasic material property values for articular

cartilage ECM and for the chondrocyte.

Loading frequencies in the range f=0.01 - 0.1Hz, were considered, at a level of 1%

macroscopic strain. To represent mid-zone cartilage, the center of the microscale domain

was taken at 50% depth, z/h = 0.5, where the tissue thickness was taken as h = 1 mm.
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Figure 3.1: The center of the microcale domain was taken at 50% depth, where the tissue
thickness was h = 1 mm. The microscale domain was located between z= 0.481 - 0.519
mm.

The top and bottom of microscale domain correspond to z =0.519 mm and z =0.481 mm,

respectively, as depicted in Figure 3.1. For all results shown in Chapter 3, it was verified

that the chosen mesh resolution (Figure 2.4) was sufficient for accurate computation of

stress and strain via successive mesh refinement. The results were also analyzed to ensure

that solutions did not exhibit boundary layers near the domain edges. The presence of such

boundary layers would preclude the inherent assumptions in the model that microscale

perturbations in the macroscopic biphasic deformation due to inclusion of the chondron

vanish in the far field, where the macroscopic boundary conditions are prescribed.

Table 3.1: Material properties for the model of microscale biphasic mechanics based on
[6]. In the presence of osteoarthritis (OA), Young’s modulus of the PCM was significantly
decreased, and the permeability was significantly elevated for both the PCM and the ECM.

Chondrocyte PCM OA PCM ECM OA ECM
E [kPa] 0.35 38.7 23.5 1000 600

ν 0.43 0.04 0.03 0.04 0.04
κ [m4/Ns] 10−16 4.19× 10−17 10.2× 10−17 10−15 2.0× 10−15

3.2 Mesh Refinement and Verification

To establish the final mesh resolution of 1624 elements to be employed in the

simulations, the mesh was successively refined from 274 elements to 1624 elements in the
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Figure 3.2: Representative points : 3.8µm below the top of the microscale domain, 0.25µm
below the cell-PCM interface and 0.5µm below the PCM-ECM interface.

case where the material properties in the three zones were chosen as in Table 3.1. With

these successive mesh refinements, simulation was performed at the frequency f = 0.1 Hz

and the results are shown for pore pressure and axial strain (Figure 3.3). Pore pressure

and axial strain solutions were evaluated at a point along the symmetry axis at 90% of

microscale domain height, 90% of PCM thickness, and 90% of the cell radius as depicted in

Figure 3.2.

With a mesh resolution of 1624 elements, the penalty number β in equation (2.6)

was also varied to establish an appropriate magnitude (β = 1020), and results of this

procedure are shown in Figure 3.4.

The numerical solutions for axial solid strain and pore pressure were also compared

with macroscopic analytical solutions (2.41) and (2.43) with material properties assigned

to those of ECM (Table 3.1) in all three zones of the microscale domain. Accuracy of the

custom model was also validated by comparison to previous one dimensional dynamic radial

deformation solutions for a layered biphasic sphere [49] at frequency 0.1 Hz (Figure 3.6).
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Figure 3.3: Mesh refinement performed at loading frequency f = 0.1 Hz, to verify numerical
convergence. The number of elements chosen were 274, 551,784, and 1624. The results are
shown for (a) pore pressure (ECM) and (b) axial strain (ECM) (c) axial (PCM) strain, and
(d) cellular strain at representative points in Figure 3.2.
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Figure 3.4: Effects of penalty number as it was varied from β = 1012 to β = 1022 performed
at f = 0.1 Hz and shown for (a) pore pressure (ECM), and (b) axial strain (ECM), (c) axial
strain (PCM), and (d) cellular axial strain at the three representative points (Figure 3.2).
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Figure 3.5: Verification of the biphasic finite element model (symbols) against analytical
solution (2.41) and (2.43) for cyclic radial deformation (0.1 Hz). Comparisons are shown
for (a) axial strain and (b) pore pressure at a point along the symmetry of axis at 50%
height in the microscale domain.
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Figure 3.6: Verification of the biphasic finite element model (symbols) against a previous
numerical solution [49] for cyclic radial deformation (0.1 Hz). Radial strain (top) and pore
pressure (bottom) are shown at the chondron boundary and cell-PCM interface.
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3.3 Simulations of Dynamic Cell-Matrix Interactions

In this section, simulation results for force transmission, strain transmission and

effects of osteoarthritis on strain transmission are described. Macroscopic and microscopic

force and strain transmissions are evaluated and strain amplifications in the microscopic

domain for normal and osteoarthritis cases are compared.

3.3.1 Force Transmission

Theoretical solutions (2.41) and (2.43) were used to simulate the effects of loading

frequency f on macroscopic transmission of forces via normal ECM to the microscopic do-

main containing a chondron. Specifically, axial solid stress and pore pressure were evaluated

at z = 0.519 mm with increasing loading frequencies as depicted Figure 3.7. Amplitudes of

transmitted axial solid stress and pressure were observed to increase with loading frequency.

Force transmission within the microscale domain was evaluated along the symmetry axis

Figure 3.7: Simulations of pore pressure (a) and solid stress (b) transmitted to the microscale
domain via normal ECM. Responses are shown at z = 0.519 mm for five different loading
frequencies in the range of f = 0.01− 0.1 Hz.
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via a representative pericellular solid stress at 0.25 µm below the PCM-ECM interface and

a representative chondrocyte solid stress at 0.5 µm below cell-PCM interface (Figure 3.2).

These point locations correspond to a distance from the cell center equal to 90% of the cell

radius and equal to cell radius plus 90% of PCM layer thickness (Figure 3.2). The ECM

solid stress was evaluated at the top of the microscale domain. In all cases, microscale axial

stress amplitude increased with advancing loading frequency, and the PCM axial solid stress

response was indistinguishable from that of chondrocyte. Relative to ECM, axial stress in

the chondron exhibited larger tensile amplitude and smaller compressive amplitude, with

more pronounced differences at lower frequencies (Figure 3.8).

Spatial distribution of forces on the chondron is shown via a “spherical stress”, which was

determined as the projection of the solid phase traction vector in the direction normal to

the boundary of the chondron (Figure 3.9). The effects of increasing frequency on these

spatial profiles is shown after 4.5 cycles of loading, where the stress has been normalized

to its prescribed value at the upper boundary. The presence of the biphasic inclusion,

representing the chondron, leads to reduction in solid stress magnitude of up to 35% at

the lowest frequency f = 0.01 Hz (Figure 3.9(a)). This effect diminishes significantly with

increasing loading frequency (Figure 3.9(c)).

3.3.2 Strain Transmission

Using the analytical solution (2.41), the magnitude of axial strain transmitted to

the microscale domain was also evaluated (Figure 3.10). It was generally observed that

macroscopically prescribed axial strain ε0 = 1% was diminished significantly in mechanical

transduction to 50% depth but remained exclusively compressive. At the lower frequen-

cies (0.01-0.02 Hz), the microscale strain exhibited a two-scale response with oscillations at

the loading frequency enveloped in a slower exponentially varying curve (Figures 3.10(a),

(b)). As frequency was increased, the oscillations were diminished and the response be-

came frequency-insentive. A slower exponentially varying curve governs the transition to

equilibrium (Figures 3.10(c) and 3.10(d)).

Strain amplification in the chondrocyte was also simulated via evaluation of the axial strain,

normalized to the prescribed macroscopic strain ε0. Amplification factors were evaluated

at the representative points 0.25 µm below from cell-PCM interface and 0.5 µm below

from PCM-ECM interface (Figure 3.2). Over the entire course of loading (500 s), the peak
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Figure 3.8: Illustration of force transmission at three points along the symmetry axis at
90% of the cell radius, 90% of the PCM thickness and at the top of the microscale domain
(ECM). Axial solid stress is shown at four loading frequencies: (a) f = 0.01 Hz, (b) f = 0.05
Hz, (c) f = 0.02 Hz, and f = 0.1 Hz.
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Figure 3.9: Spherical stress distribution in the microscale domain. Spherical solid stress is
shown after 4.5 loading cycles for loading frequencies: (a) f = 0.01 Hz, (b) f = 0.05 Hz
and (c) f = 0.1 Hz.
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Figure 3.10: Simulations of axial strain transmitted to the microscale domain via normal
ECM shown at the top and bottom of the microscale domain for loading frequencies: (a)
f = 0.01 Hz, (b) f = 0.05 Hz, (c) f = 0.05 Hz and (d) f = 0.1 Hz.
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Figure 3.11: Simulations of axial strain amplification within the chondron via representative
points (Figure 3.2) with the loading frequencies: (a) f = 0.01 Hz, (b) f = 0.05 Hz, (c)
f = 0.05 Hz and (d) f = 0.1 Hz.
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(a) (b) (c)

(d) (e) (f)

Figure 3.12: Spatial profiles of axial strain magnitude at times corresponding to peak strain
amplification for f = 0.01 Hz ((a)t=80s), f = 0.05 Hz ((b) t=50s) and f = 0.1 Hz ((c)
t=70s), and steady state amplification at local minima for f = 0.01 Hz ((d) t=480s),
f = 0.05 Hz ((e) t= 450s) and f = 0.1 Hz ((f) t=490s).
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cellular strain amplification factor was roughly 13 at the lowest frequency (Figure 3.11(a))

and decreased to roughly 7.5 at 0.1 Hz, where the response becomes insensitive to frequency

(Figure 3.11(c) and Figure 3.11(d)). Similarly, the steady state strain amplification factor

was roughly 7 at 0.01 Hz and decreased to roughly 1.5 at higher frequencies. At times

corresponding to peak strain amplification, the chondrocyte exhibits nonuniform spatial

distributions of axial strain (Figure 3.12(a) - (c)), while the responses were more spatially

uniform in the steady state regime (Figure 3.12(d) - (f)).

3.3.3 Osteoarthritis (OA) Effects on Strain Transmission

To model potential alterations in the cellular microenvironment due to OA, sim-

ulations of strain amplification were repeated with biphasic parameter values representing

two models of OA (Table 3.1). In the first case (Figure 3.13), loss of matrix stiffness was

assumed to be exclusive to the PCM, while in the second case (Figure 3.14) loss of both

PCM and ECM stiffness was simulated. For the OA PCM model, alterations in biphasic

PCM properties resulted in a significant increase in peak strain amplification factors for all

frequencies (0.01-1.0 Hz). Strain amplification factors were less altered in steady state es-

pecially at higher frequencies. For OA PCM-ECM model, peak strain amplification factors

were slightly lower in the OA case but not significantly changed in the steady state (Figure

3.14). The alterations in peak amplification were less pronounced at lower frequencies as

compared with the OA-PCM model. Overall, strain measures within the chondron were ob-

served to exhibit complex spatial and time-varying responses. It was also observed that the

strain responses were varied with both macroscopic loading frequency and biphasic PCM

properties.

3.3.4 Discussion

Simulations presented in this chapter demonstrate that dynamic biphasic mechan-

ics in the microscopic environment are highly dependent on features of the applied macro-

scopic loading and material properties of the ECM, the PCM, and cell. In particular, axial

strain was shown to be sensitive to relative magnitudes of the macroscopic loading period,

and characteristic mechanical response time for the ECM, the PCM and the chondrocyte.

For example, in the case of axial strain signal transduction in the ECM, there are two
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Figure 3.13: Simulations of cellular axial strain amplification within the chondrocyte via
a representative point (Figure 3.2) comparing cases of normal PCM and ECM and OA
exclusive to the PCM, for the loading frequencies: (a) f = 0.01 Hz, (b) f = 0.05 Hz, (c)
f = 0.05 Hz and (d) f = 0.1 Hz.
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Figure 3.14: Simulations of cellular axial strain amplification within the chondrocyte via
a representative point (Figure 3.2) comparing cases of normal PCM & ECM and OA PCM
& ECM, for the loading frequencies: (a) f = 0.01 Hz, (b) f = 0.02 Hz, (c) f = 0.05 Hz and
(d) f = 0.1 Hz.
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characteristic time scales, i.e. the loading period and ECM gel diffusion time. Simulations

of macroscopic loading and transmission of biphasic deformation at 50% ECM depth under

strain-controlled deformation were consistent with the findings in the force-controlled case

(Equation (2.33)) that the ECM is a low-pass filter for transmission of strain (Figure 3.10),

and a high-pass filter for transmission of pressure and axial solid stress (Figure 3.7) [100].

The protective role of the PCM in shielding the chondrocyte from solid stress

is enhanced (Figure 3.9) at lower frequencies. At lower frequencies, the loading period

and the cell, PCM and ECM gel diffusion times are on comparable scales for mechanical

interaction, thus leading to significant energy dissipation by the PCM (Figure 3.9(a)). As

the loading frequency is increased, coupling between these microscale biphasic mechanisms is

diminished and the axial stress exhibits a more spatially uniform response (Figure 3.9(c)).

The relatively uniform axial solid stress and pressure distributions within the chondron

(Figure 3.8) are likely due continuity of these quantities along biphasic interfaces. Similarly,

axial solid stress amplitudes in the chondrocyte microenvironment increase substantially

with increasing frequency (Figure 3.8), most likely due to insignificant recovery time for

PCM diffusive drag to contribute to the overall mechanical response in this loading regime.

The multiscale simulations of axial strain focus on the potential role of intracellular

strain as one biophysical variable in the process of mechanical signal transduction in artic-

ular cartilage. For the frequency range considered in this study (0.01-1.0Hz), axial strain

exhibited time-varying (Figure 3.11) and nonuniform strain profiles (Figure 3.12) within

the chondrocyte. At lower frequencies, axial strain in the chondrocyte is highly amplified

and frequency-dependent (Figure 3.11(a)-(c)) suggesting that a combination of intracellu-

lar biophysical transduction mechanisms may be involved in this loading regime. At higher

frequencies (Figure 3.12), the strain response tends to that of a non-oscillatory creep curve,

most likely associated with intermittent loading at the applied strain magnitude. In this

frequency range, these simulations suggest that the small loading period inhibits the abil-

ity of the tissues to exhibit fast viscoelastic recovery prior to the subsequent load cycle.

Together, these findings suggest that confined compressive loading in the frequency range

0.01-0.1 Hz induces a complex time and spatially varying intracellular biophysical state that

can be exploited to induce desired spatiotemporal characteristics of specific biomechanical

stimuli within a tissue or construct.

Based on in vitro micropipette aspiration of isolated human chondrons, Alexopou-



41

los et al. [6] determined that biphasic material properties of human PCM were significantly

altered with OA (Table 3.1). Simulations using the multiscale biphasic model indicate that

alterations in PCM biphasic properties result in significant changes in cellular strain ampli-

fication profiles at all frequencies, particularly in the regime of peak amplification at earlier

times (Figure 3.13). These findings suggest that a model of early-stage OA, in which matrix

degradation is exclusive to the PCM, will induce significant changes in intracellular chondro-

cyte deformation in both space and time. If degenerative changes are modeled in both the

PCM and ECM (Figure 3.14), the effects of these changes on the cellular microenvironment

are reduced.

It should be noted that the model developed in this chapter assumes that strains

are small and thus application is limited to experimental loading at small amplitudes. Ad-

ditionally, the assumption of axisymmetric geometry is a model simplification. In reality,

chondrocytes within cartilage ECM can exhibit non-spheroidal geometry, off-axis alignment,

and small clusters of cells can be surrounded by a single PCM. In summary, the multiscale

biphasic simulations presented in this study provide an initial model of dynamic cell-matrix

interactions with potential application to correlating fluid and solid mechanical variables

in the cartilage microenvironment to experimentally measured chondrocyte biosynthetic

activity in cartilage explants and cell-gel constructs.
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Chapter 4

Axisymmetric Elastic Boundary

Element Method for Domains with

Internal Interfaces

When the governing partial differential equations of a mathematical model are

linear and elliptic, the boundary element method (BEM) can be employed. BEMs are par-

ticularly useful when quantities of interest reside, exclusively, on the domain boundaries, and

for inhomogeneous materials, the internal interfaces. In the context of cartilage mechanics,

a previous study developed an axisymmetric BEM for simulation of elastic mechanics for

single cells subject to micropipette aspiration [50]. In this chapter, the development of a

multiscale extension to this previous model for simulation of in situ chondron deformation

in states of mechanical equilibrium is described. This forward model was developed for ap-

plication in analysis of the inverse problem for estimation of PCM material properties from

experimentally measured shapes of deformed chondrons within the extracellular matrix as

described in chapter 5. The axisymmetric BEM requires only a one dimensional mesh along

space curves at the outer ECM boundary, at the PCM-ECM interface, and at the cell-PCM

interface. The model was implemented in (compiled) C, as an extension of the code de-

veloped in [50]. A primary aim was to develop a forward solver that was efficient enough

to be directly called by an optimization routine in application to the inverse problem. In

this chapter, the formulation, discretization, and implementation of an axisymmetric BEM
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for modeling linear, isotropic, elastic deformation of domains with internal interfaces is

described.

4.1 Axisymmetric Boundary Integral Formulation

Typically, an axisymmetric geometry is formed by rotating a two dimensional plane

through 360◦ about a given axis. In cylindrical coordinates, r and θ denote the radial and

angular coordinates, respectively, while z denotes the direction along the axis of rotational

symmetry. The formulations developed in this chapter are exclusive to axisymmetric ge-

ometries and consequently, all loads are effectively “ring” loads. For such problems, it is

sufficient to represent the domain in the rz plane and thus, the domain is two dimensional.

In the BEM context, the dimensionality reduces to one spatial dimension, since the primary

variables reside exclusively on the domain boundaries.

An axisymmetric boundary integral formulation requires more mathematical de-

velopment than either a two or three dimensional Cartesian boundary integral formulation.

Unlike finite element methods, extension is not simply a transformation of the coordinate

system. There are two approaches to derive an axisymmetric boundary integral formulation.

The first approach is to take the three dimensional fundamental solutions and integrate them

with respect to the angular direction. The second approach is to derive solutions based on

ring loads as opposed to point loads. In this study, an axisymmetric formulation based on

the first approach, as in [14], was employed.

4.1.1 Cartesian Boundary Integral Equations

As discussed in Chapter 2, the equations of linear isotropic elasticity model the

equilibrium deformation of a biphasic continuum mixture. The weak formulation of the

governing equations (2.5) can be derived from Betti’s reciprocal work theorem and the

Somiaglana identity for displacement [84]. The reciprocity theorem combines two different

elastic states of stress σij and strain εij in the domain Ω, described by (σij , εij) and (σ∗ij , ε
∗
ij),

respectively. The reciprocity theorem states that the work carried out in the domain Ω by

applying the stress σ∗ij to the strain state εij is equal to the work carried out by the stress

σij on the reciprocal strain state ε∗ij . As a result, the integral relationship in tensor form
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∫
Ω
σijε

∗
ijdΩ =

∫
Ω
σ∗ijεijdΩ, (4.1)

holds. Replacing the strains in (4.1) by the linear strain-displacement relation and using

the Einstein summation convention, leads to∫
Ω
σiju

∗
i,jdΩ =

∫
Ω
σ∗ijui,jdΩ. (4.2)

The integrals in equation (4.2) can be rewritten as∫
Ω
σiju

∗
i,jdΩ =

∫
Ω

(
∂

∂xj
(σiju∗i )−

∂σij
∂xj

u∗i

)
dΩ,∫

Ω
σ∗ijui,jdΩ =

∫
Ω

(
∂

∂xj
(σ∗ijui)−

∂σ∗ij
∂xj

ui

)
dΩ.

(4.3)

Introducing fi = ∂σij
∂xj

in equation (4.3), equation (4.3) becomes∫
Ω

(
∂

∂xj
(σiju∗i )− fiu∗i

)
dΩ =

∫
Ω

(
∂

∂xj
(σ∗ijui)− f∗i ui

)
dΩ. (4.4)

Applying the divergence theorem to equation (4.4), and noting that ti = σijnj , leads to the

integral equations∫
Γ
σiju

∗
injdΓ +

∫
Ω
fju
∗
i dΩ =

∫
Γ
σ∗ijuinjdΓ +

∫
Ω
f∗i uidΩ, (4.5)∫

Γ
tiu
∗
i dΓ +

∫
Ω
fiu
∗
i dΩ =

∫
Γ
t∗iuidΓ +

∫
Ω
f∗i uidΩ, (4.6)∫

Ω
f∗i uidΩ =

∫
Γ

(tiu∗i − t∗iui) dΓ +
∫

Ω
fiu
∗
i dΩ. (4.7)

The next step in deriving a boundary integral formulation involves transforming (4.7) to

an integral equation residing exclusively on the boundary. It is also assumed that the point

force f∗i on the reciprocal displacement field u∗i is due to a singular vector source

f∗i = δ(p,Q)αi, (4.8)

where p is the interior point in the elastic body Ω, Q is the surface point on Γ, δ(p,Q) is the

Dirac delta function, and αi are the components of the vector source in (4.8). The solution

u∗i for a vector source of the form (4.8) is called a fundamental solution, and represents

the resulting displacement response at load point Q. By inserting (4.8) into the left side
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of equation (4.7) and using the property of the Dirac delta function, the left hand side of

(4.7) simplifies to∫
Ω
f∗i (p,Q)ui(Q)dΩ =

∫
Ω
ui(Q)δ(p,Q)αidΩ = ui(p)αi(p). (4.9)

The displacements u∗i at the field point p due to the source at Q can be represented as

u∗i = Uij(p,Q)αj . (4.10)

Similarly, the resulting tractions t∗i can be written as

t∗i = Tij(p,Q)αj . (4.11)

Uij and Tij are called fundamental solutions and are also known as Kelvin’s solution [14],

expressed in tensor notation as

Uij(p,Q) =
1

16πµ(1− ν)

[
1

r(p,Q)

] [
(3− 4ν)δij +

∂r(p,Q)
∂xi

∂r(p,Q)
∂xj

]
, i, j = 1, 2, 3

Tij(p,Q) =
−1

8π(1− ν)r2(p,Q)

[
∂r(p,Q)
∂n

] [
(1− 2νij)δij + 3

∂r(p,Q)
∂xi

∂r(p,Q)
∂xj

]

− 1− 2ν
8π(1− ν)r2(p,Q)

[
∂r(p,Q)
∂xj

ni −
∂r(p,Q)
∂xi

nj

]
, i, j = 1, 2, 3

(4.12)

where r(p,Q) in the above equation is the distance between the points p and Q. By

substituting (4.9)-(4.11) into (4.7) and noting that αj in (4.8) can be varied independently,

the weak formulation

ui(p) =
∫

Γ
(Uij(p,Q)tj(Q)− Tij(p,Q)uj(Q)) dΓ +

∫
Ω
Uij(p, q)fi(q)dΩ, i = 1, 2, 3, (4.13)

where p is an interior point is obtained. When there are no body forces (fi(p) = 0), the

reduced integral equation

ui(p) =
∫

Γ
(Uij(p,Q)tj(Q)− Tij(p,Q)uj(Q)) dΓ (4.14)
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is obtained. Equation (4.14) can be rewritten in component form as

u1(p) =
3∑
j=1

∫
Γ

(U1j(p,Q)tj(Q)− T1j(p,Q)uj(Q)) dΓ,

u2(p) =
3∑
j=1

∫
Γ

(U2j(p,Q)tj(Q)− T2j(p,Q)uj(Q)) dΓ,

u3(p) =
3∑
j=1

∫
Γ

(U3j(p,Q)tj(Q)− T3j(p,Q)uj(Q)) dΓ.

To obtain a boundary integral formulation, a limit is taken as the interior point p

in (4.14) approaches the boundary Γ at a point P . Such a formulation describes the problem

exclusively in terms of displacement and traction components on the domain boundary. To

achieve this, an extension Γ
′

of boundary Γ is considered. Specifically, the boundary Γ

is extended to Γ
′

using part of a sphere Γε of radius of ε, whose center is at the point P

(Figure 4.1). By taking the limit ε→ 0, the modified boundary Γ
′

approaches the original

boundary Γ. Based on this boundary extension, (4.14) can be rewritten as

ui(p) = lim
ε→0

∫
Γ−Γ∗ε

Uij(p,Q)tj(Q)dΓ− lim
ε→0

∫
Γ−Γ∗ε

Tij(p,Q)uj(Q)dΓ

+ lim
ε→0

∫
Γε

Uij(p,Q)tj(Q)dΓ− lim
ε→0

∫
Γε

Tij(p,Q)uj(Q)dΓ.
(4.15)

Figure 4.1: An extension of the boundary Γ around the point P .
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To evaluate the last two integrals in (4.15), the singular behavior of the fundamen-

tal solutions Uij and Tij must be considered. When ε→ 0, the displacement solution Uij is

weakly singular (O(1/ε)), while the traction solution Tij is strongly singular (O(1/ε2)). For

physical reasons, the boundary displacement and the stress components are continuous at

the singularity point, and thus, the last two integrals in (4.15) can be expressed as

lim
ε→0

∫
Γε

tj(Q)Uij(p,Q)dΓ = σjk(p) lim
ε→0

∫
Γε

Uij(p,Q)nk(Q)dΓ

lim
ε→0

∫
Γε

uj(Q)Tij(p,Q)dΓ = uj(p) lim
ε→0

∫
Γε

Tij(p,Q)dΓ.
(4.16)

The unit outward normal vector nk on the sphere Γε and the surface area element dΓ are

nk =


sin(θ1) cos(θ2)

sin(θ1) sin(θ2)

cos(θ1)

 dΓ = ε2 sin(θ1)dθ1dθ2.

The fundamental solutions can be expressed as

Uij(p,Q) =
1
ε
F1(θ1, θ2), Tij(p,Q) =

1
ε2
F2(θ1, θ2), (4.17)

where F1 and F2 are the bounded at the point of singularity. Hence, the integrals in (4.16)

can be rewritten as

lim
ε→0

∫
Γε

tj(Q)Uij(p,Q)dΓ = σjk(p) lim
ε→0

∫
θ1

∫
θ2

1
ε
F1(θ1, θ2)nk(Q)ε2 sin(θ1)dθ1dθ2 = 0

lim
ε→0

∫
Γε

uj(Q)Tij(p,Q)dΓ = uj(p) lim
ε→0

∫
θ1

∫
θ2

1
ε2
F2(θ1, θ2)ε2 sin(θ1)dθ1dθ2.

(4.18)

Based on (4.18), the boundary integral equation

Cijuj(P ) =
∫

Γ
[Uij(P,Q)tj(Q)− Tij(P,Q)uj(Q)] dΓ

Cij ≡ lim
ε→0

∫
θ1

∫
θ2

1
ε2
F2(θ1, θ2)ε2 sin(θ1)dθ1dθ,

(4.19)

where the source point p has now moved to the boundary point P on Γ is obtained. Ge-

ometrically, the constants Cij are proportional to the interior solid angle along Γ at the

boundary point P .
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4.1.2 Axisymmetric Boundary Integral Equations

To obtain an axisymmetric boundary integral formulation, the boundary integral

equation (4.19) is transformed to cylindrical coordinates (r, θ, z) [14]. To achieve this, ax-

isymmetric fundamental solutions for displacement and traction were derived by integrating

the Cartesian solutions around the symmetry axis and the representation

P ≡ (RP , 0, ZP ), Q ≡ (rQ cos θ, rQ sin θ, zQ) (4.20)

was used to represent the points P and Q (Figure 4.2).

The axisymmetric fundamental solutions

Urr =
1

2π

∫ 2π

0
[U11 cos θQ + U12 sin θQ] dθQ, Urz =

1
2π

∫ 2π

0
U13dθQ

Uzr =
1

2π

∫ 2π

0
[U31 cos θQ + U32 sin θQ] dθQ, Uzz =

1
2π

∫ 2π

0
U33dθQ

can be obtained by integrating the Cartesian fundamental solutions (4.12) with respect to

the angular coordinate θ (0 ≤ θ < 2π).

Figure 4.2: Coordinate representations of a point P in the plane θ = 0 and the point Q in
the axisymmetric boundary integral formulation.
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The resulting displacement fundamental solutions can be written explicitly as ([14],

Appendix E),

Urr =
A

RP rQC
[(3− 4ν)(R2

P + r2
Q) + 4(1− ν)(ZP − zQ)2]K

(
m,

π

2

)
,

+
A

RP rQC

[
−C2(3− 4ν)−

(ZP − zQ)2[R2
P + r2

Q + (ZP − zQ)2]
D

]
E
(
m,

π

2

)
,

Urz =
A(ZP − zQ)

RPC

[
K
(
m,

π

2

)
−
r2
Q −R2

P + (ZP − zQ)2

D
E
(
m,

π

2

)]
,

Uzr =
A(ZP − zQ)

rQC

[
−K

(
m,

π

2

)
−
R2
P − r2

Q + (ZP − zQ)2

D
E
(
m,

π

2

)]
,

Uzz =
2A
C

[
(3− 4ν)K

(
m,

π

2

)
+
ZP − zQ)2

D
E
(
m,

π

2

)]
,

(4.21)

where A,D,C and m are defined as

A =
1

16π2µ(1− ν)
, D = (RP − rQ)2 + (ZP − zQ)2,

C =
√

(RP + rQ)2 + (ZP − zQ)2, m =
2
√
RP rQ

C
.

(4.22)

In (4.21), K
(
m, π2

)
and E

(
m, π2

)
are elliptic integrals defined

K
(
m,

π

2

)
=
∫ π/2

0

ds√
1−m2 sin2 s

, E
(
m,

π

2

)
=
∫ π/2

0

√
1−m2 sin2 s ds.

The axisymmetric traction fundamental solutions can be derived from the three dimensional

Cartesian traction solutions in the same way. However, it is most useful to employ the strain-

displacement and stress-strain relationships to express the traction fundamental solutions

directly in terms of the axisymmetric displacement solutions via the relations,

Trr = 2µnr

[(
1− ν
1− 2ν

)
∂Urr
∂r

+
(

ν

1− 2ν

)(
Urr
r

+
∂Urz
∂z

)]
+ µnz

[
∂Urr
∂z

+
∂Urz
∂r

]
,

Trz = µnr

[
∂Urr
∂z

+
∂Urz
∂r

]
+ 2µnz

[(
1− ν
1− 2ν

)
∂Urz
∂z

+
(

ν

1− 2ν

)(
Urr
r

+
∂Urr
∂r

)]
,

Tzr = 2µnr

[(
1− ν
1− 2ν

)
∂Uzr
∂r

+
(

ν

1− 2ν

)(
Uzr
r

+
∂Uzz
∂z

)]
+ µnz

[
∂Uzr
∂z

+
∂Urz
∂r

]
,

Tzz = µnr

[
∂Uzr
∂z

+
∂Uzz
∂r

]
+ 2µnz

[(
1− ν
1− 2ν

)
∂Uzz
∂z

+
(

ν

1− 2ν

)(
Uzr
r

+
∂Uzr
∂r

)]
,

(4.23)
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where nr and nz denote the components of unit outward normal vector at the point Q.

The axisymmetric traction fundamental solutions can be then expressed in terms of elliptic

integrals by substituting the displacement solutions from (4.21) into (4.23). The explicit

expressions of the axisymmetric solutions are omitted, however, they can be found in Ap-

pendix D of [14].

When the point P is located on the z-axis (RP = 0), the axisymmetric displacement and

traction fundamental solutions remain bounded. In particular, the elliptic integrals E and

K evaluate to π/2. Expanding the fundamental solutions and substituting RP = 0 results

in the simplified expressions

Urr = Urz = 0,

Uzr =
−πArQ(ZP − zQ)

C3
,

Uzz =
πA

C

[
(3− 4ν) +

(ZP − zQ)3

C2

]
,

Trr = Trz = 0,

Tzr =
2µπA(ZP − zQ)

C3

[
2(1 + ν)−

3(ZP − zQ)2

C2

]
nr

−
2µπArQ
C3

[
(1− 2ν)−

3(ZP − zQ)2

C2

]
nz,

Tzz = −
2µπArQ
C3

[
(1− 2ν)−

3(ZP − zQ)2

C2

]
nr

+
2µπA(ZP − zQ)

C3

[
(1− 2ν)−

3(ZP − zQ)2

C2

]
nz,

(4.24)

for the case RP = 0 [14]. Taken together, the axisymmetric fundamental solutions given by

(4.21),(4.23) and (4.24) are employed in the axisymmetric boundary integral formulation,

∑
j=r,z

Crjuj(P ) = 2π
∫

Γ

∑
j=r,z

Trjuj(P )−
∑
j=r,z

Urjtj(P )

 rQdΓ(Q),

∑
j=r,z

Czjuj(P ) = 2π
∫

Γ

∑
j=r,z

Tzjuj(P )−
∑
j=r,z

Uzjtj(P )

 rQdΓ(Q).

(4.25)
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4.1.3 Evaluation of Cij

The coefficients Cij(P ) in (4.25) depend on the local geometry of the boundary at

the point P (Figure 4.3) and are given by the formulas [42]

Crr = Czz =
1

8π(1− ν)
(4(1− ν)β + (sin 2β1 − sin 2β2))

Crz = Czr =
1

8π(1− ν)
(cos 2β2 − cos 2β1)

(4.26)

where β1,2 is the internal angle (β1,2 < 2π) along Γ at the point P . When the boundary Γ

is smooth, it follows that Crr and Czz are equal to 0.5 and all other terms are zero.

The formulas in (4.26) do not hold in the case that point P lies on the axis of symmetry

(z-axis). In this case, the radial components of displacement and traction are zero, and only

one boundary integral equation is needed and involves only Uzr, Uzz, Tzr and Tzz. Therefore,

the only constant nonzero Czz is [42]:

Czz =
(1− 2ν)(1− cosβ)− cos3 β + 1

4(1− ν)
. (4.27)

Figure 4.3: Local geometry to calculate Cij .

4.1.4 Domains with Internal Interfaces

The axisymmetric boundary integral formula (4.25) was also extended for con-

sideration of a three-zone domain with one external boundary and two internal interfaces

representing the cell-PCM and PCM-ECM boundaries. Extension to this interface problem

is relatively straightforward since it employs the same integral operators and fundamental
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Figure 4.4: A three-zone domain for a BEM model of coupled cell-PCM-ECM deformation
in articular cartilage.

solutions as for the boundary value problem (single domain). The difference is that the fun-

damental solutions (4.21), (4.23), and (4.24) are evaluated separately for material properties

of each subdomain, and the resulting integral operators are assembled into equations on the

internal interfaces that have twice as many unknowns as on the external boundary (Figure

4.4). Thus, each interface has two integral equations. The boundary integral equations are∑
j=r,z

Cijuj(P ) = 2π
∑
j=r,z

∫
ΓE∪ΓPE

[
TECMij uj(Q)− UECMij tj(Q)

]
rQdΓ, P ∈ ΓE ,

∑
j=r,z

Cijuj(P ) = 2π
∑
j=r,z

∫
ΓE∪ΓPE

[
TECMij uj(Q)− UECMij tj(Q)

]
rQdΓ, P ∈ ΓPE ,

∑
j=r,z

Cijuj(P ) = 2π
∑
j=r,z

∫
ΓPE∪ΓCP

[
TPCMij uj(Q)− UPCMij tj(Q)

]
rQdΓ, P ∈ ΓPE ,

∑
j=r,z

Cijuj(P ) = 2π
∑
j=r,z

∫
ΓPE∪ΓCP

[
TPCMij uj(Q)− UPCMij tj(Q)

]
rQdΓ, P ∈ ΓCP ,

∑
j=r,z

Cijuj(P ) = 2π
∑
j=r,z

∫
ΓCP

[
TCellij uj(Q)− UCellij tj(Q)

]
rQdΓ, P ∈ ΓCP ,

(4.28)

where i = r, z, ΓE is the boundary of the ECM subdomain, ΓPE is the interface between

the PCM and ECM subdomains, and ΓCP is the interface between cell and the PCM
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subdomains.

4.2 Numerical Implementation

An axisymmetric boundary element method is now presented for solving the

boundary integral equations (4.28). The axisymmetric boundary is discretized by plac-

ing nodal points along one-dimensional curves in the plane θ = 0. Every element is divided

into three segments separated by nodal points. Traction or displacement unknowns on the

external boundary and on the two internal interfaces are approximated by interpolating

between nodal values in each element using quadratic shape functions.

Gaussian quadrature is used to integrate the fundamental solutions over the el-

ements, whose rotation once about the z -axis from 0 to 2π is accounted for by elliptic

integrals outlined in section 4.1.2. Each boundary integral represents the effect at node Q

due to a source placed at node P . All possible combinations of P and Q are integrated,

including the case when P and Q are in the same element, leading to singular integrals

as r(P,Q) → 0 which require special treatment. In the boundary element literature, there

are two primary techniques for treatment of the singular integrals: an indirect approach

[14] and a direct approach [43]. The indirect computation of singular integrals employs

known analytical solutions, such as plane stress or plane strain. These known solutions are

substituted into the linear system of equations, which allows the unknown singular entries

to be expressed in terms of matrix entries arising from regular integrals which have already

been computed. However, this method is not valid for non-homogeneous problems because

there are few analytical solutions available for non-homogenous domains. Thus, direct com-

putation of singular integrals is employed in this study, in contrast to the indirect approach

used in [50] which considered only boundary value problems.

Once all matrix entries have been determined, a set of boundary conditions is

prescribed at each node. A new linear system is assembled by keeping unknown nodal

quantities on the left side of the equation and moving known values to the right side. The

system is a block system and is solved using Gaussian elimination.
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4.2.1 Discretization of the Boundary and Interfaces

To define a mesh on surfaces that bound the ECM, PCM and cell, the external

boundary and two internal interfaces are partitioned into ME , MP , and MC elements, each

with three nodes, i.e., two end points and one mid point, as in Figure 4.5. Since each zone

boundary is symmetric about the z-axis, discretization requires only one-dimensional curves

that represent the bounding surfaces of the ECM, PCM and cell in the plane θ = 0. Since

adjacent elements share an endpoint, there are ni = 2Mi + 1 total nodes on each boundary,

where i = E,P,C.

An unknown quantity on each element can be approximated using shape functions

and a local variable ξ, with ξ = 0 at the middle node and ξ = ±1 at the two end nodes

(Figure 4.5),

(·)m =
3∑
j=1

(·)m,jNj(ξ), m = 1, ...,Mi. (4.29)

In equation (4.29), (·)m,j is a nodal value at the jth local node of the mth element, Nj(ξ) is

a quadratic shape function for local node j, and i = E,P,C. The three following quadratic

shape functions Nj(ξ) all have the property that they are equal to one at their corresponding

node j and zero at the other two nodes,

N1(ξ) =
−ξ(1− ξ)

2
, N2(ξ) = (1 + ξ)(1− ξ), N3(ξ) =

ξ(1 + ξ)
2

. (4.30)

Figure 4.5: A three node isoparametric quadratic boundary element with local coordinate
ξ.
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4.2.2 Discretization of Boundary Integral Equations

By transforming the boundary integral equations (4.28) to the local coordinate ξ ∈
[−1, 1], the boundary integrals over each boundary or interface are partitioned into integrals

over each element m. Within each element, boundary variables are approximated using

the quadratic interpolation functions as in (4.29). To discretize the integral equations, a

continuous boundary quantity is replaced by interpolated local nodal values and an algebraic

linear system is obtained in the manner now described.

As noted in the previous section, the number of nodes are given as nC , nP and nE .

Since each node is associated with two physical variables (i.e., displacement and traction )

and each variable has two components (i.e., (ur, uz) and (tr, tz)), there are a total of four

times as many as nodal quantities as points along each boundary. Since two components

of either traction or/and displacement are prescribed on the external boundary ΓE , there

are (2×nE) unknowns on the ECM boundary. For the two interfaces, all displacement and

traction components are unknown, and thus, there are (4 × nP ) and (4 × nC) unknowns

on the cell-PCM (ΓCP ) and the PCM-ECM (ΓPE) interfaces, respectively. Therefore, there

are a total of N = [2× nE + 4× nP + 4× nC ] nodal unknowns.

To yield a unique solution, the same number (N) of equations as unknowns are

required. If we assume that the point P is placed at node 1 on the ECM boundary, then

the fundamental solutions can be calculated for interactions with the node 1 through node

nE . This yields the first 2 linear equations using the first equation in (4.28). To obtain the

second set of linear equations, the point P is now placed at the next node and calculations of

fundamental solutions are repeated. This operation is repeated until the point P is placed

at the last node, which gives the final 2×nEth equation for the external boundary. For the

PCM-ECM interface, it is first assumed that the PCM-ECM interface is the boundary of

ECM, then the material properties of ECM are employed to calculate fundamental solutions

as in the second equation in (4.28). Next, the point P is placed at the first node on the

interface, and calculations of fundamental solutions are performed with Q varying from

node 1 to node nP . This yields the first set of linear equations for the PCM-ECM interface.

By repeating this operation until we reach the node nP , the first 2 × nP linear equations

are obtained. Now, the PCM properties have to be employed, since the interface is also

the boundary of PCM region. Placing the point P at the node 1, evaluating fundamental
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solutions with PCM properties from node 1 to nP , and repeating a similar operation until

the point Q is moved to the last node yields the other 2× nP equations. A total of 4× nP
linear equations are obtained. For the cell-PCM interface, a similar procedure is employed

to generate 4 × nC equations. Therefore, a linear system of [2 × nE + 4 × nP + 4 × nC ]

equations is obtained to close the linear algebraic system.

The boundary curves are now divided into elements and the numerical integra-

tion is performed over each element using the local coordinate ξ. The Jacobian J of the

transformation to element coordinates is calculated as

J(ξ) =
dΓ
dξ

=

√[
dr(ξ)
dξ

]2

+
[
dz(ξ)
dξ

]2

. (4.31)

To determine the normal vector n = (nr, nz) used in the traction solutions, a unit tangent

vector T is first defined as

T = (Tr, Tz), where Tr =
1
|T|

dr(ξ)
dξ

, Tr =
1
|T|

dz(ξ)
dξ

. (4.32)

The length |T| is equal to the Jacobian J(ξ), defined in (4.31). From the cross product of

the vectors T and eθ, the unit normal vector

n = (nr, nz) =
1

J(ξ)

(
dz(ξ)
dξ

,−dr(ξ)
dξ

)
(4.33)

is obtained. The derivatives of the coordinates r(ξ) and z(ξ) with respect to ξ are

dr(ξ)
dξ

=
dN1(ξ)
dξ

r1 +
dN2(ξ)
dξ

r2 +
dN3(ξ)
dξ

r3,

dz(ξ)
dξ

=
dN1(ξ)
dξ

z1 +
dN2(ξ)
dξ

z2 +
dN3(ξ)
dξ

z3.

(4.34)

Now, the boundary integral equations (4.28) can be written in terms of the local coordinate
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ξ as

∑
j=r,z

Cijuj(P ) = 2π

(
ME+MP∑
m=1

3∑
c=1

∫ 1

−1

[
TECMir ur(Q(ξ))− UECMir tr(Q(ξ))

]
rQ(ξ)Nc(ξ)J(ξ)dξ

)

+2π

(
ME+MP∑
m=1

3∑
c=1

∫ 1

−1

[
TECMiz uz(Q(ξ))− UECMiz tz(Q(ξ))

]
rQ(ξ)Nc(ξ)J(ξ)dξ

)
, P ∈ ΓE ,

∑
j=r,z

Cijuj(P ) = 2π

(
ME+MP∑
m=1

3∑
c=1

∫ 1

−1

[
TECMir ur(Q(ξ))− UECMir tr(Q(ξ))

]
rQ(ξ)Nc(ξ)J(ξ)dξ

)

+2π

(
ME+MP∑
m=1

3∑
c=1

∫ 1

−1

[
TECMiz uz(Q(ξ))− UECMiz tz(Q(ξ))

]
rQ(ξ)Nc(ξ)J(ξ)dξ

)
, P ∈ ΓPE ,

∑
j=r,z

Cijuj(P ) = 2π

(
MP+MC∑
m=1

3∑
c=1

∫ 1

−1

[
TPCMir ur(Q(ξ))− UPCMir tr(Q(ξ))

]
rQ(ξ)Nc(ξ)J(ξ)dξ

)

+2π

(
MP+MC∑
m=1

3∑
c=1

∫ 1

−1

[
TPCMiz uz(Q(ξ))− UPCMiz tz(Q(ξ))

]
rQ(ξ)Nc(ξ)J(ξ)dξ

)
, P ∈ ΓPE ,

∑
j=r,z

Cijuj(P ) = 2π

(
MP+MC∑
m=1

3∑
c=1

∫ 1

−1

[
TPCMir ur(Q(ξ))− UPCMir tr(Q(ξ))

]
rQ(ξ)Nc(ξ)J(ξ)dξ

)

+2π

(
MP+MC∑
m=1

3∑
c=1

∫ 1

−1

[
TPCMiz uz(Q(ξ))− UPCMiz tz(Q(ξ))

]
rQ(ξ)Nc(ξ)J(ξ)dξ

)
, P ∈ ΓCP ,

∑
j=r,z

Cijuj(P ) = 2π

(
MC∑
m=1

3∑
c=1

∫ 1

−1

[
T cellir ur(Q(ξ))− U cellir tr(Q(ξ))

]
rQ(ξ)Nc(ξ)J(ξ)dξ

)

+2π

(
MC∑
m=1

3∑
c=1

∫ 1

−1

[
T celliz uz(Q(ξ))− U celliz tz(Q(ξ))

]
rQ(ξ)Nc(ξ)J(ξ)dξ

)
, P ∈ ΓCP ,

(4.35)

where i = 1, 2, 3. Taking each node in turn as the source point P and performing the

integrations indicated in the above equation, a set of linear equations in the form of Au = Bt
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emerges, where the matrices A and B contain the integrals of the fundamental solutions

Tij and Uij , respectively. It is noted that the free term Cij contributes only to the diagonal

entries of the matrix A.

4.2.3 Numerical Integration

The fundamental solutions in the integrals of Tij and Uij in (4.35) are evaluated for

all choices of P and Q along the boundary curves. When P and Q are in the same element,

the distance variable r(P,Q) → 0 and the fundamental solutions become singular. Since

the fundamental solutions are dependent on the distance between P and Q, the following

three different possibilities for the positions of P and Q have to be considered. When P

and Q are in different elements, integrals in (4.35) are nonsingular and can be evaluated by

standard Gaussian quadrature, ∫ 1

−1
f(ξ)dξ =

nG∑
i=1

wif(ξi), (4.36)

where wi and ξi are the weights and abcissas for Gaussian quadrature integration of order

nG [3].

When P and Q are in the same element but not at the same node (P 6= Q), the

fundamental solutions Uij and Tij are singular. However, the singularity can be removed

because the shape function Nc(ξ) in the vicinity of P is of order r(P,Q). Hence, the product

of the fundamental solutions and the shape function is not singular and the integrals can

be evaluated by the standard Gaussian quadrature (4.36). So far, all of the off-diagonal

entries of the matrices A and B have been evaluated.

When P and Q are at the same node (P = Q), special techniques were employed

to evaluate the integrals. For the displacement fundamental solutions Uij , the singularity

is of the form of ln(1/η) when r(P,Q) → 0. This form of integral can be calculated using

logarithmic Gaussian quadrature given below [97],∫ 1

0
f(η) ln

(
1
η

)
dη =

nLG∑
gL=1

wgLf(ηgL), (4.37)

where nLG is the total number of logarithmic Gaussian integration points used and ηgL is

the Gaussian coordinate with the weight wgL. Since the limits of integration are now 0 to

1, a linear transformation can be employed to transform the integral variable from ξ to η.
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If P is the first node of the element, η can be defined as η = 0.5(1 + ξ). If P is the third

node of the element, η can be defined as η = 0.5(1− ξ). Lastly, if P is the middle node of

the element, the element is divided into two subelements (−1 < ξ < 0 )and (0 < ξ < 1) and

η can be defined as η = −ξ and η = ξ, respectively, on each subinterval.

The remaining fundamental solutions Tij are strongly-singular, and the strongly

singular integrals exist only in the sense of the Cauchy principal value. The definition of

classical Cauchy principal value in one dimension is discussed before going into the de-

scription of the calculation of strongly singular integrals in the boundary integral equations

(4.35). For a function f(x) with a single singularity at a point s of an interval [a, b], the

Cauchy principal value integral is defined by the limit

−
∫

[a,b]
f(x)dx = lim

ε→0

[∫ s−ε

a
f(x)dx+

∫ b

s+ε
f(x)dx

]
. (4.38)

It is noted that the integrals on both sides of the singularity s must be taken together and

that the limit is performed in a symmetric neighborhood (s − ε, s + ε) about the singular

point s. To evaluate Cauchy principal integrals, the method suggested in [43] was employed.

When the singular point P lies at the common point of two adjacent boundary elements, say

Γb and Γa (Figure 4.6), the point P is associated with the local coordinate ξ = 1 in element

Γb and the local coordinate ξ = −1 in element Γa, where ξ represents a local coordinate

with −1 ≤ ξ ≤ 1.

Figure 4.6: A strongly singular point P located between two boundary elements Γb and Γa
on a boundary element mesh.
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As in [43], the product of the traction kernel and shape function Tij(P,Q(ξ))Nc(ξ) is denoted

as gb(ξ) and ga(ξ) on the boundary segments Γb and Γa, respectively

gb(ξ) = Tij(P,Q(ξ))Nc(ξ), Q ∈ Γb, ga(ξ) = Tij(P,Q(ξ))Nc(ξ), Q ∈ Γa. (4.39)

These functions are written in terms of regular and continuous functions fb(ξ) and fa(ξ) as

follows,

gb(ξ) =
fb(ξ)
ξ − 1

, ga(ξ) =
fa(ξ)
ξ + 1

, (4.40)

where the denominators correspond to the strength of the singularities as Q → P within

each element. Now, the Cauchy principal value integral can be expressed as,

I = −
∫

Γb+Γa

Tij(P,Q(ξ))Nc(ξ)dΓ

= lim
ε→0

(∫ 1−∆ξb

−1

fb(ξ)
ξ − 1

Jb(ξ)dξ +
∫ 1

−1+∆ξa

fa(ξ)
ξ + 1

Ja(ξ)dξ
)
,

(4.41)

where, in general, Jb(ξ) 6= Ja(ξ). It is noted that ∆ξb and ∆ξa are related to ε by the Taylor

series,

ε = Jb(1)∆ξb +O(∆ξ2
b ) = Ja(−1)∆ξa +O(∆ξ2

a). (4.42)

Therefore, the equation (4.43) can be rewritten as

I = −
∫

Γb+Γa

Tij(P,Q(ξ))Nc(ξ)dΓ

= lim
ε→0

(∫ 1−(ε/Jb(1))

−1

fb(ξ)
ξ − 1

Jb(ξ)dξ +
∫ 1

−1+(ε/Ja(−1))

fa(ξ)
ξ + 1

Ja(ξ)dξ

)
.

(4.43)

Let hb(ξ) = fb(ξ)Jb(ξ) and ha(ξ) = fa(ξ)Ja(ξ). It then follows that functions hb,a(ξ) are

regular and continuous. Noting that hb(1) = ha(−1) from the existence of the Cauchy

principal value integral, the Cauchy principal value integral I can be rewritten as,

I = lim
ε→0

(∫ 1−(ε/Jb(1))

−1

hb(ξ)− hb(1)
ξ − 1

dξ +
∫ 1

−1+(ε/Ja(−1))

ha(ξ)− ha(−1)
ξ + 1

dξ

)

+lim
ε→0

(∫ 1−(ε/Jb(1))

−1

hb(1)
ξ − 1

dξ +
∫ 1

−1+(ε/Ja(−1))

ha(−1)
ξ + 1

dξ

)

= lim
ε→0

(∫ 1−(ε/Jb(1))

−1

hb(ξ)− hb(1)
ξ − 1

dξ +
∫ 1

−1+(ε/Ja(−1))

ha(ξ)− ha(−1)
ξ + 1

dξ

)
+lim
ε→0

([hb(1) ln |ξ − 1|]−1+(ε/Jb(1))
−1 + [ha(−1) ln |ξ + 1|]1−1+(ε/Ja(−1))),

(4.44)
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which simplifies to

I = −
∫

Γb+Γa

Tij(P,Q(ξ))Nc(ξ)dΓ =
∫ 1

−1

hb(ξ)− hb(1)
ξ − 1

dξ +
∫ 1

−1

ha(ξ)− ha(−1)
ξ + 1

dξ

−hb(1) ln |Jb(1)|+ ha(−1) ln |Ja(−1)|.
(4.45)

The Cauchy principal value integral is thus expressed as the computation of two regular

integrals plus logarithmic terms to take into account the relation between ξ and a singular

point P . In the case of P at the middle node, the Cauchy principal value integrals can be

computed by dividing the element into two sub-elements for the domains [−1, 0] and [0, 1],

and then applying a similar procedure, using an appropriate coordinate transformation.

The numerical evaluation of the regular integrals in (4.45) can be accomplished by standard

Gaussian quadrature formula,

I = −
∫

Γb+Γa

Tij(P,Q(ξ))Nc(ξ)dΓ =
nG∑
i=1

wigb(ηi)Jb(ηi)−
nG∑
i=1

wi
hb(1)
ηi − 1

+
nG∑
i=1

wiga(ηi)Ja(ηi) +
nG∑
i=1

wi
ha(−1)
ηi + 1

−hb(1) ln |Jb(1)|+ ha(−1) ln |Ja(−1)|,

(4.46)

where ηi and wi are the coordinates and weights of the standard Gaussian quadrature

formula of order NG. In the case of P at the middle node, the Cauchy principal value

integrals can be evaluated by

−
∫

Γb+Γa

Tij(P,Q(ξ))Nc(ξ)dΓ =
nG∑
i=1

wi
2
gb

(
ηi − 1

2

)
Jb

(
ηi − 1

2

)
+

nG∑
i=1

wi
2
ga

(
ηi + 1

2

)
Ja

(
ηi + 1

2

)
,

(4.47)

where the linear transformation ξ ∈ [−1, 0] and ξ ∈ [0, 1] in η ∈ [−1, 1] have been employed.

In this case, the calculation of logarithmic terms is not necessary because the Jacobians

Jb(ξ) and Ja(ξ) are continuous across the two subelements [−1, 0] and [0, 1]. To evaluate

hb(1), it is convenient to let hb(1) ∼= hb(0.9999) as suggested in [43].

4.2.4 Boundary Conditions and Assembly

Since formulas for all coefficients of the matrices A and B have been determined,

the boundary conditions can now be applied. At each node of ΓE , exactly two quantities
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must be specified: either ur or tr and either uz or tz. Unknown quantities are assembled on

the left side of the linear system, and prescribed nodal values are moved to the right side.

A new linear system Cx = bb results, where C and bb are both formed from entries in A

and B and the prescribed boundary conditions on ΓE . In summary, the following matrices

C and x are obtained.

C =

 CRR CRZ

CZR CZZ

 (4.48)

CRR =


XE

rr AE
rr −BE

rr 0 0

0 AP
rr BP

rr AP
rr −BP

rr

0 0 0 AC
rr BC

rr

 (4.49)

CRZ =


XE

rz AE
rz −BE

rz 0 0

0 AP
rz BP

rz AP
rz −BP

rz

0 0 0 AC
rz BC

rz

 (4.50)

CZR =


XE

zr AE
zr −BE

zr 0 0

0 AP
zr BP

zr AP
zr −BP

zr

0 0 0 AC
zr BC

zr

 (4.51)

CZZ =


XE

zz AE
zz −BE

zz 0 0

0 AP
zz BP

zz AP
zz −BP

zz

0 0 0 AC
zz BC

zz

 (4.52)

x =
[
xr ur tr xz uz tz

]T
(4.53)

where the elements of XE
ij , i, j = r, z, can be integrals involving fundamental solutions of

displacement, if traction is prescribed on ΓE , and integrals of fundamental solutions for

traction if displacement is prescribed on ΓE . Similarly, xr and xz can be either traction

or displacement components, depending on what quantity is prescribed on the external

boundary.

The elements of the two matrices Aij and Bij are the integrals of traction and displacement

solutions:

[Ak
ij ] =

[∫ 1
−1 T

k
ij(P,Q(ξ))Nc(ξ)J(ξ)dξ

]
[Bk

ij] =
[∫ 1
−1 U

k
ij(P,Q(ξ))Nc(ξ)J(ξ)dξ

]
(4.54)
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where k = E,P,C.

In all axisymmetric problems, the radial displacement and radial traction at the

axial nodes must be exactly zero. To directly enforce these conditions, ones and zeros are

placed in the corresponding entries of C and bb. The linear system Cx = bb is solved

by Gaussian elimination with partial pivoting. Verification of the method and results for

application to the inverse problem are described in chapter 5.
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Chapter 5

Application of Axisymmetric

Elastic BEM for Estimation of

Pericellular Matrix Properties

The boundary integral equation models developed in chapter 4 were verified against

previous plane strain, plane stress, and unconfined compression solutions from linear elas-

ticity theory. For a boundary value problem, model solutions were compared with analytical

solutions for these three configurations. Accuracy of the three-zone model was also evalu-

ated by comparison to both analytical solutions and finite element solutions.

While the elastic and viscoelastic properties of the ECM and the chondrocyte

have been well established by several theoretical or experimental studies [12, 13, 28, 39,

44, 49, 53, 55, 57, 58, 73, 88, 103, 114], the mechanical properties of the PCM have been

the focus of only a few studies. Previously, Alexopoulos et al. [4, 6] estimated Young’s

modulus, Poisson’s ratio and hydraulic permeability of the PCM by comparing the model

prediction of a linear biphasic finite element method with in vitro data from a micropipette

aspiration experiment. Recently, in situ changes in the three-dimensional morphology of the

chondron within the ECM of a cartilage explant under equilibrium unconfined compression

were quantified using a novel fluorescence imaging technique targeted to type VI collagen

and based on confocal microscopy [30].

The three-zone BEM model developed in the previous chapter was employed to de-
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termine elastic properties of the PCM via application to analysis of experimental data from

the confocal study [30]. To accomplish this task, the forward (BEM) code was integrated

with nonlinear optimization techniques to estimate a set of chondron material parameters

(i.e. EPCM and νPCM ) that minimizes the least squares residual between computed model

predictions and measured quantities from the in situ experimental data [30].

5.1 Verification of BEM Model

Accuracy of the BEM model was evaluated by comparison to analytical solutions

for plane strain, plane stress, and unconfined compression for a single domain homogeneous

problem (boundary value problem). The three-zone model was also verified against these

analytical solutions by assigning material properties in all three zones (cell, PCM, ECM) to

be equal. For the non-homogenous three-zone case, BEM model predictions were verified

against finite element solutions obtained using the software package Comsol Multiphysics.

The axisymmetric BEM model was implemented in compiled C on a MacBookPro

laptop computer (2.0 GHz Intel Core Duo processor). All results shown employed M = 13

quadratic boundary elements on one-dimensional semi-ellipsoidal curves for the ECM, the

PCM and cell, respectively, with 10-point Gaussian quadrature, which was sufficient for

demonstrating accuracy between the numerical and analytical solutions. Analytical solu-

tions used for verification of the BEM model are summarized in the following paragraphs.

Plane Strain: Plane strain is defined to be a state of strain in which the strains

εzz, εrz and εθz are assumed to be zero. From these assumptions, the analytical solution

ur = (1 + ν)(1− 2ν)r, uz = 0, tr = Enr, tz = 2νEnz, (5.1)

is obtained. A comparison of axisymmetric BEM model solutions to the known solutions

for plane strain deformation demonstrates excellent agreement with equation (5.1) (Figure

5.1).

Plane Stress: Plane stress is a state of stress in which σzz, σrz and σθz are

assumed to be zero. Under these assumptions, the plane stress solution is

ur = (1− ν)r, uz = −2νz, tr = Enr, tz = 0. (5.2)

BEM model solutions were also verified against the above plane stress solution with excellent

agreement (Figure 5.2).
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Figure 5.1: Verification of BEM model for plane strain with ν = 0.3 and E = 1000Pa
shown for (a) displacement, (b) radial traction, and (c) axial traction comparing BEM
model solutions (circles) to the analytical solution (solid line).
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Figure 5.2: Verification of BEM model for plane stress with ν = 0.3 and E = 1000Pa shown
for (a) displacement, (b) radial traction, and (c) axial traction comparing BEM model
solutions (circles) to the analytical solution (solid line).
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Figure 5.3: Diagram of unconfined compression test on a cylindrical biphasic sample.

Unconfined compression: As articular cartilage experiences significant com-

pressive stresses, it is important to evaluate its response in compression. The unconfined

compression test is one of the most commonly used tests for in vitro analysis of deformation

in articular cartilage explants. A compressive normal displacement or normal traction is ap-

plied over the top surface of the cartilage explant as shown in Figure 5.3. The compression

platen is impermeable and smooth, and thus radial expansion is allowed. The boundary

condition uz = −εz is applied on the top platen and fluid in the tissue flows out of the

sample as the tissue undergoes volumetric deformation. Under the assumption that the

tissue achieves a state of linear, isotropic, biphasic mechanical equilibrium, the following

elastic analytical solution for the displacements can be derived [11],

ur = − λ

2(λ+ µ)
εr, uz = −εz. (5.3)

The traction solution can be obtained using the strain-stress relations as,

tr = (2C(λ+ µ) + ελ)nr, tz = (2λC + ε(λ+ 2µ))nz. (5.4)

where C = − λ

2(λ+ µ)
ε.

A comparison of axisymmetric BEM model solutions to the solutions in (5.3)-(5.4)

is shown for radial displacement, and radial and axial traction, and demonstrates excellent

agreement (Figure 5.4).

The three-zone BEM model was also verified against analytical solutions for plane

stress, plane strain and unconfined compression by assuming all three zones have the same

material properties (Figures 5.5-5.7). For the non-homogenous problem, an elastic finite
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Figure 5.4: Verification of BEM model for unconfined compression with ν = 0.3 and E =
1000Pa shown for (a) displacement, (b) radial traction, and (c) axial traction comparing
BEM solutions (circles) to the analytical solution (solid line).
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element solution was also compared with solutions to the three-zone BEM model (Figure

5.8). Cell, PCM and ECM material properties from the in vitro study [6] (see Table 3.1)

were used to simulate the unconfined compression test and to compare BEM solutions with

finite element solutions, which were obtained from COMSOL Multiphysics via the Structural

Mechanics Module using the options Axial Symmetry,Stress-Strain Application Module. All

of these comparisons demonstrated excellent agreement (Figures 5.5-5.8).
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Figure 5.5: Verification of the three-zone BEM model for plane strain with νECM = νPCM =
νcell = 0.2 and EECM = EPCM = Ecell = 2000Pa shown for (a) displacement on cell-PCM
and PCM-ECM interfaces, (b) radial traction on PCM-ECM interface, (c) axial traction on
PCM-ECM interface comparing BEM model solutions (circles) to the analytical solution
(solid line).
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Figure 5.6: Verification of the three-zone BEM model for plane stress with νECM = νPCM =
νcell = 0.2 and EECM = EPCM = Ecell = 2000Pa shown for (a) displacement on cell-PCM
and PCM-ECM interfaces, (b) radial traction on PCM-ECM interface, (c) axial traction
on PCM-ECM interface comparing BEM solutions (circles) to the analytical solution (solid
line).



73

Figure 5.7: Verification of the three-zone BEM model for unconfined compression test
with νECM = νPCM = νcell = 0.2 and EECM = EPCM = Ecell = 2000Pa shown for (a)
displacement on cell-PCM and PCM-ECM interfaces, (b) radial traction on PCM-ECM
interface, (c) axial traction on PCM-ECM interface comparing BEM solutions (circles) to
the analytical solution (solid line).
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Figure 5.8: Verification of three-zone BEM model solutions for unconfined compression
shown for (a) displacement on cell-PCM and PCM-ECM interfaces and (b) magnified figure
of displacement comparing BEM solutions (open circles) to finite element solutions (solid
circle).
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5.2 Experimental Data for In Situ Chondron Deformation

While in vitro experimental studies use techniques like micropipette aspiration to

measure deformation of isolated chondrocytes or chondrons, in situ studies examine their

deformation within the ECM of cartilage explants. Previously, either confocal microscopy

[48] or histologic fixation and physical sectioning [23, 83] were employed to study the three-

dimensional deformation behavior of the chondrocyte. These studies show that cell shape

and volume are highly dependent upon local ECM deformation. While several in situ

measurements of the chondrocyte deformation are available, the in situ mechanical behavior

of the PCM has not been fully characterized.

Recently, Choi et al. [30] quantified changes in the three dimensional morphology

of the intact chondron in different zones (superficial, middle, deep) under 10% - 50% magni-

tudes of equilibrium unconfined compressive strain applied to cylindrical cartilage explants.

They used a novel confocal microscopy technique, based on fluorescence immunolabeling

for type-VI collagen (which is exclusive to PCM), to identify the boundary of the PCM. All

chondrons used to quantify morphological changes were selected from radially central regions

of the tissue to avoid inhomogeneous strain fields due to friction between the compressing

platen and the tissue. This choice of cells is also consistent with use of an axisymmetric

model for analysis of the experimental data. From their three dimensional reconstructed

ellipsoidal shapes of the chondron, they recorded the chondron’s height, medial-lateral (ML)

width, anterior-posterior (AP) width and estimated the cell’s volume. Examples of chon-

dron and cell shapes and morphological data at 10% compression are shown in Figure 5.9,

and examples of chondrons and cell experimental data are shown in Tables 5.1-5.2.

Table 5.1: Chondrons’ morphological parameters at superficial, middle and deep zones. Left
columns in each zone represent uncompressed data and right columns represent deformed
shapes under 10% compressive strain, from [30].

superficial middle deep
ML width [µm] 19.43 19.81 18.10 18.38 16.20 16.61

Height [µm] 13.95 10.57 18.93 15.58 38.85 38.21
AP width [µm] 17.25 17.54 18.13 18.58 21.59 19.31
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Figure 5.9: (a) Fluorescence confocal images of cartilage tissue explant and deformed chon-
dron shapes in (b) superficial (c) middle, and (d) deep zones [30] (Reprinted from Journal
of Biomechanics, 40/12, Jae Bong Choi, Inchan Youn, Li Cao, Holly A. Leddy, Christopher
L. Gilchrist, Lori A. Setton and Farshid Guilak, Zonal changes in the three-dimensional
morphology of the chondron under compression: The relationship among cellular, pericellu-
lar, and extracellular deformation in articular cartilage, 2596-2603., Copyright (2007), with
permission from Elsevier.).

Table 5.2: Chondrocytes’ morphological parameters at superficial, middle and deep zones.
Left columns in each zone represent uncompressed data and right columns represent de-
formed shapes under 10% compressive strain, from [30].

superficial middle deep
ML width [µm] 12.34 12.58 11.49 11.66 11.69 11.73

Height [µm] 6.56 4.77 11.26 8.89 22.63 22.14

5.3 Inverse Problem

In a forward problem, the parameters and model are known and they can be used

to generate model outputs. In an inverse problem, however, the parameters are unknown

while observed data is available and a model can be hypothesized. The parameters can be

estimated by solving an inverse problem and the resulting parameter values generate model

outputs that best fit the observations in the data. In our specific context, the observations

are experimental measures based on geometric characteristics of the chondron such as its

deformed axial and radial coordinates and the unknown parameters are the Young’s modulus

and Poisson’s ratio for the PCM or chondrocyte. The aim is to find a set of parameters

(Ê & ν̂) that minimize the error between the computed model output X(Ê, ν̂) and the data

yd.

A least-squares formulation was used for the cost function that quantifies the

error, and this cost function can be minimized using an optimization algorithm. A general
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least-squares cost function J can be written as,

J =
N∑
i=1

|Xi(Ê, ν̂)− ydi |2, (5.5)

The vectors y and X consist of multiple components and N is the total number of data

points.

To solve the nonlinear optimization problem, a direct search Nelder-Mead algo-

rithm [75] was considered because it does not require the use of a gradient of the cost

function for the problem to be solved. In a direct search method, a set of trial parameter

values is generated and their cost function values are compared with the best solution pre-

viously obtained. This information is then used to determine the next set of trial values.

This is a convenient first choice of algorithm because the gradients may be difficult to eval-

uate in the absence of an analytical model. Because the gradient is not required for direct

search algorithms, they are also attractive for systems with discontinuities. In practice, the

simplicity of the direct search algorithms is a further advantage that makes them easier to

implement.

The Nelder-Mead algorithm employs a regular simplex which moves in the direc-

tion nearest to the direction of steepest descent by replacing the highest cost vertex in the

simplex with its mirror image across the face formed by the remaining vertices. A simplex

is a polytope in n-dimensional space with n+ 1 connected vertices. For example, a simplex

in 2-dimensional space is a triangle, and it is a tetrahedron in 3-dimensional space. The

algorithm evaluates the cost function J at the vertices of a simplex of parameters, orders

the function value, replace the worst value with a new point that has a lower function value

through one of the following operation: reflection, expansion or contraction. If all of these

three operations fail to find a new point to replace the worst point in the simplex, then the

entire simplex shrinks towards the vertex with the lowest function value. The procedure

repeats until a user-prescribed error tolerance has been reached. An outline of the rules for

the Nelder-Mead algorithm for function minimization is as follows and based on the specific

algorithm described in [56].

1. Initialization: For a parameter set P of n dimensions, choose n+1 points of simplex S

to form an initial simplex in the parameter space. Evaluate J at vertices and order function

values in ascending order. That is, P(1) represents the vertex with the lowest function value

J(P(1)), P(2) represents the vertex with the second lowest function value J(P(2)) and P(n+1)
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Figure 5.10: Representation of the Nelder-Mead simplex method in 2 dimensions where
solid circles indicate new simplex for (a) Expansion, (b) Reflection, (c) Contraction from
reflection, (d) Contraction from the worst point and (e) Shrinkage toward to the best point
P(1).
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represents the vertex with the highest function value J(P(n+1)), yielding the ordered set

{P(1), P(2), ..., P(n+1)}.
2. Simplex updates: While |J(P(n+1))−J(P(1))| > τ , where τ is a user specified tolerance,

(a) Find the centroid, P̄ of the n points: P̄ =
1
n

n∑
i=1

P(i)

(b) Generate a new point Pr by reflecting the P(n+1), Pr = (1 + α)P̄ − αP(n+1) where

α is usually taken to be 1.

(c) Depending on the rank of P̄ among the n points, one of the following operations

is performed on the current simplex:

– Expansion : If J(Pr) < J(P(1)), then the reflection point Pr is extended to the

point Pe = γPr + (1− γ)P̄ where γ = 2.

If J(Pe) < J(P(1)), then Pe replaces P(n+1).

Else Pr replaces P(n+1) in the simplex.

– Reflection: If J(P(1)) ≤ J(Pr) ≤ J(P(n)), then Pr replaces P(n+1).

– Contraction: If J(Pr) > J(P(n)), then a contraction of the simplex is attempted.

If J(Pr) ≤ J(P(n+1)), then Pr replaces P(n+1) before a contraction is performed.

The contraction point Pc = βP(n+1) + (1− β)P̄ , where β = 0.5.

If J(Pc) ≤ J(P(n+1)), then Pc replaces P(n+1).

Otherwise (J(Pc) > J(P(n+1))), shrink the entire simplex toward to P1 by

replacing all other vertices P(i), i = 2, ..., (n+ 1) by P(i) = 0.5P(i) + 0.5P(1).

(d) Return to update stage or terminate: At this time either a new point has replaced

the worst point P(n+1) by an expansion, a reflection or a contraction, or a shrinkage

occurred. The new set of points is reordered according to their respective function

value J(P(i)), i = 1, ...(n+ 1). If the stopping criteria is satisfied, then the algorithm

terminates, otherwise it returns to step 1.

5.4 Parameter Estimation

Since the BEM model developed is restricted to the linear isotropic case, elastic

properties of the PCM were estimated for experimental data at 10% macroscopic unconfined
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compression in the mid-zone. Since any given set of optimal parameters only represents a

local solution to the minimization problem, parameters defining this local minimum may or

may not be within physiological range, and there may be multiple sets of parameters that

define the same model states. Thus, it is essential to select initial parameter ranges using a

priori knowledge such as literature values. Also, it is necessary to test the inverse problem

for sensitivity to different sets of initial values. In this study, initial values for PCM Young’s

modulus were chosen and varied in the range of 10 kPa -100 kPa. For the PCM Poisson’s

ratio, initial values between 0 and 0.2 were considered.

Experimental data for the chondron selected from the middle zone (50% depth of

the tissue) was considered. To represent the middle zone in the BEM model, the center of

the microscopic domain (ECM domain) was located at 50% depth (z = h/2 = 0.5 mm) of

the tissue, and the height of the tissue was assumed to be h = 1 mm. The three zone domain

was modeled as an undeformed ellipsoidal cell with surrounding PCM, which was embedded

in a spherical ECM with a radius of 30 µm (Figure 5.11). The heights and widths of the

cell and the PCM domains were chosen based on the uncompressed data (Tables 5.1-5.2).

To make the optimization routine more robust, additional data points were gen-

erated based on the ellipsoidal heights and widths in the experimental data. Given height,

hd and width, wd of the chondron, N = 19 points were generated by an ellipsoidal parame-

terization (r, z) =
(
wd
2 sin θ,−hd

2 cos θ
)

on the chondron boundary and cell-PCM interface,

respectively. The centers of these ellipses were aligned with those of the BEM model simu-

lation (Figure 5.12). All optimization results shown employed M = 13 quadratic boundary

elements for the ECM, the PCM and cell, respectively, with 10-point Gaussian quadrature.

5.5 Results

Analysis of the inverse problem focused on identifying PCM material properties.

Material properties of the ECM and the cell were assigned to be

EECM = 1 MPa, Ecell = 350 Pa, νECM = 0.04 or 0.12, νcell = 0.43. (5.6)

In (5.6), the value νECM = 0.04 was chosen since it is a representative value of the Pois-

son’s ratio for cartilage ECM as determined by macroscopic testing of cartilage explants.

However, as part of the in situ confocal microscopy study of chondron deformation [30], an
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Figure 5.11: Illustration of the three-zone BEM model for simulation of chondron defor-
mation in unconfined compression. The analytical solution (5.3-5.4) was prescribed on the
outer (ECM) boundary.

estimate of the ECM Poisson’s ratio for the explant under consideration was also calculated

from the change in principal lengths of the chondron under deformation. For the mid-zone,

the Poisson’s ratio was estimated to be νECM = 0.12 [30]. Based on these observations,

both values of the ECM Poisson’s ratio were considered in this study, i.e., in (5.6).

To estimate the Young’s modulus and Poisson’s ratio of the PCM, two different

cost functions were considered. First, a cost function based on deformed coordinate values

of the chondron (See Figure 5.12) was considered and optimal values of EPCM and νPCM

were determined. Second, the cell volume data was also incorporated into the cost function

with an appropriate weighting coefficient w, and new optimal values were obtained.

Estimation of Parameters from Shape of Deformed Chondron

The cost function

J =
∑

(ri,zi)∈ΓPE

(
|rdi − rmi |2 + |zdi − zmi |2

)
(5.7)

was considered first for optimization to estimate EPCM and νPCM with N = 19 points. In

(5.7), the subscript d denotes data and m denotes model predictions that were obtained

from the three-zone BEM model with boundary conditions (5.3)-(5.4).
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Figure 5.12: Generation of data points on the chondron boundary by parameterization of the
ellipsoid as (r, z) =

(
wd
2 sin θ,−hd

2 cos θ
)

. The centers of the ellipses in the BEM simulation
of the deformed chondrons were aligned to the corresponding centers in the experimental
data.

First, this cost function was employed to estimate one parameter, EPCM , and the

results are shown in Tables 5.3 and 5.4 for the two values of νECM under consideration. An

illustration of agreement between deformed profiles of the chondron in the data and BEM

model estimation is also shown in Figure 5.13.

Table 5.3: One parameter estimation of EPCM with the cost function (5.7) and νECM =
νPCM = 0.04.

EInitialPCM [Pa] ÊPCM [Pa] J(ÊPCM )
10000-15000 44218.75 0.0101944967
20000-25000 44218.75 0.0101045921
30000-35000 44375.00 0.0100962770
40000-45000 44375.24 0.0100962682
1000 -100000 44500.00 0.0100180805

Second, a two parameter estimation of both EPCM and νPCM was conducted with

the same cost function (5.7), and results are shown in Table 5.5, Table 5.6, and Figure 5.14.

It is noted that the estimations were not highly sensitive to the choice of initial iterates,

with less sensitivity in the case νECM = 0.04. Overall, the values in Table 5.3 and Table

5.5 were consistent with previous in vitro measurements of EPCM in the sense that values

were on the order of roughly ∼10-100kPa [4, 6]. In particular, the one-parameter BEM

model estimate of EPCM ≈ 44kPa, was highly consistent with previous mean in vitro values
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Table 5.4: One parameter estimation of EPCM with the cost function (5.7) and νECM =
νPCM = 0.12.

EInitialPCM [Pa] ÊPCM [Pa] J(ÊPCM )
10000-15000 117281.25 0.0603402613
20000-25000 118359.37 0.0603402619
30000-35000 118281.25 0.0603401904
40000-45000 118359.38 0.0603402619
1000 -100000 118323.73 0.0603402477

for normal human cartilage PCM of 66.5kPa [4] and 38.7kPa [6]. It is also noted that the

case νECM = 0.04 exhibited a significantly lower cost irrespective of whether one or two

parameter estimation was used.

Table 5.5: Two parameter estimation of EPCM and νPCM with the cost function (5.7) and
νECM = 0.04.

EInitialPCM [Pa] ÊPCM [Pa] νInitialPCM ν̂PCM J(ÊPCM , ν̂PCM )
10000 - 20000 46816.40 0.01 - 0.1 0.164 0.0105082117
20000 - 30000 46789.57 0.01 - 0.1 0.147 0.0100044343
30000 - 40000 47578.13 0.01 - 0.1 0.166 0.0100918162
40000 - 50000 47490.23 0.01 - 0.1 0.161 0.0100777621

Table 5.6: Two parameter estimation of EPCM and νPCM with the cost function (5.7) and
νECM = 0.12.

EInitialPCM [Pa] ÊPCM [Pa] νInitialPCM ν̂PCM J(ÊPCM , ν̂PCM )
10000 - 20000 141750.00 0.01 - 0.1 0.002 0.04213600
20000 - 30000 125297.85 0.01 - 0.1 0.003 0.05140625
30000 - 40000 125120.30 0.01 - 0.1 0.004 0.04996874
40000 - 50000 119941.40 0.01 - 0.1 0.005 0.05014203
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Figure 5.13: Comparisons of the chondron shape between the optimal BEM model predic-
tion (circles) with estimated EPCM and the experimental data (solid line) in the case of
one parameter estimation: (a) ÊPCM = 44.375 kPa from Table 5.3 and (b) ÊPCM = 118.28
kPa from Table 5.4.
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Figure 5.14: Comparisons of the chondron shape between the optimal BEM model predic-
tion (circle) with estimated EPCM and νPCM and the experimental data (solid line) in the
case of two parameter estimation: (a) ÊPCM = 47.58 kPa and ν̂PCM = 0.166 from Table
5.5 and (b) ÊPCM = 125.30 kPa and ν̂PCM = 0.003 from Table 5.6.
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Estimation of Parameters from Shape of Deformed Chondron and Cell Volume

Based on mean volume data for the deformed shape of the cell, a new cost function

J = w|V d − V m|2 +
∑

(ri,zi)∈ΓPE

(
|rdi − rmi |2 + |zdi − zmi |2

)
, (5.8)

was also considered, where w is a scaling coefficient chosen to be 0.01, and a cell volume

term was added to (5.7).

The Young’s modulus and the Poisson’s ratio were estimated with the new cost

function (5.8) and results are shown in Tables 5.7, Table 5.8, and Figure 5.15. As compared

to the original cost function in (5.7), optimal values of EPCM in the case νECM = 0.04

were more sensitive to the initial iterates. However, optimal EPCM values were reasonably

consistent (53.4-58.2kPa vs. 46.8-47.6kPa) when compared to the previous two-parameter

estimation. In the case νECM = 0.12, optimal EPCM values were significantly lower with

use of the new cost function (83.1-84.9kPa vs. 125.1-141.8kPa). While these values are

closer to previously measured in vitro values of EPCM , it is noted that, when using (5.8),

the cost was significantly higher for the case νECM = 0.12.

Table 5.7: Two parameter estimation of EPCM and νPCM with the cost function (5.8) and
νECM = 0.04.

EInitialPCM [Pa] ÊPCM [Pa] νInitialPCM ν̂PCM J(ÊPCM , ν̂PCM )
10000 - 20000 58193.53 0.01 - 0.1 0.340 0.0104067326
20000 - 30000 53447.26 0.01 - 0.1 0.353 0.0108026931
30000 - 40000 54687.50 0.01 - 0.1 0.359 0.0108100616
40000 - 50000 52875.04 0.01 - 0.1 0.343 0.0109604540

Table 5.8: Two parameter estimation of EPCM and νPCM with the cost function (5.8) and
νECM = 0.12.

EInitialPCM [Pa] ÊPCM [Pa] νInitialPCM ν̂PCM J(ÊPCM , ν̂PCM )
10000 - 20000 83067.71 0.01 - 0.1 0.388 0.1177000656
20000 - 30000 84860.01 0.01 - 0.1 0.390 0.1178240475
30000 - 40000 81471.99 0.01 - 0.1 0.386 0.1177322050
40000 - 50000 83069.92 0.01 - 0.1 0.388 0.1176807719
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Figure 5.15: Comparisons of the deformed chondron and cell shapes between the optimal
BEM model prediction (circles), with estimated values of EPCM and νPCM , and the ex-
perimental data (solid line) based on the cost function (5.8): (a) ÊPCM = 53.4 kPa and
ν̂PCM = 0.353 from Table 5.7 and (b) ÊPCM = 84.9kPa and ν̂PCM = 0.386 from Table 5.8.
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5.6 Discussion

The axisymmetric elastic BEM model that was developed for domains with inter-

nal interfaces was applied to analyze confocal microscopy data for in situ deformation of

chondrons within the extracellular matrix of a cartilage explant. Overall, estimated values

of EPCM were more consistent with in vitro measurements in the case νECM = 0.04. Noting

that νECM = 0.04 is a common value based on macroscopic analysis of ECM deformation

in cartilage explants, our findings suggest that the method for estimation of νECM = 0.12

in the confocal study may be inconsistent with the assumption of our multiscale model.

In particular, the confocal study estimated this value based on the deformed shape the

chondron thus, inherently, assuming that the chondron was comprised of ECM material. In

reality, the chondron is a soft inclusion that perturbs the local biomechanical environment

around the cells of articular cartilage. In our multiscale BEM models, the ECM properties

are used, exclusively, in enforcement of the far field boundary conditions, i.e., away from the

location of the cell and PCM regions. We hypothesize that this observation is the primary

reason why predictions of EPCM for the case νECM = 0.04 are generally more consistent

with the previous in vitro studies.

However, it is also noted that there may be inherent differences between in vitro

and in situ values of PCM stiffness due to several factors. One factor is the species from

which the tissue explant was extracted, which was porcine in the confocal study and human

for the in vitro studies [4, 6]. Furthermore, within the ECM of articular cartilage, the

detailed structure of attachment between the PCM and the ECM is not well understood.

Thus, a chondron from the same species and site may exhibit inherent differences in PCM

stiffness between the in vitro and in situ environments.

This study represents the first application of a computational model to estimate

in situ material properties of the cartilage ECM. While, excellent results were obtained

with two parameter estimation, future studies could consider the development of extended

models, cost functions and optimization algorithms for simultaneous estimation of cell and

PCM material properties based on the in situ confocal experiment.

Other direct search methods, such as multidirectional search method or the Hooke-

Jeeves algorithm can also be considered. The multidirectional search method [20] makes a

new simplex congruent to the previous simplex. The method is different in that it generates
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whole points to expand simplex. Because of this restriction of congruence, the method is

more stable and known to be convergent, which means that only a finite number of function

evaluations are needed to find its minimum. The Hooke-Jeeves algorithm [52] evaluates the

cost function on a stencil and the cost function value is used to find the search direction.

At each iteration, the algorithm begins with a base point and pattern size. As in [52],

the cost function is sampled at successive perturbations of the base point in the search

direction {vj}, where vj is the jth column of a direction matrix I. The entire pattern of

points is shifted to a new location, which is determined by extrapolating the line from the

old base point in the m dimensional parameter space to the new base point. The step sizes

in this process are constantly adjusted. This method is usually quite effective, and can be

considered if the simplex methods fail to produce reasonable estimates.

When the cost function is easily differentiable, a gradient-based optimization

method can be used. These methods use the gradient and Hessian matrix of the cost

function to locate the local minimum, and several variants on standard iterative Newton’s

method are presented in [56]. In gradient based methods, the quadratic model

m(x) = J(x(n)) + (∇J(x(n)))
T (x− x(n)) +

1
2

(x− x(n))
T∇2J(x(n))(x− x(n)) (5.9)

is considered. For a minimizer x̂, the gradient

∇J(x̂) = 0, (5.10)

and ∇2J(x̂) is positive definite. Via a Newton’s method, the new candidate set of parame-

ters x(n+1) is determined from the current set x(n) by the relation

x(n+1) = x(n) −∇2J(x(n))
−1∇J(x(n)). (5.11)

The Gauss-Newton algorithm uses an approximation for the Hessian ∇2J and the method

is usually employed for the nonlinear least square problem. Another variation called the

Levenberg-Marquardt algorithm is especially useful when the initial iterate happens to be

far from the minimizer, and the non-negative regularization damping parameter is added

to the step. The theory predicts the convergence of the method [56] when initial parameter

estimates are far from the solution and rapid convergence when near the solution.

Lastly, the implicit filtering method [56] is a steepest descent algorithm for a noisy

cost function with bound constraint. The method is intended for the problems with many
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local minima. The algorithm uses difference gradients and reduces the difference increment

as the optimization progresses. The method uses the central difference gradient, ∇hJ(x(n))

as the basis for a Newton’s method, and finds the steepest descent direction by identifying

the least integer 0 ≤ m ≤ αmax such that the equation

J(x(n) − λ∇hJ(x(n)))− J(x(n)) < −αλ||∇hJ(x(n))||2, α > 0, (5.12)

holds for λ = βm. Then, the λ is employed to update parameter estimates, via the relation

x(n+1) = x(n) − λ∇hJ(x(n)).

The experimental data for in situ chondron deformation with a cartilage explant

leads to a novel parameter estimation problem. The results presented in this chapter indicate

that algorithms based on one or two-parameter estimation yield estimates for PCM elastic

material properties that are highly consistent with previous in vitro studies. In future

studies, the inverse BEM method can be extended to, simultaneously, estimate both PCM

and cell elastic properties. However, achieving this goal will require careful consideration of

the optimal combination of experimental data design, and choice of both the cost function

and the optimization algorithm.
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