
ABSTRACT

COLLINS, JAMES BURTON. Dimension Reduction: Modeling and Numerical Analysis
of Two Applied Problems. (Under the direction of Pierre Gremaud.)

In this work we consider two problems, a simplified model for laser drilling, and

transport on networks. In both problems, the technique of dimensional reduction is

applied. In the model for laser drilling, radial averaging is used to allow for a two-

dimensional geometry to be assigned to the domain, while maintaining one-dimensional

computation cost. Many network problems inherently use dimensional reduction to model

complicated systems on a domain which is a graph.

In addition to radial averaging, the laser drilling model utilizes kinetic theory, and

parameter estimation techniques using experimental data. The domain decomposition

method is implemented for linear transport problems defined on networks. The con-

vergence of this method is analyzed and a priori estimates of the total iterations are

established. Network problems are examined locally by considering gas flow through

pipe junctions. Algebraic conditions derived to model the multi-dimensional effects oc-

curring at the junctions and the network approximation is validated against the numerical

solution of the multi-dimensional problem.
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Chapter 1

Introduction

Physical processes occur in three-dimensions. Mathematical models of these processes

can not always incorporate the multi-dimensional aspects, due to the high computational

cost. To obtain results in a reasonable time, the dimensions of the model are reduced.

This is done by making assumptions about the solution that eliminate the dependency

on particular dimensions, and then employing an averaging technique to reduce the in-

formation from those dimensions to a point. In this work, we examine two problems that

utilize dimension reduction to model multi-dimensional physical processes, laser drilling

and transport network problems.

The laser drilling process is inherently three-dimensional, however dimensional reduc-

tion can be applied to simplify the mathematical model. The spatial profile of the laser

allows us to assume the hole is axisymmetric. Further assumptions on the material being

drilled, along with an averaging technique give a one-dimensional model. Reducing the

dimensions produces a model that is computationally inexpensive, but the geometry of

the laser drilling process.

The premise of transport network problems is to use dimension reduction to simplify

a large multi-dimensional system. This system can be a grid of beams, or a network of

blood vessels. Each system is made up of large regions for which dimension reduction

can be applied. These regions are reduced to one-dimensional domains, represented

by edges in the network. This reduction allows a large multi-dimensional system to

be solved in tractable time. The regions for which dimension reduction does not work

well are approximated through other means. We study these regions for the particular

application of gas flow, determining the accuracy of the approximations. We also study

1



the application of the domain decomposition method to such problems, in an effort to

again increase speed.

In Chapter 2, we introduce some preliminary concepts about conservation law for

those who are not familiar. We also introduce the numerical methods we use that are

not well known. Chapter 3 discusses the laser drilling model and its results. Network

problems are introduced in chapter 4. Chapter 5 discusses the domain decomposition

methods applied to network problems, and chapters 6 and 7 describe the pipe junction

models for two distinct junctions and their results. Finally, chapter 8 presents some final

comments and summarizes the results from this work.
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Chapter 2

Preliminaries

In this chapter we discuss some preliminary concepts used throughout this dissertation.

Section 2.1 covers the general theory of conservation laws. We review the definition of a

weak solution, as well as the various types of solutions that are created by the Riemann

problem. Finally we consider the non-uniqueness of solutions of conservation laws and

review the entropy condition used to select a unique solution. In Section 2.2 we review

the numerical methods used to solve the partial differential equations that arise from both

the laser drilling model and the conservation laws considered in the network problems.

2.1 Conservation Laws

Much of this dissertation will involve work with conservation laws, therefore this section

will give a brief overview of what these types of partial differential equations are, as

well some of their properties [55], p. 422. Conservation laws derive their name from the

types of physical situations they are usually used to model. These are models in which

a substance or quantity q : Rd × R+ 7→ R is neither created nor destroyed during the

process, that is q is conserved. Consider a region Ω ⊂ Rd, we can measure the quantity

q within Ω by integrating,

Q =

∫
Ω

qdx. (2.1)
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Let us consider the time derivative of Q. Since we assume that q is conserved, the change

of Q will depend upon how q changes at the boundary ∂Ω of Ω,

d

dt
Q :=

d

dt

∫
Ω

qdx = net flux across ∂Ω, (2.2)

We let n be the outward unit normal to the boundary, and,

f(q) =


f1(q)

...

fd(q)

 (2.3)

be the flux vector, where fi(q) represents the flux of q through the boundary ∂Ω in the

ith coordinate direction. We rewrite (2.2) as [33], p. 1,

d

dt

∫
Ω

qdx = −
∫
∂Ω

f(q) · n dS. (2.4)

This is the integral form of the conservation law. We have assumed for simplicity that

the flux functions depend solely on q. By the application of the divergence theorem and

assuming q is smooth Equation (2.4) becomes,∫
Ω

∂q

∂t
+∇ · f(q)dx. (2.5)

Since (2.5) must hold for any arbitrary region Ω, we have,

∂q

∂t
+∇ · f(q) = 0. (2.6)

If we assign an initial condition q0(x) at time t = 0 we obtain the Cauchy problem,

∂q

∂t
+∇ · f(q) = 0 (2.7)

q(x, 0) = q0(x), (2.8)

in Rd × R+.

In the above example we considered a scalar quantity q. It is also possible to consider

a vector valued function and a conservation law of similar form can be derived [33], p. 1.
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The partial differential equation (2.6) is also not required to be homogeneous, that is it

can be of the form,

∂q

∂t
+∇ · f(q) = ψ(q). (2.9)

Equations such as (2.9) are often called balance laws. These represent quantities which

are not conserved within a region but whose change with time must be balanced by both

the flux through the boundary and the source term ψ(q) [55], pp. 375-416.

2.1.1 Characteristic Lines and Characteristic Variables

For the following discussion we consider one-dimensional conservation laws. An impor-

tant property of conservation laws are the characteristic curves. These are curves in the

x-t plane along which the solution of the equation is constant.

Assuming the solution q(x, t) is smooth, we define the characteristic curve of (2.6)

by,

Ẋ(t) = f ′(q(X(t), t)). (2.10)

Since the flux depend on q only, and q is constant alongX(t), we see that the characteristic

curve is a straight line.

Characteristic curves are very useful, especially in the linear case, i.e. where f(q) is

a linear function, that is,

f(q) = aq, a ∈ R. (2.11)

Here we see that f ′(q) has a constant slope for all q, so all characteristic lines have the

same slope in the x-t plane. The characteristics can be used to solve (2.7)-(2.8) with flux

function (2.11), which is often called an advection equation. Given any point (x∗, t∗), we

can follow the unique characteristic line through (x∗, t∗) back to the initial condition to

obtain,

q(x∗, t∗) = q0(x∗ − at∗). (2.12)

This demonstrates an important property of conservation laws, that information travels
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with a finite speed of propagation.

When q(x, t) : R × R+ 7→ Rn is a vector valued function the linear conservation law

is given by,

∂

∂t
q +

∂

∂x
Aq = 0, A ∈ Rn×n. (2.13)

Therefore f ′(q) = A. A similar procedure to the scalar case can be used to solve the case

of linear systems, but we must first convert our equation into characteristic variables [55],

p. 47-61. In order to define characteristic variables, we assume that Equations (2.13) is

strictly hyperbolic.

Definition 1. A system of hyperbolic partial differential equations given in the following

form,

∂

∂t
q +

∂

∂x
f(q) = 0, (2.14)

is called strictly hyperbolic is all the eigenvalues of f ′(q) = A are real and distinct [9].

Since, in the linear case, f ′(q) = A, this implies that A is diagonalizable with real

eigenvalues. We decompose A as

A = RΛR−1, (2.15)

where,

Λ = diag(λ1, λ2, . . . , λn) (2.16)

R = [r1, r2, . . . , rn] (2.17)

R−1 = [l1, l2, . . . , ln]T . (2.18)

The left and right eigenvectors of A are given by li and ri respectively, and the eigenvalues

of A are given by λi. We left multiply Equation (2.13) by R−1 to get,

∂

∂t
w + Λ

∂

∂x
w = 0, (2.19)
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where,

w = R−1q, (2.20)

are the characteristic variables. This turns a coupled system of conservation laws into a

decoupled system of advection equations, each with speed of propagation λi. We solve

each of these advection equations in the same way as above, and then convert back to

our state variables q. The final solution is given by,

q(x, t) =
n∑
p=1

[lpq0(x− λpt)]rp. (2.21)

In the case of multiple dimensions, characteristic curves are not as simple. The flux

function f(q) is a vector, and there exist multiple matrices A1, A2, . . . , Ad, one for each

dimension. Theory exists to define a strictly hyperbolic problem, and characteristic

surfaces, however determining a solution is not as simple as for the one-dimensional case.

For more information see [33], p. 306, and references therein.

2.1.2 Weak solutions and Rankine-Hugoniot Conditions

Solutions to conservation laws are often not smooth. This causes a problem when con-

sidering the partial differential equation these solutions must satisfy, as their derivatives

may not exist in the classical sense. This is dealt with by redefining the solutions to

Equation (2.7)-(2.8) in a weak sense [33], p. 15. The goal of the weak formulation of the

problem is to move the derivatives off the state variable. We start by integrating (2.7)

against a function φ ∈ C1
0(Rd × R+), the space of differentiable functions with compact

support, across the space and time domain.∫ ∞
0

∫
Rd

[
∂q

∂t
+∇ · f(q)

]
φ(x, t)dxdt = 0 (2.22)

Then, using Green’s theorem, we move the derivatives off of q and onto φ to get,∫ ∞
0

∫
Rd

[
q
∂φ

∂t
+ f(q) · ∇φ

]
dxdt = −

∫
Rd
q0(x)φdx. (2.23)

We can now define a weak solution.
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Definition 2. A function q(x, t) is a weak solution of (2.6) with initial condition q0(x),

if (2.23) is satisfied for all φ ∈ C1
0(Rd × R+).

Assume that q(x, t) is a solution to (2.7)-(2.8), that we know to be piecewise C1. That

is, q ∈ C1 everywhere in except along finitely many smooth surfaces ξ(t) in (x, t)-space,

and across these surfaces there exists a jump discontinuity in q. Let n =< nt,nx >

denote a normal vector to ξ(t). The following theorem gives a relation that must hold

across each surface ξ(t) [33], p. 16.

Theorem 1. Let q(x, t) : Rd × R+ → R be a piecewise C1 function as described above.

If q is a weak solution to (2.6) then the following conditions hold,

1. q is a classical solution to (2.6) everywhere that it is C1.

2. Across the surfaces ξ(t) where a jump discontinuity exists, the following relation

holds,

nt(qR − qL) + [f(qR)− f(qL)] · nx = 0 (2.24)

where

qL = lim
ε→0+

q((ξ(t), t)− εn), qR = lim
ε→0+

q((ξ(t), t) + εn)

.

Proof. The first condition is easy to prove simply by considering (2.23) in a domain where

q is C1 and using integration by parts to move the derivatives back onto q, which we can

do since q is C1. To prove the second condition we consider a region D = DR ∪ DL of

(x, t)-space which contains one of the curves of discontinuity ξ(t), where DL and DR are

the two open components of D on either side of ξ(t). Figure 2.1 shows this region D,

split into its two components, in the one-dimensional case. We consider (2.23) on D,

taking φ ∈ C1
0(D), and split the integral across the curve of discontinuity to get,

0 =

∫
D

q
∂

∂t
φ+ f(q) · ∇φ dxdt

=

∫
DL

q
∂

∂t
φ+ f(q) · ∇φ dxdt+

∫
DR

q
∂

∂t
φ+ f(q) · ∇φ dxdt
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t
D
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L
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ξ(t)

Figure 2.1: Region where discontinutiy (shock) ξ(t) exists in the solution. In the open
sets DL and DR the solution is continuous.

We now use Green’s identity on each component of D. We define the outward normal

along ξ(t) of DR to be nR =< nt,nx >, where nt ∈ R and nx ∈ Rd, and the outward

normal of DL to be nL = −nR.

0 =−
∫
DL

φ∇(t,x) ·

(
q

f(q)

)
dxdt+

∫
ξ(t)

φ

(
qL

f(qL)

)
· nL dt

−
∫
DR

φ∇(t,x) ·

(
q

f(q)

)
dxdt+

∫
ξ(t)

φ

(
qR

f(qR)

)
· nR dt

=−
∫
DL

φ[qt +∇ · f(q)] dxdt−
∫
ξ(t)

φ[ntqL + f(qL) · nx] dt

−
∫
DR

φ[qt +∇ · f(q)] dxdt+

∫
ξ(t)

φ[ntqR + f(qR) · nx] dt

=

∫
ξ(t)

φ[nt(qR − qL) + [f(qR)− f(qL)] · nx] dt. (2.25)

Since this must hold for all φ ∈ C1
0(D), we get,

nt(qR − qL) + [f(qR)− f(qL)] · nx = 0 (2.26)

Equation (2.26) is called the Rankine-Hugoniot jump condition. It must hold over
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all discontinuities for conservation laws, and is used to determine the solution for such

equations, as well as the speed and direction of propagation. In the one-dimensional case

(2.26) becomes,

s(qR − qL) = f(qR)− f(qL), (2.27)

where s = ξ̇(t) is the speed of the discontinuity.

2.1.3 Entropy Selection Criterion

The weak formulation of the problem allows the solution to have discontinuities and

gives information about the solution near those discontinuities. However, with these

benefits of the weak solution, there are also problems that occur, and must be dealt

with. The problem we explain here is the loss of uniqueness to the solution. For this

discussion we consider the one-dimensional conservation law. We demonstrate with the

following example. Consider the inviscid Burger’s equation with piecewise constant initial

conditions,

∂

∂t
u+

∂

∂x

(
u2

2

)
= 0 (2.28)

u(x, 0) = u0(x) =

uL, x < 0

uR, x > 0
. (2.29)

A conservation law with such initial conditions is called a Riemann problem. If uL 6= uR,

we can use the Rankine-Hugoniot jump conditions to propagate the initial discontinuity

with speed s = uL+uR
2

. However, if uL < uR, we can also create a solution of the form,

u(x, t) =


uL, x ≤ uLt

x
t
, uLt ≤ x ≤ uRt

uR, x ≥ uRt

. (2.30)

Thus we have at least two weak solutions to the same initial value problem. So we

see that we must have some kind of selection criterion, to determine which solution is the

correct one. One selection criterion is called the vanishing viscosity technique. Certain

conservation laws, are approximations of more complicated models. An example of such
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a conservation law is Euler gas dynamics. These equations approximate the Navier-

Stokes equations, which include viscosity terms. The Euler equations approximate the

Navier-Stokes equations by removing the viscosity terms. This is the physical reasoning

behind the vanishing viscosity technique. The idea is to augment (2.7)-(2.8) with a small

viscosity term,

∂

∂t
qε +

∂

∂x
f(qε) = ε

∂2

∂x2
qε (2.31)

qε(x, 0) = q0(x). (2.32)

Equation (2.31)-(2.32) has a unique solution, under suitable conditions on the initial con-

ditions, due to the smoothing property of parabolic equations. Therefore, the solution of

(2.31)-(2.32) as ε→ 0, if it exists, is defined to be the correct solution to the conservation

law and is called the vanishing viscosity solution [9].

The vanishing viscosity method is difficult to implement, as a closed form solution of

the parabolic equation can not always be found or the limiting solution as ε→ 0 is difficult

to obtain. An equivalent criterion was developed to select the vanishing viscosity solution,

the entropy selection criterion. This theory is based on the physical principle that entropy

must be nondecreasing with time. When modeling gas dynamics, this principle is used

to select the physically meaningful solution. The entropy selection criterion extends this

physical principle to apply it to general conservation laws to select the vanishing viscosity

solution. The full theory involved and the details are not given here, see [50], [33], p.

21-34, 303-315 and references therein for a full explanation.

Under certain conditions given in [50], the entropy selection criterion can determine

the correct solution by examination of the flux function. Let us consider a system of

conservation laws in one dimension,

∂q

∂t
+

∂

∂x
f(q) = 0. (2.33)

Assuming that (2.33) is strictly hyperbolic, we have that the Jacobian f ′(q) has real and

distinct eigenvalues which we order such that,

λ1(q) < λ2(q) < . . . < λn(q). (2.34)

The following condition determines when a discontinuity in the solution satisfies the
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entropy selection criterion [50].

Lax Entropy Condition: Given a system of conservation laws (2.33), let q be a

weak solution of (2.33) with a discontinuity propagating with speed s that separates the

values qL and qR. Assume q satisfies the conditions set forth in [50]. The weak solution

q satisfies the entropy selection criterion if there exists an index k such that,

λk−1(qL) < s < λk(qL) (2.35)

λk(qR) < s < λk+1(qR),

defining λ0 = −∞ and λn+1 =∞.

The Lax entropy condition gives a method to check whether a shock is an admissible

solution. This condition essentially states that there exists one set of characteristic that

impinge on the shock, and all other characteristics cross the shock. This can be written

for a scalar conservation law as,

f ′(qL) > s > f ′(qR). (2.36)

If a shock does not satisfy the Lax entropy criterion, then a different solution is used to

connect the states qL to qR.

2.1.4 Euler Gas Dynamics Equations

The previous sections apply to general conservation laws. One in particular that is

often used, and of interest to this work is the Euler gas dynamics equations. The one-

dimensional version is given by the following system,

∂

∂t
ρ+

∂

∂x
(ρu) = 0 (2.37)

∂

∂t
(ρu) +

∂

∂x
(ρu2 + p) = 0 in R× R+ (2.38)

∂

∂t
E +

∂

∂x
(u(E + p)) = 0. (2.39)

The state variables being modeled are the density ρ, the momentum ρu, and the total

energy E. The entropy of the system is denoted by S. This represents the disorder

present in the gas. The pressure p is given by a constitutive equation which depends on

the type of gas being modeled. For our discussions, we will assume a polytropic ideal gas,
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which states that the gas obeys the ideal gas law, and that internal energy is proportional

to the temperature [55], p. 294. The constitutive equation for this type of gas is given

by,

p = (γ − 1)E − γ − 1

2
ρu2 (2.40)

where γ is the ratio of specific heats. For example, if the gas is air, γ = 1.4.

In this section we describe how to determine the solution of the Riemann problem for

the system (2.37) - (2.39). Therefore, we have the following initial conditions,

q0(x) =

qL, x < 0

qR, x > 0
(2.41)

where q = (ρ, ρu,E)T . Many details are involved in solving a Riemann problem for

systems of equations, most of which will be left out of this discussion. Here we simply

give the reader a general idea of how such problems are solved.

First we consider a spectral decomposition of the Jacobian of the flux for the gas

dynamics equations. The Jacobian is given by,

f ′(q) =

 0 1 0
1
2
(γ − 3)u2 (3− γ)u γ − 1

1
2
(γ − 1)u3 − uH H − (γ − 1)u2 γu

 (2.42)

where,

H =
E + p

ρ
. (2.43)

The eigenvalues of (2.42) are,

λ1 = u− c λ2 = u λ3 = u+ c (2.44)
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Figure 2.2: Structure of a solution to the Euler equations with Riemann initial condi-
tions.

where c =
√

γp
ρ

is the speed of sound. The respective eigenvectors are,

r1 =

 1

u− c
H − uc

 r2 =

 1

u
1
2
u2

 r3 =

 1

u+ c

H + uc

 . (2.45)

From the theory of systems of conservation laws [55], p. 260, we know that there

will exist three “waves”, or changes in the solution, with an intermediate constant state

between the waves, see Figure 2.2. Each wave is associated with an eigenvalue-eigenvector

pair (λi, ri) of the Jacobian. There are three types of waves that can exist for the gas

dynamics equations, each characterized by the associated eigenvalue of the wave. Let qiL
and qiR denote the constant state to the left and right of the ith wave respectively.

The first type of wave is a shock, which is mentioned above as a discontinuity in the

solution traveling with a set speed determined by the Rankine-Hugoniot condition. This

wave is characterized by the Lax entropy condition (2.35). If the Lax entropy condition is

not satisfied, and λi(q
i
L) 6= λi(q

i
R), then the wave is a rarefaction. This is a continuous but

not smooth solution that connect the two states. Finally there is a contact discontinuity.

This is a discontinuity that propagates with speed s = λi(q
i
L) = λi(q

i
R).

For each wave there exist Riemann invariants. These are quantities that are invariant
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across rarefactions and contact discontinuities [33]. For the Euler gas dynamics equations,

there exist two Riemann invariants for each wave given by,

1-Wave:
p

ργ
, u+

2c

γ − 1
(2.46)

2-Wave: u, p (2.47)

3-Wave:
p

ργ
, u− 2c

γ − 1
. (2.48)

By examining the eigenvalues of the Jacobian, we determine that the 1-wave and

3-wave is either shocks or rarefactions, while the 2-wave is a contact discontinuity [55],

p. 300. From the Riemann invariants given above we see that u and p are continuous

across the contact discontinuity. Since we know the basic structure of the solution to the

Riemann problem, solving it is reduced to determining whether the 1-wave and 3-wave

are shocks or rarefactions, and determining the intermediate states that develop between

the left and right state, see Figure 2.2. Since u and p are constant across the contact

discontinuity, to determine those variables we only consider relations from the 1-wave

and 3-wave.

The idea behind determining the intermediate states u∗ and p∗ is to use the properties

of a rarefaction wave and shock to create a one-dimensional family of states in (p, u)-

space that can be connected to qL by a 1-wave, and then do the same for the 3-wave

connected to qR. We can find a unique intermediate state by finding the state that is

contained in both of these families. The family for the 1-wave is defined by the following

equation,

u =


uL +

2cL
γ − 1

[
1−

(
p

pL

)(γ−1)/(2γ)
]

p ≤ pL

uL +
2cL√

2γ(γ − 1)

(
1− p/pL√
1 + βp/pL

)
p > pL

(2.49)

where β = γ+1
γ−1

. The two parts of the curve correspond to a rarefaction and a shock, and

the conditions that define which equation to use correspond to the Lax entropy condition.
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Figure 2.3: The curves defining the set of states connected to qL by a 1-wave, and qR
by a 3-wave. Their intersection represent the velocity and pressure of the intermediate
state.

Similar equations can be written for the 3-wave,

u =


uR −

2cR
γ − 1

[
1−

(
p

pR

)(γ−1)/(2γ)
]

p ≤ pR

uR −
2cR√

2γ(γ − 1)

(
1− p/pR√
1 + βp/pR

)
p > pR

. (2.50)

So the to find the intermediate pressure and velocity, we need to find the intersection of

these two curves. It can be proven that the 1-wave curve is decreasing, and the 3-wave

is increasing [85], so that their intersection is unique, see Figure 2.3. Once p and u are

determined, we can use the properties of the 1-wave and 3-wave to determine ρ∗L and ρ∗R
on either side of the contact discontinuity.

2.1.5 Boundary Conditions

Finally, we want to discuss how to implement boundary conditions for conservation laws

in one dimension. When considering a bounded domain, we must look at the char-

acteristic lines to determine how to set the boundary conditions. Depending on the
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characteristic structure at the boundary, certain variables can be determined from initial

conditions, while others must be set using boundary conditions. This is due to the direc-

tion in which the characteristic lines propagate. So we see that the number of boundary

conditions needed depends on the characteristic structure, that is the direction of the

characteristic lines, at that boundary [33], p. 423-426.

Dealing with boundary conditions is very different depending on whether the problem

is linear or nonlinear. For linear problems, the characteristic structure can be determined

from the eigenvalues and does not change with time. Theory has been developed to

implement boundary conditions for linear problems in multiple dimensions [44]. Setting

boundary conditions for nonlinear problems is still an open area of research, see [26, 70]

and [33], pp. 435-442. The method for nonlinear problems used in this work is to linearize

the equations about the solution at the boundary at each point in time, and then apply

the techniques for linear problems [39].

2.2 Numerical Methods

While the work presented here is not directly related to numerical discretization schemes

for hyperbolic equations, such schemes are used extensively to achieve our results. We

therefore give a brief discussion here regarding the numerical schemes used throughout

the research.

There are two schemes used throughout this work, the first-order Godunov scheme

[34], and the second-order Kurganov-Tadmor scheme [47]. Both of these are finite vol-

ume methods, though the Kurganov-Tadmor scheme belongs to a subclass called central

difference methods. Here we describe the idea behind finite volume methods, and these

two schemes in particular.

2.2.1 Finite Volume Methods: Godunov Scheme

Finite volume methods are a widely used class of numerical method for solving conserva-

tion laws. These methods are very similar to finite differences. In fact, many first order

finite difference methods, such as Lax-Friedrichs and upwind, can be developed from a

finite volume viewpoint. The main difference between the two types is in definition of

the spatial values.

Let us consider the following mesh of one-dimensional space and time, see Figure 2.4.
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Figure 2.4: Uniform discretization mesh used for finite volume schemes.

We partition the temporal domain into equidistant subintervals [tn, tn+1] of length ∆t,

where,

tn := n∆t n = 0, 1, . . . (2.51)

Similarly we partition the spatial domain into equidistant subintervals [xj, xj+1] of length

∆x, where,

xj = j∆x j = . . . ,−2,−1, 0, 1, 2, . . . (2.52)

Finite differences approximates the solution at the points of the mesh. Let q(x, t) be the

exact solution, a finite difference method would define qnj at each mesh point by,

qnj ≈ q(xj, tn). (2.53)

In contrast, finite volume methods approximate the spatial average of the solution over
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a small interval of each mesh point,

qnj ≈
1

∆x

∫
Cj
q(x, tn)dx, (2.54)

where Cj is a small interval around the point xj.

We introduce these methods for a scalar conservation law in one dimension as done

in [55], p. 64. Let us define the cell average of the solution at each grid point by,

Qn
j :=

1

∆x

∫
Cj
q(x, tn)dx. (2.55)

The first step is to integrate the conservation law across the spatio-temporal box Cj ×
(tn, tn+1). For now, we let Cj = (xj−1/2, xj+1/2), where xj±1/2 = xj ± ∆x

2
. This gives,∫ xj+1/2

xj−1/2

q(x, tn+1)dx−
∫ xj+1/2

xj−1/2

q(x, tn)dx =

∫ tn+1

tn

f(q(xj−1/2, t))dt

−
∫ tn+1

tn

f(q(xj+1/2, t))dt. (2.56)

Rearranging and dividing by ∆x we get,

Qn+1
j = Qn

j −
1

∆x

[∫ tn+1

tn

f(q(xj+1/2, t))dt−
∫ tn+1

tn

f(q(xj−1/2, t))dt

]
. (2.57)

Since the solution is given at t = 0, we know Q0
j for all j. We use (2.57) iteratively to

determine the solution at each time tn. This process is exact if the integrals in (2.57)

can be evaluated, however this is usually not that case as the integrals depend upon the

solution. Therefore, let us define,

F n
j+1/2 ≈

1

∆t

∫ tn+1

tn

f(q(xj+1/2, t))dt, (2.58)

to approximate the integrals. F n
j+1/2 is called the numerical flux it is defined by the

method used to approximate the integral. Rewriting (2.57) in terms of the numerical

fluxes we have,

Qn+1
j ≈ Qn

j −
∆t

∆x
[F n
j+1/2 − F n

j−1/2]. (2.59)
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Each finite volume method is defined by the choice of numerical flux, that is by the

method used to approximate the flux integrals. Recalling that qnj ≈ Qn
j , we write the

update formula for the approximate solution as,

qn+1
j = qnj −

∆t

∆x
[F n
j+1/2 − F n

j−1/2]. (2.60)

To define the numerical fluxes for the first-order Godunov scheme, we begin by as-

suming qnj is known for all j. We define the reconstructed solution at time tn to be,

q̃n(x, tn) = qnj ∀ x ∈ Cj. (2.61)

We then evolve q̃n(x, tn) to time t = tn+1. This is done by considering each discontinuity

as a local Riemann problem. The time step ∆t is chosen such that the waves from

adjoining subintervals do not interact. Once we have evolved the solution, we know that

it will be constant along the ray (x− xj+1/2)/t = 0. This says that

q̃n(xj+1/2, t) = q̃n(xj+1/2, tn+1) ∀ t ∈ (tn, tn+1). (2.62)

By substituting q̃n(xj+1/2, tn+1) in Equation (2.58), we obtain an approximation for

F n
j+1/2, that can be used in Equation (2.57), and give the first-order Godunov scheme for

a scalar conservation law in one dimension,

F n
j−1/2 =

minqnj−1≤p≤qnj f(p) if qnj−1 ≤ qnj

minqnj ≤p≤qnj+1
f(p) if qnj ≤ qnj+1

. (2.63)

Higher-order Godunov schemes can be derived by using higher-order polynomial re-

constructions of the solution. However, care must be taken when reconstructing using

high-order polynomials to ensure that undesired oscillations are not introduced [40, 61,

81]. While this method is very good at solving Riemann problems and propagating dis-

continuities in the solution, is has some difficulties as well. For many nonlinear problems,

a solution of the Riemann problem may be very difficult to obtain, or may not exist. Ap-

proximate Riemann solvers have been introduced to deal with this [77], but they can also

be computationally expensive.
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Figure 2.5: Staggered grid used in central difference methods.

2.2.2 Central Difference Methods

Central difference schemes were introduced by Nessyahu and Tadmor [67] as an alterna-

tive finite volume scheme that could handle discontinuities without requiring Riemann

solvers. An example of such a method is the Lax-Friedrichs method, the numerical flux

for which is,

F n
j−1/2 =

1

2
[f(qnj−1) + f(qnj )]− ∆x

2∆t
(qnj − qnj−1). (2.64)

This method does not use a Riemann solver and can be applied to very general problems.

The downside is that it is first-order and introduces a high amount of diffusivity into the

solution. We introduce central schemes by showing how Lax-Friedrichs can be derived

as one.

Central difference methods work by defining the interval Cj around each point xj

as (xj−1, xj+1), so that the cells are twice the length. A staggered grid is then defined

at each time step, as seen in Figure 2.5. The conservation law is integrated across the

region Cj × (tn, tn+1) as above. The approximate cell averages qnj are known at time
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tn. This is used to create a piecewise polynomial approximation q̃(x, tn) which is used

to evaluate the flux integrals. A higher order polynomial approximation yields a higher

order method. If a piecewise constant approximation is used, the Lax-Friedrichs method

is obtained [55], pp. 198-199.

The method used in this work utilizes a piecewise linear approximation and incor-

porates local speed of propagation into the calculations. It was developed by Kurganov

and Tadmor[46]. It is second order and does not use a staggered grid. The method can

be written in semi-discrete form,

d

dt
qj(t) = −

Fj+1/2(t)− Fj−1/2(t)

∆x
. (2.65)

Here we see we have discretized in spatial, and left the temporal derivative alone. The

function qj(t) denotes the approximation within the cell Cj as a function of time. This

allows us to use high order temporal discretizations.

The numerical fluxes defined in [47] are given by,

Fj+1/2(t) =
a+
j+1/2f(q−j+1/2)− a−j+1/2f(q+

j+1/2)

a+
j+1/2 − a

−
j+1/2

+
a+
j+1/2a

−
j+1/2

a+
j+1/2 − a

−
j+1/2

[q+
j+1/2 − q

−
j+1/2]. (2.66)

The linear reconstruction gives the following definitions,

q+
j+1/2 = qj+1 −

∆x

2
(qx)j+1 (2.67)

q−j+1/2 = qj +
∆x

2
(qx)j (2.68)

where (qx)j is an approximation of the derivative within the cell using a limiter such as

minmod [36, 51, 71].

Finally, the local speed of propagation is introduced through the values of a+
j+1/2 and

a−j+1/2. We denote
∂f

∂q
as the Jacobian of the flux for a system of conservation laws, and

we order its eigenvalues so that λ1 < . . . < λN . Then we have that,

a+
j+1/2 := max

ω∈C(q−
j+1/2

,q+
j+1/2

)

{
λN

(
∂f

∂q
(ω)

)
, 0

}
(2.69)

a−j+1/2 := min
ω∈C(q−

j+1/2
,q+
j+1/2

)

{
λ1

(
∂f

∂q
(ω)

)
, 0

}
, (2.70)
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Figure 2.6: Progression for one time step of the Kurganov-Tadmor method. Values of
w used to eliminate staggered grid.

where C(q−j+1/2, q
+
j+1/2) is the curve in phase space connecting the two states. These

quantities approximate the left and right speed of propagation of the waves created

by the discontinuities between cells. For the flux functions we consider, these can be

rewritten as,

a+
j+1/2 = max

{
λN

(
∂f

∂q
(q−j+1/2)

)
, λN

(
∂f

∂q
(q+
j+1/2)

)
, 0

}
(2.71)

a−j+1/2 = min

{
λ1

(
∂f

∂q
(q−j+1/2)

)
, λ1

(
∂f

∂q
(q+
j+1/2)

)
, 0

}
. (2.72)

This method is illustrated in Figure 2.6. We see the linear reconstruction of the cell

averages at time tn. The rays eminating from the discontinuities show the maximum

distance the waves can travel, as given by a+
j+1/2 and a−j+1/2. The values of w are used

by the method to eliminate the need for a staggered grid, making the method easier
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to implement. Finally all these values are combined to obtain the updated solution

approximation qn+1
j .
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Chapter 3

Model of Laser Drilling

3.1 Introduction

Since the invention of lasers by Maiman in 1960 [86], researchers have found many uses

in different areas. Lasers are used to create circuit boards [75]. They can be used for

alignment purposes, as in an atomic force microscope [78]. Lasers have also found many

applications in medical fields, such as dentistry [74] or biomedical devices [42]. Finally,

lasers can be used in machinery, which include cutting, welding and drilling [76]. This

work is interested in the use of lasers in drilling.

Laser drilling is used mostly on metals and ceramics [76]. The process of laser drilling

is mainly thermal, where the energy from a high powered laser is used to melt or evaporate

the material to be drilled. There are two types of drilling methods, percussion and

trepanning. In trepan drilling, the laser is moved about the circumference of the hole to

cut out the shape desired [21]. In percussion drilling, both the laser and the workpiece

remain stationary and material is removed until the desired depth is reached. Percussion

drilling can also use multiple short pulses instead of a single pulse. The disadvantage

of multiple pulses is that some of the material begins to solidify and must be melted

again with each pulse. When high powered lasers are used, lasers with intensity in the

range > 105 W/cm2, material is removed through both vaporization and melt ejection

[30]. Through the process of vaporization, the material is heated by the laser intensity

above its melting point and evaporates. Melt ejection is a byproduct of vaporization. As

the material evaporates, the vapor creates pressure which acts on the liquid material and

forces it in a radial direction removing it from the hole [30].
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Laser drilling has many advantages over traditional drilling techniques. First equip-

ment failure does not depend on the amount of use of the laser. In traditional drilling

techniques, some kind of a bit is used to drill into the material. After a certain number

of times used, the bit will fail and must be replaced. While a laser can still malfunction,

it does not wear out as a bit does. A laser also has very low heat output to the sur-

rounding area of the hole. Due to the thermal nature of the drilling process, lasers are

able to drill into a wider range of materials, such as ceramics, that would prove difficult

with mechanical drilling due to cracking. Laser drilling can also be easily automated

for production lines, being able to drill at a rate of 100 holes per second. The diameter

and shape of the hole can be changed without needing to change bits. Finally, a unique

property of laser drilling is the size of hole that can be drilled. Depending on the power

and duration of pulse, holes can be made with a diameter on the nanometer scale. This

is not achievable by any mechanical method [14, 76].

3.1.1 Previous Work

There are many aspects involved in laser drilling. As mentioned above, evaporation and

melt ejection are the two main processes by which material is removed from a workpiece.

A model including melt ejection was first introduced by von Allmen [1]. This used a recoil

pressure induced from the vaporization to model the ejection of the liquid material. Chan

and Mazumder [12] created a model that used both melt ejection as well as evaporation

to model material removal. This one-dimensional steady-state model treats both the

solid-liquid and the liquid-vapor interfaces as free boundaries. The solid-liquid interface

was modeled as a classical Stefan problem. A classical Stephan problem models the phase

change of a material, tracking the free boundary between the phases [64]. A Knudsen

layer was assumed to form between the liquid and the vapor. This is a small region where

the vapor is in a non-equilibrium state represented by a boundary layer in the solution

[43]. A discontinuity in the states was assumed to exist across this layer. The equations

describing the states on either side of this discontinuity were obtained from the well-cited

Knight paper [43]. This model was used to study the damage done to the material due

to the evaporation and melt ejection. Transient two dimensional models were considered

by both Ganesh [30] and by Kar and Mazumder [41]. The model by Ganesh put great

emphasis on the melting and solidification process. They assumed the temperature to be

constant across the liquid-vapor interface, and did not take the free boundary of the hole
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into account in their boundary conditions. Kar and Mazumder created a model to study

the damage done to a material by the drilling process. They utilized the conservation of

energy, that is the Stefan condition, at the solid-liquid and liquid-vapor interface. The

Stefan condition, as well as the effects of the curvature of the hole, were taken into account

at various places along the hole shape and then interpolation was used to determine the

size and shape of the hole.

The above models incorporated the power from the laser by way of energy conserva-

tion. This is essentially considering the power flux as a surface element. Another method

that has been used is to consider the power flux as a volumetric element. This is the

method used by Yilbas [92, 93, 94]. He initially studied the steady state problem of laser

drilling with a volumetric source term. He was able to determine an analytical solution for

the temperature profile within the dense phase. He then considered the one-dimensional

time-dependent problem. Again the temperature profile was determined analytically

using Laplace transform. Then the full two-dimensional time-dependent problem was

considered with an enthalpy method used to model phase change from solid to liquid.

This sequence of three papers is a good example of how models for laser drilling have

been taken from an initial state and grown to incorporate more of the physics involved

in the process.

Recently, work has been done to model some of the more complicated aspects of laser

drilling. For instance the plasma, that is ionized vapor, that can be created during laser

drilling. Sankaranarayanan [79] considered the effect of the vapor and plasma on the laser

itself, as well as the surface temperature of the dense phase. In [84], Solana considers

the absorption effect of the vapor on the power of the laser. An averaged absorption

coefficient is used to model the attenuation of the laser beam intensity.

Finally, we note the research of Shusser [82]. Here we see a simplified, one-dimensional

model presented to describe the laser drilling process. The hole is assumed to be purely

one-dimensional and the vapor is fully modeled by gas dynamics. The work presented

here follows along these same lines, in that we try to simplify the modeling of the laser

drilling process. However, we consider the hole to have an axisymmetric geometry, while

keeping the model one-dimensional. We also use the work of [43] to determine only the

necessary variables of the vapor, and incorporate experimental data to fit geometrical

parameters included in our model.
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Figure 3.1: Experimental data showing the spatial dependency of the laser intensity in
the x and y directions.

3.1.2 Overview of the Model

The purpose of this model is to represent the laser drilling process with low computational

costs. To this end, certain simplifying assumptions were made. Regarding the laser

process itself, it is assumed that the removal of material is dominated by the vaporization

process, therefore melt ejection is not modeled. To simplify calculations, all aspects of the

laser drilling process are modeled in one dimension. The vaporized material is assumed to

not interact with the laser. Finally the hole is assumed be have axisymmetric geometry.

The model is separated into three parts, the heat transfer, the Knudsen layer, and the

computation of the speed of drilling. To solve the heat transfer problem within the solid,

radial averaging techniques are used on the heat equation to assume a three-dimensional

shape for the hole but keep the model one-dimensional. The Knudsen layer problem

employs kinetic theory and the work of Knight [43] to determine the states of the vapor.

These values determine the speed of drilling over a particular time step. An iteration

procedure is required to determine the speed of drilling since that speed is used in the

heat transfer problem. Calculating the speed of drilling over time gives the depth of the

hole being drilled, which is compared with experimental data.

3.2 Model of Workpiece

The first component of the model considers the effect of the laser on the solid workpiece

that is being drilled. In particular, the temperature of the workpiece is modeled using
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Figure 3.2: Three-dimensional representation of the workpiece and hole. Radius of hole
at surface is given by R and hole depth is given by ξ.

the heat equation. The solid portion is assumed to be homogenous. The properties of

the laser are obtained from our collaborator Dr. Tu [87]. In particular, the power profile

of the laser, that is the spatial dependency of the laser intensity, is shown in Figure 3.1.

We approximate this data by defining the laser intensity to have a Gaussian profile,

W (r, t) = W0(t)e−2(r/Rb)
2

, (3.1)

where r is the radial distance from the center of the laser beam. The peak laser intensity

W0(t) is obtained from experiments. Experimentalists also define a laser beam radius

Rb, which is defined as the radius at which the laser intensity is W0(t)e−2.

These assumptions on the material and laser beam lead to an axisymmetric model.

Therefore we consider the problem in cylindrical coordinates as shown in Figure 3.2.
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3.2.1 Heat Equation

The problem is considered to be axisymmetric, and cylindrical coordinates are used,

therefore the heat equation for the solid is written in the following form,

ρscs
∂T

∂t
= ks

[
1

r

∂

∂r

(
r
∂T

∂r

)
+
∂2T

∂z2

]
r > 0, z > 0, t > 0 (3.2)

T (r, z, 0) = T0 r > 0, z > 0 (3.3)

ks∇T · n = −Wnz + ρsLvu · n (r, z) ∈ Γ (3.4)

lim
r,z→∞

T = T0 (3.5)

where Γ is the boundary of the hole, n is the outward normal vector at the boundary,

and u is the velocity of the interface at each point along Γ. The physical parameters

are listed in Table 3.1. This models the solid region using a two-dimensional equation,

Table 3.1: Parameters of the heat equations

ρs (kg/m3) Density of the solid
cs (J/kg K) Specific heat of the solid
ks (W/m K) Thermal conductivity of the solid
Lv (J/kg) Latent heat of vaporization
W (W/m2) Laser intensity
T0 (K) Ambient temperature of the solid

however as mentioned before we would like our model to be one-dimensional. Therefore

we use radial averaging to reduce (3.2) to a one-dimensional equation.

3.2.2 Radial Averaging

Before we employ averaging techniques, we argue that the variation of the temperature

along the radial direction is negligible. This argument justifies using radial averaging,

as well as some assumptions used to simplify after averaging is applied. We present this

argument by first non-dimensionalizing equation (3.2). We use the following change of
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variables,

r∗ = Rb z∗ =
ks(Tv − Tm)

W
t∗ = ρscsks

(Tv − Tm)2

W 2

where Rb is the laser beam radius and Tv, Tm are the vaporization and melting tempera-

ture of the material, respectively. We now define our non-dimensional variables,

r̂ =
r

r∗
ẑ =

z

z∗

t̂ =
t

t∗
T̂ =

T − Tm
Tv − Tm

.

Using these variables in equation (3.2) and dropping the bar notation for simplicity we

get,

∂T

∂t
= ε

1

r

∂

∂r

(
r
∂T

∂r

)
+
∂2T

∂z2
. (3.6)

Table 3.2 shows the values for the above variables typical of the experiments simulated.

Plugging these values in we see that,

ε =
k2
s(Tv − Tm)2

W 2R2
b

≈ 10−7 (3.7)

This tells us that, compared to the axial direction, the change of the temperature in the

radial direction is negligible.

The two shapes assumed are a cone and a paraboloid as seen in Figure 3.3. Since we

assume the hole is axisymmetric, we can prescribe the shape of the hole by defining the

radius s(z, t) as a function of the depth. The maximum hole depth is denoted by ξ(t),

this is the depth of the hole along the z axis. The hole radius is denoted by R(t) and is

defined to be the radius of the hole at z = 0. The hole depth ξ(t) is the quantity we wish

to determine from this model, as it is the most easily verifiable data point, which leaves

R(t) as an unknown function. Therefore some assumption must be made about R(t) in

order to have a fully determined shape. As stated above, based upon experimental data

we assume that the hole radius is proportional to the depth. We define this relation by

R(t) = κξ(t), (3.8)
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Figure 3.3: Assumed hole shapes; left: cone, right: paraboloid.

where κ is a proportionality constant. We can now define the shapes used by this model.

We define the radius of the cone and paraboloid as a function of the axial direction z

and time t to be,

s1(z, t) =

κ1(ξ(t)− z) if z < ξ(t)

0 if z ≥ ξ(t)
Conical profile (3.9)

s2(z, t) =

κ2

√
ξ2(t)− ξ(t)z if z < ξ(t)

0 if z ≥ ξ(t)
Parabolic profile. (3.10)

While these are the shapes we use in our model, it is interesting to notes that these are

specific examples of a more general shape profile,

s`(z, t) =

κ`
(
ξ`(t)− ξ(t)`−1z

) 1
` if z < ξ(t)

0 if z ≥ ξ(t)
.
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If we take the limit of this general shape profile as `→∞ we get,

lim
`→∞

s`(z, t) =

κ∞ξ(t) if z < ξ(t)

0 if z ≥ ξ(t)
Constant profile. (3.11)

This is the constant profile since we assume that R(t) = κξ(t). We use this as our third

and final profile. Note that using this shape is the same as assuming our problem to be

fully one-dimensional, without the radial averaging done below.

We now begin radially averaging (3.2) using a general shape profile s(z, t). We define

the radial average of some quantity q by,

q(z, t) =
1

π(4R2 − s2)

∫ 2π

0

∫ 2R(t)

s(z,t)

q(r, z, t)rdrdθ

=
2

4R2 − s2

∫ 2R(t)

s(z,t)

q(r, z, t)rdr (3.12)

dz
2R(t)s(z,t)

Figure 3.4: Infinitesimal washer over which we integrate to obtain the radially averaged
equations.

where we integrate over a washer within the solid at depth z and divide by the area of

that washer, see Figure 3.4. To obtain (3.2) in terms of averaged quantities, we apply

the above averaging operator to each term in the equation.
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We now derive the radially averaged heat equation. First we average the time deriva-

tive,

∂T

∂t
=

2

4R2 − s2

∫ 2R(t)

s(z,t)

∂T

∂t
rdr

=
2

4R2 − s2

∂

∂t

∫ 2R(t)

s(z,t)

Trdr +
2

4R2 − s2

[
T (s, z, t)sṡ− T (R, z, t)RṘ

]
=
∂T

∂t
+

2

4R2 − s2

[
(RṘ− sṡ)T + T (s, z, t)sṡ− T (R, z, t)RṘ

]
.

Next we average the axial derivative,

∂2T

∂z2
=

2

4R2 − s2

∫ 2R(t)

s(z,t)

∂2T

∂z2
rdr

=
2

4R2 − s2

[
∂2

∂z2

∫ 2R(t)

s(z,t)

Trdr +
∂

∂z
(T (s, z, t)ss′) +

∂

∂z
(T (s, z, t)) ss′

]

=
∂2T

∂z2
− 4ss′

4R2 − s2

[
∂T

∂z
− ∂

∂z
T (s, z, t)

]
− 2((s′)2 + ss′′)

4R2 − s2

[
T − T (s, z, t)

]
.

We use the dot notation to denote a time derivative, and the prime notation to denote

an axial derivative. From arguments above we see that the radial derivative of the

temperature is zero. Combining each of these terms we get,

ρscs
∂T

∂t
= ks

[
∂2T

∂z2
− 4ss′

4R2 − s2

(
∂T

∂z
− ∂

∂z
T (s, z, t)

)
−

2((s′)2 + ss′′)

4R2 − s2

(
T − T (s, z, t)

)]
Also from arguments above T = T (s, z, t) at each fixed depth z, so the last term in the

above equation drops out. Now dropping the bars for convenience the averaged heat

equation becomes,

ρscs
∂T

∂t
= ks

[
∂2T

∂z2
− 4ss′

4R2 − s2

(
∂T

∂z
− ∂

∂z
T (s, z, t)

)]
. (3.13)
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3.2.3 Boundary Conditions

Next we must average the boundary conditions. The boundary condition at infinity

does not change in the averaged case. However, we must deal with the condition at the

interface of the hole. Recall that the boundary condition is given by,

ks∇T · n = −Wnz + ρsLvu · n (r, z) ∈ Γ. (3.14)

This condition is a typical Stefan condition, which results from conservation of energy

across the interface. In this case, there is a balance between the input of energy due to

the laser power flux, and the loss of energy due to the fact the hole interface is moving.

Due to the non-dimensionalization argument above, the radial component of the tem-

perature gradient term is neglected, giving us an ordinary derivative in the axial direction

only. The main complication comes from the moving interface term, namely from calcu-

lating the velocity function u. This function determines how each point on the interface

changes with time. In terms of simulating our model; given the interface at time t,

Γ(t) = {(r, z)|0 ≤ z ≤ ξ(t), r = s(z, t)}

u maps Γ(t) to Γ(t + ∆t). There is no obvious way to define u; however, since our goal

is a one-dimensional model in the z-direction, we choose to define u as pointing in the

z-direction. Put more precisely, given Γ(t) defined by,

r = s`(z, t)

we can rewrite this as,

z = ξ(t)− r`

κ``ξ
`−1(t)

. (3.15)

Taking the time derivative of (3.15), we get the velocity in the axial direction. We can

then define our velocity function as,

u =

[
0

ż

]
=

 0

ξ̇

(
1 + (`− 1)

(
r`

κ``ξ
`

)) , (3.16)

35



where ξ̇ = U is the speed at which the hole is being drilled, which is still unknown.

Now using (3.16) in the Stefan condition (3.14), we can rewrite it as an averaged

boundary condition,

ks
∂

∂z
T (s, z, t) = −W + ρsLvU

(
1 + (`− 1)

(
r`

κ``ξ
`

))
(3.17)

= −W + ρsLvuz,`,

where ` = 1, 2 depending on which shape we choose for the hole.

Our final step is to calculate the temperature at the evaporation front. This scalar

value, which we call Ts, will be needed in the final two parts of the model. To convert the

temperature at the boundary into a scalar value, we average across the boundary of the

hole. This can be done in several ways, we choose to integrate the temperature across

the boundary, defining Ts as,

Ts =

∫
Γ
T (r, z, t)dS∫

Γ
dS

, (3.18)

where Γ represents the boundary of the hole, therefore the integral in the denominator

gives the surface area of the hole.

3.3 Model of the Vaporized Material

The next part of our model considers the state of the evaporated material. Recall that

we assume the removal of material is done solely through vaporization. Therefore we

must accurately model the vapor created by the drilling process, as it will contribute

to calculating hole depth. Early work by Hertz and Knudsen on evaporation of liquid

mercury in a vacuum showed that strong phase change processes, such as vaporization

by a high powered laser, requires the use of kinetic theory, due to non-equilibrium effects.

Therefore, we use kinetic theory, as well as the macroscopic Euler gas dynamics equations

to model the state of the vapor.

This section describes kinetic theory, and a phenomenon called the Knudsen layer.

An overview of the physics behind the Knudsen layer is given, as well as its properties.

Then the use of the physics of the Knudsen layer to our model is given, as well as the

process for determining the state of the vapor. This process comes mostly from a well
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cited paper in this field by Knight [43].

3.3.1 Kinetic Theory of Gases

Kinetic theory was first developed by Maxwell and Boltzmann to describe the state of

gases. Molecules within a gas can be modeled in many ways, but one of the simplest is as

a hard elastic sphere. The equations to describe the dynamics of a group of elastic spheres

are well known, however, to use these mechanical equations to describe molecules within

a gas would be prohibitively difficult, due to the large number of molecules present.

Therefore, a statistical approach is necessary to describe gases. Instead of modeling

the position and velocity of each molecule, the probability that a particle is at a point

x with velocity ξ is determined [11], pp. 1-2. This method simplifies the equations

and computation, but sacrifices information about the particles. However, this loss of

information is acceptable since experimentally, we are unable to see this microscopic

information of position and velocity. The macroscopic information of temperature, bulk

velocity, density, etc., that we are able to determine experimentally, we can obtain from

the probabilistic model that we get from kinetic theory.

The particle distribution function f(x, ξ, t), gives the probability that a particle exists

at the point x and time t with velocity ξ. This function can be used to determine the

density, bulk velocity, energy, and other macroscopic quantities, as discussed below. The

equation which governs f is the Boltzmann equation, given by,

∂f

∂t
+ ξ · ∂f

∂x
= Q(f, f), (3.19)

where Q(f, f) is the collision integral. This term takes into account the effect of the

molecules colliding with each other and is dependent upon how the molecules are modeled

[11], p. 9-11. The Boltzmann equation can be used to derive the macroscopic Euler

gas dynamics equations. First we note that there exists a five-dimensional subspace of

continuous functions φ called collision invariants, that satisfy the property,∫
R3

Q(f, g)φ(ξ)dξ = 0, (3.20)

for any distribution functions f and g. This subspace is spanned by the following func-
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tions, usually called the elementary collision invariants [10], p. 72-78,

φ1(ξ) = 1 (3.21)

φ2(ξ) = ξ1 (3.22)

φ3(ξ) = ξ2 (3.23)

φ4(ξ) = ξ3 (3.24)

φ5(ξ) = ‖ξ‖2. (3.25)

Now, if we integrate a particle distribution function f against a collision invariant with

respect to ξ, we get the following macroscopic quantities,∫
R3

fdξ = ρ(x, t) (density) (3.26)∫
R3

fξidξ = ρ(x, t)ui(x, t) (bulk momentum) (3.27)∫
R3

f‖ξ‖2dξ = 2e(x, t) (specific energy) (3.28)

where ui(x, t) is the bulk velocity in the ith coordinate direction, and e(x, t) is the energy

density. Finally, if we integrate the Boltzmann equation against each collision invariant

over velocity space, and after some manipulation we can obtain the Euler gas dynam-

ics equations. This method of integrating a distribution function against a function of

collision invariants is called the method of moments [11], pp. 16-19.

3.3.2 Knudsen Layer

We now take a closer look at the processes that are involved when a laser is applied to

a solid or liquid material, in particular the evaporation and condensation processes. We

assume a dense material, evaporating into a vapor. Molecules from this dense material

evaporate according to some distribution function, which depends on parameters such as

the temperature of the material. At the same time, molecules in the vapor are condensing.

When the system is in equilibrium, the rate of evaporation and condensation is equal,

and the state properties of the vapor and dense material become the same. However,

in general these rates are not equal, and thus the system is not in equilibrium. This

leads to a net transport of material, as well as a difference in the temperature, pressure
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and density between the vapor and the dense material. This difference in states causes

a boundary layer to be created near the dense material in which non-equilibrium effects

occur. This boundary layer has a thickness on the order of the molecular mean free path

and is called the Knudsen layer [95].

The non-equilibrium effects in the Knudsen layer require the use of the Boltzman

equation to determine what goes on inside of the layer. For the process of evaporation,

we consider the one-dimensional steady state Boltzman equation,

ξy∂yf(x, ξ) = Q(f, f). (3.29)

Both Cercignani [11] and Ytrehus [95] examined the solution to (3.29). They proved

that for a solution of this form to exist, M∞ < 1, where M∞ is the Mach number of the

vapor molecules. Therefore, the vapor just outside the Knudsen layer is required to be

subsonic. This will be useful when considering the jump conditions across the Knudsen

layer.

3.3.3 Jump Conditions for Knudsen Layer

Due to the complexity of the physics within the Knudsen layer, we assume it to be in-

finitesimally thin. This introduces a discontinuity between the state of the dense material

and the state of the vapor. Kinetic theory can be used to describe this discontinuity and

determine conditions that must hold across it.

In [43], Knight calculates the jump conditions that hold across the Knudsen layer.

These are Rankine-Hugoniot like conditions which relate the state of the dense material

to the state of the vapor. Certain assumptions are made by Knight for this calculation.

First, it is assumed that thermal equilibrium is achieved by the gas on the outside of the

Knudsen layer. The emitted particles are also assumed to be in thermal equilibrium with

the solid before they are emitted. These assumptions lead to the following distribution

function at the phase interface,

f =


ρs(2πRTs)

−3/2 exp

[
−
ξ2
x + ξ2

y + ξ2
z

2RTs

]
ξz > 0

βρ(2πRT )−3/2 exp

[
−
ξ2
x + ξ2

y + (ξz − u)2

2RT

]
ξz < 0

, (3.30)

where ρs is the saturation vapor density, R is the specific gas constant, Ts is the tem-
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perature of the solid at the evaporation front, ρ, u, and T are the density, velocity and

temperature of the gas, respectively, and ξi are the components of the velocity vector.

The parameter β will be determined below. Finally, all back-scattered particles are

assumed to condense on the surface of the solid.

Using the distribution function (3.30), we determine the relations across the boundary

by the following conditions,

ρu =

∫
R3

ξzfdξ (3.31)

ρu2 + p =

∫
R3

ξ2
zfdξ (3.32)

u(E + p) =

∫
R3

1

2
‖ξ‖2ξzfdξ . (3.33)

which state that mass, momentum and energy must be conserved across the Knudsen

layer. After integrating and much algebraic manipulation, we obtain the following jump

conditions for the temperature and denisty,

T

Ts
=

√1 + π

(
γ − 1

γ + 1

m

2

)2

−
√
π
γ − 1

γ + 1

m

2

2

(3.34)

ρ

ρs
=
F− +

√
T

Ts
G−

2e−m
2 T

Ts

, (3.35)

with the parameter β given by,

β =

[
(2m2 + 1)−m

√
πTs
T

]
em

2 ρs
ρ

√
Ts
T
, (3.36)

where,

m =
u√

2RT
(3.37)

F−(m) = e−m
2 −
√
πm erfc(m) (3.38)

G−(m) = (2m2 + 1)erfc(m)− 2√
π
me−m

2

. (3.39)
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The variable m is a dimensionless quantity which represents the evaporation rate.

Using equations (3.34) - (3.35), and the state of the solid from our heat model in

Section 3.2, we can calculate the state variables of the gas. However, we are missing

information on the variable m.

3.3.4 Closing the system

The final equation needed to close the Knudsen layer jump conditions is derived from the

physics of the expanding vapor [43]. We know the vapor is expanding into ambient air

and that it obeys the Euler gas dynamics equations. Since the vapor is expanding rapidly

due to the high power of the laser, a shock wave develops between the vapor and the

ambient air. From the Euler gas dynamics equations, there exists a Rankine-Hugoniot

jump condition that relates the state of the vapor to the state of the ambient air across

the shock wave, which can be written as,

uv =

ca

(
pv
pa
− 1

)
γa

√
1 +

γa + 1

2γa

(
pv
pa
− 1

) , (3.40)

where ci =
√
γiRiTi is the sound speed, and the subscripts a, v represent ambient air and

vapor respectively.

We manipulate (3.34), (3.35) to generate a scalar equation for m. With this equation

we can solve for m, and then determine the state of the vapor near the Knudsen layer. We

recall from Section 3.3.2, that the vapor near the Knudsen layer can not be supersonic,

therefore extra care must be taken for vapor that is supersonic away from the Knudsen

layer. Finally we use an empirical model to relate the temperature of the solid to the

saturation pressure called the Clausius-Clapeyron relation, given by,

ps
pa

= exp

[
Lv

RvTref

(
1− Tref

Ts

)]
. (3.41)

where the reference temperature Tref is the temperature required for the solid to produce

vapor with pressure pa. The details of how the above equations are combined into a

scalar equation for m are presented in [43] for both the subsonic and supersonic cases.

We summarize the derivation below.
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Figure 3.5: Shock waves for subsonic vapor flow near the Knudsen layer.

Subsonic Case

In the first situation we assume the ejected vapor is subsonic or sonic. This situation

is represented by Figure 3.5. In this case, the shock wave between the vapor and the

ambient air gives enough information to complete the system. We rearrange equation

(3.40) by solving for
pv
pa

to get,

pv
pa

= 1 + γaMv
cv
ca

γa + 1

4
Mv

cv
ca

+

√
1 +

(
γa + 1

4
Mv

cv
ca

)2
 , (3.42)

whereMv =
uv
cv

is the Mach number of the vapor. Using equation (3.37) and the definition

of the speed of sound given above, we write the Mach speed as Mv = m

√
2

γv
. Finally,

using the Knudsen layer jump condition (3.34), cv is a function of m and Ts. Therefore,

equation (3.42) relates pv and m with Ts and the state of the ambient air as parameters.

Next, we write the ratio of the vapor pressure and the saturation pressure in terms of

the Knudsen layer jump conditions using the ideal gas law,

pv
ps

=
ρv
ρs

Tv
Ts
. (3.43)
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Figure 3.6: Shock waves for supersonic vapor flow near the Knudsen layer.

Equation (3.43) is a function of m due to the Knudsen layer jump conditions given above.

Finally, we combine equations (3.42) and (3.43) in the following way,

ps
pa

=
pv
pa

(
pv
ps

)−1

. (3.44)

Using the Clasius-Clayperon relation (3.41), we write ps in terms of Ts, so equation (3.44)

is a scalar nonlinear equation for m alone.

Supersonic Case

As stated above, the vapor near the Knudsen layer can not move faster than the sound

speed, so in order for the ejected vapor to be supersonic, a rarefaction wave is produced.

The situation where supersonic vapor occurs is shown in Figure 3.6. The vapor at the

Knudsen layer will be sonic, and directly after the Knudsen layer a rarefaction wave will

take the vapor to supersonic speeds. After this wave, the same interaction takes place

between the supersonic vapor and the ambient air as in the subsonic case.

A similar procedure can be used to determine the scalar equation for m in this case,

with an adjustment that must be made to account for the rarefaction wave. First, the

states we are trying to determine, ρv and Tv, are no longer near the Knudsen layer, but
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are downwind of the rarefaction wave, therefore the Knudsen layer jump conditions (3.34)

- (3.35) no longer relate the state of the solid to ρv and Tv. Instead, these equations now

relate the temperature of the solid to the sonic vapor near the Knudsen layer, ρK and

TK . We use the fact that these states are sonic, which implies that m =

√
γv
2

, and the

jump conditions to determine ρK , TK and pK .

We next use the properties of the rarefaction wave to relate the pressure near the

Knudsen layer to the supersonic pressure. From conservation law theory, we know that

Riemann invariants are constant throughout a rarefaction fan. From the Euler gas dy-

namics equations we know that the entropy S as well as P =
2c

γ − 1
+ u are Riemann

invariants for this particular wave. Using the fact that uK = cK , we can derive the

following relation,

cK
cv

=

(
pK
pv

)γv − 1

2γv =
2

γv + 1
+
γv − 1

γv + 1
Mv. (3.45)

Finally, we again use the Rankine-Hugoniot condition that comes from the shock

between the compressed and ambient air. The derived equation is the same, however in

the supersonic case we can not relate the speed of sound cv to m simply. To do this, we

note the trivial equation,

cv
ca

=

√
γv
γa

Rv

Ra

TK
Ta

(
cK
cv

)−1

. (3.46)

Combining this with equation (3.45) we relate cv to our parameter m.

Using the jump conditions (3.34) - (3.35) to determine pK and TK , and equations

(3.45), (3.41) and (3.42), we get the following equation,

ps
pa

=
pK
pv

pv
pa

(
pK
ps

)−1

. (3.47)

3.3.5 Summary of Equations

We now have taken the Knudsen layer jump conditions, along with equations from the

physics of the vapor, and reduced them to a scalar equation for m which depends on the

temperature of the solid at the surface, Ts, for both the subsonic (3.44) and supersonic
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(3.47) case. This equation can be solved numerically to determine m. For the subsonic

case, it is then straightforward to determine the states of the vapor, since they are

involved in the jump conditions. However, for the supersonic case, the jump conditions

give the states near the Knudsen layer, whereas we want the states of the supersonic

vapor. To determine these states we use equations (3.45) and (3.46) to determine cv.

Using cv we determine Tv, pv and ρv.

3.4 Computing the Speed of Drilling

The final step, and in fact the purpose, of the model is to calculate U , the speed at

which the hole depth is increasing. The value for U is determined by assuming the vapor

satisfied the same Maxwellian properties listed above, and using the continuity equation.

Recall that the boundary condition used in the heat transfer model (3.17), U is still an

unknown value, but the results of the heat transfer model are needed in the formula for

U . This implies that there is a dependency between U and Ts. To solve this, an iterative

procedure is used.

3.4.1 Equation for U

The equation to determine the speed of the interface is derived from the continuity

equation through a similar procedure to how we determined the Knudsen layer jump

conditions. We again assume that the vapor molecules behave according to the following

distribution function,

f =


ρs(2πRTs)

−3/2 exp

[
−
ξ2
x + ξ2

y + ξ2
z

2RTs

]
ξz > 0

βρ(2πRT )−3/2 exp

[
−
ξ2
x + ξ2

y + (ξz − u)2

2RT

]
ξz < 0

, (3.48)

where T and ρ are the states of the vapor determined from the Knudsen layer model. By

applying the method of moments to this distribution function and using the continuity

equation, we get the following equation,

U =

√
RTs
2π
− ρ

ρs

√
RT

2π
β(m)F−(m), (3.49)
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Figure 3.7: Flow of the model.

where F−(m) is defined by equation (3.38) and β(m) is defined by equation (3.36).

Notice that equation (3.49) requires information from both the heat transfer model and

the Knudsen layer model.

3.4.2 Determining U by iteration

A dependency exists between U and the result of the heat transfer model Ts. We have

a method for determining either of these values, should the other one be known. To

determine both values, we must use an iterative method. More precisely, we treat the

determination of U as a nonlinear function, and solve that function using a numerical

solver.

We start by defining F(U) as the function which takes a value of U and returns an
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updated value of U by the following procedure:

Step 1: Given a value for U and a temperature profile T n, use the heat transfer model

(3.13) and (3.17), to solve for the temperature profile at the next time step, T n+1.

Average T n+1 over the boundary of the hole to determine Ts.

Step 2: Use Ts as a parameter in the Knudsen layer model to compute m, ρv, Tv, and

pv.

Step 3: Use Ts, m and the state variables of the vapor in equation (3.49) to determine

a new value for U .

Therefore, F(U) uses the entire model to update the value of U . To determine a value for

U , we look for a fixed point of F(U). This is done by numerically solving the following

equation,

F(U)− U = 0 (3.50)

using the secant method. Refer to Figure 3.7 to see the flow of the model over one time

step.

3.5 Implementation of the Model

A finite difference method is implemented to solve the averaged heat equation in the

heat transfer model. The standard second order finite difference discretization is used on

the first and second spatial derivatives. When discretizing the temporal derivative a first

order implicit-explicit method is used, resulting in the following time step formula,

T n+1 =
(
I − α∆tD2

)−1
[
T n − 4ss′

R2 − s2

(
D1T n − ∂

∂z
T (s, z, t)

)]
, (3.51)

where α = ks
ρscs

,∆t is the time step, T n is a vector representing the temperature across

the spatial nodes, and D1 and D2 are the discretization operators for the first and second

derivatives respectively. We discretize the temporal derivative in this way for stability

purposes. This allows us to choose a time step on the order of ∆x as opposed to ∆x2.

The spatial domain, which is given in the z direction is set to 5×10−4m, and the number

of nodes used to discretize that domain is N = 1000. When calculating the value for Ts,
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we approximate the integral in the numerator of equation (3.18) using the midpoint rule,

while the surface area of the hole is calculated analytically.

As stated in Section 3.3, the model of the Knudsen layer is solved by finding the

solution to a scalar nonlinear equation for the dimensionless variable m. This is done

with Newton’s method. This iterative method for solving nonlinear equations is given

by the following formula,

xn+1 = xn − f(xn)

f ′(xn)
, (3.52)

where xn is the nth iterate, and f(x) is the nonlinear function being solved. The derivative

of f(x) was computed exactly using Maple. For termination criteria, an absolute error of

ε = 10−7 is used, and the value of m at the previous time step is used for the initial iterate.

We also must account for the fact that there is different equation for the subsonic and

supersonic cases. Our procedure for dealing with this is to solve the subsonic equation

if the Mach number M < 1.5. If the solution of that equation gives a Mach number

greater than unity, we solve the supersonic equations. This allows us to switch well from

subsonic to supersonic and vice versa.

To compute the speed of the solid vapor interface U , we find a fixed point to the

function F(U) defined in section 3.4 by the previous steps in the model. Due to the fact

that there is no analytical expression for F(U), we use the secant method to determine

this fixed point. The secant method is a derivative free method for determining roots of

a function. It is given by the following formula,

xn+1 = xn − xn − xn−1

f(xn)− f(xn−1)
f(xn). (3.53)

This method is similar to Newton’s method, in that it approximates the derivative with

a finite difference between the previous two iterates. A relative error tolerance of UTOL =

10−8 is used. Due to the small time step, the value of U changes very little from one time

step to the next, this means that the secant method converges in few iterations.

The final step to the implementation of this model is the parameter estimation. Recall

from the heat transfer model, the radius of the top of the hole is given by,

R(t) = κξ(t), (3.54)
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with κ being a free parameter to be determined from experimental data. We have two

pieces of experimental data to use for parameter estimation, the hole depth dexp and the

hole radius rexp. The hole depth and radius resulting from the model and a parameter

value of κ will be denoted dmod(κ) and rmod(κ) respectively. To perform the parameter

estimation, we minimize the following cost functional,

J(κ) =

(
dmod(κ)− dexp

dexp

)2

+

(
rmod(κ)− rexp

rexp

)2

. (3.55)

We minimize J(κ) using the Nelder-Mead method, a symplectic method for minimization,

and it requires approximately 15 iterations for this method to converge.

3.6 Results

Following experiments done by our collaborators, led by Dr. Tu, we simulate drilling into

a slab of 316 stainless steel. The parameters used to simulate this material are given in

Table 3.2 [65].

Table 3.2: Material properties of 316 stainless steel and laser parameters; the ”star
values” are estimated from measured values for iron, the ”dagger” values are estimated
from 304 stainless steel [13].

density ρ 7500 kg/m3 heat capacity c 630 J/kg K
melting temp. Tm 1400 ◦K vaporization temp. T ?v 3134 ◦K
thermal conductivity k 29 W/m K latent heat of fusion Lf 2 ×105 J/kg
latent heat of vap. L†v 7.6 ×106 J/kg beam diameter 10 µm

We obtained the temporal power profile of the laser from Dr. Tu’s lab as shown in

Figure 3.8(left). Recall that the laser has a spatial profile of a Gaussian curve, so Figure

3.8 shows the power of the laser at the peak of the Gaussian curve as a function of time.

While this figure is available to us, the data is not, we therefore visually approximated

the profile using the figure as a reference, see Figure 3.8(right). This approximate laser

profile was used as input to the heat transfer model.
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Figure 3.8: (Left) Profile of the peak laser power as a function of time. (Right) Approx-
imate power profile used in computations.

We were able to obtain many results from this model. All the results are given

for three cases, depending on the assumed shape of the hole. The cone(` = 1) and

paraboloid(` = 2) models are shown, as well as a hole with constant radius(` → ∞),

which corresponds to a purely one-dimensional heat transfer model. Figure 3.9 shows

the temperature at the hole interface, Ts, as a function of time. Notice that the one-

dimensional model fails to capture the initial spike in temperature that the other models

attain. A time profile of the speed at which the hole is being drilled, U , is shown in

Figure 3.10. Again, a spike in the speed is captured by the parabolic and conical models

that is missed by the one-dimensional model.

0 1 2 3 4 5
0

1000

2000

3000

4000

5000

6000

7000

time(µs)

S
ur

fa
ce

 T
em

pe
ra

tu
re

(K
)

0 1 2 3 4 50

2000

4000

6000

8000

10000

time(µs)

Su
rfa

ce
 T

em
pe

ra
tu

re
(K

)

 

 

Cone Model
Paraboloid Model

Figure 3.9: Average surface temperature of the dense material as a function of time for
the three difference hole types.
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Table 3.3: Experimental and numerical results.

Hole Depth Hole Radius

Experimental Data 185 µm 11.5 µm
One-d. profile (`→∞) 80 µm
Conical profile (` = 1) 109.52 µm 7.31 µm
Parabolic profile (` = 2) 82.4 µm 7.05 µm

We are able to obtain other data from our model, such as the vapor pressure and

temperature as functions of time, however, this data is not helpful to us since we have

nothing to compare it against. Due to the violent and rapid nature of the laser drilling

process, it is not possible to get dynamic data experimentally. There is no accurate

method of reading the state of the gas or solid during the drilling procedure. Given this,

the only experimental data we have to validate our model is the hole depth and radius,

as this can be determined after the drilling is finished. This data is obtained from Dr.

Tu’s laboratory, by finely grinding the material until the hole is reached. A measurement

of the hole depth and radius can then be taken by looking at the profile. While this

method is delicate, it is still much more accurate than any other data from the drilling

process. Table 3.3 shows the experimental results as well as the results of our model for

the hole depth and top radius.
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Figure 3.10: Velocity of drilling as a function of time for the three different hole types.

Finally, we consider how our results vary when the power profile is changed. This
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Table 3.4: Results due to varying power profiles.

CONE PARABOLOID
Pulse Length Hole Depth Hole Top Radius Hole Depth Hole Top Radius

Normal Pulse 109.52 µm 7.31 µm 82.4 µm 7.05 µm
1 µs 111.13 µm 7.41 µm 83.78 µm 7.17 µm
2 µs 113.6 µm 7.57 µm 85.92 µm 7.35 µm
3 µs 115.1 µm 7.67 µm 87.25 µm 7.46 µm
4 µs 115.6 µm 7.71 µm 87.73 µm 7.51 µm

was done experimentally by our collaborator Dr. Tu, by increasing the length of the tail

in the power profile, that is the portion of the profile that stays at approximately 300

W. Whereas the tail in the profile shown in Figure 3.8 lasts for about .5 µs, we increase

it to go to 1, 2, 3, and 4 µs. The same value of κ that was determined earlier is used in

these calculations as well. Table 3.4 shows the results of this trial. We see that as the

tail is increased, the depth does not change significantly. This is in direct contrast to the

experimental results, where the depth increases significantly as the profile tail increases.

The reason for this discrepancy is that melt ejection is not taken into account in our

model. After the initial spike, the removal of material is due mainly to melt ejection,

therefore our simulation would not model this extra removal.

3.7 Conclusions

The model we have created for laser drilling is relatively inexpensive. The computation

of the heat transfer problem is one-dimensional, and solving for the states of the vapor

is reduced to solving a nonlinear scalar equation. While the iterative method used to

calculate U requires the model to be run several time per time step, it is still less compu-

tationally intensive than a two-dimensional model. Neglecting the effects of melt ejection

limits the ability of our method to accurately approximate the experimental data. In [88]

we see laser drilling in a similar power regime. There it is shown that evaporation ac-

counts for approximately 50-60% of the hole depth. We see that this agrees with the

results from our model. Therefore, our results approximate the evaporation of the ex-

perimental data. This model could be improved by incorporating melt ejection in a way
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that does not increase the computational cost significantly.
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Chapter 4

Transport on Networks

4.1 Introduction

A network consists of a set of objects that are related to each other. The objects are

called vertices or nodes, and the relations between the objects are called edges, see

Figure 4.1. This general definition gives a mathematical model for many situations.

There are numerous examples of networks. Some of the first real-world networks to be

studied were social networks [7, 62, 66, 80]. The vertices of a social network are people

or groups of people, and the edges represent connections or interactions between those

people. Computer networks such as the Internet show the physical connection between

computers. Information networks, such as the World Wide Web, show how sets of data are

linked to each other [38]. Technological networks are usually man-made networks used

Figure 4.1: A sample network [68].
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to transport material or information. Examples of this type of network include roads

[31, 37], railways [49], electric power grids [89], and gas pipes [4, 15, 16]. Technological

networks can also include naturally made phenomenon such as rivers [25, 63] or blood

vessels. Many interesting phenomenon can be classified under biological networks. This

would include a food web, a network of metabolic pathways, or protein interactions.

Neural networks and vascular network are also examples [68].

A network is also called a graph in mathematical terms. A formal definition is given

here.

Definition 3. A graph is a pair G = (V,E), such that E ⊆ V × V . Thus, each element

of E is related to two elements of V . Elements of V are called vertices or nodes, and

elements of E are called edges [24].

The mathematical theory of graphs has been well studied, dating back to Euler’s solution

of the Königsberg bridge problem in 1735 [68]. The rich mathematical theory of graphs

is helpful for applied problems such as social networks or information networks. Two

other definitions are useful when describing properties of networks and problems defined

on them [72].

Definition 4. The restriction G|v of a graph G to the vertex v is defined by,

G|v = {e ∈ E|e = (w, v) or e = (v, w)}. (4.1)

This is the set of all edges connected to the vertex v.

Definition 5. The index G(v) of a vertex v is defined by,

G(v) = |G|v| . (4.2)

That is, the index of v is equal to the number of edges that are connected to v in the

graph.

Recently, due to the invention of computers and rapid, global communication, in-

creasingly larger networks have been considered. This has shifted the focus on networks

from classical graph theory toward a statistical viewpoint. With networks whose num-

ber of vertices are on the order of millions or billions, see Figure 4.2, the importance

of a particular vertex or edge has diminished. Another aspect of networks involves the
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Figure 4.2: Visualization of a portion of the Internet network. Example of a network
that is on the upper limit of what is useful to visualize [68].

visualization of them. For smaller networks, much could be learned by drawing them

and using the human eye. As network size increase, this becomes impractical. Therefore

research is done to examine large networks to determine mathematically what the eye

determines naturally [68].

In this work, we consider a particular class of network, one in which material is

transported between the vertices. The transport is modeled by a differential equation

defined on the edges of the network. When modeling the transport of material, the

physics of the problem is certainly multi-dimensional and so the differential equations

can also be multi-dimensional. However, the benefit of using a network is to define the

edges to represent the portions of the domain that can be well approximated by a one-

dimensional equation. The nodes represent the regions of the domain that can not be

well approximated in one dimension. When modeling with a network, it is advantageous

for the node regions to be small compared with the regions represented by the edges.

This can be visualized by considering a network of pipes transporting gas. Along the

portions of the network where the pipe runs straight, represented by edges, the gas flow

can be modeled by one-dimensional equations. When the pipe geometry changes, by a
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bend or split into multiple pipes, these regions would be represented by nodes.

We define the edges of a network to be one-dimensional smooth manifolds in R2 or

R3(that is curves), and the vertices to be points in the above spaces. The transport is

approximated along the edges by one-dimensional differential equations. At the nodes we

enforce algebraic conditions that model the multi-dimensional effects. These conditions

are called junction conditions, and the vertices will sometimes be called junctions. The

junction conditions couple the differential equations defined on the edges. The physics of

the material being transported is important when deriving the junction conditions. As in

the example of gas flow, the physics of gas flowing through a bend in pipe will determine

what junction conditions are implemented. Because of this, determination of junction

conditions often offer challenging modeling questions.

The subclass of transport networks we consider are ones where the differential equa-

tions defined on the edges are hyperbolic. There are two particular areas of hyperbolic

network problems that we study. First, in Chapter 5, we apply the domain decomposition

method to linear hyperbolic network problems. This is done to determine if such a solver

is beneficial. An a priori estimate of the number of iterations needed for convergence is

given and compared to numerical experiments. The second area we considered was gas

flow through a pipe junction. This can be considered as a two-edge network problem,

and as a smaller part of a larger network of gas pipes. These two areas consider the

numerical and computational side of network problems, as opposed to the theoretic side

considered in much of the previous work.

4.1.1 Previous work

Research on networks began in the 1930’s with social networks. These show relationships

between people or groups of people. Examples of these relationships include friendship,

sexual contact, exchange of emails, and cooperation toward a certain goal. The Internet

and World Wide Web are networks of particular importance, and are interesting areas

of research. Other information networks such as those representing paper citations have

been studied. Many biological networks have also been considered, such as metabolic

networks or protein interaction networks. Networks of neural pathways have also been

studied [68].

In [2] we see air traffic routes, electric power grids, and the neuronal network of the

worm C. elegans all represented as networks and their statistical properties analyzed.
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In [69], the spread of potential along a tree of dendrites is modeled. The structure of

a sexual network of adolescents is described in [7], and in [49] the Boston subway is

represented by a network.

Networks can also be used to represent dynamical systems and study their behavior.

In [57] we see a system of lasers coupled together in a ring and the stability of the system

is determined under certain conditions. A particular class of electrical circuits is studied

in [90]. In [56], epidemiology models are discussed, as well as the effect of social and

geographical variables on the rate of disease transmission.

The majority of network research involves determining properties of the network.

These include determining if the network is “small world”, that is, is it possible to travel

from one vertex to another by using few edges relative to the size of the network. Another

property involves determining how clustered the network is, and analyzing where those

clusters are located. The relative importance of particular vertices and edges have been

studied as well. These network properties have been studied both on abstract networks,

and to gain greater insight to application represented by networks [68].

Research on transport networks are generally concerned with determining accurate

and simple junction conditions to model the physics involved at the vertices. A vascular

network is modeled in [22, 23], in particular the Circle of Willis. Traffic models are

studied in [31, 37] where junction conditions are defined to maximize the flow of cars

through an intersection. Gas flow through a network of pipes is also well studied. In

[5, 6, 20] we see models for flow through an engine manifold, where network models are

helpful in testing engine designs.

While much research has been done regarding networks, there is surprisingly little

literature about numerical implementation of transport network models. Much of the

work involves well-posedness of the problem or derivation of junction conditions. Where

numerical methods are employed, the work is not viewed from a mathematical standpoint,

and so little discussion is given to the methods used. In this work we implement various

numerical methods on transport network problems. The effectiveness of these methods

is discussed as well as their accuracy in approximating the multi-dimensional physics.
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4.2 Linear Transport Problems

We begin our study with linear transport problems. Given a network G = (V,E), along

each edge ei ∈ E, we define the following linear hyperbolic equation,

∂

∂t
qei(x, t) + Aei

∂

∂x
qei(x, t) = 0 x ∈ (aei , bei), t > 0, (4.3)

where qei ∈ Rn are the state variables, and Aei ∈ Rn×n is a constant diagonalizable

matrix with real distinct eigenvalues, making (4.3) strictly hyperbolic. Each edge is

parameterized so that aei and bei represent the two endpoints of edge ei. We need at

each vertex v ∈ V , a sufficient number of junction conditions. That number depends

on the hyperbolic equation, as well as the index of the vertex v. Here we assume the

junction conditions are linear in the state variables.

4.2.1 Junction Conditions

The junction conditions are what relate the edges of a network to each other, and couple

the differential equations defined on each edge. In general, this can be challenging, as

the number and form of the conditions depends not only on the problem, but also on the

index of a vertex, that is the number of edges incident upon it. In Chapters 6 and 7, we

discuss junction conditions for nonlinear problems.

Let us consider linear junction conditions at a vertex v of index M ,

J


qê1

qê2
...

qêM

 = 0 êi ∈ G|v (4.4)

where J ∈ RP×nM is a constant matrix. Equation (4.4) gives P equations relating the

state variables qei
along all edges connected to vertex v to each other. Since our problem

is hyperbolic, we know that not all the variables should be set on every boundary. For

some variables we use the characteristic lines to determine them from the previous time

step.
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Since (4.3) is strictly hyperbolic we can write,

Aêi = RêiΛêiR
−1
êi
, (4.5)

and define the characteristic variable as in (2.20). We convert (4.4) into characteristic

variables,

0 = J


Rê1wê1

Rê2wê2
...

RêMwêM

 = J diag(Rê1 , Rê2 , . . . , RêM )


wê1

wê2
...

wêM

 = B


wê1

wê2
...

wêM

 , (4.6)

where,

B = J diag(Rê1 , Rê2 , . . . , RêM ). (4.7)

Letting w(k) denote all the characteristic variables that are determined from the previous

time step, and w(u) denote all unknown characteristics that are set by the junction

conditions. By reordering the variables and the corresponding columns of B we get,

0 = B̃

[
w(k)

w(u)

]
=
[
B̃(k) B̃(u)

] [w(k)

w(u)

]
= B̃(k)w(k) + B̃(u)w(u), (4.8)

where B̃(k) and B̃(u) are partitions of B̃ such that the multiplication makes sense. Iso-

lating the unknown variables in (4.8),

B̃(u)w(u) = −B̃(k)w(k). (4.9)

Equation (4.9) can be solved for the unknown characteristic variables.

We note two things about junction conditions for linear problems. First, the number

of conditions that can be imposed, P , is determined by the characteristic structure of the

edges at the vertex. Second, the value of P can differ between vertices. These two facts

can make it very difficult to define junction conditions that apply to a general network,

even for linear problems. Below we give an example of a linear problem for which it is

possible to define junction conditions.
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4.2.2 Numerical Procedure for Network Problems

It is worth mentioning briefly the general method used to solve such problems numeri-

cally. To update our solution by one time step ∆t, we start by updating each edge using a

well-known numerical method for one-dimensional hyperbolic equations. This step is no

different from solving over any one-dimensional domain. Next, we determine the bound-

ary values of each edge using the junction conditions. This is not a trivial procedure,

as seen below, but once the boundary values are determined, they are assigned to the

appropriate edges. This procedure is then repeated up to some final time T .

4.2.3 Linear Acoustics Equations

Consider a particular network problem where the linear acoustics equations are defined

along each edge. This particular problem is chosen because it is possible to define junction

conditions that will apply to any network, as there is one positive and one negative

eigenvalue.

The linear acoustics equations along edge ei are given by [55], p. 26-31,

∂

∂t

[
pei
uei

]
+

(
0 Kei

1/ρei 0

)
∂

∂x

[
pei
uei

]
= 0 x ∈ (0, 1), t > 0 (4.10)

pei(x, 0) = p̊ei(x) x ∈ [0, 1] (4.11)

uei(x, 0) = ůei(x) x ∈ [0, 1] (4.12)

where ρei is a parameter describing the average density, and Kei is another parameter

that depends on ρei . The variables pei and uei are the pressure and velocity on edge ei,

respectively and their initial values are given by p̊ei(x) and ůei(x). Note that each edge

is parameterized by the unit interval.

These are the linearized equations of the isentropic gas dynamics equations. They

are linearized about a density ρ = ρei and velocity uei = 0. They also correspond to the

linear wave equation in system form. Examining the coefficient matrix,

Aei =

[
0 Kei

1/ρei 0

]
, (4.13)
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we see that it has the following eigenvalues,

λ1 = −cei λ2 = cei (4.14)

where cei =
√
Kei/ρei is the speed of sound. Since these are real and distinct we know

that equation (4.10) is a strictly hyperbolic problem. Associated with these we have the

following eigenvectors,

r1 =

[
−Zei

1

]
r2 =

[
Zei
1

]
(4.15)

where Zei = ρeicei is the impedance.

4.2.4 Junction Conditions for the Linear Acoustics Equations

The junction conditions for the acoustics equations are given from physical considerations.

Since there is one positive and one negative eigenvalue on each edge, we know that we

will require G(v) conditions at each vertex v. The first condition is that the pressure p

must be continuous from each edge to another across a junction,

pe1 = pei ∀ ei ∈ G|v \ {e1} (4.16)

The second condition is that momentum must be conserved across a junction, that is the

momentum coming into the junction must equal the momentum leaving the junction.

There are two ways of writing this condition, depending on how we define the incoming

and outgoing edges. In the first definition, we view incoming edges as edges where

the fluid is traveling towards v, that is the velocity vector points towards the vertex.

Similarly, an outgoing edge would have the velocity vector pointing away from v. The

set of incoming and outgoing edges to v under this definition is denoted Ip(v) and Op(v)

respectively. Under this definition, conservation of momentum is written,∑
ei∈Ip(v)

|uei | =
∑

ej∈Op(v)

|uej |. (4.17)

The second way of defining the edges depends on the parameterization assigned to

each edge. When solving numerically, it is necessary to assign a parameterization to each
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edge. In order to work with a parameterized edge, we introduce the following definition,

Definition 6. Given an edge ei that is parameterized over the interval (aei , bei), we

denote by ei(−∞) the vertex at aei , and we denote by ei(∞) the vertex at bei .

Using this definition, the incoming and outgoing edges are defined by,

Ic(v) = {ei|ei(∞) = v} (4.18)

Oc(v) = {ei|ei(−∞) = v}. (4.19)

Under this definition, conservation of momentum becomes,∑
ei∈Ic(v)

uei =
∑

ej∈Oc(v)

uej . (4.20)

It can be shown that the two conditions are equivalent. Let us start with the param-

eterization definition, ∑
ei∈Ic(v)

uei =
∑

ej∈Oc(v)

uej

⇒
∑

ei∈I+c (v)

|uei | −
∑

ei∈I−c (v)

|uei | =
∑

ei∈O+
c (v)

|uei| −
∑

ei∈O−c (v)

|uei |

⇒
∑

ei∈I+c (v)

|uei |+
∑

ei∈O−c (v)

|uei | =
∑

ei∈O+
c (v)

|uei|+
∑

ei∈I−c (v)

|uei |

⇒
∑

ei∈Ip(v)

|uei | =
∑

ei∈Op(v)

|uei |,

where the superscripts + and − represent the subset of edges where the velocity is

positive and negative respectively. Since these two definitions are equivalent, we use the

parameterization definition as it is easier to implement numerically.

Finally, we notice that Equations (4.16) and(4.20) give exactly G(v) conditions at

each vertex v, so that the system for solving the junction conditions is well-determined.

Since there is one positive and one negative eigenvalue, the parameterization we choose

for the network will not affect the number of unknowns at each junction, this is why this

problem is ideal for solving over a network.
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Chapter 5

Domain Decomposition Applied to

Network Problems

5.1 Introduction

The domain decomposition method is an iterative method used to solve differential equa-

tions by splitting a domain into smaller subdomains. Assume that we are given a domain

Ω = Ω1 ∪ Ω2, as seen in Figure 5.1, and we wish to find a function u such that,

Lu = f in Ω (5.1)

u = 0 on ∂Ω (5.2)

where L is a differential operator and ∂Ω is the boundary of Ω. We assume Dirichlet

boundary conditions for simplicity, but general conditions can be assumed as well. The

domain decomposition method works by finding solutions ui to (5.1) on Ωi separately.

However, when finding these solutions, boundary conditions must be imposed upon the

artificial boundary Γi created by splitting the domain. It is here where the iterative

properties of the method are used. The boundary conditions imposed upon the artificial

boundary come from the previous iterate of the other subdomain. We note that it is

possible for the subdomains to be overlapping, in which case there exists two artificial

boundaries [73].

To state this more formally, we begin the iterative procedure by assuming an initial

iterate u
(0)
i for the solution to the two subdomain problems. Then, for n = 1, 2, 3, . . ., we
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Ω2Ω1

Boundary
Figure 5.1: General domain split into two subdomains.

find a function u
(n)
i that solves the following boundary value problems,

Lu
(n)
1 = f in Ω1 (5.3)

u
(n)
1 = 0 in ∂Ω1 \ Γ1 (5.4)

u
(n)
1 = u

(n−1)
2 on Γ1 (5.5)

Lu
(n)
2 = f in Ω2 (5.6)

u
(n)
2 = 0 in ∂Ω2 \ Γ2 (5.7)

u
(n)
2 = u

(n−1)
1 in Γ2 (5.8)

where the artificial boundaries are Γ1 = ∂Ω1 ∩ Ω2,Γ2 = ∂Ω2 ∩ Ω1. This algorithm is

repeated until some termination criterion is reached, usually involving small change from

one iteration to the next. The procedure listed above is a Jacobi-like iteration, in that

only information from the previous iterate is used. This can be modified in a Gauss-Siedel

fashion, so that as a solution is computed, it’s boundary data will be used for the other

subdomain. There are other modifications that have been used to speed up convergence

or obtain other desired results; see [73, 83] and references therein.

There are many benefits to using domain decomposition. As seen in Figure 5.1, it
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can make dealing with complicated geometries easier. One of the main benefits is the

ability to use different methods or discretizations on different parts of the domain. Finally,

splitting a problem into smaller subproblems lends itself very well to parallelization. Note

that (5.1), the example differential problem used above, was a boundary value problem

as opposed to an initial boundary value problem. This is because much of the work done

with the domain decomposition method is on elliptic problems with no time-dependence.

Domain decomposition methods on these types of problems are well-known and many

convergence results have been proved for them; see [73, 83, 91].

When applying the domain decomposition method to time-dependent problems, there

are in general two approaches. These approaches differ in when they partition the do-

main. The first approach applies the temporal discretization, usually with an implicit

discretization, and then solves the purely spatial problem remaining at each time step

with domain decomposition [58]. An advantage of domain decomposition that is hindered

by this approach is parallelization. Since boundary data has to be transfered across sub-

domains at each time step, many small packets of information must be communicated.

There is inherent overhead involved in data transmission independent of the size of the

data. Therefore transmission of many small packets takes longer than transmission of

one large packet [29].

The second approach partitions the spatial domain first, and then applies the tem-

poral discretization to each subdomain. Each subdomain is then solved to final time T

separately, and then boundary data is shared to adjoining subdomains. Therefore com-

munication is only needed after each processor has calculated a solution to final time,

instead of at each time step.

As mentioned, much of the research done on domain decomposition has been with

elliptic problems on two-dimensional domains. Little work has been done applying it to

hyperbolic network problems. In [48, 53, 54], a method called the dynamic domain de-

composition method is applied to solve optimal control problems for a network of elastic

strings. This is the implementation of the second approach of domain decomposition for

time dependent problems listed above. In [28, 29], the domain decomposition method is

applied to the one-dimensional wave equation. In this case the subdomains are subin-

tervals. This can be considered a network problem with the network being many edges

joined end to end. Junction conditions were developed and calculations were done to

determine the number of iterations necessary for convergence. In this work we extend

this idea to networks of a more general type.
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Figure 5.2: A network partitioned into subdomains for application of the domain de-
composition method.

5.1.1 Current Work

In this work we consider the domain decomposition method applied to network problems

solving the linear acoustics equations on each edge. When considering network problems

we decompose the network into connected subnetworks, as in Figure 5.2. We imple-

ment the method using the second approach discussed above, that is to partition into

subdomains before discretizing in time. The boundary conditions at each junction are

determined as described above in Chapter 4. For some simple example problems we will

also consider the advection equation, which will have continuity as junction conditions.

We first consider the convergence properties of the domain decomposition method

on such problems. We examine the problem and determine intuitively how the method

converges. Once this is done, we use this intuition to describe more formally the change

of error in the solution from one iteration to the next. All this is done to obtain an

estimate on the number of iterations needed for the method to converge for a particular

problem. This convergence analysis is done neglecting numerical error. We show that

this iteration estimate can be determined analytically for certain problems, and must be
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determined computationally for others. This estimate can be used a priori to determine

the amount of computational time required for the method to converge. This can help to

decide if a parallelized version of domain decomposition is faster than solving the problem

without domain decomposition.

5.2 Convergence Analysis

Given a network G = (V,E) and a set of linear hyperbolic differential equations defined

on each edge, as described in Chapter 4, we define the following algorithm as the domain

decomposition method for network problems.

1. Define an initial iterate for the solution,

q0
ei

(x, t) = hei(x, t) ei ∈ E, x ∈ (aei , bei), 0 < t < T (5.9)

where [aei , bei ] denotes the coordinate system applied to edge ei. Note that the

initial iterate must be defined for all time t < T , for some final time T .

2. Partition the network into M connected subgraphs Hj,

G = H1 ∪H2 ∪ . . . ∪HM (5.10)

Hj = (Vj, Ej) ∀ j = 1, . . . ,M (5.11)

(5.12)
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3. For each subgraph Hj, solve the edges i ∈ Hj to final time t = T ,

∂

∂t
qkei + Aei

∂

∂x
qkei = 0 ei ∈ Hj , x ∈ (aei , bei), 0 < t < T (5.13)

Jv



qkê1
...

qkêL
qk−1
ẽ1
...

qk−1
ẽN


= 0 ê` ∈ G|v ∩Hj, ẽ` ∈ G|v \ Hj (5.14)

Kw



qkê1
...

qkêL
qk−1
ẽ1
...

qk−1
ẽN


= 0 ê` ∈ G|w ∩Hj, ẽ` ∈ G|w \ Hj (5.15)

where v and w are the vertices of edge ei associated with the points aei and bei
respectively. The matrices Jv and Kw represent the junction conditions at the two

ends of edge ei. We see that they relate edges within the subgraphHj at the current

iterate k, with edges outside of Hj at the previous iterate k − 1.

4. Repeat until solution converges in some meaningful way.

We first consider a simplified scalar version of the problem on a small network, to

gain an intuition of how the method converges from one iteration to the next. This is

then formalized using convergence variables, a way of defining how far the solution has

converged at the kth iteration. Finally we generalize this to systems of equations so we

can apply it to the linear acoustics equations.
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D

ei
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ei

Figure 5.3: Notation used to describe various types of edges connected to edge i.

Let us consider a particular edge ei ∈ E. Recall Definition 6 which labels the two

vertices of an edge ei. This is used to define the following sets,

Aei = {ej ∈ E|ej(∞) = ei(−∞)} (5.16)

Bei = {ej ∈ E|ej(−∞) = ei(−∞)} (5.17)

Cei = {ej ∈ E|ej(∞) = ei(∞)} (5.18)

Dei = {ej ∈ E|ej(−∞) = ei(∞)} (5.19)

such that the union of all four sets is equal to all edges adjacent to ei. These sets describe

the incoming and outgoing edges to ei according to the parameterization chosen. The

sets can be seen in Figure 5.3.

5.2.1 Domain Decomposition Convergence

The simplest nontrivial network is a two-edge loop network shown in Figure 5.4. The

edges are defined to have unit length and along each edge we solve the advection equation

with unit speed,

∂

∂t
uei +

∂

∂x
uei = 0 ei = 1, 2, x ∈ (0, 1), 0 < t < T. (5.20)

Note that both edges have the same length. We also know from the properties of hy-

perbolic problems, that each edge will only take boundary data from the left boundary,

due to the positive speed of propagation. This will be important when considering the
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e1

e2

Figure 5.4: A simple two edge loop network.

convergence. Finally, we partition the loop network into two subdomains, with one edge

assigned to each subdomain.

When considering the convergence of this problem and every problem hereafter, we

make two assumptions. First we assume that the initial iterate of the domain decomposi-

tion method is not the solution, that is some error exists for all space and time. Second,

we assume that given exact initial and boundary conditions, we obtain the exact solu-

tion. Another way of putting this is that we neglect numerical error. This is obviously a

problematic assumption, however it is useful in determining the convergence properties of

the domain decomposition method itself, without regard to the numerical solver. These

two assumptions say that the only error introduced to the system is the error from the

initial iterate. Therefore, convergence of the method will involve removing this error as

the iterations progress.

To show the convergence, we illustrate the error in the spatio-temporal domain of

each edge, using x-t plots. We show how this error decreases from one iteration to the

next, under the assumptions made above. First we have the initial iterate, k = 0, which

has error for all space and time. Next we consider the first iterate, k = 1. We note

once again that the only place error can be introduced to this iteration is through the

boundary from the previous iterate. Since boundary data can only be taken on the left

boundary, error will enter in at time t > 0 and propagate with finite speed as seen in

Figure 5.5.

Note that due to the finite speed of propagation of the error, there exists an interval of
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t

x

Edge e1 Edge e2

Iteration 1
No Error No Error

Figure 5.5: Error propagation after the first iteration for the two-edge loop network.

t

x

Edge e1 Edge e2

Iteration 2

No Error No Error

Figure 5.6: Error propagation after second iteration for two-edge loop network. At this
iteration a region of exactness exists below the dotted line.
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e1 e2

Figure 5.7: Two edge straight network. Domain decomposition will converge in two
iterations, regardless of final time T.

time on the right boundary of both edges that has the exact solution. When the second

iteration, k = 2, is calculated, this exact interval will propagate along with the error, as

seen in Figure 5.6. Therefore, since no error enters through the boundary until after this

interval of time, there exists a region in the spatio-temporal domain that will be exact.

As the method iterates, the height of this region will increase, until eventually the final

time T is reached.

Thus we see that, due to the finite speed of propagation and the fact that boundary

data is taken from one boundary only, both classic properties of hyperbolic problems,

the domain decomposition method will converge in a finite number of iterations. Note

that if this were a straight network, see Figure 5.7, the method would converge in two

iterations. At the first iteration, no error would exist in the left edge, since there is no

edge to the left of it to give incorrect boundary data. Therefore, after the first iteration

the left edge would be solved exactly for all time. That edge would then supply exact

data to the right edge in the second iteration and it would be solve exactly for all time.

This is why a loop network is the simplest network that can be used to see non-trivial

convergence of the method.

5.2.2 Convergence Variables

While the above method is helpful in seeing graphically how convergence occurs, following

the propagation of error would become increasingly complicated as the network and/or

equation increased in complexity. We then need an analytical way of describing what is

illustrated above. To do this we introduce convergence variables. We begin with a scalar

advection equation.

Definition 7. Given a network G = (V,E) with the advection equation defined on each
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edge,

∂

∂t
uei(x, t) + sei

∂

∂x
uei(x, t) = 0 ei ∈ E, x ∈ (aei , bei), 0 < t < T (5.21)

We define a convergence variable τ kei , where ei ∈ E and k is the iteration number, to

be,

τ kei = sup{t > 0 : |ukei(x, t)− u
∗
ei

(x, t)| = 0 ∀ x ∈ [aei , bei ]} (5.22)

where u∗ei(x, t) is the exact solution along edge ei.

So the convergence variables denote the height of the region of exactness as shown in

Figure 5.6 above. Another way of defining τ kei is as the maximum time the method has

converged to on edge ei after iteration k. We then see that to determine an estimate on

the number of iterations needed for convergence, we look for a k such that, τ kei ≥ T for

all ei ∈ E.

We now define an update formula for the convergence variables. This formula will

determine the value of τ k+1
ei

given the value of τ kei for all edges ei ∈ E. Since we know

that τ 1
ei

= 0, due to the error in the initial iterate, we can use these update formulas to

determine τ kei iteratively at any k. Multiple versions of these update formulas are given

below. The formulas can depend on the form of the equations being solved, and the

partitioning of the subdomains in the domain decomposition method. In the following

sections we will describe various types of update formulas, as well as iteration estimate

results.

5.2.3 Generalization to Systems

While the convergence variables defined above are a very useful method of determining

convergence of the domain decomposition method, they are defined for linear scalar hy-

perbolic network problem. We want to generalize their use to linear systems of hyperbolic

network problems. This can be done using characteristic variables.

Given a network G = (V,E), we define the following system of linear hyperbolic

differential equations,

∂

∂t
qei(x, t) + Aei

∂

∂x
qei(x, t) = 0 ei ∈ E, x ∈ [aei , bei ], 0 < t < T (5.23)
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where Aei ∈ Rn×n and qei(x, t) ∈ Rn. Since (5.23) is hyperbolic, it can be written in

characteristic form,

∂

∂t
wei(x, t) +Dei

∂

∂x
wei(x, t) = 0 ei ∈ E, x ∈ [aei , bei ], 0 < t < T (5.24)

where

Dei =


λ

(1)
ei

λ
(2)
ei

. . .

λ
(n)
ei

 (5.25)

is a diagonal matrix containing the eigenvalues of Aei . In characteristic form, (5.23)

becomes a decoupled system of advection equations. We can therefore apply our method

of convergence variables to each linear scalar equation. This amounts to assigning a

different convergence variable to track each characteristic variable,

τei,1 7→ w(1)
ei

τei,2 7→ w(2)
ei

. . . τei,n 7→ w(n)
ei
. (5.26)

5.2.4 Constant Speed and Constant Length Edges

Given a network G(V,E), we begin our convergence study by assuming all edges ei ∈ E
have constant length, and that our hyperbolic problem has constant speed of propagation.

We first consider the advection equation,

∂

∂t
uei(x, t) + s0

∂

∂x
uei(x, t) = 0 ei ∈ E, x ∈ (0, 1), 0 < t < T (5.27)

where s0 ∈ R is the constant speed of propagation. We partition the subdomains by

assigning one edge to each subdomain, and introduce the following notation,

s+
0 = max{s0, 0} (5.28)

s−0 = min{s0, 0}. (5.29)

We now determine the update formula for (5.30) under these conditions. For each
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Figure 5.8: Convergence variable τ k+1
ei

depends on convergence variables to the left at
iteration k, and speed of propagation.

edge ei ∈ E, the formula is given by,

τ k+1
ei

=
s+

0

|s0|
min
ej∈Aei

{τ kej}+
s−0
|s0|

min
em∈Cei

{τ kem}+
1

|s0|
. (5.30)

Recall that Aei(Cei) represents all incoming(outgoing) edges to the left(right) of edge

ei. Considering (5.30) we see that if s0 > 0, the formula will depend on the convergence

of the edges to the left of edge ei at the previous iteration, and if s0 < 0, the formula will

depend on the convergence of the edges to the right of edge ei at the previous iteration.

The justification for this formula can be seen graphically in Figure 5.8. In these plots it

is assumed that s0 > 0, and we see how τ k+1
ei

depends upon τ kej , for ej ∈ Aei . The idea

behind this and all update formulas is to consider all edges that affect the boundary of

edge ei, and use the smallest interval of exactness over those edges from the previous

iteration. We will see that Equation (5.30) can be simplified greatly due to the fact

that s0 is constant across all edges, but the justification for it can be used for the more

complicated cases given in later sections.

We now use formula (5.30) to prove the following theorem.

Theorem 2. Given a network G = (V,E), with equation (5.30) defined on each edge. If

the problem is solved to final time T with the domain decomposition method, with one edge
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assigned to each subdomain, then neglecting numerical error, the method will converge in

at most dT |s0|+ 1e iterations.

We first simplify formula (5.30) by the following lemma,

Lemma 1. Equation (5.30) can be rewritten as

τ k+1
ei

=
k

|s0|
(5.31)

Proof. We prove this by induction. Assuming

τ 1
ei

= 0

∀ ei ∈ E, we see that the lemma holds for n = 1. Assume (5.31) holds for k = n, then

(5.30) gives,

τn+1
ei

=
s+

0

|s0|
n− 1

|s0|
+
s−0
|s0|

n− 1

|s0|
+

1

|s0|

=
n− 1

|s0|
+

1

|s0|
=

n

|s0|

Now using equation (5.31) and setting

τ kei = T

we solve for k to prove Theorem 2.

When considering the acoustics equations,

∂

∂t

[
pei
uei

]
+

(
0 K0

1/ρ0 0

)
∂

∂x

[
pei
uei

]
= 0 ei ∈ E, x ∈ (0, 1), 0 < t < T (5.32)

where the speed of sound is c0 =
√
K0/ρ0 along all edges, we will have two convergence
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variables,

σkei 7→ wk
ei

(−c0) =: wkei

τ kei 7→ wk
ei

(c0) =: zkei

where wk
ei

(−c0) and wk
ei

(c0) represents the characteristic variable associated with eigen-

value −c0 and c0 respectively. By the same reasoning as the scalar case we define the

update formulas to be,

σk+1
ei

= min
em∈Cei ,en∈Dei

{τ kem , σ
k
en}+

1

c0

(5.33)

τ k+1
ei

= min
ej∈Aei ,e`∈Bei

{τ kej , σ
k
e`
}+

1

c0

. (5.34)

We see that now the update formulas depend upon all the edges adjacent to edge ei, since

the junction conditions depend on all those edges. What is not written in (5.33)-(5.34) is

that σk+1
ei

depends upon τ k+1
ei

and vice versa. These dependencies are not written because

for the constant speed and edge length case, the convergence variables at iteration k + 1

will always be greater than those at iteration k.

We notice that formulas (5.33) and (5.34) are similar in form to the scalar formula

(5.30). Due to this, a similar theorem can be given for the acoustics equations.

Theorem 3. Given a network G = (V,E), with equation (5.32) defined on each edge.

If the problem is solved to final time T with the domain decomposition method, with the

network partitioned along each edge, then neglecting numerical error, the method will

converge in at most dTc0 + 1e iterations.

A simplification similar to equation (5.31) can be shown, and used to prove Theorem

3.

Therefore we see that for the case of a network problem with constant speed of

propagation and constant edge length, an analytical estimate can be obtained for the

advection equation and the acoustics equations.
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5.2.5 Variable Speed and Edge Length

The next case we consider is variable speed and edge length. For the linear acoustics

equations, this corresponds to solving the following equation on edge ei,

∂

∂t

[
pei
uei

]
+

(
0 Kei

1/ρei 0

)
∂

∂x

[
pei
uei

]
= 0 ei ∈ E, x ∈ (aei , bei), 0 < t < T (5.35)

where cei =
√
Kei/ρei is the speed of sound on edge ei. This problem implies that the

medium through which the sound propagates is different in each edge. We also consider

the length of the edges to be nonuniform, however; we can transform this into a network

with unit edge length.

Consider an edge ei with length Lei . We introduce the following transformation of

coordinates,

x̂ =
x− aei
Lei

. (5.36)

Rewriting equation (5.35) in terms of x̂, we obtain,

∂

∂t

[
pei
uei

]
+

1

Lei

(
0 Kei

1/ρei 0

)
∂

∂x̂

[
pei
uei

]
= 0 ei ∈ E, x ∈ (0, 1), 0 < t < T. (5.37)

This transforms the eigenvalues from cei to
cei
Lei

. When deriving an update formula, we

assume unit edge length and modify the eigenvalues accordingly.

Here we give the update formula for the acoustics equations with variable speed of

sound. As with the constant speed case, we partition a general network by assigning one

edge to each subdomain. The same technique of minimum interval of exactness will be

used to derive the update formulas. By considering the known variables at each junction

we obtain,

σk+1
ei

= min
em∈Cei ,en∈Dei

{
τ kem +

1

cem
, σken +

1

cen
, τ k+1
ei

+
1

cei

}
(5.38)

τ k+1
ei

= min
ej∈Aei ,e`∈Bei

{
τ kej +

1

cej
, σke` +

1

ce`
, σk+1

ei
+

1

cei

}
. (5.39)

Note that we now include the dependency of σk+1
ei

and τ k+1
ei

. This is because with variable
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speed, it is possible for the convergence variables on the adjacent edges to be greater than

the ones on edge ei. Substituting equations (5.38) and (5.39) into each other, we get,

σk+1
ei

= min
ej∈Aei ,e`∈Bei
em∈Cei ,en∈Dei

{
τ kem +

1

cem
, σken +

1

cen
, τ kej +

1

cej
+

1

cei
, σke` +

1

ce`
+

1

cei
, σk+1

ei
+

2

cei

}
(5.40)

τ k+1
ei

= min
ej∈Aei ,e`∈Bei
em∈Cei ,en∈Dei

{
τ kej +

1

cej
, σke` +

1

ce`
, τ kem +

1

cem
+

1

cei
, σken +

1

cen
+

1

cei
, τ k+1
ei

+
2

cei

}
.

(5.41)

We see that the k+1 term in both equations will never be chosen, since that would imply

0 = 2
cei

, which is only true if the speed of sound is infinite. Removing these terms we get

our final update formulas,

σk+1
ei

= min
ej∈Aei ,e`∈Bei
em∈Cei ,en∈Dei

{
τ kem +

1

cem
, σken +

1

cen
, τ kej +

1

cej
+

1

cei
, σke` +

1

ce`
+

1

cei

}
(5.42)

τ k+1
ei

= min
ej∈Aei ,e`∈Bei
em∈Cei ,en∈Dei

{
τ kej +

1

cej
, σke` +

1

ce`
, τ kem +

1

cem
+

1

cei
, σken +

1

cen
+

1

cei

}
. (5.43)

5.2.6 Multi-Edge Subdomains

For our final case we again consider a network with constant speed c0 and constant

edge length. However, we partition the subdomains in a more useful way. Whereas

previously we assigned one edge to each subdomain, we now allow the subdomains to

contain multiple edges. While this complicates the analysis, it is a more realistic way

of implementing the domain decomposition method. Very often, networks will have

clusters, or regions of high intraconnectivity, and low interconnectivity with the rest of

the network. Partitioning the network around these clusters makes efficient use of the

method.

With larger subdomains, a similar convergence analysis technique can be used, with

some differences. First, each edge is longer directly affected by the previous iterate of the

adjacent edges. Instead, each subdomain will be affected by the previous iterate of the

edges in adjacent subdomains. This will require a change in notation. We must modify

our sets Aei ,Bei , Cei and Dei . Given an edge ei ∈ Hei ⊂ E, where Hei is the subdomain

80



Subdomain
with edge i

A

B C

Dei
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Figure 5.9: Sets defining the incoming and outgoing edges adjacent to a multi-edge
subdomain.

containing ei, we define,

AOei = {ej ∈ E \ Hei |ej(∞) = e`(−∞) for some e` ∈ Hei} (5.44)

BOei = {ej ∈ E \ Hei |ej(−∞) = e`(−∞) for some e` ∈ Hei} (5.45)

COei = {ej ∈ E \ Hei |ej(∞) = e`(∞) for some e` ∈ Hei} (5.46)

DOei = {ej ∈ E \ Hei |ej(−∞) = e`(∞) for some e` ∈ Hei}. (5.47)

These sets are essentially the same as their counterparts, except for multi-edge subdo-

mains. See Figure 5.9 for a graphical representation.

A second consequence of partitioning the network in this way is that there now exist

interior edges. These are edges that are not directly affected by the previous iterate of the

adjacent subdomains. This is because they do not touch the boundary of the subdomain

in which they are contained. While these edges are not directly affected, there is still

an indirect effect, which depends on their distance from the boundary of the subdomain,

and must be taken into account in the update formula.

We define the update formula for multi-edge subdomains with constant speed for the
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e1 e2

e3

Figure 5.10: Network partitioned into two subdomains, each containing three edges.

acoustics equations.

σk+1
ei

= min
ej∈AOei ,e`∈B

O
ei

em∈COei ,en∈D
O
ei

{
τ kem +

Nim + 1

c0

, σken +
Nin + 1

c0

, τ kej +
Lij + 2

c0

, σke` +
Li` + 2

c0

}

(5.48)

τ k+1
ei

= min
ej∈AOei ,e`∈B

O
ei

em∈COei ,en∈D
O
ei

{
τ kej +

Lij + 1

c0

, σke` +
Li` + 1

c0

, τ kem +
Nim + 2

c0

, σken +
Nin + 2

c0

}
.

(5.49)

We introduce the notation Lij(Nij) to represent the number of edges in the shortest path

from where edge ej connects to Hei at the beginning(end) of edge ei. This accounts for

the indirect effect felt by the interior edges of a subdomain.

There is an interesting property of the convergence of the method under this type

of partitioning of the network. Depending on how the partitioning is done, the number

of iterations is reduced from the single edge subdomain case. To see this, we consider

the network shown in Figure 5.10, and apply the update formulas to determine the

convergence of this network.

Note that the network is split into two symmetric subdomains, each with three edges

in them. Because of this, we will examine the convergence of edges e1, e2, and e3 only, as
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the convergence of one side will be the same as the convergence of the other. We begin

by initializing our convergence variables,

σ1
ei

= τ 1
ei

= 0 , i = 1, 2, 3. (5.50)

Next, by using the update formulas (5.48) and (5.49) we get the convergence variables

at k = 2 to be,

σ2
e1

= τ 2
e2

= τ 2
e3

=
2

c0

(5.51)

τ 2
e1

= σ2
e2

= σ2
e3

=
1

c0

(5.52)

Continuing this process and using induction we can show that for iteration k + 1,

σk+1
e1

= τ k+1
e2

= τ k+1
e3

=
2k

c0

(5.53)

τ k+1
e1

= σk+1
e2

= σk+1
e3

=
2k − 1

c0

. (5.54)

Therefore if we solve our problem to time T , the domain decomposition method will

converge in at most

k =

⌈
Tc0 + 3

2

⌉
(5.55)

iterations. Recall from Section 5.2.4 that when the network is partitioned into single

edge subdomains, the method will converge in at most

k = dTc0 + 1e (5.56)

iterations. So we see that by partitioning into larger subdomains, the number of iterations

for this network is cut roughly in half. While this is not true in general, it is shown often

in numerical experiments presented below.
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5.3 Numerical Results

Here we compare the convergence analysis above with numerical results. We solve the

linear acoustics equations across various networks using domain decomposition. While

for the constant speed and constant edge length case, Theorem 3 gives us an estimate on

the number of iterations on any network, for the more complicated cases it is not possible

to obtain such a closed form solution. In these cases, we have only the update formulas

that describe how the convergence variables change from one iteration to the next. This

update formula can be used to determine an estimate for a specific problem defined on a

specific network. This is done relatively quickly with a computer program.

For the numerical results, the Kurganov-Tadmor method is used to solve along each

edge, and the domain decomposition method described above is implemented to solve the

entire network. Finally, our termination criterion for the domain decomposition method

is small absolute change between iterations in the following norm,

‖q‖L1,L1 = max
ei∈E
‖qei(x, t)‖L1,L1 . (5.57)

where the norm over a particular edge is given by,

‖qei(x, t)‖L1,L1 =

∫ T

0

∫ bei

aei

qei(x, t)dx. (5.58)

Therefore the termination criterion can be written as,

‖qk − qk−1‖L1,L1 < 10−3. (5.59)

5.3.1 Justification of the Update Formula

Before we compare the analytical and numerical results, we first want to graphically

justify the update formulas (5.30) by recreating Figures 5.5 - 5.6 numerically. We do this
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Figure 5.11: Numerical plot of error propagation for two-edge loop network after first
iteration. Nodes used are 300.
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Figure 5.12: Numerical plot of error propagation for two-edge loop network after second
iteration. Nodes used are 300.
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by solving the linear acoustic equations,

∂

∂t

[
pei
uei

]
+

(
0 Kei

1/ρei 0

)
∂

∂x

[
pei
uei

]
= 0 x ∈ (0, 1), t > 0 (5.60)

pei(x, 0) = 0 x ∈ (0, 1) (5.61)

uei(x, 0) = 0 x ∈ (0, 1) (5.62)

over the loop network represented in Figure 5.4 with our domain decomposition code

described above. To compare our results with Figures 5.5-5.6, we consider the character-

istic variable associated with λ = cei . This variable will behave similarly to the solution

to the linear advection equation.

Note that we use zero initial conditions for this problem. This is to reduce the numer-

ical error generated by solving the problem. Since the initial conditions are solutions to

the differential equations, there should be less numerical error. This also can be thought

of as representing the error of the solution with general initial conditions, by the super-

position principle. Therefore it is easy to determine where error exists in the solutions

and where it does not exist.

Finally, we use the following initial iterate,

p0
ei

(x, t) = 10 x ∈ (0, 1), t > 0 (5.63)

u0
ei

(x, t) = 20 x ∈ (0, 1), t > 0. (5.64)

Constant Speed Constant Length

First we consider the constant speed and edge length case. We choose ρ0 and K0 such that

the speed of sound is c0 ≈ 1.1832. The results of the first two iterations of the domains

decomposition method are shown in Figures 5.11-5.12 in an x-t plot. The shaded region

represents points where the error is greater than 10−5, and the light region is where the

error is less than that tolerance. We see that error flows from the left boundary and

propagates with a finite constant speed.

Variable Speed

We now consider the same loop network and acoustics equations, with different speeds of

propagation defined on each edge. The speeds of propagation on edge 1 and edge 2 are
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Figure 5.13: Numerical plot of error propagation for two-edge loop network with variable
speed of propagation after first iteration. Nodes used are 300.
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Figure 5.14: Numerical plot of error propagation for two-edge loop network with variable
speed of propagation after second iteration. Nodes used are 300.

ce1 ≈ 1.1832 and ce2 ≈ 2.0601 respectively. Similar plots of the error propagation within

the x-t plane are shown in Figures 5.13-5.14.

We see that the error propagates with finite speed, and is constant on each edge, but

different between the two edges. We also see the interval of exactness at x = 1 after the

first iteration is equal to the interval of exactness at x = 0 after the second iteration on

the opposite edge.

5.3.2 Comparison of Iteration Estimates with Numerical Re-

sults

We now compare the iteration count obtained through our numerical results with the it-

eration estimates determined through the analysis presented above. For these results, we
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will be using the linear acoustics equations (4.10), with the junction conditions continuity

of pressure (4.16) and conservation of momentum (4.20).

The following initial conditions are implemented on each edge,

pei(x, 0) = 10e−20(x− 1
2)

2

ei ∈ E, x ∈ (0, 1) (5.65)

uei(x, 0) = 0 ei ∈ E, x ∈ (0, 1). (5.66)

These initial conditions are infinitely smooth, thus reducing any error introduced from

discontinuities, and they are such that they satisfy the junction conditions at each node.

The initial iterate for the domain decomposition method is chosen to be,

p0
ei

(x, t) = 10 ei ∈ E, x ∈ (0, 1), t > 0 (5.67)

u0
ei

(x, t) = 20 ei ∈ E, x ∈ (0, 1), t > 0. (5.68)

One quickly sees that this is by far not the optimal initial iterate for the method. A much

better initial iterate would be a projection of the initial conditions pei(x, 0), uei(x, 0) to

all time. However, (5.67) and (5.68) are chosen to illustrate that the amount of error

in the initial iterate does not greatly affect the convergence of the method, as our only

assumption was that error existed, and nothing was assumed about the magnitude of the

error.

We present our results below for four different networks. Two of the networks are

small scale and the other two are on a larger scale to demonstrate that the above analysis

still holds. We compare results for the three different cases listed above, constant speed

and edge length, variable speed, and multi-edge subdomains. For the constant speed

case, a sound speed of c0 ≈ 1.1832 was used. The first three networks are solved to

final time T =
6

maxei∈E{cei}
. We also show results demonstrating the affect of how the

subdomains are chosen, when multi-edge subdomains are used.

Three-Generation Binary Tree

In Table 5.1 we see the results from the three-generation binary tree network, shown in

Figure 5.15. In an attempt to reduce the numerical error, we use 160 nodes on each edge.

This is a typical example of a non-cyclic network. By comparing the analytical estimate

with the iteration count obtained from the numerical experiment, we see that two more
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Table 5.1: Comparison of analytical estimates to iteration count for the 3 generation
binary tree.

Uniform Speed Variable Speed Multi Edge Subdomain

Analytical Estimate 7 5 3
Actual Iteration Count 9 7 5

Figure 5.15: The three-generation binary tree. The multi-edge subdomains are shown.

iterations are needed than is predicted from the analysis. Recall that in the analysis we

neglect numerical error. Due to the discretization of the problem, numerical error will

always be introduced. The extra iterations that we see in the results are needed to filter

out the numerical error in the problem.

The analytical estimates listed in Table 5.1 are determined via a computer program

that iterates over the update formulas. Due to the random nature of the speed of prop-

agation along the edges for the variable speed case, there is no expected value for the

iteration estimate. For the multi-edge subdomain case, we partition the network as

shown in Figure 5.15. It is interesting to note that the estimate for the multi-edge sub-

domain case is roughly half of the estimate for the constant speed case. This is what was

determined for the cluster network in Equation (5.55).
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Figure 5.16: The three cluster network with partitioning.

Three-Clusters Network

The next network we consider is a three-cluster network, as seen in Figure 5.16. This

network is very similar to the network in Figure 5.10. We again use 160 nodes on each

edge. We list the comparison of the analytical iteration estimate with the actual iteration

count in Table 5.2. Again we see that between one and three extra iterations are needed

to filter out the numerical error.

Table 5.2: Comparison of analytical estimates to iteration count for the 3 Clusters
Network.

Uniform Speed Variable Speed Multi Edge Subdomain

Analytical Estimate 7 7 5
Actual Iteration Count 10 9 6

This network is analyzed above, only with two clusters instead of three. Our analysis

stated that the domain decomposition method would converge in at most

⌈
Tc0 + 3

2

⌉
= 5

90



iterations when T = 6
c0

, which we see is supported by the results.

Bird Island Road Network
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Figure 5.17: The traffic network on Bird Island, NC. The six subdomain are shown,
three on each side of the main street.

We next consider a larger network, to show that these iteration estimates continue to

hold as the network grows. To demonstrate this we use the traffic network of Bird Island,

NC, see Figure 5.17. We continue to solve the acoustics equations along this network,

taking advantage of its size and complexity. For the variable sound speed, we use constant

sound speed and set the lengths of the edges based upon the road lengths. The results

are shown in Table 5.3. For the multi-edge subdomain case, the network is split into

6 subdomains, separated by vertical roads. Finally, we note that for reasons of limited

memory, 40 nodes were used in these calculations. Because of this, extra iterations are

needed to resolve the numerical error, however we see that the iteration counts are still

near the estimates.
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Table 5.3: Comparison of analytical estimates to iteration count for the Bird Island
Network.

Uniform Speed Variable Speed Multi Edge Subdomain

Analytical Estimates 7 6 6
Actual Iteration Count 11 8 8

Caveman Network

The final network we consider is the Caveman network, shown in Figure 5.18. We do not

examine this network to test the accuracy of the update formula, but to use the update

formulas to demonstrate how different partitions of the network affect the iteration count.

This type of network is a classical example of a clustered network. We show here that

partitioning the subdomains around highly clustered nodes, that is nodes with high

intraconnectivity, will decrease the iteration count.

We first state that for this example we solve the linear acoustics equations with con-

stant speed and edge length, and to final time T = 9.8
c0

, in order to fully demonstrate the

effectiveness of proper partitioning. Also, as for the Bird Island network, 40 nodes were

used on each edge for limited memory purposes. We partition the network three different

ways, to demonstrate that how the subdomains are partitions affects the iteration count.

The first method is the standard partitioning of one edge per subdomain. In the second

partitioning, we create three subdomains about the clusters of the network, as shown in

Figure 5.18. The final partitioning creates three subdomains, but do not take advantage

of the clustering feature of the network, as shown in Figure 5.19. Table 5.4 shows our

results.

Table 5.4: Comparison of various partitioning of the caveman network.

Single Edge Clustering Non-clustering

Analytical Estimates 11 8 11
Actual Iteration Count 18 9 11
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Figure 5.18: Caveman network with three ”caves” and 8 nodes per cave. Subdomains
are defined to take advantage of the clustering inherit to the network.

So we see that it is not simply the number of subdomains that affects the iteration

count, but also how those subdomains are defined. Three subdomains is significantly less

than the number of edges in the caveman network, however, the non-clustered partition-

ing has the same theoretical iteration estimate as the single edge partitioning. However,

we see that three subdomains that take advantage of the network clustering has a lower

iteration estimate.

5.4 Conclusions

So we see that the iteration estimates have very interesting and useful results. An imme-

diate result we notice about them is that the number of iterations required for convergence

depends upon the final time T as well as the speed of propagation along the edges. It also

seems that the partitioning of the subdomains plays a role in the number of iterations

for the method. Knowing how each of these variables affect the iterations can be useful

in determining how a particular problem should be solved.
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Figure 5.19: Caveman network with three ”caves” and 8 nodes per cave. Partitioning
does not take advantage of clustering within the network.

A network problem can be solved in essentially two ways, serially or in parallel. By

solving a problem serially, we mean that each edge it solved one after another without

domain decomposition. When solving a problem in parallel, we use domain decomposi-

tion and split up the computation of the subdomains between multiple processors and

have them all solve their particular problems simultaneously. Solving in parallel is not

necessarily faster, since there is a balance between the number of iterations and the time

saved by solving multiple parts of the network simultaneously.

The iteration estimates can be useful in determining which way this balance falls. Let

us consider a simplified calculation of the computational time required to solve a network

problem both ways. First, we ignore all communication time between processors. While

it is known that this is usually the bottleneck of any parallel processing computation, this

assumption is adequate for our problem. Since we partition our network first, and then

solve across the entire spatio-temporal cylinder, as described above, there is relatively

little communication between processor, simply the communication of the junction values

at the end of each iteration. Also, as the size of the network increases to large-scale, the
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computational time of solving the network will be much larger than the communication

time between processors. Therefore, under this assumption, let us assume that solving

the entire network, that is solving the problem serially, costs O(1) work. If we then have

P processors, and the domain decomposition method takes N iterations, we say that the

cost of solving the problem in parallel is O
(
N
P

)
. So under these assumption, we say that

it is more efficient to solve the problem in parallel if,

N < P. (5.69)

Using our estimates for the iteration count, we can use Equation (5.69) to determine for

a particular problem, if solving it in parallel is the most efficient method.

As seen in the results above, the partitioning of the network also has an effect on

iteration count of the domain decomposition method. The program used to estimate the

iteration count can be used to determine a priori the optimal partitioning of the network.
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Chapter 6

Numerical Investigation of Gas Flow

through a Nozzle

6.1 Introduction

In the next two chapters we continue to consider network problems, but in a local sense.

While previously we considered relatively simple problems across a full network, we now

move to considering complex problems over a small portion of the network. In particular,

the complex problem of gas flow, modeled by the Euler gas dynamics equations. This

system of nonlinear conservation laws makes modeling over a network considerably more

complicated than the linear acoustics equations studied above.

First we recall that a network problem modeling a physical phenomenon is a one-

dimensional approximation of a multi-dimensional model. Along the straight portions of

the network, it is typical to apply some sort of dimensional averaging to reduce the multi-

dimensional equations to a system of one-dimensional equations. Since the geometry of

this region is assumed to not change along its length, these averaged equations are as-

sumed to approximate the multi-dimensional equations. These regions are approximated

by the edges of the network. In regions where the geometry is not straight, the domain

is reduced to a vertex and algebraic relations are used to approximate the solution. We

call these regions junctions. In this chapter we will look more closely at junctions, and

consider how well their algebraic relations approximate the multi-dimensional solution.

Here we consider a nozzle junction. This is where the area of the pipe changes

across the junction in some way, see Figure 6.1. This is perhaps the simplest type, as
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only two edges are involved and there is a minimal change in the geometry between the

two straight pipes. When determining the junction conditions for the nozzle, we apply

the same dimensional averaging used on the straight pipe, to the region in which the

area changes. This creates an extra term in the averaged one-dimensional differential

equations. By doing this we see that the algebraic junction conditions are incorporated

within the differential equations. We will compare the results of this network model to

the multi-dimensional solution to determine how well it is approximated by the network

model.

6.1.1 Previous Work

Much work has been done studying the one-dimensional formulation of nozzle flow. One

of the earliest set of papers was by Liu in [32, 59, 60]. He examined the asymptotic

solutions of the polytropic Euler equations in both a converging and diverging nozzle.

The one-dimensional formulation was used to study stability properties of flow through

a nozzle. Similar results were obtained in [27] for the isentropic equations. The two-

dimensional nozzle was studied in [96] and similar properties were determined.

In more recent papers, a detailed analysis of the one-dimensional equations has been

performed. In [17, 18, 19] we see a general junction between two pipes modeled using

various junction conditions, the motivation being a nozzle junction. In [3, 45, 52, 85], a

full description of the solution to the Riemann problem for the one-dimensional nozzle

equations is given. It is a summary of this work that is presented at the beginning of

this chapter. In [3, 85] a way of constructing solutions to the Riemann problem for

the polytropic equations is given, which is used in our results. A main property of

this problem is that multiple entropy satisfying solutions are possible for certain initial

conditions, thus making modeling with these equations difficult.

6.2 Analysis of Nozzle flow equations

Gas flow through a nozzle has been studied by many, as seen above. However, there

are two works, [3, 85] that are of particular importance to our research. They provide

the analytical background for the equations of gas flow through a nozzle and help us

understand properties of the solution. This section gives the derivation of the one-

dimensional equations, as well as the analysis of those equations done by Thanh in [85].
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dx

R(x)

Figure 6.1: The cross section of the nozzle over which the radial averaging takes place.

6.2.1 Derivation

We begin our discussion of the nozzle equations by deriving them in their one-dimensional

form from first principles, noting various assumptions made along the way. We start with

the full three-dimensional equations for gas flow through a pipe.

∂

∂t
ρ+∇ · (ρu) = 0 (6.1)

∂

∂t
(ρu) +∇ · (ρu⊗ u + pI) = 0 (6.2)

∂

∂t
E +∇ · ((E + p)u) = 0 (6.3)

in Ω× R+, where ρ,u and E are the density, velocity, and energy respectively, and Ω is

the interior of the pipe. The pressure p is chosen as a function of the other state variables

depending on the gas being modeled. We are modeling ideal polytropic gas, so we take,

p = (γ − 1)E − γ − 1

2
ρ‖u‖2 (6.4)

where γ = 1.4 and ‖u‖ is the Euclidean norm. Note the geometry of the pipe, i.e. the

change in area, does not enter into the equations themselves, only in the domain Ω.

The next step is to assume that the geometry of the pipe is axisymmetric. This is

a natural assumption for most pipes. In doing this we write (6.1)-(6.3) in cylindrical

coordinates with the axial coordinate aligned with the axis of the pipe. By assuming
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∂θq = 0 for each state variable q we reduce the dimension of our equations to two.

∂tρ+ ∂x(ρu) + ∂r(ρv) = −ρv
r

(6.5)

∂t(ρu) + ∂x(ρu
2 + p) + ∂r(ρuv) = −ρuv

r
(6.6)

∂t(ρv) + ∂x(ρuv) + ∂r(ρv
2 + p) = −ρv

2

r
(6.7)

∂tE + ∂x(u(E + p)) + ∂r(v(E + p)) = −v(E + p)

r
(6.8)

for x ∈ R, r ∈ (0, R(x)), t ∈ R+ and u = ux and v = ur are the radial and axial

velocities. The source terms arise from the angular terms in the three-dimensional system,

by eliminating the dependence on r in the flux terms. Solid wall boundary conditions

are give at the nozzle wall r = R(x) by,

v(R) = u(R)
dR

dx
, (6.9)

which states that the velocity vector is tangent to the wall.

Finally we reduce the two-dimensional system to one dimension via radial averaging,

similar to what was done in Chapter 3. We begin by defining the radially averaged

variables to be,

2π

a(x)

∫ R

0

qrdr = q̄ (6.10)

where q is some state variable, and a(x) = πR2(x) is the area of the pipe at x; see Figure

6.1. Next, we integrate Equations (6.5)-(6.8) across this cross sectional area to eliminate

the radial derivative and rewrite the equations in terms of the averaged variables. There

are multiple terms, so we demonstrate the averaging technique with the axial momentum

equation (6.6). Starting with the time derivative term we get,∫ R

0

∂tρurdr = ∂t

∫ R

0

ρurdr = ∂t

(
a(x)

2π
ρ̄ū

)
. (6.11)

Here we make note of an assumption used in the averaging technique, namely that for
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two quantities p and q,

pq = p̄q̄. (6.12)

This says that average of the product is equal to the product of the averages. This is

not true in general, however if we assume the solution has small variation in the radial

direction we can make this assumption. When averaging the radial term, we must first

use the product rule to move all factors inside of the derivative,∫ R

0

∂r(ρuv)rdr =

∫ R

0

∂r(ρuvr)dr −
∫ R

0

ρuvdr (6.13)

= ρ(R)u(R)v(R)R−
∫ R

0

ρuvdr. (6.14)

Note that the last term in the averaged radial derivative cancels directly with the averaged

source term in equation (6.6). Finally, averaging the axial derivative, we get,∫ R

0

∂x(ρu
2 + p)rdr = ∂x

∫ R

0

(ρu2 + p)rdr − (ρ(R)u(R)2 + p(R))RR′ (6.15)

= ∂x

[ a
2π

(ρ̄ū2 + p̄)
]
− ρ(R)u(R)v(R)R− p(R)RR′ (6.16)

where in the last step we used the boundary condition (6.9). Putting all of our averaged

terms together we get,

∂t(aρ̄ū) + ∂x[a(ρ̄ū2 + p̄)] = p(R)2πRR′. (6.17)

Our last assumption is that the pressure at the nozzle wall p(R) is equal to the average

pressure p̄. This procedure and assumptions are applied similarly to the other two-

dimensional equations to obtain the following one-dimensional equations for gas flow

through a nozzle.

∂t(aρ) + ∂x(aρu) = 0 (6.18)

∂t(aρu) + ∂x(a(ρu2 + p)) = p
d

dx
a (6.19)

∂t(aE) + ∂x(au(E + p)) = 0, (6.20)
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in R × R+. Note that these equations look very similar to the usual one-dimensional

Euler gas dynamics equations. The only differences being the factor of a, and the source

term in the momentum equation. The factor of a does not change the behavior of the

equations much, as shown below, however the source term gives many changes to the

behavior and is in fact the focus of the analysis.

6.2.2 Augmented System

The presence of a right hand term in the nozzle equations (6.18)-(6.20) introduces two

complications to the system. The source term implies that the (6.18)-(6.20) is a system

of balance laws as opposed to conservation laws. The factor of a(x, t) in each term

introduces a dependency on x into the equations. There is a simple fix to remove these

complication, we let a(x, t) be one of the state variables, i.e. one of the unknowns. We

then augment the equations with,

∂ta = 0. (6.21)

Therefore, a can be determined completely from initial conditions.

When a is considered as a state variable, the nozzle equations (6.18)-(6.20) have no

explicit x dependence. For smooth solutions, we can rewrite them in nonconservative

form,

∂tw +B∂xw = 0, (6.22)

where,

w =


ρ

u

p

a

 B =


u ρ 0 ρu

a

0 u 1
ρ

0

0 γp u γup
a

0 0 0 0

 . (6.23)
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The eigenvectors of the matrix B are,

v0 =


ρu2

a(c2−u2)
−cu

a(c2−u2)
ρu2c2

a(c2−u2)

1

 v1 =


1
c2

−1
ρc

1

0

 v2 =


1

0

0

0

 v3 =


1
c2

1
ρc

1

0

 (6.24)

and the eigenvalues of B are,

λ0 = 0, λ1 = u− c, λ2 = u, λ3 = u+ c (6.25)

where c =
√
γp/ρ is the speed of sound. Notice that the same eigenvalues found in

the Euler gas dynamics equations are here, as well as a zero eigenvalue. It is useful to

introduce the following sets,

G1 = {w = (ρ, u, p, a)|λ0(w) < λ1(w)} (6.26)

G2 = {w = (ρ, u, p, a)|λ1(w) < λ0(w) < λ2(w)} (6.27)

G3 = {w = (ρ, u, p, a)|λ2(w) < λ0(w) < λ3(w)} (6.28)

G4 = {w = (ρ, u, p, a)|λ3(w) < λ0(w)}. (6.29)

These sets partition state space into regions with the same characteristic structure.

This augmented system of equations has many of the same properties as the original

gas dynamics equations, the difference coming from the zero eigenvalue.

6.2.3 Analysis of the Riemann Problem

To analyze this new system of equations, we start with the simplest problem, the Riemann

problem, that is piecewise constant initial conditions,

w(x, 0) =

wL , x ≤ x0

wR x > x0

. (6.30)

Since the area of the nozzle is now a state variable, considering Riemann initial condi-

tions implies that we are considering a nozzle with a discontinuous jump in area. This

approximates a nozzle with a steep change in area.
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The solution to the Riemann problem consists of a set of elementary waves emanating

from the jump in initial conditions. We know, since the equation are so similar to the

Euler equations, that shocks and rarefactions associated with λ1 and λ3 are part of these

elementary waves, as well as a contact discontinuity associated with λ2. We also have

a contact discontinuity associated with λ0. As the other types of waves have been well

analyzed, it is this wave that we describe here.

The 0-characteristic field is linearly degenerate. Therefore in the solution to the

Riemann problem, there will be a stationary contact discontinuity associated with it. By

examining the Riemann invariants, we see that the following quantities must be constant

across this contact discontinuity [85],

aρu,
u2

2
+

γ

γ − 1

p

ρ
, S (6.31)

where S is the entropy. If we then fix the states ρ0, u0, p0 on one side of the discontinuity

and assume the areas are known on both sides, we get the following relations that must

hold across the contact discontinuity,

a0ρ0u0 = a1ρu (6.32)

u2
0

2
+

γ

γ − 1

p0

ρ0

=
u2

2
+

γ

γ − 1

p

ρ
(6.33)

p0

ργ0
=

p

ργ
(6.34)

By some simple algebra, we can rewrite Equations (6.32)-(6.34) as one equation for ρ

[85],

Φ(ρ) := − 2κγ

γ − 1
ργ+1 +

(
u2

0 +
2κγ

γ − 1
ργ−1

0

)
ρ2 −

(
a0u0ρ0

a1

)2

= 0 (6.35)

where κ = p0/ρ
γ
0 . If a solution ρ to (6.35) can be found, relations (6.32) and (6.34) can

be used to determine the full state variable w = (ρ, u, p, a)T . It is shown in detail in

[85] and summarized in Appendix A, that Equation (6.35) has at most two solutions. A

selection criterion is given in [3] which states that if w0 = (ρ0, u0, p0, a0)T ∈ Gi then the

correct solution to (6.35) lies in Gi.
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Figure 6.2: Four main constructions possible with the augmented system of equations.

6.2.4 Solutions to the Riemann Problem

Once we have a good understanding of the contact discontinuity associated with the 0-

eigenvalue, we can begin constructing solutions to the Riemann problem of our augmented

system. We start by defining the elementary waves that make up the solution.

Definition 8. The elementary waves the make up the solution to the Riemann problem

of the augmented system (6.22) are:

• The standard entropy satisfying shocks, rarefactions and contact discontinuities

associated with the usual Euler gas dynamics equations.

• The stationary contact discontinuity associated with the 0-eigenvalue.

Hence, solutions to the augmented system will be similar to solutions of the usual

gas dynamics equations, with the addition of the stationary 0-wave at the discontinuity

in the nozzle area. This wave is of great importance, as it fundamentally changes the

solution. Where in the usual gas dynamics equations, the wave speeds always have the

same order, due to the definition of the eigenvalues, the 0-wave has constant speed. Due

to this constant speed, multiple different ordering of the waves, or constructions are
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possible; see Figure 6.2. These different constructions must be treated independently, as

they each give a different solution.

We now introduce some notations used in [85] to help in describing the different types

of constructions.

• Let Wi(wL,wR) denote an i-wave connecting a state wL on the left with a state

wR on the right.

• We denote byWi(wL,wm)⊕Wj(wm,wR), two waves connecting a left state wL to

a right state wR via an intermediate state wm, using first an i-wave, then a j-wave.

• Let s(wL,wR) denote the speed of a shock connecting the states wL on the left

with wR on the right.

Using this notation, various constructions were described by Thanh in [85]. We describe

the four basic constructions that can exist as seen in Figure 6.2. We assume that we

start with Riemann initial conditions (6.30).

Construction J1 For this construction to exist we require wL ∈ G1, so that it is pos-

sible for the 1-wave to have positive speed. The ordering of the waves for this

construction is the following,

W0(wL,w1)⊕W1(w1,w2)⊕W2(w2,w3)⊕W3(w3,wR). (6.36)

This construction makes sense when the shock speed of the 1-wave, s(w1,w2) > 0.

Construction J3 This construction is the opposite of Construction J1. For this solution

to exist we require wR ∈ G4, so that it is possible for the 3-wave to have negative

speed. The ordering of the waves will be,

W1(wL,w1)⊕W2(w1,w2)⊕W3(w2,w3)⊕W0(w3,wR) (6.37)

and this solution will make sense when the 3-shock speed s(w2,w3) < 0.

Construction J2P, J2N In the final two constructions, the left and right states can

be in any region of state space. The difference between Construction J2P and J2N
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is the direction of the 2-wave, and so depends on the intermediate velocity. So we

see that the ordering of the waves,

W1(wL,w1)⊕W0(w1,w2)⊕W2(w2,w3)⊕W3(w3,wR) (6.38)

makes sense if the velocity u2 = u3 > 0, and the ordering,

W1(wL,w1)⊕W2(w1,w2)⊕W0(w2,w3)⊕W3(w3,wR) (6.39)

makes sense if the velocity u1 = u2 < 0.

These are the four basic constructions. There are more complicated constructions

that can exist [85]. One of them allows a J1 type construction when the left state is

not in G1. This is done by introducing a extra 1-wave to the left of the 0-wave, which

transfers the left state to G1. A similar construction can be made for type J3 when the

right state is not in G4. These, and other extraordinary types of solutions will not be

considered in this work.

When considering the four basic constructions, the intermediate states can be de-

termined in a similar manner to determining the intermediate states for the usual gas

dynamics equations. The equations describing the 1-wave and 3-wave in p-u space can

still be used, and we know the relation across the 0-wave. Using these conditions, it

is possible to determine all intermediate states as long as a particular construction is

assumed.

6.2.5 Non-Unique Solutions

We briefly note a property of the nozzle equations, that they do not always have a unique

entropy satisfying solution. This is due to the fact that there are multiple constructions

as listed above. Therefore, there exist initial conditions to the Riemann problem that

admit two different constructions. One such example is,

ρL = .2 ρR = .2

pL = 1 pR = .07

uL = 3.3 uR = −4

aL = .3 aR = .8.
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Figure 6.3: Two entropy satisfying solutions to the nozzle equations.

With these initial conditions, Constructions J2P and J3 are both possible. Both solutions

are plotted in Figure 6.3.

This extra level of non-uniqueness can be explained in a way similar to how usual

non-uniqueness arises in conservation laws. The usual gas dynamics equations approxi-

mate the Navier-Stokes equations by eliminating the viscous effects. This ignores some

of the physics of the problem and so introduces non-unique solutions that must be dealt

with using the entropy selection criterion. A similar phenomenon occurs when we con-

sider the nozzle problem. The one-dimensional nozzle equations approximate the three-

dimensional Euler equations by radial averaging, once again reducing some of the physics

of the problem. In the results presented below, we consider only initial conditions that

give unique solutions.

6.3 Properties of Constructions J2P/J2N

In [3], Andrianov and Warnecke prove some general properties about the 0-wave curve

representing the stationary discontinuity. They also proof existence criterion for the J2P
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and J2N constructions shown above. While an existence theorem is not immediately

important for our results, some intermediate results used in the proof will be helpful

in developing criterion for when the one-dimensional model approximates the multi-

dimentional solution.

We begin by stating a lemma from [3], that gives some properties of the 0-wave curve

under particular circumstances.

Lemma 2. Consider the stationary contact discontinuity wave described by (6.32)-(6.34).

Denote the states connected by this wave by w0 and w1. We assume that u1 6= 0 and

|u1| 6= c. If the discontinuity is evolutionary, then the following statements hold,

1. The 0-wave curve is strictly decreasing (increasing) in p if u1 > 0 (u1 < 0).

2. For increasing (decreasing) velocities and pressures u0 and p0, the velocities and

pressures u1 and p1 also increase (decrease) and vice versa.

3. Given constant states ρ̄, p̄ > 0, we have that
ρ0 → ρ̄

u0 → 0

p0 → p̄

⇒


ρ1 → ρ̄

u1 → 0

p1 → p̄

(6.40)

A proof of this lemma is given in [3] and summarized in Appendix B.

This lemma is now used to prove a theorem stating conditions on the left and right

states that guarantee construction J2P to exist. We start with a definition given in [3].

Definition 9. Consider the Riemann problem for (6.18)-(6.20) with left and right states

wL and wR. Let W1(wL) denote the 1-curve fixed by the left state wL. We define the

left bounding 3-curve to be the 3-curve that intersects W1(wL) at u = 0. Further,

1. If aL < aR, let w0 ∈ W1(wL) be such that M0 = 1. Let w1 be the state with

M1 < 1 connected to w0 by the 0-wave. We define the 3-curve passing through w1

to be the right bounding 3-curve.

2. If aL > aR, we define U1 to be the state with M1 = 1 connected by a 0-wave to

w0 ∈ W1(wL) with M0 < 1. We define the 3-curve passing through w1 to be the

right bounding 3-curve.
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Figure 6.4: The left and right bounding curves for construction J2P and aL < aR.

These bounding curves are illustrated in Figure 6.4. The following theorem from [3]

gives conditions for the existence of Construction J2P.

Theorem 4. Consider the Riemann problem for (6.18)-(6.20) with left and right states

wL and wR. Let (p∗, u∗) be the point of intersection between the 1-curve and 3-curve fixed

at wL and wR respectively. If (p∗, u∗) lies between the left and right bounding 3-curve,

and u∗ > 0, then a solution of type J2P is possible.

Proof. We begin by defining the curve,

S1 = {(p1, u1)|(p1, u1) are connected by 0-wave to (p0, u0), ∀ (p0, u0) ∈ W1(UL)}.
(6.41)
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Note that all points on S1 are defined implicitly by the following system,

Γ1 := a0ρ0u0 − a1ρ1u1 = 0 (6.42)

Γ2 :=
p0

ργ0
− p1

ργ1
= 0 (6.43)

Γ3 :=
u2

0

2
+

γ

γ − 1

p0

ρ0

− u2
1

2
+

γ

γ − 1

p1

ρ1

= 0 (6.44)

Since we assume that the state w0 lies on the differentiable curveW1(wL), and ρ > 0, all

Γi are differentiable with respect to their arguments (ρ1, u1, p1)T . By taking the Jacobian

determinant of the system we find,

J =

∣∣∣∣∂(Γ1,Γ2,Γ3)

∂(ρ1, u1, p1)

∣∣∣∣ =
a1

ργ1
(c2

1 − v2
1). (6.45)

Therefore, J 6= 0, except when w1 lies on the right bounding 3-curve, which is excluded

by the assumption of the theorem. So S1 will be a locally differentiable curve at every

point (p1, u1).

From Lemma 2, we see that the mapping (p0, u0) 7→ (p1, u1) is one-to-one. Since

(p0, u0) lies on the 1-curve, which is strictly decreasing, S1 will be strictly decreasing.

Also, as the 1-curve approaches (p̄, 0), S1 will approach (p̄, 0). The 3-curve is strictly

increasing, so there will be a unique intersection point between the 3-curve and S1.

Therefore we have constructed a solution of type J2P.

This theorem gives us a way to definitely know whether Construction J2P is possible,

which is helpful when running numerical experiments. As shown below, the bounding

curves will also be used to determine conditions on wL and wR for good approximation

with the multi-dimensional solution. A similar theorem exists for Construction J2N.

Definition 10. Consider the Riemann problem for (6.18)-(6.20) with left and right states

wL and wR. Let W3(wR) denote the 3-curve fixed by the left state wR. We define the

right bounding 1-curve to be the 1-curve that intersects W3(wR) at u = 0. Further,

1. If aL < aR, let w1 ∈ W3(wR) be such that |M1| < 1. Let w0 be the state with

M0 = −1 connected to w1 by the 0-wave. We define the 1-curve passing through

w0 to be the left bounding 1-curve.

2. If aL > aR, we define w1 ∈ W3(wR) such that M1 = 1. We define w0 to be the
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state connected to w0 such that |M0| < 1. We define the 1-curve passing through

w0 to be the left bounding 1-curve.

Theorem 5. Consider the Riemann problem for (6.18)-(6.20) with left and right states

wL and wR. Let (p∗, u∗) be the point of intersection between the 1-curve and 3-curve fixed

at wL and wR respectively. If (p∗, u∗) lies between the left and right bounding 3-curve,

and u∗ < 0, then a solution of type J2N is possible.

Proof. The proof is analogous to the proof of Theorem 4.

6.4 Results

Here we compare the one-dimensional approximation of the nozzle, with the multi-

dimensional solution. It is important to note that we are not determining how well

the junction conditions approximate the true physical solution, but how well they ap-

proximate the solution of the multi-dimensional equations. We assume that the solution

of the multi-dimensional equations approximates the physical situation as much as de-

sired. What we are trying to determine is under what conditions, the one-dimensional

approximation matches with the multi-dimensional solution.

6.4.1 Numerical Methods

To determine the multi-dimensional solution for the nozzle, we use a conservation law

package called CLAWPACK, developed by Randy LeVeque [55]. This package uses a

second-order Godunov solver to solve two-dimensional problems in various geometries.

For the nozzle problem, we use the fact that the pipe geometry is axisymmetric to consider

the full three-dimensional problem in a two-dimensional domain by solving Equations

(6.5)-(6.8). We consider the discontinuous nozzle geometry whose radius is described by,

R(x) =

RL x ≤ 0

RR x > 0
, (6.46)

where RL and RR represent the constant radius on the left and right of the discontinuity.

The discontinuous nozzle geometry is shown in Figure 6.5, for our main results. We also
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Figure 6.5: The discontinuous nozzle geometry.
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Figure 6.6: A smooth nozzle of width ε = .25.
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consider a nozzle of small width ε whose radius is described by,

R(x) =


RL x ≤ −ε

p(x; ε, RL, RR) −ε < x ≤ ε

RR x > ε

, (6.47)

where p(x, ε, RL, RR) is a fifth order polynomial in x that makes R(x) twice differentiable.

A smooth nozzle of width ε is shown in Figure 6.6. This geometry is used to show that the

discontinuous nozzle solution is the limiting case as ε → 0. In the horizontal direction,

N = 200 nodes were used, and in the vertical direction M = 100 nodes were used. A

CFL number of .94 was also used.

To obtain the solution to the one-dimensional approximation, the constructive theory

of Thanh [85] was implemented to determine the exact solution of the Riemann problem.

We obtain the exact solution for the nozzle problem in a similar manner as for the usual

Euler equations, with the addition of the stationary wave.

6.4.2 Nozzle Results

We begin by showing that the solution obtained by the discontinuous nozzle geometry

is the limiting solution of a nozzle of width ε as ε → 0. We do this by examining the

multi-dimensional solution with the geometry seen in Figure 6.6, for decreasing values of

ε. We then compare this solution to the solution with the discontinuous geometry seen

in Figure 6.5.

To run this comparison, we use Riemann initial conditions,

ρL = 3 ρR = 1

uL = 0 uR = 0

pL = 1 pR = 1

aL = 1 aR = 1.5

and determine the solution at final time T = 0.2. We then radially average the axisym-

metric solution to obtain one-dimensional result for ease of comparison. We see that

as the width gets thiner, the solution approaches the discontinuous solution. Therefore,

the discontinuous geometry is a limiting case of a physically realistic nozzle. For the
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Figure 6.7: A comparison of the solution of the Riemann problem for nozzles of various
widths ε. As ε→ 0, the solutions converge to the discontinuous geometry solution.

results shown below we use the discontinuous geometry, as it lines up well with the one-

dimensional equations. Figure 6.8 shows the error between the smooth nozzle and the

discontinuous nozzle geometry for various values of ε.

We now compare the results of the one-dimensional approximation to the axisym-

metric solution. In order to compare the solutions, we again take the axisymmetric

solution and radially average it at each point x along the pipe. This gives a function of

the axial direction only that can be compared with the one-dimensional solution. We

desire to determine constraints for the initial conditions so that the one-dimensional so-

lution approximates the axisymmetric solution well. We continue to use Riemann initial

conditions.

Through numerical experimentation, we notice patterns when the solution is of type

J2P or J2N. Recall the results from [3] that give conditions for the existence of such

constructions, in terms of left and right bounding curves for either the 1-curve or 3-

curve, depending on the construction. We look at two examples with solutions of type

J2P, and vary the initial conditions so that the 1-curve and 3-curve intersect close and
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Figure 6.8: The relative error between the smooth nozzle and discontinuous nozzle for
ε ∈ [.01, .1].

far away from the left bounding 3-curve.

We see in Figure 6.9 that the initial conditions are such that the intersection of the

1-curve and the 3-curve lie within the 3-bounding curves with u∗ > 0. From the theory

presented above, this tells us that construction J2P will be possible. We also see that the

intersection is close to the left bounding curve. In Figure 6.9 at the bottom, we compare

the one-dimensonal and axisymmetric solutions. Since we know the construction type,

we can obtain the exact solution to the one-dimensional problem. We can see that for

these initial conditions, there is very good agreement between the one-dimensional and

axisymmetric solutions. The intermediate states agree, as well as the shock speeds.

Next we consider a different set of initial conditions, whose results are shown in Figure

6.10. We see that the intersection of the 1-curve and 3-curve are far away from the left

bounding curve for these initial conditions, but that construction J2P is still possible,

since the intersection is between the left and right bounding curves. When we consider the

comparison between the one-dimensional and radially averaged axisymmetric solution,

we see that they do not agree well. Both the intermediate states and the shock speeds
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Figure 6.9: Result of initial conditions that give good agreement with multi-dimensional
solution. Intersection of the 1- and 3- curves relative to the 3-bounding curves (Top). The
exact solution to the one-dimensional problem is compared with the radially averaged
solution of the multi-dimensional problem at time T = .2 (Bottom).
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Table 6.1: Results from varying the initial condition of the J2P construction. Average
error can be bounded below the threshold error by setting initial conditions sufficiently
close to the left bounding curve.

% between bounding curves Average Relative Error

10% 6.09× 10−2

25% 5.52× 10−2

50% 8.21× 10−2

75% 1.05× 10−1

90% 1.33× 10−1

are different. Similar results hold for constructions of type J2N, using the corresponding

bounding curves.

These results are used to determine if a set of initial conditions gives good agreement

with the axisymmetric solution. This is demonstrated by testing multiple initial condi-

tions and calculating the error in the solutions. We use the J2P construction for these

trials. The left state and geometry are fixed at,

ρL = 1 (6.48)

uL = 1.25 (6.49)

pL = 2 (6.50)

aL = 1 aR = 1.5, (6.51)

and the right state is varied such that the intersection of the 1-curve and 3-curve are

a certain percentage of the distance between the left and right bounding curves. These

results are shown in Table 6.1, listing from near the left bounding curve to far from the

left bounding curve.

The L1 error is calculated between the exact one-dimensional solution and the radially

averaged axisymmetric solution at final time T = .4. Table 6.1 shows the average of the

relative errors for the density, velocity and pressure. We have highlighted the error at

50%. This is designated as the threshold error, to show that closer to the left bounding

curve the error is less, and farther from the left bounding curve the error is greater than

the threshold. This threshold error is analogous to the minimum acceptable error for a
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given problem.

We next examine the dependence of the solution on the geometry of the nozzle. Since

the only degree of freedom for the discontinuous nozzle is the jump in area, we vary the

magnitude of that jump and show how the solutions change. We consider only diverging

nozzles, and keep the area of the left side equal to aL = 1 and use the following initial

conditions,

ρL = 2 ρR = 1

uL = −.17 uR = .8 (6.52)

pL = .5 pR = 2

(6.53)

which admits a solution of type J2N.

We begin with a control case of a constant area nozzle, that is a straight pipe, as

seen in Figure 6.11. We see that the one-dimensional code agrees well with the multi-

dimensional solution, as we expect. Next we consider a 20% jump in area, shown in

Figure 6.12. We begin to see deviations, but there is still good agreement. Finally we

consider a 200% jump in area, Figure 6.13. We now once again see large discrepancies

between the two solutions.

We list the average relative errors for various nozzle geometries in Table 6.2. Initial

conditions (6.52) are used and the right area is varied. A right area of aR = 1.5 is set as

the threshold. For all area jumps greater then 50% we see that the error is greater than

the threshold error, and for jumps less than 50%, the error is less than the threshold.

Finally we briefly examine the results of the other two construction types not yet

mentioned, J1 and J3. These constructions require the data to be supersonic in some

way. The initial conditions for the J1 construction are,

ρL = 2 ρR = 1

uL = 1.25 uR = 1.2

pL = 1 pR = 2

aL = 1 aR = 1.5,

and the results are plotted in Figure 6.14. The initial conditions for the J3 construction
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Figure 6.11: Results of the straight pipe geometry, aL = aR.
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Figure 6.12: Results of a discontinuous nozzle with 20% jump in area.
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Figure 6.13: Results of a discontinuous nozzle with a 200% jump in area.

Table 6.2: Results from varying the geometry of the nozzle. Average error can be
bounded below the threshold error by setting the jump in area sufficiently small.

Area Jump Average Relative Error

10% 3.12× 10−2

20% 4.57× 10−2

50% 6.31× 10−2

100% 9.19× 10−2

200% 1.22× 10−1

400% 1.67× 10−1

121



0 0.5 10

2

4

x

D
en

si
ty

 

 

0 0.5 10

1

2

x

Ve
lo

ci
ty

0 0.5 10

1

2

x

Pr
es

su
re

Exact 1−D Solution
Axisymmetric Solution

Figure 6.14: Results for J1 construction.

are,

ρL = 1 ρR = 2

uL = 1.25 uR = −3

pL = 2 pR = 3

aL = 1 aR = 1.5,

and the results are plotted in Figure 6.15.

We see from the results that there is large disagreement between the one-dimensional

and axisymmetric solutions when considering the J1 and J3 constructions. This holds

true for all initial conditions that result in those construction types, as far as we have

observed.
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Figure 6.15: Results for J3 construction.

6.5 Conclusions

We see from the work done in [3, 85] which is reiterated above, that the nozzle junction

can be analyzed from a mathematical viewpoint. This is not true of most junction types.

As we see below, for other junctions many approximations derived from empirical data

must be employed to model the junction. These approximation limit the amount of pure

analysis that can be done to the model. With the nozzle model we can, and in fact do,

determine the exact solution of the one-dimensional equations. We use this solution to

determine under what conditions the one-dimensional equations approximate the axisym-

metric solution well. The theory developed in [3] is employed to determine what initial

conditions give a good approximation. Also, through numerical experiments, we see that

the approximation gets worse as the jump in the nozzle increases. This makes intuitive

sense, since as the jump in the nozzle increases, there exists more multi-dimensional

geometry that is not fully taken into account by the one-dimensional equations. These

trends can help in determining if the one-dimensional approximation gives sufficient accu-

racy for the needs of the problem. If a threshold error is given, once the initial conditions
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and geometry are found that attain that error, the observations above can be used to

determine if a set of initial conditions and geometry give error less than the threshold.

This works for the J2P and J2N constructions only. From results we see that the J1

and J3 constructions do not give a good approximation to the axisymmetric solution.

However, certain applications such as engine manifold assume subsonic flow [6], and so

solution are of J2P or J2N type.
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Chapter 7

Numerical Investigation of Gas Flow

through a Splitting Junction

7.1 Introduction

In this chapter we study a junction of the form shown in Figure 7.1. In its most general

case, there can be any number of edges coming into or going out of the junction, and the

angles between edges can vary as well. There are many applications for such a junction.

Some of the main ones studied are traffic flow, blood flow and the case studied here, gas

flow. Traffic flow is a unique case among the three, as it is a true one-dimensional, hyper-

bolic model. In the case of blood or gas flow, the one-dimensional models approximate

multi-dimensional effects. Also in those models, their multi-dimensional counterparts are

hyperbolic approximations of more complicated models which involve viscous terms.

The application we study here is separating gas flow in a three pipe junction. Such

a junction is shown in Figure 7.2. This type of junction offers many degrees of freedom

for the geometry. We see that we can modify the angle of the two outlet pipes with the

horizontal, as well as all the pipe areas. These degrees of freedom, as well as the fact that

the geometry is no longer axisymmetric, make this junction much more difficult to model

than the nozzle, both in the multi-dimensional and in the one-dimensional sense. Generic

junctions such as this are studied in [5]. Multi-pipe junctions, such as seen in Figure 7.1

can also be modeled. This is done by Bassett in [6]. Here we focus on the three pipe

junction as the majority of the modeling problems can be seen in this situation, while

simplifying the computation.
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Figure 7.1: A generic multi-edge pipe junction with inflow and outflow.

We make certain simplifying assumptions on our geometry, such as assuming that the

bifurcation angles and areas of both outlet pipes are the same, that is,

θ2 = θ1 a3 = a2. (7.1)

This simplified geometry is helpful when computing the multi-dimensional solution, as

the problem domain is easy to model computationally. Many of the results in this work

can be applied to a junction such as Figure 7.2, if a multi-dimensional solution could

be easily calculated for that geometry. While junction conditions for the nozzle were

determined neatly from the dimensional averaging of the multi-dimensional equations,

this can not be done here, as the geometry is not axisymmetric. We therefore use junction

conditions that are determined from physical considerations and experimental data. As

done for the nozzle, we compare the results of the one-dimensional solution with the

multi-dimensional solution, to determine how well the junction conditions approximate

the effects of the geometry.

7.1.1 Previous Work

Much work has been done for junctions of this type. In [31, 37], a traffic model is

introduced and analyzed for such a junction. This application is a good example of
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Figure 7.2: A generic splitting junction with three pipes. All pipe areas can be different
and two angles made by outflow pipes can be different.

a purely one-dimensional hyperbolic model. That is, there is not higher dimensional

traffic flow model that is approximated by a network using dimensional averaging. The

junction conditions for such models involve maximizing a function of the flow across

the junction, and assuming that all shocks propagate away from the junction. Under

the given junction conditions, a solution to the Riemann problem is shown to exist and

its properties are analyzed. In [22, 23], the Circle of Willis is modeled as a blood flow

network. Dimensional averaging techniques are used on the incompressible Navier-Stokes

equations to obtain the governing equations within the vessels. For junction conditions,

continuity of pressure and conservation of flow are used.

For gas flow through a junction, the work has been done in two different veins, ana-

lytical and physical. The purpose of both directions is the same, however; to determine

suitable junction conditions where the pipes meet. In [15, 16], a general framework

is developed to define the Riemann and Cauchy problem for a general multi-junction.

Well-posedness is then proved for the Cauchy problem. The junction conditions used in

this model are derived from physical principles. In [4], conditions are imposed at the

junction such that shocks propagate away from the junction, and the flow is maximal at

the junction. Using these conditions, existence of solutions to the Riemann problem is

shown. In these more analytical works, junction conditions are chosen such that suitable
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mathematical properties of the solution can be proved. However, those junction condi-

tions are difficult to implement in practice, and no validation against experimental or

multi-dimensional data is given.

In the physical or modeling based works, junction conditions are chosen based upon

their agreement with experimental data. An application of pipe junction models that

makes great use of one-dimensional network approximations is engine manifold modeling.

One-dimensional approximations are particularly important as the testing of engine man-

ifolds require running multiple different designs for long times to attain the desired data.

One of the first works considering junction conditions was Benson [8], where the constant

pressure conditions described below was presented. In [5, 6, 20], more complicated pipe

junction models are considered. The junction conditions are based purely on physical

considerations. Particularly, in [5] a pressure loss condition is implemented that depends

upon many assumptions of the flow which are derived through experimental observation.

The model is then compared with experimental junction data. In this work we will use

junction conditions from both approaches to the problem, and compare them.

7.1.2 Overview

Here, we consider simple separating flow through a three-pipe junction. We simulate this

flow with both one-dimensional and two-dimensional code. For the network code, we use

junction conditions common to all network models of gas flow, conservation of mass and

energy. We also use various pressure conditions from different works. The solution of the

two-dimensional model is considered, and data from its solution is used to modify the

junction conditions to obtain a better fit.

We then compare the various one-dimensional models with the two-dimensional so-

lution. The initial conditions and the geometry of the problem are varied to determine

their affect on the error in the one-dimensional model.

7.2 Split Junction Conditions

We now consider the junction conditions for a splitting junction between three pipe

sections. Recall that in the fully general case, there are many geometric parameters

that can be changed, and that we make certain assumptions to simplify the calculations

and reduce the number of geometric parameters. Because of these assumption, we know
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Figure 7.3: Top portion of the splitting junction domain.

that the geometry is symmetric across the center line of the left pipe. This allows us to

simplify our model by considering only the geometry above that center line, assuming

that all state variable are symmetric about it, except for the vertical velocity v, which

is skew-symmetric. The geometry that we model after these assumptions are made is

shown in Figure 7.3.

Unlike the nozzle, where junction conditions are incorporated into the differential

equations by dimensional averaging, the junction conditions for a split must be imposed

as boundary conditions at the edge of each pipe. The computation is thus separated into

two separate domains, one for each pipe in our calculations, and boundary conditions

are imposed where those pipes meet. As mentioned, one-dimensional approximation of

pipes is used often in engine modeling. Therefore, two of the pressure conditions we

use are those developed for engine models. A third conditions is used which is shown

in [15, 16] to give well-posedness to the problem. An assumption used in engine models

that we adopt here is that the flow is always positive subsonic through the junction. This

makes physical sense for engine models, as it is expected that gas flows in one direction

only, and should never be supersonic. This also helps numerically when setting boundary

conditions, as it allows us to know a priori how many conditions are needed and which

characteristics need to be set.
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7.2.1 Splitting Pipe Junction Conditions

From the assumption made above, we know that three junction conditions are needed.

There are two conditions that are generally imposed for a split junction in such models

[6], the first is conservation of mass,

ρ1u1a1 = 2ρ2u2a2 (7.2)

where ai is the area of the pipe. The second condition, introduced by Corberàn [20], says

that the total enthalpy of each outgoing pipe must be equal to the mass-averaged total

enthalpy of the incoming pipes. For our three pipe junction, this reduced to,

E1 + p1

ρ1

=
E2 + p2

ρ2

. (7.3)

It is interesting to note that condition (7.2) combined with condition (7.3), gives conser-

vation of energy for our junction,

a1u1(E1 + p1) = 2a2u2(E2 + p2). (7.4)

The final condition that is imposed relates to the pressure in each pipe, and depends

upon the model. There are three models used in this work.

Constant Static Pressure

The first pressure condition was proposed by Benson [8], and imposes continuity of pres-

sure throughout the junction, that is, the static pressure is equal in all pipes at the point

where they meet,

p1 = p2. (7.5)

For the three pipe junction we consider here, this is equivalent to imposing that the static

pressure at the junction is equal to the average of the static pressures in all three pipes.

While this model has the obvious disadvantage of not incorporating any information

about the geometry of the junction, it has been proved to work reasonably well when

compared to experimental data [20].
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Pressure-Loss Model

The second pressure model is called the pressure-loss junction model. This name is

used for many different variations, however, the idea is to incorporate some information

from the junction, either through experimental steady state data or through analysis,

to determine the drop in pressure across the junction. The model we implement was

developed in [5], and uses analytical techniques to relate the pressure loss to the mass

flow rate and geometrical properties of the pipe. There are multiple different formulas,

depending on the flow situation.

We begin by considering the flow through our particular geometry, as seen in Figure

7.4. The assumptions and derivation for this model are obtained from [5]. The first

and most inaccurate assumption for gas flow is that the flow is incompressible. This

assumption is necessary to obtain a simple relationship between the pressure loss and

the geometry of our junction, and it is shown in [5] that this junction condition works well

when compared to experimental data. We also note that the incompressibility assumption

holds relatively well for gas flow with low Mach number.

It is further assumed that as the flow enters the pipe junction, it separates from the

pipe wall, as seen in Figure 7.4. As the flow separates it effectively restricts the area in

the outgoing pipe. The final assumption has to do with the direction and magnitude of

the velocity entering the outgoing pipe. Following [5], the magnitude of the velocity is
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assumed to be equal to the velocity of the incoming pipe, u1. According to experimental

observations noted in [35], the direction of the velocity has an angle of θ/4 with the

horizontal.

The derivation for this model is done in [5, 6] and is summarized in Appendix C. The

relationship between the pressures on either side of the junction is given by,

p1 + 1
2
ρ1u

2
1 − (p2 + 1

2
ρ2u

2
2)

1
2
ρ1u2

1

= q2ψ2 + 1− 2qψ cos

[
3

4
(θ)

]
. (7.6)

where q =
a2ρ2u2

a1ρ1u1

is the ratio of mass fluxes, and ψ =
a1

a2

is the ratio of pipe areas.

Equation (7.6) can be simplified by including the assumption of mass conservation, giving,

p1 + 1
2
ρ1u

2
1 − (p2 + 1

2
ρ2u

2
2)

1
2
ρ1u2

1

=
1

4
ψ2 + 1− ψ cos

[
3

4
(θ)

]
. (7.7)

This model obviously makes many assumptions that do not hold exactly for all situations,

however it is proven to work well in experimental cases, for both steady and unsteady

flows [5, 6]. Also, as we see below, this model does a better job of approximating the

two-dimensional solution under certain geometries.

Continuity of Total Pressure

The final junction condition considered is continuity of total pressue, or stagnation pres-

sure. This is given by the following equation,

p1 +
1

2
ρ1u

2
1 = p2 +

1

2
ρ2u

2
2. (7.8)

This junction condition is used because it is determined for purely mathematical reasons.

In [15], an example is given where the constant static pressure condition leads to ill-

posedness. Therefore, a junction condition was developed that incorporated some of

the geometrical features of the split. While it is obvious that linear momentum is not

conserved across this junction, the condition proposed to conserve a component of the

linear momentum, and the choice of the component would depend on the geometry of

the pipes. Let ν̂i be the unit vector point along each of the three pipes away from

the junction. The junction condition is chosen by letting the component of the linear
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momentum orthogonal to ν̂1 + ν̂2 + ν̂3 be conserved, that is,

3∑
i=1

(pi +
1

2
ρiu

2
i )ν̂i ·

(
α

3∑
i=1

ν̂i

)⊥
= 0 ∀ α ∈ R. (7.9)

It is shown in [16] that condition (7.9) along with conservation of mass and energy, and

certain other technical conditions, gives a well-posed solution to the Cauchy problem.

To simplify condition (7.9), in [16], the following conditions is introduced; for some

positive total pressure P∗,

pi +
1

2
ρiu

2
i = P∗ , i = 1, 2, 3. (7.10)

It was then shown that condition (7.10) implies condition (7.9). This is where we see

that the conditions developed from an analytical standpoint are difficult to implement,

as we have no value for P∗. For our purposes we set P∗ equal to the average of the total

pressures of all three pipes, which gives our original condition (7.8).

7.3 Results

We consider the Riemann problem defined on a splitting junction geometry. The dis-

continuity in the initial conditions is set in the incoming pipe, thus creating a wave

that travels towards the junction. This is done for both the one-dimensional and two-

dimensional problems. Since it is difficult to compare data within the junction itself, as

the geometries will not line up perfectly between the one and two-dimensional case, we

compare the results at the outlet of the outgoing pipe.

In addition to considering the accuracy of the one-dimensional solution at the pipe

outlet, we also consider the accuracy of the junction conditions. We use the two-

dimensional solution to determine how accurate the junction conditions are in approxi-

mating the true solution.

7.3.1 Numerical Considerations

When implementing the one-dimensional network code, no special considerations are

necessary. The normal one-dimensional Euler gas dynamics equations are solved on two

domains, each representing a pipe in the junction. The domain of the one-dimensional
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Figure 7.5: Mesh used to simulate a splitting junction for the two-dimensional solution.
Black line denotes where one-dimensional domains lies on the mesh.

model represents the center line of each pipe, as shown in Figure 7.5. Standard zeroth

order boundary conditions are imposed on the non-junction boundaries. At the junction,

the various junction conditions are imposed using the typical method of determining

the known characteristics from previous data and setting the unknown characteristics

from the junction conditions. Since we choose our initial conditions such that the flow is

positive subsonic, we know that there are three characteristic variables that must be set

at the junction, giving a well-posed system. On each edge N = 200 nodes are used, and

a CFL number of 0.75 is given.

To determine the two-dimensional solution, we use the package CLAWPACK. Spe-

cial boundary conditions at the junction are not needed since the geometry models the

junction itself, however; care must be taken in setting the mesh to correctly model the ge-

ometry. Figure 7.5 shows the mesh that is used in this model. Across the entire domain,

100 nodes are used in both the horizontal and vertical directions, and a CFL number of

0.94 is given.
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Figure 7.6: Lines used to denote where the junction is in the two-dimensional domain.
State variables are averaged over these lines and compared.

7.3.2 Error Computation

There are two kinds of error computations presented below, ones for verifying junction

conditions, and ones for comparing the one and two-dimensional models with each other.

When verifying the junction conditions, we consider the two-dimensional solution to see

how well it satisfies the junction conditions used in the network model. To check this,

we look at the solution along the two lines shown in Figure 7.6. These lines represent

the left and right side of the junction. The state variables are averaged along these lines

so that their values at either end of the junction can be compared.

The second type of error is for when we compare the various network models with the

two-dimensional solution. When comparing these solutions, we look only at the solution

at the outlet, that is at the right boundary of the right pipe. We radially average the

two-dimensional solution at the outlet of the right-hand pipe, and compare it with the

value of the one-dimensional solution at the right boundary. We compute the relative

error by,

E(t) =
|q1D − q2D|
|q2D + ε|

(7.11)
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The term of ε is a small value inserted to avoid dividing by zero.

Finally, there are situations when, for simplicity, we wish to calculate a single number

to represent the error over a span of time. To do this, we take the average of the error

data over that time. So that the time dependent information is not totally lost, the

standard deviation of the error data is also calculated in these cases, and shown in the

plot as error bars.

7.3.3 Split Results

The first results we present in this section involve the accuracy of the junction conditions.

We consider how well the following five quantities or conditions are satisfied by the two-

dimensional solution:

a1ρ1u1 = 2a2ρ2u2 (Conservation of mass) (7.12)

a1u1(E1 + p1) = 2a2u2(E2 + p2) (Conservation of energy) (7.13)

E1 + p1

ρ1

=
E2 + p2

ρ2

(Continuity of enthalpy) (7.14)

p1 = p2 (Continuity of pressure) (7.15)

p1 +
1

2
ρ1u

2
1 = p2 +

1

2
ρ2u

2
2. (Continuity of total pressure) (7.16)

The subscripts 1 and 2 represent the left and right pipes respectively and Figure 7.6 shows

exactly where on the left and right pipe these quantities were measured. We consider the

following Riemann initial conditions and geometry,

ρL = 1 ρR = 1 (7.17)

uL = .5cL uR = 0

pL = 1 pR = 1

θ = 30◦ ψ = 2,

where ψ =
a1

a2

. Figure 7.7 shows a plot of the relative error of the five conditions

(7.12)-(7.16). We first note that the pressure conditions (7.15)-(7.16) are satisfied in

the two-dimensional solution. We also see that the continuity of enthalpy is satisfied.

However, the conservation of mass and energy conditions do not hold well in the two-
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Figure 7.7: Plot of the error in junction conditions for the two-dimensional solution
using initial conditions and geometry (7.17).

dimensional solution. These two conditions are fundamental to all the junction conditions

listed above.

It might seem unusual that mass is not conserved throughout the junction. This can

be explained by Figure 7.8. This is a plot of the full two-dimensional solution at a fixed

time. The two ends of the junction are denoted by the black lines. We can see that there

is a change in the density within the junction. This shock is stationary throughout the

solution time, and is what gives rise to the lack of mass conservation in our calculations.

If we were to take a smaller area for our junction, we would conserve mass better. As the

junction reduces to a point, such as it does in the one-dimensional model, mass would be

conserved exactly. Thus the reason why conservation of mass is often used as a condition

for network models.

It can be readily seen by numerical experiment that under no conditions or geometries

is mass conserved by the two-dimensional solution. Therefore, we consider a modified

method for the network model, where the conservation of mass condition is replaced by

a condition that better models the two-dimensional solution. We use a condition of the
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Figure 7.8: Full two-dimensional solution of the density at the junction.

following form:

a1ρ1u1 =
1

α
a2ρ2u2 (7.18)

where α must be determined approximately from the two-dimensional solution, our ver-

sion of “experimental” data.

We first note that the value of α is roughly independent of the initial conditions of

the problem. This is determined through multiple trials with various initial conditions.

Therefore, α is determined mainly by the geometry of the junction. Furthermore, for

simplicity we assume that α does not depend on the area ratio ψ. So we have that

α = α(θ) is a function of the angle alone.

To determine the function α(θ), we consider a problem with the initial conditions

(7.17), but vary the angle θ from 10◦ to 75◦. We run this problem to final time T = 20

and calculate the mass flow ratio of the junction,

ϕ(t) =
a1ρ1u1

a2ρ2u2

(7.19)
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Figure 7.9: Plot of the average mass flow ratio over time with error bars determined by
standard deviation. Linear fit is used to determine function α(θ).

where the state variables at the ends of the junction are calculated as above. The ratio

ϕ(t) gives a time dependent function which approximates α(θ). Figure 7.9 shows the

average value over time of this ratio as a function of θ, along with the standard deviation

represented by error bars. We see that the standard deviation is approximately σ = .05

for each point. We then use a linear fit on this data to determine the function,

β(θ) = −.35877θ + .52535, (7.20)

for θ in radians. We note that as θ → 0, β(θ) ≈ .5, which gives conservation of mass.

Conservation of mass is then replaced by condition (7.18) with (7.20) used to approximate

α, and we see below how it compares with the other junction models presented.

As before, we consider Riemann initial conditions, and determine the effect of those

conditions and the geometry of the junction on the error between the one and two-

dimensional solutions. For simplicity and to attempt to model physically relevant situa-

tions, all initial conditions fix the right state to be,

ρR = 1 uR = 0 pR = 1. (7.21)
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Figure 7.10: Relative error results for the density, velocity and pressure for initial con-
ditions (7.22) and junction geometry θ = π

6
, ψ = 2.

Fixing the velocity to be zero in the right-hand pipe makes sense since we are simulating

flow from left to right. There are two degrees of freedom in our geometry, the angle θ

and the pipe area ratio ψ. Both of these will be varied and their effects noted.

We begin by fixing the geometry to be θ = 30◦ and ψ = 2 and consider the affect of

the initial conditions. The following left states are considered,

ρL = 1 uL = .2cL pL = 1 (7.22)

ρL = 1 uL = .5cL pL = 1 (7.23)

ρL = 1 uL = .8cL pL = 1. (7.24)

The relative error at the outlet between the one and two-dimensional solutions for these

initial conditions is shown in Figures 7.10-7.12. . We see that as the velocity of the flow

into the junction increases the error also increases. This says that as the inflow velocity

increases, the two-dimensional effects increase as well.

We next fix the initial conditions and study the affect of the geometry on the error.
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Figure 7.11: Relative error results for the density, velocity and pressure for initial con-
ditions (7.23) and junction geometry θ = π

6
, ψ = 2.
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Figure 7.12: Relative error results for the density, velocity and pressure for initial con-
ditions (7.24) and junction geometry θ = π

6
, ψ = 2.
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Figure 7.13: Plot of average error for each variable vs angle.

For initial conditions, we use (7.23). The pipe area ratio is fixed at ψ = 2 and we vary

the angle of the junction. We look at results for the constant pressure model and the

modified model described above. To better visualize the dependency on the angle, we

again consider the average error over time, as done above. These results are plotted in

Figure 7.13. We see that the error does not depend monotonically on the angle of the

junction, there are minimums at approximately 30◦ and 50◦.

We also consider how the error changes as the pipe area ratio ψ changes. For this

trial, we again use the initial conditions (7.23), and fix the junction angle to be θ = 30◦.

We vary the area ratio from ψ = 1 to ψ = 2, and calculate the average result in the same

way as above. Figure 7.14 shows the results. We see that as a function of ψ the error is

roughly monotonic, with the exception of ψ = 1.

Finally, for all the examples given above, we see that the error in the velocity variable

is significantly larger than for the density or pressure. This can be explained by examining

the two-dimensional solution along the entire domain. Figure 7.15 shows the horizontal

velocity for the junction. As we can see, a separation region forms for the horizontal

velocity. This type of multi-dimensional effect can not be modeled by the one-dimensional
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Figure 7.14: Plot of average error for each variable vs ψ.

equations and junction conditions, therefore, it is difficult for the velocities of the two

models to agree.

We see from the results above that the modified junction conditions approximate the

two-dimensional solution better than any of the other conditions in each case. To validate

the modified junction conditions further, we consider another set of initial conditions

given by,

ρL = 1 uL = 0 pL = 2. (7.25)

(7.26)

with geometry given by θ = 30◦ and ψ = 2. The error results are shown in Figure 7.16

and we see that once again the modified junction conditions have significantly less error

than the other junction conditions. The spike in the density error is explained by the

fact that the contact discontinuity does not line up between the one-dimensional and

two-dimensional models.
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Figure 7.15: Two-dimensional solution of the horizontal velocity. Multi-dimensional
effects are seen beyond that of a propagating shock wave.
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Figure 7.16: A test of the modified junction conditions with different initial conditions.
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7.4 Conclusions

Unlike the nozzle junction, a split junction is one where physical approximations play

an important role. We see in the three main pressure conditions presented above how

approximations are made, especially in the pressure loss model. We also see approxima-

tions made by assuming conservation of mass and energy. While these assumptions seem

quite reasonable, upon considering the two-dimensional solution conservation of mass

does not appear to hold. By incorporating data from the two-dimensional solution, we

are able to obtain a more accurate model. A main benefit of this modified model is that

it takes the geometry of the junction into account. While the pressure loss model also

does this, we see that it does not offer much benefit over the other classical models. This

is because of the many assumptions made in the derivation of the pressure loss model.

These assumptions, especially incompressibility, do not hold for the junction we consider

here. However, the assumption made for the modified method do hold roughly, and thus

that method yields better results.
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Chapter 8

Conclusions

In this work, we consider two separate problems, laser drilling and transport network

problems. While these two problems are obviously quite different in application, they

both use a common mathematical technique, dimensional reduction. Dimensional reduc-

tion in the form of radial averaging is used in the laser model to simplify the computation.

Network problems implement dimensional reduction to model multi-dimensional phenom-

ena on a graph. In particular, radial averaging is used to model gas flow through various

pipe junctions, and determine algebraic conditions that approximate the flow through

those junctions.

In the laser drilling work, we examine many models for laser drilling already in ex-

istence, and look for ways to incorporate these models in a simplified version for quick

computation. The key component in the simplified model we present is in the heat

transfer portion of the model. Here we radially average the heat equations, allowing for

a axisymmetric geometry to be specified, while reducing the computation to that of a

one-dimensional heat equation. This reduces the computational cost and allows us to

use various shapes for the geometry of the hole. Well-known kinetic theory is also incor-

porated into the model to account for the rapid evaporation due to the laser. Finally,

experimental data is used to determine the best fit for the aspect ratio of the hole.

For the transport network problems, we begin by applying the domain decomposi-

tion method to these problems. Little research has been done in this area. We first

describe how to implement junction conditions in the linear case. We then implement

the domain decomposition method for the linear acoustics equations and develop theory

to estimate a priori the number of iterations needed for the method to converge. This
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is done for multiple cases depending on the equations defined on each edge and how the

network is partitioned. These convergence estimations are then tested against numerical

experiments and are found to hold with the exception that extra iterations are required to

account for the discretization error. We also perform numerical experiments to show that

how the network is partitions can affect the number of iterations needed for convergence.

A practical application of network problems is examined, in particular gas flow

through a network of pipes. We look specifically at the local region of gas flow through

various type of junctions. First, we consider a nozzle junction. The governing equations

are derived for one-dimensional nozzle flow via radial averaging, and we see that the

junction conditions are implicit within the governing equations. Well-know properties of

the solution of the Riemann problem for these equations are stated. We then use some

of these properties to determine conditions on the initial states that give good agreement

between the one-dimensional and axisymmetric solutions.

The next junction that we consider is the splitting junction. Various conditions have

been postulated, and all of these are implemented in our work. In addition to these well-

known conditions, we use the numerical data from our two-dimensional simulation of

the splitting junction to derive a modified junction condition. We compare these various

models with the two-dimensional data and find that in many cases our modified model

agrees with the data better than the known models. We examine how the error in the

models is affected by the initial conditions and geometry of the junction, and show our

results.

The extent of this work has covered many different ideas, involving modeling of kinetic

processes and heat transfer, numerical methods applied to new and interesting problems,

and examination and improvement of existing one-dimensional approximations of gas

flow. Dimensional reduction is used throughout to simplify the models in an efficient

manner.
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Appendix A

Analysis of Φ

Here we summarize properties of solutions to

Φ(ρ) := − 2κγ

γ − 1
ργ+1 +

(
u2

0 +
2κγ

γ − 1
ργ−1

0

)
ρ2 −

(
a0u0ρ0

a1

)2

= 0. (A.1)

We give conditions for when (A.1) has one, two or no solutions, and present a selection

criterion for choosing between the two solutions when they exist. First we note that if

u0 = 0, the solution is simple to obtain and the only non-vacuum solution is ρ = ρ0.

Therefore, let us assume u0 6= 0. We note that for any zero of (A.1),

− 2κγ

γ − 1
ργ+1 +

(
u2

0 +
2κγ

γ − 1
ργ−1
o

)
ρ2 =

(
a0u0ρ0

a1

)2

, (A.2)

which implies,

− 2κγ

γ − 1
ργ+1 +

(
u2

0 +
2κγ

γ − 1
ργ−1
o

)
ρ2 > 0. (A.3)

Equation (A.3) can be used to determine an interval in which zeros of (A.1) must exist,

0 < ρ < ρ̂ :=

(
γ − 1

2κγ
u2

0 + ργ−1
0

) 1
γ−1

. (A.4)

Therefore we need only look for solutions to Φ = 0 within the interval ρ ∈ (0, ρ̂). We

next look for critical points of Φ to determine how many zeros it has within this interval.
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We take the derivative of Φ with respect to ρ,

dΦ

dρ
= −2κγ

γ + 1

γ − 1
ργ + 2

(
u2

0 +
2κγ

γ − 1
ργ−1

0

)
ρ. (A.5)

We see that there exists one critical point ρmax within the interval of interest (0, ρ̂),

ρmax =

(
γ − 1

κγ(γ + 1)
u2

0 +
2

γ + 1
ργ−1

0

) 1
γ−1

, (A.6)

and that

dΦ(ρ)

dρ
> 0 ρ ∈ (0, ρmax) (A.7)

dΦ(ρ)

dρ
< 0 ρ ∈ (ρmax, ρ̂). (A.8)

So there exists a single maximum point within our interval of interest. Finally we examine

Φ(0) and Φ(ρ̂), to find that

Φ(0) = Φ(ρ̂) = −
(
a0u0ρ0

a1

)2

< 0. (A.9)

Putting all of this information together, we can determine the general structure of

Φ(ρ). There are three cases of interest, depending on Φ(ρmax), that are shown in Figure

A.1. It is clearly seen that a real solution will exists if,

Φ(ρmax) ≥ 0. (A.10)

This condition can be translated to a condition on the geometry of the nozzle, namely

on the ratio of the areas,

a1

a0

≥ amin :=
ρ0|u0|
√
κγρ

γ+1
2

max

. (A.11)

Using this condition on the geometry, we can state the three cases for finding a zero of
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Figure A.1: Plot of Φ(ρ), for ρ ∈ [0, ρ̂]. Area ratio is varied to show examples of two
solutions, one solution and no solutions.

Φ(ρ),

ρ =


ρ∗ < ρmax or ρ∗ > ρmax if a1

a0
> amin

ρ∗ = ρ∗ = ρmax if a1

a0
= amin

No real solution if a1

a0
< amin

(A.12)

Therefore, for a given fixed state U0 = (ρ0, u0, p0, a0), if the area ratio a1

a0
< amin(U0), no

0-contact discontinuity will exist.

We give a lemma which is helpful in determining the selection criterion between the

two zeros of Φ.

Lemma 3. Let U0 = (ρ0, u0, p0) be a fixed state on one side of the contact discontinuity

and a0, a1 be the areas on either side such that a1

a0
> amin, i.e. two real zeros ρ∗ and ρ∗

exist for Φ(ρ). Let U∗ = (ρ∗, u∗, p∗) and U∗ = (ρ∗, u∗, p∗) be the states corresponding to
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the two zeros. Then we have that

U∗ ∈ G1 ∪ G4 (A.13)

U∗ ∈ G2 ∪ G3 (A.14)

Moreover, whenever U0 ∈ Gi, either U∗ ∈ Gi or U∗ ∈ Gi.

Proof. First we define a function g,

g(ρ, U0) = u(ρ, U0)2 − c(ρ, U0)2 = u(ρ, U0)2 −

√
γp(ρ, U0)

ρ

= u2
0 +

2κγ

γ − 1
(ργ−1

0 − ργ−1)− κγργ−1 (A.15)

where u(ρ, U0) and p(ρ, U0) correspond to a solution ρ of the jump conditions (6.32)-

(6.34). Above we rewrite g in terms of ρ by using the jump relations (6.33) and (6.34)

that must hold across the contact discontinuity. To prove statements (A.13) and (A.14),

we show that g(ρ∗) > 0 and g(ρ∗) < 0 respectively. By calculation, we can see that,

g(ρmax) = 0. (A.16)

Also, by examining the derivative with respect to ρ we get,

dg

dρ
= −κγ(γ + 1)ργ−2 < 0 ∀ ρ ∈ [0, ρ̂]. (A.17)

Hence, g(ρ) is a monotone decreasing function with respect to ρ. Since we know that

ρ∗ < ρmax < ρ∗, (A.18)

this implies that

g(ρ∗) > g(ρmax) = 0 ⇒ |u∗| > c (A.19)

g(ρ∗) < g(ρmax) = 0 ⇒ |u∗| < c (A.20)

Therefore, U∗ ∈ G1 ∪ G4 and U∗ ∈ G2 ∪ G3. Also, from relation (6.32), we know that u∗

and u∗ have the same sign as u0. Hence, one of the two solutions will always be in the
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same region as the fixed state U0.

There are multiple ways of defining the selection criterion for the 0-contact disconti-

nuity, however they all reduce to the same basic form. We choose to use the evolutionary

discontinuity criterion described in [3]. To this end, we define an evolutionary disconti-

nuity.

Definition 11. Consider a discontinuity Σ in a physical flow, which is governed by a

d× d hyperbolic system. Denote the number of characteristics incoming to Σ by n and

coinciding with Σ by c. Further, denote the number of unknown variables on both sides

of Σ together with the speed of Σ by N = 2d + 1, and the number of relations across Σ

by m. Then Σ is called evolutionary if

N = n+ c+m.

The idea is that all unknowns across the discontinuity can be determined from the

incoming and coinciding characteristics and the relations across the discontinuity. In

a strictly hyperbolic system, the evolutionarity criterion is equivalent to the Lax shock

condition.

For a contact discontinuity, such as the one we are considering, this criterion says

that the number of impinging characteristics on one side must be equal to the number

of characteristics leaving on the other side. This is clearly equivalent to saying that

the eigenvalues do not change sign across the discontinuity. Therefore, if the state on

one side is in region Gi, the state on the other side must also be in region Gi. Lemma

3 guarantees that if two solutions of the jump conditions exists, then one of them will

satisfy the evolutionarity criterion.
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Appendix B

Proof of Lemma 2

Proof. We use the relation across the 0-wave to prove the lemma. We start by recalling

that κ = p
ργ

is constant across the 0-wave. Using this in Equation (6.32) we get,

a0u0
p

1/γ
0

κ1/γ
= a1u1

p
1/γ
1

κ1/γ
. (B.1)

We rearrange (B.1) to solve for p1,

p1 =

(
a0

a1

)γ
p0

(
u0

u1

)γ
, (B.2)

and differentiate with respect to u1,

∂p1

∂u1

= −γ
(
a0

a1

)γ
p0u

γ
0u
−(γ+1)
1 (B.3)

From (B.3) we see that statement 1 is proven.

Taking (B.1), if we rearrange to solve for p1 and u1 and then differentiate with respect

to p0 and u0 respectively, we get,

∂p1

∂p0

=

(
a0u0

a1v1

)γ
> 0 (B.4)

∂u1

∂u0

=
a0

a1

(
p0

p1

)1/γ

> 0, (B.5)

thus proving statement 2.
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For statement 3, we begin by proving that p1 is bounded. Following [3], we prove

this by contradiction, that is assume p1 → ∞. We consider relation (6.33), and again

eliminate ρ1 to see,

γ

γ − 1
p

1−1/γ
1 κ1/γ <

u2
1

2
+

γ

γ − 1
p

1−1/γ
1 κ1/γ =

u2
0

2
+

γ

γ − 1
p

1−1/γ
0 κ1/γ. (B.6)

Since we know the right hand side is bounded by the hypothesis, this says p1 9∞.

Now using (B.1), we see that as u0 → 0, u1 → 0. Using this fact in (B.3) and the

jump relation (6.34), we get that ρ1 → ρ̄ and p1 → p̄.
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Appendix C

Pressure Loss Model Derivation

Here we summarize the work done in [5, 6] to derive the pressure loss model implemented

for the splitting junction. Figure C.1 shows the geometry of the junction. We consider

two control volumes, D-D′-R′-R, and R-R′-E′-E. It is assumed that there is no pressure

loss in the first control volume, since within that region the flow is converging. Within the

second control volume the flow is diverging, and it is there that the pressure is assumed

to change.

The following notation is used throughout the derivation. First, the mass flow ratio

is defined to be,

q =
ṁ2

ṁ1

, (C.1)

where ṁi is the mass flow rate within each pipe. Also, the area ratio is defined to be,

ψ =
a1

a2

. (C.2)

We note the following relationships,

u2 = qψu1 uR = qψ
u1

ξ
, (C.3)

where ξ denotes the ratio of the restricted area to the total pipe area. Next we consider
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Figure C.1: Diagram of the physics modeled by the pressure loss junction condition.

the momentum equation within the converging control volume D-D′-R′-R, given by,

p̄1a2 − pRa2 = ṁ2uR − ṁ2u1 cos

[
3

4
(θ)

]
, (C.4)

where p̄1 is the average pressure along the line D-D′ and pR denotes the pressure along

the line R-R′. It is assumed that the pressure at D′ is equal to the stagnation pressure

in pipe 1, so we have,

p̄1 =
p1 + p01

2
= p1 +

1

4
ρu2

1. (C.5)

Since we assume that the pressure is constant within this region, we can use the Bernoulli

equation to write,

p̄1 +
1

2
ρu2

1 = pR +
1

2
ρu2

R. (C.6)

By combining Equations (C.3), (C.5), and (C.6), we obtain an equation for pR,

pR = p1 +
1

2
ρu2

1

[
3

2
− q2ψ

2

ξ2

]
. (C.7)
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We can now combine Equations (C.3), (C.5), and (C.8) to transfrom Equation (C.4)

into,

0 =
1

ξ2
− 2

ξ
+

2

qψ
cos

[
3

4
(θ)

]
− 1

q2ψ2
(C.8)

which is a quadratic equation for 1
ξ
. We solve this equation to obtain a relationship for

1
ξ

in terms of the geometric properties of the junction and the mass flow ratio,

1

ξ
= 1 +

√
1 +

1

q2ψ2
−

2 cos
[

3
4
(θ)
]

qψ
. (C.9)

Now considering the second control volume R-R′-E′-E, we recall that this is where

the pressure change occurs, and therefore Bernoulli’s equation is written as,

pR +
1

2
ρu2

R = p2 +
1

2
ρu2

2 + ∆p (C.10)

where ∆p is the the change in pressure through the junction. Examining the momentum

equation through this control volume, we have,

pRa2 − p2a2 = ṁ2u2 − ṁ2uR. (C.11)

We are now able to obtain an equation for the pressure change ∆p in terms of the junction

geometry, mass flow ratio, and ξ. Combining Equations (C.3), (C.10), and (C.11), we

obtain,

∆p =
1

2
ρu2

1q
2ψ2

[
1− 1

ξ

]2

. (C.12)

Inserting the solution of 1
ξ

from Equation (C.9) in to (C.12) and rearranging, we obtain

the following relationship for the pressures throughout the junction,

p1 + 1
2
ρu2

1 − (p2 + 1
2
ρu2

2)
1
2
ρu2

1

= q2ψ2 + 1− 2qψ cos

[
3

4
(θ)

]
. (C.13)
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Assuming conservation of mass, (C.13) can be simplified to,

p1 + 1
2
ρu2

1 − (p2 + 1
2
ρu2

2)
1
2
ρu2

1

=
1

4
ψ2 + 1− ψ cos

[
3

4
(θ)

]
. (C.14)
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