
ABSTRACT

BLISS, KAREN M. Modeling of Red Blood Cell Dynamics in Patients with Chronic
Kidney Disease. (Under the direction of H.T. Banks and H.T. Tran.)

Kidneys are the main site of production of the hormone erythropoietin (EPO) that

is the major regulator of erythropoiesis, or red blood cell production. EPO level is

normally controlled by a negative feedback mechanism in the kidneys, but patients with

chronic kidney disease (CKD) do not produce sufficient levels of EPO to maintain blood

hemoglobin concentration.

In order to prevent anemia, patients typically receive recombinant human EPO

(rHuEPO) intravenously to stimulate red blood cell production. Iron is required to pro-

duce hemoglobin, and iron deficiency can be an issue among patients receiving rHuEPO

therapy, so intravenous iron supplementation is common among patients undergoing

rHuEPO therapy. Iron availability is negatively affected by inflammation level in the

body.

An age-structured model is developed for erythropoiesis in patients with CKD. Both

rHuEPO therapy and iron therapy are taken into consideration, as is the overall inflam-

mation level in the body. Hemoglobin concentration is the output of the model. The

result is a nonlinear coupled system of ordinary and partial differential equations with

nontrivial boundary coupling.

This system is solved numerically in Matlab, using the finite element method with

upwinding for the partial differential equations. The code is validated using a forcing

function strategy. Simulations are performed for various treatment protocols and patient

inflammation levels and results are discussed.

The model assumptions are then revisited in order to assimilate iron into the ery-

throcytes in a more biologically reasonable fashion. Significant changes, including the

inclusion of a second structure variable to account for the iron content of erythrocytes,

are made to the model, which will make its numerical solution more difficult.
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Chapter 1

Introduction

It is estimated that 31 million Americans have chronic kidney disease (CKD). Among

those, approximately 330 thousand were classified as being in End-Stage Renal Disease

(ESRD) and required dialysis [52]. Dialysis is the bidirectional exchange of materials

across a semipermeable membrane [2]. For the purposes of this study, we consider only

hemodialysis, where a patient’s blood is exposed to a semipermeable membrane outside

of the body.

In addition to regulating blood pressure and filtering waste products from blood,

kidneys produce a hormone called erythropoietin (EPO) that is the major regulator

of erythropoiesis, or red blood cell production. EPO level is normally controlled by

a negative feedback mechanism in the kidneys, but patients in ESRD do not produce

sufficient levels of EPO to maintain blood hemoglobin concentration. Hemoglobin is

the protein that gives red blood cells the ability to carry oxygen. Patients with low

hemoglobin concentration may present symptoms of anemia, such as decreased cardiac

function, fatigue, and decreased cognitive function.

In order to prevent anemia, patients typically receive recombinant human EPO

(rHuEPO) intravenously to stimulate red blood cell production. However, treatment is

far from perfect. In 2006, only half of dialysis patients had a mean monthly hemoglobin

greater than 11 grams per deciliter [52], the desired minimum level set by the National

Kidney Foundation [35].

Iron is required to produce hemoglobin, and iron deficiency can be an issue among

patients receiving rHuEPO therapy. Oral iron supplementation is often ineffective, so

intravenous iron supplementation has become a mainstay in many patients undergoing
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rHuEPO therapy [30].

Iron availability is negatively affected by inflammation level in the body. Most pa-

tients with CKD have elevated levels of inflammation due to CKD and the presence of

other medical issues (e.g., diabetes, hypertension, etc.) [31].

We develop an initial age-structured mathematical model for red blood cell dynam-

ics in patients in ESRD undergoing hemodialysis. We use finite element method with

upwinding to implement the model numerically. We discuss the validation of our code

and the results of simulations under various treatment protocols and patient conditions.

Finally, we revisit the model assumptions and develop an improved model which incor-

porates iron into erythrocytes in a more biologically reasonable fashion. The revised

model requires the use of a second structure variable to account for cellular iron content.

Implementation of the revised model will be significantly more challenging, and is the

subject of future work in this area.

1.1 Erythropoiesis

Erythropoiesis is the process by which red blood cells (erythrocytes) are formed. Ery-

throcytes transport oxygen and carbon dioxide between the lungs and all of the tissues

of the body and can be thought of as a container for hemoglobin [48], the protein that

carries oxygen.

Erythrocytes are produced primarily from pluripotent stem cells in bone marrow.

In the presence of the cytokine named stem cell factor, hematopoietic stem cells divide

asymetrically, producing a committed colony-forming-unit (CFU) while maintaining the

population of stem cells. The erythrocyte lineage shares the precursor CFU-GEMM

(granulocyte, erythrocyte, macrophage, megakaryocyte) with other types of blood cells

(white blood cells, platelets, etc.). The exact mechanisms determining selection of lineage

from this nodal point are not known [22].

Erythrocyte lineage continues as described in Figure 1.1: erythroid burst-forming

unit (BFU-E), erythroid colony-forming-unit (CFU-E), proerythrocyte, basophilic ery-

throcyte, polychromatic erythroblast, orthochromatic erythroblast, reticulocyte, and ery-

throcyte. Cell division ceases with the formation of the orthochromatic erythroblast.

Division rate, death rate, and maturation rate are influenced by the level of EPO [22].

This is described in more detail later.
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CFU-GEMMC

BFU-E

CFU-E

Proerythroblast

Basophilic erythroblast

Polychomatic erythroblast

Orthochromatic erythroblast

Reticulocyte

Erythrocyte

Figure 1.1: Erythropoiesis cell lineage.

Hemoglobin is synthesized beginning in the basophilic erythrocyte stage, with the ma-

jority of synthesis occurring in the polychromatic erythroblast stage. When the nucleus is

extruded from the cell, the cell is named a reticulocyte. Little hemoglobin synthesis hap-

pens at the reticulocyte stage, and synthesis is completely absent in mature erythrocytes

[22].

Reticulocytes begin to lose the adhesive proteins that hold them in the bone marrow.

They decrease in size and begin to circulate in the blood. In healthy individuals, the time

from proerythroblast to mature erythrocyte is approximately 7 days. Normal erythrocyte

life span is approximately 120 days, at which time aging erythrocytes are enveloped by

macrophages in the spleen.
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1.2 Previous models

The process of erythropoiesis has been modeled in several physiological scenarios. In

[38], rHuEPO therapy is considered in healthy volunteers. This model incorporates the

negative feedback to endogenous EPO production. EPO is assumed to be cleared using

Michaelis-Menten dynamics. A similar model was used to fit data in rats [56]. Both of

these models use delay instead of age-structured modeling.

Both [7] and [8] use age-structured models, as does the model described in [32],

which assumes that the oldest mature erythrocytes will be destroyed, yielding a moving

boundary condition. In [1], EPO is assumed to accelerate maturation of cells undergoing

erythropoiesis. Additionally, EPO is assumed to be consumed during the process of

erythropoiesis.

The model presented here is a significant departure from these models in that it

incorporates the effects of both iron plasma level and inflammation.
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Chapter 2

Initial Model Development

2.1 Model Overview

We use an age-structured model with three major classifications of erythroid cells in which

the structure variables µ, ν, and ψ represent maturity levels, as shown in Figure 2.1.

EPO 

Inflammation 

Iron 

RBC Progenitors, 
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in the liver 
and kidney 
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treatment 

iron 
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iron treatment 

Figure 2.1: Model schematic.
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P (t, µ) and M(t, ν) represent the number of progenitor cells and maturing hematopoi-

etic cells, respectively. O(t, ψ) is a measure of the oxygen carrying capacity of circulating

reticulocytes and erythrocytes. For these cell classes, the second argument (e.g., µ for

class P ) is the structure variable, maturity level in this case. We model EPO level, E,

iron level, Fe, and a measure of overall inflammation in the body, I. Time is measured

in days.

Our state variables are

P = P (t, µ), M = M(t, ν), O = O(t, ψ), E = E(t), and Fe = Fe(t).

Rate of exogenous EPO treatments, Ėex, and rate of exogenous iron treatments, Ḟeex,

are input functions, and hemoglobin concentration, Hb(t), is the output of the model.

We will make use of sigmoid functions throughout the model. An increasing sigmoid

function will be of the form

F (x) =
(
Fmin − Fmax

)
· ck

ck + xk
+ Fmax.

Note that when x is small, F (x) is close to Fmin, and when x is large, F (x) is close to

Fmax. The typical graph of such a function is depicted in Figure 2.2.1. The values of c

and k affect the slope of the curve and the location of the area of increase.

F(x) 

Fmax 

Fmin 

x 

2.2.1: Generic increasing sigmoid function.

G(x) 

Gmax 

Gmin 

x 

2.2.2: Generic decreasing sigmoid function.

Figure 2.2: Sigmoid function examples.
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Similarly, a typical decreasing sigmoid function is depicted in Figure 2.2.2 and has

the form

G(x) =
(
Gmax −Gmin

)
· ck

ck + xk
+Gmin.

2.2 Iron

Iron is required to make hemoglobin, the protein that gives erythrocytes the ability to

carry oxygen. It is also the protein that gives erythrocytes their characteristic red color.

If iron is not available during erythropoiesis, the result is lighter-colored (hypochromic)

erythrocytes with reduced capacity to carry oxygen.

Control of iron in the body is a strictly regulated process, in part because there is no

pathway for the excretion of excess iron (Figure 2.3).

Blood Plasma 
(iron is carried in transferrin) 

Spleen 
(removes old RBCs 

and recycles iron 
from the  

hemoglobin) 

Bone Marrow 
(RBCs produced, 

which contain iron in 
their hemoglobin) 

~20 mg iron/day 

~20 mg iron/day 

R
B
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Liver 
(stores iron) 

Iron losses 

Iron from 
diet 

~2 mg iron/day 

~2 mg iron/day 

Figure 2.3: Iron cycle in healthy individuals.

When red blood cells age, they become enveloped by macrophages in the spleen. The
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iron from their hemoglobin is then recaptured and sent to the bone marrow for use in

making hemoglobin for new erythrocytes. This recycling process is very efficient and is

the main source of iron to erythropoiesis [48]. In much smaller quantities, iron is absorbed

from diet in the duodenum and can be stored in the liver. The only losses to the system

are from sweating, cells being shed, blood losses, etc.

Iron is stored in the compound ferritin when it is within a cell, and in the compound

transferrin when it is in the blood plasma. The protein ferroportin is required to transport

iron out of a cell and into the plasma. The major regulator of this transport is the

hormone hepcidin, which is produced in the liver. Hepcidin binds to ferroportin and

causes the complex to be absorbed into the cell, effectively interrupting the transport of

iron into the blood plasma, as depicted in Figure 2.4.

Hepcidin production is increased in the presence of certain cytokines which are re-

leased due to inflammation in the body. It is thought that this might be a defense

mechanism against foreign organisms which may need iron to reproduce.

Since patients in ESRD commonly have other health problems (such as diabetes and

hypertension), they often have higher than normal levels of inflammation. Thus, they

may produce higher than normal levels of hepcidin. As a result, even if there is enough

iron in the body, it may not be available for erythropoiesis because it cannot leave the

(iron stored 
in ferritin) 

(iron stored 
in transferrin) 

ferroportin 

Fe 

Fe 

Fe 

2.4.1: Ferroportin is required for the trans-
port of iron out of cells.

ferroportin hepcidin 

Fe 

Fe 

Fe 

2.4.2: Hepcidin is the major regulator of iron
transport out of cells.

Figure 2.4: Iron regulation at a cellular level.
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cells and enter the plasma.

Current research suggests that EPO affects the interaction between cytokines and

hepcidin. When EPO level is sufficiently high, the effects of inflammation cannot be

seen.

We model the amount, Fe, of iron in the blood plasma, in milligrams. We formulate

a mass balance involving the iron compartment (see Figure 2.5) as follows.

EPO 

Inflammation Iron 

Oxygen-carrying 
capacity, 
O(t, ψ) 

iron 
losses 

intravenous 
iron treatment 

Maturing RBCs, 
M(t, ν) 

Figure 2.5: Iron compartment.

The main source of incoming iron to the compartment is recycled iron from the

hemoglobin of senescent erythrocytes that are enveloped by macrophages. We will de-

velop class O so that each member in the class is assumed to contain exactly the same

amount of iron. That is, the rate of iron being recycled from class O is

kFe
∫ ψf

0
δO(ψ)O(t, ψ)∂ψ, where kFe is some proportionality constant and δO(ψ) is the

death rate of the cells in class O, explained in more detail later.

The other main source of iron to the compartment is exogenous iron supplied as part

of treatment. We denote the rate of exogenous iron treatment by Ḟeex(t)
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A small amount of iron enters the system through absorption from diet and from

storage in the liver, and there are also iron losses (due to sweating, blood losses during

blood draws and hemodialysis, etc.). As described earlier, patients undergoing hemodial-

ysis require iron supplements intravenously. Therefore we assume that when we sum the

iron losses and the iron entering the system from diet and storage in the liver we obtain

a net loss. Further, we will assume for an initial model that the loss occurs at constant

rate unless the current level of iron is small, in which case a fraction of the iron is lost.

That is, that rate of iron loss, ρFe,loss(Fe), is given by

ρFe,loss(Fe) =

{
ρFe,const, Fe ≥ Feth

ρFe,frac · Fe, Fe < Feth.

This assumption will be revisited in future models, perhaps with greater losses when

dialysis and blood draws occur.

Next we need to account for iron leaving the compartment during erythropoiesis. For

our first model, we begin by making the assumption that iron enters red blood cells at

the moment that a cell matures from class M to class O, which is the time that a cell

leaves the bone marrow and begins circulating. Red blood cells actually collect iron over

the time period that they are in class M, but the biochemistry of this process is not

clearly understood. The assumption that all of the iron is collected into a cell at one

moment will certainly have to be revisited in future improvements of the model.

In determining the amount of iron used during erythropoiesis, we first compute the

amount of iron that would be used if every cell leaving class M were to contain the

appropriate amount of hemoglobin so as to be at full oxygen-carrying capacity, i.e.,

Feneeded = kFeM(t, νf ). (2.1)

In the presence of inflammation, even if there is enough iron in the plasma, it may

not be available to be used in erythropoiesis. For our initial model, we assume that there

is an EPO threshold, EPOth. We assume that if EPO is above the threshold, the effects

of inflammation can not be seen. That is, we assume

Feavail = kFe,efff(E, I)Fe, (2.2)
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where

f(E, I) =


(cFe,av)

kFe,av

(cFe,av)
kFe,av+ IkFe,av

, E < EPOth

1, E ≥ EPOth.

Observe that in this model when EPO is greater than the threshold level, inflammation

level does not impact iron availability. However, when EPO level is lower than the

threshold, the amount of available iron depends on inflammation level–as f(E, I) is close

to one when inflammation is low and close to zero when inflammation is high. The

constant kFe,eff , with 0 ≤ kFe,eff ≤ 1, is an efficacy constant that accounts for the fact

that only a fraction of the iron in the plasma will actually be available at the site of

erythropoiesis at any given time.

The amount of iron actually used in erythropoiesis is therefore given by

Feused = min {Feneeded, Feavail} ,

= min {kFeM(t, νf ), kFe,efff(E, I)Fe} . (2.3)

We assume that the rate of iron leaving the iron compartment and entering class O

is proportional to this quantity, Feused. That is,

ρFe→O = kρ,FeFeused.

Thus, the mass balance in the iron compartment is given by

Ḟe(t) = (rate in from class O) + (rate in intravenously)

− (rate out to class O)− (rate of iron losses)

= kFe

∫ ψf

0

δO(ψ)O(t, ψ)dψ + Ḟeex(t)− ρFe→O − ρFe,loss(Fe). (2.4)

2.3 EPO

EPO is the primary regulator of erythropoiesis. It stimulates red blood cell production,

differentiation and maturation, and prevents apoptosis [22]. In healthy individuals, the

majority of EPO production occurs in the kidney. Sensors in the kidney monitor blood
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oxygen level. EPO production is increased in response to low oxygen level and is decreased

when oxygen level is high.

Patients in ESRD, whose kidneys have only minimal function, produce only a small

basal level of EPO in the kidney and liver [23]. Without intervention, patients can develop

anemia; therefore, patients undergoing dialysis are commonly treated with intravenous

rHuEPO. Two common rHuEPOs, epoetin alfa and epoetin beta, share structural ho-

mology with endogenous EPO. Darbepoietin alfa, the other major erythropoietic agent,

is designed so that it has a longer half-life in-vivo. In this model, we assume that dar-

bepoietin is not the erythropoietic agent, and therefore we will not distinguish between

rHuEPO and endogenous EPO with respect to their action. We assume that their effects

on erythropoiesis are identical.

EPO is measured in units of EPO. We assume the rate of endogenous EPO production

in the liver and kidney to be constant, and will denote it ρEPO,basal.

We will assume that EPO clearance is proportional to the amount present, although

we could consider Michaelis-Menten dynamics in future models. Finally, we also account

for the rate of EPO given via IV, denoted Ėex(t). So we have

Ė(t) = ρEPO,basal + Ėex(t)−
1

t1/2
ln 2·E(t),

where t1/2 is the half-life of EPO.

2.4 Inflammation

Inflammation affects two aspects of erythropoiesis, as depicted in Figure 2.1.

Even in patients without CKD, chronic inflammation can cause anemia, termed the

anemia of chronic disease. While the exact chemical pathways are not necessarily known,

it is known that the presence of inflammation can suppress erythropoiesis and may inhibit

the action of EPO [49]. Since EPO affects the birth and death rate of progenitors, we

incorporate inflammation in the death rate term associated with the progenitor cell class,

P.

Inflammation level also impacts iron availability for erythropoiesis, as described previ-

ously. Inflammation may cause an increase in ferritin production, which would cause iron

to be retained within cells, inhibiting the use of iron to make hemoglobin. Inflammation

may also impair the ability of the body to absorb dietary iron [49].
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It is almost certain that inflammation affects these two aspects of erythropoiesis via

completely different chemical pathways. We assume that both aspects can be sufficiently

described with some overall measure of inflammation in the body. There are markers

of inflammation, such as albumin and C-reactive protein, which are often measured in

patients undergoing dialysis. In future work, we will investigate whether inflammation

can be described as some combination of the levels of these markers.

2.5 Class P (t, µ)

We group the progenitor cells (CFU-GEMM, BFU-E and CFU-E) in one class, P (t, µ).

These cells are affected by EPO level and inflammation level.
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Figure 2.6: The progenitor cells, P (t, µ).

We make the following assumptions:

(i) There is a smallest maturity level, µ0 = 0, and a largest maturity level, µf ; i.e.,

0 ≤ µ ≤ µf .

(ii) The maturity rate depends on the EPO concentration and the maturity level [22].
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For simplification in our initial model, we assume that the maturity rate is constant:

dµ

dt
= ρP .

(iii) The birth rate depends on EPO concentration [22] and the maturity level.

Regulation of erythropoiesis by EPO is focused on the progenitor class, and prob-

ably most importantly the CFU-E. A rise in EPO level results in proliferation of

CFU-E [22]. We will assume EPO affects all cells in class P equally, independent

of maturity level. We will model the birth rate as an increasing sigmoid function,

βP (E) =
(
βminP − βmaxP

) (cβ,P )kβ,P

(cβ,P )kβ,P + Ekβ,P
+ βmaxP .

(iv) The number of stem cells being recruited into the precursor cell population is di-

rectly proportional to EPO level:

P (t, 0) = RPE(t).

It is reasonable to assume that recruitment is related to EPO level, as it is one of

the hormones that affects whether a stem cell will become an erythrocyte. Other

hormones are certainly involved as well, but the chemical pathway governing the

differentiation of stem cells is still largely unknown [22].

(v) The death rate depends on the concentration of EPO, the inflammation level, and

the maturity level, µ. We will simplify this for our first model to assume that death

rate is not dependent on maturity level.

EPO prevents apoptosis, or programmed cell death, of progenitor cells [22]. We use

a decreasing sigmoid function to describe this behavior.

Certain interferons, present under inflammatory conditions, can also cause death

of progenitor cells, specifically CFU-E [33]. We assume that the death rate of

progenitor cells depends on inflammation level, which is modeled by some increasing

sigmoid function.
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Finally, we assume that overall death rate is the sum of these two effects:

δP (E, I) =
(
δmaxP,E − δminP,E

) (cδ,P,E)kδ,P,E

(cδ,P,E)kδ,P,E + Ekδ,P,E
+ δminP,E

+
(
δminP,I − δmaxP,I

) (cδ,P,I)
kδ,P,I

(cδ,P,I)
kδ,P,I + Ikδ,P,I

+ δmaxP,I .

Now we consider the rate of change in population from maturity level µ to maturity level

µ+ ∆µ.

rate of change in population on the interval (µ, µ+ ∆µ) =

(rate of cells entering the interval)− (rate of cells leaving the interval)

+ (birth rate term)− (death rate term)

∂

∂t

∫ µ+∆µ

µ

P (t, ξ)dξ = ρPP (t, µ)− ρPP (t, µ+ ∆µ)

+

∫ µ+∆µ

µ

βP (E)P (t, ξ)dξ −
∫ µ+∆µ

µ

δP (E, I)P (t, ξ)dξ

∂

∂t

∫ µ+∆µ

µ

P (t, ξ)dξ = − ρP [P (t, µ+ ∆µ)− P (t, µ)]

+ [βP (E)− δP (E, I)]

∫ µ+∆µ

µ

P (t, ξ)dξ

Dividing by ∆µ and then letting ∆µ→ 0, we obtain

∂

∂t
P (t, µ) = −ρP

∂

∂µ
P (t, µ) + [βP (E)− δP (E, I)]P (t, µ),
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and we have the boundary condition

P (t, 0) = RPE(t).

2.6 Class M(t, ν)

Class M(t, ν) consists of immature hematopoietic cells: proerythroblasts, basophilic ery-

throblasts, polychromatic erythroblasts, orthochromatic erythroblasts, and non-circulating

reticulocytes (i.e. those that still reside in the bone marrow). Cells are recruited from

class P and, upon maturation, feed into class O. Their development is influenced by EPO

concentration.
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Figure 2.7: Maturing erythrocytes, M(t, ν).

We make the following assumptions:

(i) There is a smallest maturity level, ν0 = 0, and a largest maturity level, νf . That is,

0 ≤ ν ≤ νf .

(ii) The maturation rate depends on the level of erythropoietin and the maturity level.

However, for our initial model, we assume that maturation rate does not depend
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on the maturity level.

EPO stimulates maturation [22], so we use an increasing sigmoid function for mat-

uration rate, ρM (E) .

ρM(E) =
(
ρminM − ρmaxM

) (cρ,M)kρ,M

(cρ,M)kρ,M + Ekρ,M
+ ρmaxM .

(iii) The birth rate depends on the maturity level, but for our first model, we assume

birth rate is a constant, β̃M .

(iv) The number of cells at maturity level ν = 0 is equal to the number of cells leaving

the previous stage:

M(t, 0) = P (t, µF ).

(v) The death rate depends on the maturity level, ν and on the iron level. To simplify,

we assume the death rate is a constant, δM .

As in the progenitor class, we can consider the rate of change in population from maturity

level ν to maturity level ν + ∆ν, then divide by ∆ν and let ∆ν → 0 to obtain

d

dt
M(t, ν) = −ρM(E)

∂

∂ν
M(t, ν) +

[
β̃M − δM

]
M(t, ν).

Since we have made the assumption that the birth and death rates are both constant,

it is clear that they will not both be identifiable. We replace the difference β̃M − δM by

the constant βM , which then represents the net birth rate.

Hence, we have

∂

∂t
M(t, ν) = −ρM(E)

∂

∂ν
M(t, ν) + βMM(t, ν),

with the boundary condition

M(t, 0) = P (t, µF ).

It is worth noting again that as this is our first model of the system, we have made

the assumption that iron level does not impact cell development until cells mature out

of class M into class O. Specifically, we do not account for iron entering red blood cells
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throughout class M and we ignore any impact this would have on death rate in class

M. Future versions of the model will need to account for these interactions with the iron

compartment.

2.7 Class O(t, ψ)

Unlike the classes P and M, class O does not represent the number of circulating reticulo-

cytes and mature erythrocytes, because knowledge of the number of cells alone does not

give us enough information to determine whether the cells contain the necessary amount

of hemoglobin to carry oxygen at full capacity.

Erythrocytes begin hemoglobinization at the polychromatic erythroblast stage (in

class M). They continue to acquire more hemoglobin throughout the orthochromatic

erythroblast stage and into the reticulocyte stage, until the reticulocyte leaves the bone

marrow, at which time it ceases hemoglobinization [48]. Hence, the oxygen carrying

ability of a mature erythrocyte is determined by how much hemoglobin is available during

the time interval when that cell is in class M.

In order to initially simplify computations, we assume that a cell’s oxygen-carrying

ability is based solely on the availability of iron at the time that the cell matures out

of class M and begins circulating in the blood. As previously noted, the biology does

not support this formulation of the problem, and this assumption will be reconsidered in

future models.

Let us consider an example in order to elucidate this idea. Suppose we know that

kFe = 0.2 mg/billion cells and that at some given time t, Feavail = 8 mg. Suppose also

that at time t there are 100 billion cells maturing out of class M ; that is, M(t, νf ) = 100.

Then

Feavail < Feneeded = kFeM(t, νf ) = 20 mg.

Then, per equation (2.3), Feused = Feavail = 8 mg, which is only 40% of the 20 mg that

would be needed for each cell maturing into class O to have full oxygen-carrying capacity.

Then the 100 billion cells maturing into class O would have, on average, only 40% oxygen-

carrying ability. It would be difficult to track both the number of circulating erythroid

cells and the oxygen carrying capacity of each. Instead, we think of the 100 billion cells

with 40% oxygen-carrying ability as 40 billion cells with 100% oxygen-carrying capacity.

Hence, every “cell” in class O is assumed to have full-oxygen carrying capacity.
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Now we present the assumptions we make about class O.

(i) We assume that there is a smallest maturity level, ψ0 = 0, and a largest maturity

level, ψf . That is, 0 ≤ ψ ≤ ψf . In the future, we may wish to allow ψf to vary.

(ii) The maturation rate of cells in this class is a function of the maturity level. We

will further assume, for simplification in this initial model, that the maturity rate

is constant:
dψ

dt
= ρO

(iii) The birth rate is zero. Cells at this stage mature but do not proliferate [22].

(iv) The number of members of class O at maturity level ψ = 0 is equal to the number

of cells leaving the previous stage multiplied by the ratio of Feused and Feneeded:

O(t, 0) =
Feused
Feneeded

·M(t, νf ),

=
Feused

kFeM(t, νf )
·M(t, νf ),

=
1

kFe
Feused. (2.5)

As stated above, this assumption guarantees that each member of class O has full

oxygen-carrying ability.

(v) The death rate of cells in the class O(t, ψ), depends on the maturity level. We expect

this to be an increasing function, because macrophages envelop mainly aging adult

erythrocytes [48]. Therefore, we will use the increasing sigmoid function

δO(ψ) =
(
δminO − δmaxO

) (cδ,O)kδ,O

(cδ,O)kδ,O + ψkδ,O
+ δmaxO .

As in classes P and M, we can generate the partial differential equation

∂

∂t
O(t, ψ) = −ρO

∂

∂ψ
O(t, ψ)− δO(ψ)O(t, ψ)

with boundary condition (2.5).
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2.8 Hemoglobin Concentration

We have already assumed that hemoglobin exists only in erythrocytes in class O. We

compute the total number of members in class O at a given time t by∫ ψf

0

O(t, ψ)dψ. (2.6)

We previously made the assumption that each member of class O has exactly the

same amount of iron. Specifically, if we multiply the quantity (2.6) by kFe, we have

the amount of iron (in mg) circulating in erythrocytes at time t. We then multiply by

a conversion factor to find the amount of hemoglobin circulating. Then we need only

divide by blood volume, BV (t), to determine the hemoglobin concentration.

Blood volume is difficult to determine and varies greatly in patients undergoing dial-

ysis. Patients in ESRD are unable to clear fluids from their bodies. Fluids, for the most

part, build up in the patient’s body between dialysis treatments. Therefore, we assume

that blood volume increases linearly between dialysis treatments and decreases linearly

during a dialysis treatment. Initially we simulate patients undergoing dialysis (1) three

times per week (i.e. Monday-Wednesday-Friday, or MWF), or (2) every third day (ETD),

as in Figure 2.8.
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Figure 2.8: Blood volume over various treatment protocols.

Hence, hemoglobin concentration is a nonlinear function,

Hb(t) =
kFe
∫ ψf

0
O(t, ψ)dψ

BV (t)
.
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2.9 Modification to the Model

We now discuss how we produce a smooth approximation to the piecewise-defined func-

tion

f(E, I) =

{
fE<EPOth , E < EPOth,

1, E ≥ EPOth,

where

fE<EPOth =
(cFe,av)

kFe,av

(cFe,av)
kFe,av + IkFe,av

.

For our initial simulations, we assume that inflammation remains constant. Hence,

for a given inflammation level, f is a step function that oscillates between 1 and the

constant 0 ≤ fE<EPOth ≤ 1.

Rather than choose the constants cFe,av and kFe,av, we choose two parameters 0 <

f1, f0.5 < 1 such that when E < EPOth,

f(E, 1) = f1 and f(E, 0.5) = f0.5.

Thus,

(cFe,av)
kFe,av

(cFe,av)
kFe,av + 1kFe,av

= f1 (2.7)

and

(cFe,av)
kFe,av

(cFe,av)
kFe,av + (0.5)kFe,av

= f0.5. (2.8)

Then we solve (2.7) and (2.8) for the constants cFe,av and kFe,av:

kFe,av =
ln f0.5 + ln (1− f1)− ln f1 − ln (f0.5)

ln 2

and

cFe,av =

(
1

1− f1

) ln 2
ln f0.5+ln (1−f1)−ln f1−ln (f0.5)

.

We solve the EPO differential equation for a given treatment protocol. Then we use

the solution to determine times ti = ti(E) where EPO moves from above EPOth to below

EPOth and vice versa, as in Figure 2.9.
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Figure 2.9: Determining the times ti where E(t) = EPOth.

We approximate f with

f s(E, I, t) = hshift +
∑
i

h(i, I)Hs
ti

(t),

a linear combination of smoothed “heaviside” functions of the form

Hs
ti

(t) =
1

2
+

1

2
tanh (kheavy(t− ti))

=
1

1 + e−2kheavy(t−ti)
.

Choice of the parameter kheavy determines the steepness of the approximation to each

jump discontinuity. The coefficients h(i, E) depend on (i) whether EPO level is passing

from above EPOth to below or vice versa, and (ii) the value of the quantity fE<EPOth ,

which depends on the level of inflammation.

Figure 2.10 shows an example of a function f (EPO three times per week, inflamma-

tion =0.5) with two smooth approximations, kheavy = 15 and kheavy = 5.

This formulation yields a function f s that is smooth, approximates f, and has a

smooth derivative. We replace f with f s throughout the model and therefore we use the

parameters f1, f0.5 and kheavy in place of cFe,av and kFe,av.
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Figure 2.10: A smooth approximation of the function f(E, I).
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2.10 Model Summary

In summary, we have the system

∂

∂t
P (t, µ) = −ρP

∂

∂µ
P (t, µ) + [βP (E)− δP (E, I)]P (t, µ), (2.9)

∂

∂t
M(t, ν) = −ρM(E)

∂

∂ν
M(t, ν) + βMM(t, ν), (2.10)

∂

∂t
O(t, ψ) = −ρO

∂

∂ψ
O(t, ψ)− δO(ψ)O(t, ψ), (2.11)

Ḟe(t) = kFe

∫ ψf

0

δO(ψ)O(t, ψ)dψ + Ḟeex(t)− ρFe→O − ρFe,loss (2.12)

Ė(t) = ρEPO,basal + Ėex(t)−
1

t1/2
ln 2·E(t), (2.13)

with boundary conditions

P (t, 0) = RPE(t), (2.14)

M(t, 0) = P (t, µF ), (2.15)

O(t, 0) =
1

kFe
Feused, (2.16)

and initial conditions

P (0, µ) = P0(µ), (2.17)

M(0, ν) = M0(ν), (2.18)

O(0, ψ) = O0(ψ), (2.19)

Fe(0) = Fe0, (2.20)

E(0) = E0. (2.21)

Hemoglobin concentration is a time-dependent linear function of the amount of iron

circulating,

Hb(t) =
kFe
∫ ψf

0
O(t, ψ)dψ

BV (t)
. (2.22)
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Hence, we have a nonlinear coupled system of ordinary and partial differential equa-

tions with nontrivial boundary coupling with the following auxiliary equations.

βP (E) =
(
βminP − βmaxP

) (cβ,P )kβ,P

(cβ,P )kβ,P + Ekβ,P
+ βmaxP (2.23)

δP (E, I) =
(
δmaxP,E − δminP,E

) (cδ,P,E)kδ,P,E

(cδ,P,E)kδ,P,E + Ekδ,P,E
+ δminP,E

+
(
δminP,I − δmaxP,I

) (cδ,P,I)
kδ,P,I

(cδ,P,I)
kδ,P,I + Ikδ,P,I

+ δmaxP,I (2.24)

ρM(E) =
(
ρminM − ρmaxM

) (cρ,M)kρ,M

(cρ,M)kρ,M + Ekρ,M
+ ρmaxM (2.25)

δO(ψ) =
(
δminO − δmaxO

) (cδ,O)kδ,O

(cδ,O)kδ,O + ψkδ,O
+ δmaxO (2.26)

f s(E, I, t) = hshift +
∑
i

h(i, I)Hs
ti

(t) (2.27)

Hs
ti

(t) =
1

1 + e−2kheavy(t−ti)
(2.28)

ρFe,loss(Fe) =

{
ρFe,const, Fe ≥ Feth

ρFe,frac · Fe, Fe < Feth
(2.29)

ρFe→O = kρ,FeFeused (2.30)

Feneeded = kFeM(t, νf ). (2.31)

Feavail = kFe,efff(E, I)Fe, (2.32)

Feused = min {Feneeded, Feavail} (2.33)

25



Chapter 3

Numerical Implementation

3.1 Parameter Value Considerations

• Treatment Protocol:

We perform simulations for two different “typical” treatment protocols: (1) a pa-

tient who goes in for dialysis every third day (ETD) and (2) a patient on a Monday,

Wednesday, and Friday (MWF) treatment schedule. In both cases, dialysis is as-

sumed to occur over a four-hour period during which time 5000 units of EPO are

assumed to be administered at a constant rate. For those on the ETD schedule, iron

is administered every ninth day; those on the the MWF schedule receive iron every

Monday. We assume a standard preparation of 62.5 mg iron per administration.

• EPO:

The half-life, t1/2, of EPO is estimated to be 25 hours [48]. We assume the rate of

EPO produced by the body, ρEPO,basal, is 100 units of EPO per day, chosen to be

small relative to the amount provided intravenously.

• Iron: For this set of simulations, we assumed that the net amount of exogenous

iron entering the system is equal to the net amount of iron losses in the system. For

example, for a patient on MWF treatment schedule, exogenous iron treatment is

62.5 mg of iron every seventh day; therefore we assume that the rate of iron losses

to be 62.5/7 mg iron per day.

• Blood volume:

Typical adult blood volume is between 4.5 and 5 liters. We assume that blood
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volume reaches its minimum, 4.5 liters, at the end of the four hours of dialysis. For

a patient undergoing ETD treatment, we assume blood volume increases linearly

to its maximum, 5 liters, just before they start a dialysis treatment. This is also

true for a patient on MWF treatment, except that we assume the blood volume

increases further, to 5.3 liters, over the weekend.

• Maturity Levels: Based on the literature [22], we assume µf = 3 and νf = 2. In

healthy individuals, red blood cells have an average life span of approximately 120

days. In patients in ESRD, the life span of red blood cells is significantly shorter,

so we assume that the maximum maturity level in class O is ψf = 120.

• kFe : In a healthy individual, each red blood cell (RBC) contains approximately 270

million hemoglobin molecules [21, 5, 37]. We use basic stoichiometry to determine

kFe as follows:

kFe =
270× 106 Hg molecules

1 RBC
· 109 RBCs

1 billion RBCs
· 4 iron atoms

1 Hg molecule

· 1 mol iron

6.022× 1023 iron atoms
· 55.845 grams iron

1 mol iron
· 103 mg iron

1 gram iron

= 0.10015 mg iron / billion RBCs

• Other parameters: The remaining parameters were given nominal values that pro-

duced expected numbers of cells in classes P and M, and appropriate Hb concen-

trations. These parameters could be expected to vary among individuals. The

remaining nominal parameter values we use appear in Appendix A.

3.2 Numerical Solution Methodologies

We solve our system in a sequential manner, beginning with (2.13). We then solve (2.9)

numerically, using the solution of (2.13) in the boundary condition, (2.14). Similarly, use

this solution in the boundary condition (2.15) to solve (2.10), and we use the solution of

(2.10) when we solve (2.11) and (2.12) simultaneously. We solve using Matlab’s ode23t

solver.

We choose to solve the partial differential equations in the system using the finite ele-

ment method. We initially use linear splines to perform the computations, but eventually
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used quadratic splines (upwinding), as in [11], to determine if there was any advantage

to using higher order elements. The derivations for those equations, therefore, are for

the quadratic splines, but can easily be adapted to create linear splines by setting the

upwinding parameter ω equal to zero.

Note that in class P (and also in class O), we have assumed that the maturation rate

is constant (for simplification and lack of other biological information). Therefore,

∂P

∂µ
=
∂P

∂t
· ∂t
∂µ

=
∂P

∂t
· 1

ρP
.

Hence, we could replace
∂P

∂µ
with

∂P

∂t
· 1

ρP
in (2.9), effectively reducing the problem.

However, we proceed without making this reduction so that if, in future model revisions,

our model assumptions change and we find that maturation rate is not constant, we will

not have to make significant changes to our numerical methods.

3.2.1 EPO ODE

Since the EPO ODE does not receive input from any of the other classes/compartments,

we solve the system

Ė(t) = ρEPO,basal + Ėex(t)−
24

25
ln 2·E(t), E(0) = E0,

using ETD or MWF treatment protocol, as described in section 3.1.

3.2.2 Class P PDE

The progenitor class is influenced only by the EPO level and the inflammation level. We

interpolate the EPO level for use in solving the PDE associated with the progenitor class,

P (t, µ), on 0 = µ0 ≤ µ ≤ µf .

Let

0 = µ1 < µ2 < · · · < µNP = µf

be a uniform partition of NP − 1 subintervals, each of length hP =
µf

NP−1
. We define NP
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piecewise linear continuous functions

φAj , j = 1, 2, . . . , NP ,

which we will call trial solution functions, by

φAj (µ) =


µ− µj−1

hP
, µj−1 ≤ µ ≤ µj,

µj+1 − µ
hP

, µj ≤ µ ≤ µj+1,

0, µ < µj−1 or µ > µj+1.

The derivative of such a function (when it exists) is given by

φAj
′
(µ) =


1

hP
, µj−1 < µ < µj,

− 1

hP
, µj < µ < µj+1,

0, µ < µj−1 or µ > µj+1.

We will also use a set of test functions φ̃j. We begin by defining NP continuous

second-order spline functions

χAj , j = 1, 2, . . . , NP ,

by

χAj (µ) =


(µ− µj−1)(µj − µ)

h2
P

, µj−1 ≤ µ ≤ µj,

− (µ− µj)(µj+1 − µ)

h2
P

, µj ≤ µ ≤ µj+1,

0, µ < µj−1 or µ > µj+1.

Notice that by definition, χAj (µj−1) = χAj (µj) = χAj (µj+1) = 0.

Let ωP be a scalar parameter and define the test functions φ̃Aj , j = 1, 2, . . . , NP , by

φ̃Aj (µ) = φAj (µ) + ωPχ
A
j (µ).
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Note that for all j,
d

dµ
φ̃Aj (µ) = φAj

′
(µ) + ωPχ

A
j

′
(µ)

and

φ̃Aj (µ) = φAj (µ) for µ = µj−i, µj, µj+1.

Let 1 ≤ j ≤ NP be arbitrary. We make a weak formulation of (2.9) by multiplying

by the jth test function and integrating over all maturity levels:∫ µf

0

∂

∂t
P (t, µ)φ̃Aj (µ)dµ = − ρP

∫ µf

0

∂

∂µ
P (t, µ)φ̃Aj (µ)dµ

+

∫ µf

0

[βP(E)− δP (E, I)]P (t, µ)φ̃Aj (µ)dµ.

Using integration by parts of the second term, we have∫ µf

0

∂

∂t
P (t, µ)φ̃Aj (µ)dµ = − ρPP (t, µ)φ̃Aj (µ)

∣∣∣∣µ=µf

µ=0

+ ρP

∫ µf

0

P (t, µ)
d

dµ
φ̃Aj (µ)dµ

+

∫ µf

0

[βP(E)− δP (E, I)]P (t, µ)φ̃Aj (µ)dµ.

∫ µf

0

∂

∂t
P (t, µ)φ̃Aj (µ)dµ = − ρPP (t, µf )φ

A
j (µf ) + ρPP (t, 0)φAj (0)

+ ρP

∫ µf

0

P (t, µ)
d

dµ
φ̃Aj (µ)dµ

+

∫ µf

0

[βP(E)− δP (E, I)]P (t, µ)φ̃Aj (µ)dµ.
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Now we can apply the boundary condition (2.14) to obtain∫ µf

0

∂

∂t
P (t, µ)φ̃Aj (µ)dµ = − ρPP (t, µf )φ

A
j (µf ) + ρPRPE(t)φAj (0)

+ ρP

∫ µf

0

P (t, µ)
d

dµ
φ̃Aj (µ)dµ

+

∫ µf

0

[βP(E)− δP (E, I)]P (t, µ)φ̃Aj (µ)dµ. (3.1)

We define the Galerkin finite element approximation for P by

P (t, µ) =

NP∑
i=1

ai(t)φ
A
i (µ), (3.2)

which we substitute into equation (3.1), then rearrange the terms for convenience, as

below.

∫ µf

0

NP∑
i=1

a′i(t)φ
A
i (µ)φ̃Aj (µ)dµ = − ρP

NP∑
i=1

ai(t)φ
A
i (µf )φ

A
j (µf ) + ρPRPE(t)φAj (0)

+ ρP

∫ µf

0

NP∑
i=1

ai(t)φ
A
i (µ)

d

dµ
φ̃Aj (µ)dµ

+

∫ µf

0

[βP(E)− δP (E, I)]

NP∑
i=1

ai(t)φ
A
i (µ)φ̃Aj (µ)dµ.

NP∑
i=1

a′i(t)

∫ µf

0

φAi (µ)φ̃Aj (µ)dµ = − ρPaNP (t)φAj (µf ) + ρPRPE(t)φAj (0)

+

NP∑
i=1

ai(t)

{
ρP

∫ µf

0

φAi (µ)
d

dµ
φ̃Aj (µ)dµ

+ [βP(E)− δP (E, I)]

∫ µf

0

φAi (µ)φ̃Aj (µ)dµ

}
.
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NP∑
i=1

a′i(t)

[∫ µf

0

φAi (µ)φAj (µ)dµ+ ωP

∫ µf

0

φAi (µ)χAj (µ)dµ

]
= − ρPaNP (t)φAj (µf ) + ρPRPE(t)φAj (0)

+

NP∑
i=1

ai(t)

{
ρP

[∫ µf

0

φAi (µ)φAj
′
(µ)dµ+ ωP

∫ µf

0

φAi (µ)χAj
′
(µ)dµ

]

+ [βP(E)− δP (E, I)]

[∫ µf

0

φAi (µ)φAj (µ)dµ

+ ωP

∫ µf

0

φAi (µ)χAj (µ)dµ

]}
. (3.3)

We can let j range from 1 to NP to yield a system of NP ordinary differential equations

for the coefficients ai(t), which we will put in matrix form. Therefore, we introduce the

following definitions:
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x(t) = [a1(t), a2(t), . . . , aNP (t)]T ,

A =



∫
φA1 φ

A
1

∫
φA2 φ

A
1∫

φA1 φ
A
2

∫
φA2 φ

A
2

∫
φA3 φ

A
2∫

φA2 φ
A
3

∫
φA3 φ

A
3

∫
φA4 φ

A
3

. . . . . . . . .

∫
φANP−2φ

A
NP−1

∫
φANP−1φ

A
NP−1

∫
φANPφ

A
NP−1∫

φANP−1φ
A
NP

∫
φANPφ

A
NP



=
hP
6



2 1 0

1 4 1

1 4 1
. . . . . . . . .

1 4 1

0 1 2


,

A′ =



∫
φA1 φ

A
1
′ ∫

φA2 φ
A
1
′∫

φA1 φ
A
2
′ ∫

φA2 φ
A
2
′ ∫

φA3 φ
A
2
′∫

φA2 φ
A
3
′ ∫

φA3 φ
A
3
′ ∫

φA4 φ
A
3
′

. . . . . . . . .

∫
φANP−2φ

A
NP−1

′ ∫
φANP−1φ

A
NP−1

′ ∫
φANPφ

A
NP−1

′∫
φANP−1φ

A
NP

′ ∫
φANPφ

A
NP

′



=
1

2



−1 −1 0

1 0 −1

1 0 −1
. . . . . . . . .

1 0 −1

0 1 1


,

33



XA =



∫
φA1 χ

A
1

∫
φA2 χ

A
1∫

φA1 χ
A
2

∫
φA2 χ

A
2

∫
φA3 χ

A
2∫

φA2 χ
A
3

∫
φA3 χ

A
3

∫
φA4 χ

A
3

. . . . . . . . .

∫
φANP−2χ

A
NP−1

∫
φANP−1χ

A
NP−1

∫
φANPχ

A
NP−1∫

φANP−1χ
A
NP

∫
φANPχ

A
NP



=
hP
12



−1 −1 0

1 0 −1

1 0 −1
. . . . . . . . .

1 0 −1

0 1 1


,

X ′A =



∫
φA1 χ

A
1
′ ∫

φA2 χ
A
1
′∫

φA1 χ
A
2
′ ∫

φA2 χ
A
2
′ ∫

φA3 χ
A
2
′∫

φA2 χ
A
3
′ ∫

φA3 χ
A
3
′ ∫

φA4 χ
A
3
′

. . . . . . . . .

∫
φANP−2χ

A
NP−1

′ ∫
φANP−1χ

A
NP−1

′ ∫
φANPχ

A
NP−1

′∫
φANP−1χ

A
NP

′ ∫
φANPχ

A
NP

′



=
1

6



−1 1 0

1 −2 1

1 −2 1
. . . . . . . . .

1 −2 1

0 1 −1


,
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MP = A+ ωPXA,

AP (E, I) = ρP

A
′ + ωPX ′A +


0 · · · 0
...

...

0 · · · 0 0

0 · · · 0 −1


+ [βP (E)− δP (E, I)] {A+ ωPXA} ,

and

BP (E) = [ρPRPE(t), 0, 0, . . . , 0]T ,

where ∫
φAi φ

A
j means

∫ µf

0

φAi (µ)φAj (µ)dµ,∫
φAi φ

A
j

′
means

∫ µf

0

φAi (µ)χAj
′
(µ)dµ,∫

φAi χ
A
j means

∫ µf

0

φAi (µ)χAj (µ)dµ, and∫
φAi χ

A
j

′
means

∫ µf

0

φAi (µ)χAj
′
(µ)dµ.

Then (3.3) can be written as

MP ẋ(t) = AP (E, I)x(t) +BP (E). (3.4)

3.2.3 Classes M, O and Iron

The maturing class, M(t, ν), on 0 = ν0 ≤ ν ≤ νf , is influenced by the EPO level, and

depends on the progenitor class as its boundary condition. We linearly interpolate E(t)

and aNP (t) from the solution to the previous two systems.

The process of converting (2.10) to a system of NM ODEs is the same as for class P,
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so the details for generating the matrix equation

MM ẏ(t) = AM(E)y(t) +BM(E) (3.5)

are omitted here but can be found in Appendix B.

Similarly, the class O PDE (2.11) can be converted into a system of NO ODEs given

in matrix from as

MOż(t) = AOz(t) +BO(t). (3.6)

These will be solved simultaneously with (2.12), the differential equation for iron. The

derivations for these equations can be found in Appendix C.

3.3 Validating the Code using Forcing Functions

In sections 3.2.2 and 3.2.3, we discussed how we convert the partial differential equations

for states to systems of ordinary differential equations. Now we discuss how we solve

these systems numerically and how we validate our code.

We use Matlab’s ode23t command to solve the large systems of differential equations.

In order to validate our code, we implement a forcing function strategy, as follows. For

class P, for example, we solve a modified version of (2.9):

∂

∂t
P̃ (t, µ) = −ρP

∂

∂µ
P̃ (t, µ) + [βP (E)− δP (E, I)] P̃ (t, µ) + F (t, µ). (3.7)

We choose a function such as P̃ ∗(t, µ) = 10e−t/2 + 15e−µ/3, which is smooth and

decreases to zero with increasing time and maturity level, then determine the forcing

function F that guarantees that P̃ ∗ is the exact solution of (3.7). We solve (3.7) numer-

ically and compare our solution with the known exact solution.

It is well known that the solution to (2.9) will propagate along its characteristic curves,

which we can think of as a “wave front.” When we use standard linear splines φj as both

the trial solution functions and the test functions, we introduce error at this wave front,

which is propagated in time. In Figure 3.1.1, we see that the error can become large and

that standard linear splines are insufficient to resolve the solution, as described in [28].

(We will discuss the error that is similar in both Figures 3.1.1 and 3.1.2 later.)

In order to alleviate this problem, we use a Petrov-Galerkin finite element method,
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3.1.1: Error without using upwinding.

3.1.2: Error using upwinding.

Figure 3.1: Code validation. We using a forcing function strategy to compare the nu-
merical solution to a known exact solution. Exact solution is of the order 102.
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also known as upwinding. We continue using linear spline elements φj for the trial

solution functions, but for the test functions we use second-order functions of the form

φj + ωχj, where

χj(µ) =


(µ− µj−1)(µj − µ)

h2
, µj−1 ≤ µ ≤ µj,

− (µ− µj)(µj+1 − µ)

h2
, µj ≤ µ ≤ µj+1,

0, µ < µj−1 or µ > µj+1.

Figure 3.2 provides an example of standard test elements with varying levels of the

upwinding parameter ω. Note that ω = 0 corresponds to no upwinding, or standard

linear spline elements.

When we solve (3.7) numerically using nonzero values of ω, and compare our solution

with the exact solution, we see significant improvement, as in Figure 3.1.2.

We note that the small error seen in both Figure 3.1.1 and Figure 3.1.2 (that prop-

agates along a linear characteristic from t = 0 to approximately t = 3) is due to a high

order discontinuity between the boundary condition and initial condition at (t, µ) = (0, 0).

This error diminishes with use of a finer mesh on the structure variable.

In order to determine an appropriate value for the parameter ω, we fix the number

of elements and solve (3.7). Figure 3.3 shows the error using several values for the up-

winding parameter.

0

1
Test Elements φ

j
 + ωχ

j

ω = 0
ω = 0.5
ω = 1

μj μj+1μj-1 h

Figure 3.2: Test basis elements, with varying values of the upwinding parameter ω.
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Figure 3.3: Effect of varying ωP on error between numerical and exact solution at t = 15
for N = 256 spatial elements. Exact solution is of the order 102.

We note that the error is of the same order for several values of the parameter and we

choose to continue our simulations with ωP = 2.5 as the upwinding parameter for class

P.

As one final validation of our code, we sequentially increase the number of splines

elements by a factor of two to confirm that the numerical solution converges to the exact

solution and to observe the rate of convergence, which is essentially quadratic. The

results appear in Table 3.1.

We repeated this process of validating the code for classes M and O. The results

appear in Appendices D and E.
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Table 3.1: Convergence of Solution–Maximum Error at t = 15 with ωP = 2.5 for an
increasing number of splines. Exact solution is of the order 102.

NP Maximum error (Max Error for NP )/(Max Error for 2NP )
4 0.1298 5.2451
8 0.0247 4.5190
16 0.0055 4.2395
32 0.0013 4.1153
64 3.1384e-04 4.0566
128 7.7365e-05 4.0280
256 1.9207e-05 4.0140
512 4.7850e-06 1.7820
1024 2.6851e-06
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Chapter 4

Numerical Results and Discussion

4.1 Numerical Results and Discussion

We simulated two types of treatment (ETD and MWF) at each of seven inflammation

levels (inflammation = 0, 0.25, 0.37, 0.5, 0.63, 0.75, and 1). The complete numerical

results appear in Appendix F. We show first simulations of a patient at inflammation

level 0.5, under the ETD treatment schedule and then the MWF treatment schedule. We

also show some results comparing various inflammation levels.

4.1.1 Numerical results for a patient at inflammation level 0.5

An example of our numerical results is shown for a patient undergoing treatment on

the ETD schedule with inflammation level 0.5. As expected, in Figure 4.1 we see the

patient’s EPO level increases every third day when exogenous EPO is provided, and

decays between treatments.

In Figure 4.2, we observe that the boundary condition at µ = 0 for class P mimics

the shape of the EPO plot because the recruitment rate is directly proportional to the

EPO level.

Cells in class P mature and divide at a rate of approximately one division per day.

Cells in class P mature into class M, which is pictured in Figure 4.3.

Comparing Figures 4.2 and 4.3, we see that, as expected, P (t, µf ) = M(t, 0) for all

t. Cells in class M divide at a rate of approximately one division per day before they

mature into class O.
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Figure 4.1: EPO level over time for a patient with inflammation = 0.5 undergoing ETD
treatment.

Figure 4.2: Number of cells in class P for a patient with inflammation = 0.5 undergoing
ETD treatment.
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Figure 4.3: Number of cells in class M for a patient with inflammation = 0.5 undergoing
ETD treatment.

As we consider Figure 4.4, it is worth noting that there has been a change in the time

scale. This plot actually closely resembles the plots for classes P and M, but appears

much different because results are shown over a time period of 120 days as opposed to

just two or three days; this is not an example of the “noise” we discussed previously.

Figure 4.4: Number of cells in class O for a patient with inflammation = 0.5 undergoing
ETD treatment.
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Figure 4.5: Iron level for a patient with inflammation = 0.5 undergoing ETD treatment.

The boundary condition, O(t, 0), is not identical to M(t, νf ) in Figure 4.3 because the

number of cells maturing in to class O is also dependent on how much iron is available.

Note also that cells in class O no longer divide; they simply mature and die.

The amount of iron (other than that being carried in RBCs), in Figure 4.5, is seen

to increase greatly when exogenous iron is introduced (on days 0 and 9). Small increases

are due to iron being recycled from RBCs that have died.

Finally, Figure 4.6 shows the resulting hemoglobin concentration. The desired range,

11 to 13 g/dL, is also shown.

Figure 4.7 shows similar results for a patient at inflammation level 0.5 undergoing

MWF treatment.

The main output of interest in this work is the hemoglobin concentration. It is

clear that the hemoglobin concentration is being driven by the blood volume. That is, as

blood volume increases, concentration decreases. During the time a patient is undergoing

treatment, their blood volume decreases drastically, and we hemoglobin concentration

increase drastically in response.
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Figure 4.6: Hemoglobin concentration for a patient with inflammation = 0.5 undergoing
ETD treatment.
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Figure 4.7: Numerical results for a patient with inflammation level 0.5 undergoing MWF
treatment.
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4.1.2 Numerical results, comparing inflammation levels

We also present some results of varying the inflammation level for both ETD (Figure

4.8) and MWF treatment (Figure 4.9).
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Figure 4.8: Hemoglobin concentration and iron with varying inflammation, ETD treat-
ment.

It should be noted here that the solutions are dependent on the initial conditions, and

therefore careful choice of initial conditions must be made in order to produce results

that biologically reasonable. For example, if one starts with an an initial condition

O(t, 0) that is large, then the iron being carried in those cells eventually ends up in the

iron compartment, which in turn affects the recruitment rate into class O. As a result,

it is possible, for example, to produce a set of simulations such that the hemoglobin
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Figure 4.9: Hemoglobin concentration and iron with varying inflammation, MWF treat-
ment.
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concentration for a patient with inflammation level 0.5 is actually higher than for a

patient with a lower inflammation level.

It is clear based on the plots of hemoglobin concentration that, as we described pre-

viously, hemoglobin concentration is largely driven by blood volume. This has potential

treatment implications; keeping hemoglobin concentration within the desired band can

be achieved by increasing the frequency of dialysis. In fact, it is possible that the quan-

tities of EPO and iron administered will have little effect relative to the blood volume.

This may not have a direct effect on dialysis practice, however, because it is certainly

one of the goals of treatment to give patients increased autonomy. Requiring them to

come for treatment every day, for example, might keep hemoglobin concentration within

the desired band, but would not necessarily increase the patient’s quality of life.

4.2 Comparing iron needed and iron available

For each treatment protocol, we also compare iron needed, Feneeded and iron available,

Feavail, over time at various levels of inflammation so that we might understand the role

iron plays in determining the number of cells maturing in to class O (see Figures 4.10

through 4.19, which follow).

It is worth noting again that we assigned nominal parameter values and the solutions

(in particular iron available) are absolutely dependent on the initial conditions. As such,

the solutions should be viewed qualitatively, not quantitatively.

Iron-restricted erythropoiesis occurs when iron needed is greater than iron available.

In this case, providing more iron might be beneficial for the patient. Understanding

when iron-restricted erythropoiesis is occurring is, therefore, useful information for a

practictioner. Based on the following simulations, iron-restricted erythropoiesis is evident

following treatment that consists of an EPO administration but no iron administration.

The implication might be that smaller, more frequent doses of iron are more desirable

than the simulated treatment protocol.
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Figure 4.10: Feneeded and Feavail : inflammation = 0, ETD treatment.
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Figure 4.11: Feneeded and Feavail : inflammation = 0.25, ETD treatment.

49



0 2 4 6 8 10 12 14 16 18
0

20

40

60

80

100

120

time, days

m
g 

of
 ir

on

Iron available Compared with Iron Needed, inflammation = 0.5

 

 

Available
Needed

Figure 4.12: Feneeded and Feavail : inflammation = 0.5, ETD treatment.
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Figure 4.13: Feneeded and Feavail : inflammation = 0.75, ETD treatment.
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Figure 4.14: Feneeded and Feavail : inflammation = 1, ETD treatment.
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Figure 4.15: Feneeded and Feavail : inflammation = 0, MWF treatment.
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Figure 4.16: Feneeded and Feavail : inflammation = 0.25, MWF treatment.
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Figure 4.17: Feneeded and Feavail : inflammation = 0.5, MWF treatment.
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Figure 4.18: Feneeded and Feavail : inflammation = 0.75, MWF treatment.
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Figure 4.19: Feneeded and Feavail : inflammation = 1, MWF treatment.
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4.3 Summary

The model presented is capable of describing patients over a broad range of conditions,

including various inflammation levels and treatment protocols. Parameter values were

prescribed per the literature, when available, and numerical testing validates the use of

our code in solving the model. Numerical results are presented, making note that the

results are highly dependent on the initial conditions, which are estimated.

This model makes significant simplifications with regard to how iron is assimilated

into red blood cells. As such, we continue our study by revisiting the model to determine

a more biologically reasonable way to incorporate iron, which we do in Chapter 5, through

the use of another structure variable which will account for the amount of iron in a cell.

This initial model is significant in that it addresses, for the first time, the roles inflam-

mation and iron play in red blood cell dynamics, which are known to have a significant

impact on red blood cell dynamics in patients with CKD. Results provide qualitative evi-

dence to support a change in the administration of iron throughout a treatment protocol.
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Chapter 5

Revisiting the Model

5.1 Introduction

We are motivated to revisit the model assumptions by a desire to incorporate iron into

our model in a more biologically reasonable fashion. At moderate inflammation levels,

iron-restricted erythropoiesis does occur, and our previous model may not be sufficient to

capture the dynamics this behavior completely because we assumed that a cell acquired

all of its iron at the moment it matured from class P to class M, rather than acquiring

iron over time.

As such, we review the literature and revisit all of our model assumptions. We revise

several aspects of the model, and begin by highlighting the ways in which the revised

model differs from the previously used model. A complete description of the revised

model follows in Section 5.2.

• We divide the populations of cells into five compartments as opposed to three in

the previous model. Figure 5.1, a modification of a figure in [25], shows different

aspects of the system we will model.

This figure suggests five cell classes:

– P1 : early BFU-E

– P2 : late BFU-E, CFU-E, proerythroblasts, and early basophilic erythroblasts

– P3 : late basophilic erythroblasts and early polychromatic erythroblasts

– P4 : late polychromatic erythroblasts, orthochromatic erythroblasts, and non-

circulating reticulocytes
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(strongly) EPO-dependent 
survival rate 

iron uptake 
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(declining) EPO-dependent 
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Figure 5.1: Stages of red blood cell production. We use the following short-hand nota-
tions: BFU-E = burst-forming unit–erythroid, CFU-E = colony-forming unit–erythroid,
ProEB = proerythroblast, BasoEB = basophilic erythroblast, PolyEB = polychromatic
erythroblast, OrthoEB = orthochromatic erythroblast, Retic = reticulocyte, RBC = red
blood cell.

– P5 : mature erythrocytes and circulating reticulocytes

We discuss each compartment individually in sections 5.2.1 through 5.2.5, but it

should be noted that the original system chosen to name the erythroid cell progres-

sion was based on distinguishing characteristics when samples were taken, stained,

and viewed through a microscope. It is not surprising that we choose our five

classes of cells differently; we focus on the interactions with EPO and iron and the

location of the cells (in the bone marrow or circulating).

• EPO affects survival (and not necessarily proliferation) of RBC progenitors. In the

previous model, we assumed that a rise in EPO led to a increase in proliferation of

precursor cells. In fact, research has shown that EPO is much more important for

survival of the precursors [57, 44]. Even in healthy individuals, complete survival of

progenitors would require an EPO level much higher than normal level; the normal

production rate of RBCs represents survival of only a minority of progenitor cells

[25].
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• We have incorporated the phenomenon known as neocytolysis. In a healthy indi-

vidual, an increase in blood oxygen level is detected by the kidneys, which in turn

decrease production of EPO. Down-regulation of the RBC production is achieved

by the increased death rate of RBC progenitors due to this decrease in EPO. How-

ever, it takes 18 to 21 days for cells to mature and be released into circulation,

so this down-regulation has a long delay before it actually affects blood oxygen

level. Additionally, down-regulation would only cause the circulating red cell mass

to drop by about 1% per day [39].

Neocytolysis been observed in astronauts entering space [3, 53] and in high altitude

dwellers who descend to sea level [34, 41] who have higher aggregate RBC mass

than needed. Their RBC mass was decreased by 10-15% in a few days, which could

not be explained by simple down-regulation of RBC production.

Neocytolysis, believed to be caused by a drop in EPO level, is a physiologic process

that aids in this control of the red cell mass by causing the selective destruction of

young circulating RBCs [39, 12]. Since these cells were circulating and contributing

to blood oxygen level, their death has a much faster effect on blood oxygen level than

the down-regulation of the production cycle. Neocytolysis has been determined to

contribute to the anemia of renal disease [40, 4], as patients undergoing therapy

have constantly fluctuating EPO levels.

• We assume the role of inflammation in cellular iron uptake is independent of EPO

level. Inflammation alone can cause anemia (termed the anemia of chronic disease)

[50, 24], but the specific mechanisms relating EPO and inflammation are not yet

well-defined. Our model continues to remain vague with respect to inflammation,

in that we are not tracking specific inflammation markers or trying to follow all of

the pathways associated with inflammation. We know that inflammation disrupts

iron metabolism [36, 55, 42], so we simply assume that as inflammation increases,

availability of iron decreases (described in more detail later).

• Cellular iron uptake occurs over time instead of at the moment a cell matures from

one class into another. In the previous model, we made the assumption that a

RBC acquired all of its iron at the moment it transitioned from the bone marrow

to the blood stream. This was never a biologically sound assumption, and was

made only to simplify computations. We now assume that red blood cells uptake
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iron gradually.

• A cell’s iron state affects its death rate. We were unable to model this behavior in

our previous model because we made the assumption that all members in class O

contained the exact same amount of iron. Now that we are able to track the iron

state, we can account for the fact that hypochromic RBCs (i.e., those that do not

have a full complement of iron) have increased death rate [27].

5.2 The Model

We use a model with two structure variables, one for maturity level and one for cellular

iron level. The inclusion of a structure variable for cellular iron level is what enables us

to model the incorporation of iron in a more biologically reasonable fashion. The model

is represented in Figure 5.2.
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via IV 

EPO 
clearance 

endogenous 
EPO 

Fe 

P1 P2 P3 P4 P5 

Fe in 
via IV 

Fe 
losses 

infl. 

Figure 5.2: Model schematic. Note that the states variables are P1(t, µ1), P2(t, µ2),
P3(t, µ3, γ), P4(t, µ4, γ), P5(t, µ5, γ), EPO(t) and Fe(t).
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Throughout, we use β to represent birth/proliferation rate, δ to represent death rate,

ρ to represent other rates (maturation rates, rates of treatment, etc.).

The structure variables µi and γ are unitless and represent the maturity level and

iron state, respectively, of cells. Thus, P3(t∗, µ∗3, γ
∗) is the number of cells (in billions)

in population P3 at time t∗ that have maturity level µ∗ and iron state γ∗. Each class is

assumed to have a maximum maturity level, (µi)f .

We will assume that the iron state structure variable γ varies from 0 to γf , where

γfull =
γf
3

= 1 represents the amount of iron the “typical” RBC contains in a healthy

individual (this quantity is to be estimated later). We will assume that when a cell

divides, each daughter cell inherits half of the parent cell’s iron. Therefore, when a

cell with iron state γ∗ divides, it leaves iron state γ∗ and two cells enter iron state γ∗

2
.

Similarly, for each cell in iron class 2γ∗ that divides, two cells enter iron class γ∗.

We derive equations for those classes that incorporate iron by considering, at some

time t, an incremental area of size ∆µ by ∆γ, with 0 ≤ γ ≤ γf
2
, as in Figure 5.3.
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Figure 5.3
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We think of this region as a compartment and consider the time rate of change of the

cell population in the compartment.

∂

∂t

∫ γ+∆γ

γ

∫ µ+∆µ

µ

P (t, ξ, ζ)dξdζ = 2(birth rate at iron state 2γ)− (birth rate at iron state γ)

− (death rate) + (rate of maturation in)

− (rate of maturation out)

+ (rate of hemoglobinization in)

− (rate of hemoglobinization out)

= 2

∫ γ+∆γ

γ

∫ µ+∆µ

µ

βP (t, ξ, 2ζ)dξdζ

−
∫ γ+∆γ

γ

∫ µ+∆µ

µ

βP (t, ξ, ζ)dξdζ

−
∫ γ+∆γ

γ

∫ µ+∆µ

µ

δP (t, ξ, ζ)dξdζ

+

∫ γ+∆γ

γ

ρP (t, µ, ζ)dζ −
∫ γ+∆γ

γ

ρP (t, µ+ ∆µ, ζ)dζ

+

∫ µ+∆µ

µ

hP (t, ξ, γ)dξ −
∫ µ+∆µ

µ

hP (t, ξ, γ + ∆γ)dξ,

where 0 ≤ µ ≤ µf , β is the proliferation rate, δ is the death rate, ρ is the maturation

rate, and h is the hemoglobinization rate, equivalent to the rate of iron uptake.

We rearrange,

∂

∂t

∫ γ+∆γ

γ

∫ µ+∆µ

µ

P (t, ξ, ζ)dξdζ = 2

∫ γ+∆γ

γ

∫ µ+∆µ

µ

βP (t, ξ, 2ζ)dξdζ

−
∫ γ+∆γ

γ

∫ µ+∆µ

µ

[β + δ]P (t, ξ, ζ)dξdζ

−
∫ γ+∆γ

γ

ρ [P (t, µ+ ∆µ, ζ)− P (t, µ, ζ)] dζ

−
∫ µ+∆µ

µ

h [P (t, ξ, γ + ∆γ)− P (t, ξ, γ)] dξ,
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then divide by ∆µ∆γ :

∂

∂t

[
1

∆γ

∫ γ+∆γ

γ

1

∆µ

∫ µ+∆µ

µ

P (t, ξ, ζ)dξdζ

]
=

2

∆γ

∫ γ+∆γ

γ

1

∆µ

∫ µ+∆µ

µ

βP (t, ξ, 2ζ)dξdζ

− 1

∆γ

∫ γ+∆γ

γ

1

∆µ

∫ µ+∆µ

µ

[β + δ]P (t, ξ, ζ)dξdζ

− 1

∆γ

∫ γ+∆γ

γ

ρ
P (t, µ+ ∆µ, ζ)− P (t, µ, ζ)

∆µ
dζ

− 1

∆µ

∫ µ+∆µ

µ

h
P (t, ξ, γ + ∆γ)− P (t, ξ, γ)

∆γ
dξ.

When we allow ∆µ→ 0 and ∆γ → 0, we obtain

∂

∂t
P (t, µ, γ) = 2βP (t, µ, 2γ)− [β + δ]P (t, µ, γ)− ∂

∂µ
ρP (t, µ, γ)

− ∂

∂γ
hP (t, µ, γ), 0 ≤ γ ≤ γf

2
, (5.1)

the general form of the equations governing cells in classes P3 through P5. Note that the

rates β, δ, ρ and h could be functions that depend on µ, γ or other states in the system.

By our assumptions, the maximum iron state is γf , so cell division cannot yield a cell

with iron state γ >
γf
2
. Thus, for cells with iron states greater than

γf
2
, we omit the birth

rate term associated with iron state 2γ, as below:

∂

∂t
P (t, µ, γ) = −[β + δ]P (t, µ, γ)− ∂

∂µ
ρP (t, µ, γ)− ∂

∂γ
hP (t, µ, γ),

γf
2
≤ γ ≤ γf .

(5.2)

Cells in classes P1(t, µ1) and P2(t, µ2) do not incorporate iron, so they are functions

of only time and maturity level. The general form of the partial differential equations

governing these classes, derived in [6], is

∂

∂t
P (t, µ) = [β − δ]P (t, µ)− ∂

∂µ
ρP (t, µ), (5.3)

where β is the proliferation rate, δ is the death rate, and ρ is the maturation rate.

61



5.2.1 Class P1(t, µ1)

Class P1 consists of early BFU-E. These are the most immature cells that are committed

to the erythroid lineage. We make the following assumptions about cells in this class.

1. The maturation rate is constant, ρ1.

2. BFU-E differentiate into CFU-E in approximately seven days [46, 43]. BFU-E begin

expressing EPO receptors (EPORs), which means that, in time, they do become

influenced by EPO. Hence, we allow for cells to reside in class P1 for three days

(during which they are not influenced by EPO), while late BFU-E are in class P2

(where they are under the influence of EPO). Therefore we choose the maximum

maturity level to be (µ1)f = 3.

3. The majority of cell proliferation happens in later classes [25, 26], so we set birth

rate equal to death rate for cells in this class.

Hence, for class P1, equation (5.3) becomes

∂

∂t
P1(t, µ1) = −ρ1

∂

∂µ1

P1(t, µ1)

with initial condition

P1(0, µ1) = P init
1 (µ1)

and boundary condition

P1(t, 0) = P bdy
1 (t).

5.2.2 Class P2(t, µ2)

Class P2 consists of late BFU-E, CFU-E, proerythroblasts, and early basophilic erythrob-

lasts. We make the following assumptions about cells in class P2.

1. The maturation rate is constant, ρ2.

2. Cells reside in this class for twelve days [18, 43], and therefore (µ2)f = 12.

3. During the time cells reside in class P2, they undergo approximately 6 cell divisions

[25, 18, 19, 20]. We assume that the birth rate is a constant, β2.
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4. Cells in this class express EPORs [26, 45], and this interaction of EPO with EPOR is

the most important control point for erythropoiesis [18]. Cells at this stage depend

absolutely on EPO for their survival and will undergo apoptosis in its absence

[46, 26]. Therefore we choose the death rate to be a decreasing function of the

EPO level:

δ2(EPO) =
(
δmax2 − δmin2

)
·

(
cδ2

)kδ2(
cδ2

)kδ2
+
(
EPO

)kδ2 + δmin2 .

Thus, using equation (5.3), the state equation for class P2 is given by

∂

∂t
P2(t, µ2) = [β2 − δ2(EPO)]P2(t, µ2)− ρ2

∂

∂µ2

P2(t, µ2),

with initial condition

P2(0, µ2) = P init
2 (µ2)

and boundary condition

P2(t, 0) = P1

(
t, (µ1)f

)
.

5.2.3 Class P3(t, µ3, γ)

Class P3 consists of late basophilic erythroblasts and early polychromatic erythroblasts.

We assume the following.

1. The maturation rate is constant, ρ3.

2. Cells reside in this class for 1 day [18, 43], and therefore (µ3)f = 1.

3. Cells in this stage continue to proliferate [18], with a constant rate β3.

4. Cells in class P3 continue to express EPORs, but the level of expression declines

significantly as cells mature through this class [13]. Hence, cells in this class become

less dependent on EPO for survival. We model this as

δ3(µ3, EPO) = δmax3 (µ3) ·

(
cδ3

)kδ3(
cδ3

)kδ3
+
(
EPO

)kδ3
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where δmax3 (µ3) is a decreasing function, which we assume to be linear for this

model, as below:

δmax3 (µ3) = −m3µ3 + b3, m3 > 0, b3 > m3 · (µ3)f .

The function δ3(µ3, EPO), for a fixed maturity level µ3, is a decreasing sigmoid

function of EPO. That is, at a fixed maturity level, as EPO increases, the death rate

decreases. If we consider instead a fixed EPO level, then increasing maturation level

causes a decrease in the maximum death rate. That is, low EPO affects younger

cells in this class more than it affects more mature cells. Both the fixed maturity

level and fixed EPO level phenomena are depicted in Figure 5.4.
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Figure 5.4: Death rate in class P3 is a function of both maturity level, µ3, and EPO
level. For a fixed EPO level, death rate decreases as maturity level increases. For a fixed
maturity level, death rate is larger when EPO is small. These plots were generated with
parameter values m3 = 0.2, b3 = 0.2, cδ3 = 3000 and kδ3 = 20.

5. Cells in class P3 express transferrin receptors (Tfr) and begin the process of taking

in iron and synthesizing hemoglobin [25, 18]. The rate of hemoglobinization (or
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equivalently iron uptake) is a function of iron level (in the iron compartment), in-

flammation level, and iron state (of a cell). A full description of the hemoglobiniza-

tion rate, h3(Fe, I, γ), appears in Section 5.3.

Hence, for class P3, equations (5.1) and (5.2) become

∂

∂t
P3(t, µ3, γ) = 2β3P3(t, µ3, 2γ)− [β3 + δ3(µ3, EPO)]P3(t, µ3, γ)− ρ3

∂

∂µ3

P3(t, µ3, γ)

− ∂

∂γ

[
h3(Fe, I, γ)P3(t, µ3, γ)

]
, 0 ≤ γ ≤ γf

2

and

∂

∂t
P3(t, µ3, γ) = −[β3 + δ3(µ3, EPO)]P3(t, µ3, γ)− ρ3

∂

∂µ3

P3(t, µ3, γ)

− ∂

∂γ

[
h3(Fe, I, γ)P3(t, µ3, γ)

]
,

γf
2
≤ γ ≤ γf

with initial condition

P3(0, µ3, γ) = P init
3 (µ3, γ)

and boundary conditions

P3(t, 0, γ) =

{
P2

(
t, (µ2)f

)
, γ = 0

0, γ 6= 0

and

P3(t, µ3, 0) =

{
P2

(
t, (µ2)f

)
, µ3 = 0

P bdy,γ
3 (t, µ3), µ3 6= 0.

5.2.4 Class P4(t, µ4, γ)

Class P4 contains late polychromatic erythroblasts, orthochromatic erythroblasts, and

non-circulating reticulocytes, the last stages of erythroid cells residing in the bone mar-

row. We make the following assumptions about cells in class P4.

1. The maturation rate is constant, ρ4.

2. Cells reside in this class for 2 days [18, 43], and therefore (µ4)f = 2.
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3. Cells in this class have stopped proliferating [25, 18]. Thus, β4 = 0.

4. It is well-documented that red blood cells have a shorter life span in individuals

with iron deficiency [54, 15, 14, 10]. Hence, we assume that cells at this stage that

are severely iron deficient have increased mortality.

We begin by defining cδ4(µ4) as an increasing function of µ4. For simplicity, we

choose a linear function:

cδ4(µ4) = m4µ4 + b4, m4 > 0, b4 ≥ 0,

with the added restriction that 0 < cδ4(µ4) < (µ4)f for all µ4.

We assume now that if the cellular iron state is above a certain critical level, 0 <

γcrit,4 <
γf
3
, (say, for example, 80% of “typical” iron level for a heathy individual)

then the death rate is small, say δmin4 . If, however, the iron state is below the

critical level, then the death rate depends on the iron state and the maturity level,

as below:

δ4(µ4, γ) =


δmin4 , γ ≥ γcrit,4(
δmax4 − δmin4

)
·

(
cδ4(µ4)

)kδ4(
cδ4(µ4)

)kδ4
+
(
γ
)kδ4 + δmin4 , γ < γcrit,4.

Notice that when γ is relatively small, δ4(µ4, γ) is close to δmax4 , and when γ is

relatively large, δ4(µ4, γ) is close to δmin4 . However, the “relativity” is affected by

cδ4(µ4) when γ < γcrit,4. As cells mature through class P4 (i.e. as µ4 increases),

then cδ4(µ4) increases, which means that the death rate for a given iron level γ also

increases (we choose kδ4 > 1). Hence, a cell having only a little iron when it arrives

in class P4 is less likely to die than a cell with that same level of iron that is about

to mature out of class P4. Figure 5.5 shows δ4(µ4, γ) over varying µ4 and γ.

5. These cells continue to collect iron and synthesize hemoglobin [25, 18] at a rate

h4(Fe, I, γ), explained further in Section 5.3.
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Figure 5.5: Death rate in class P4 is a function of both maturity level, µ4, and cellular
iron state, γ. For a fixed maturity level µ4, death rate decreases as iron state γ increases.
That is, for a given maturity level, cells with little iron are more likely to die. For a
iron state γ < γcrit,4, death rate is increases as maturity level increases. These plots were
generated with parameter values γcrit,4 = 0.8, δmin4 = 0.1, δmax4 = 0.5, m4 = 0.4, and
b4 = 0.

Thus, using equation (5.1), the state equation is given by

∂

∂t
P4(t, µ4, γ) = − δ4(µ4, γ)P4(t, µ4, γ)− ρ4

∂

∂µ4

P4(t, µ4, γ)

− ∂

∂γ

[
h4(Fe, I, γ)P4(t, µ4, γ)

]
,

with initial condition

P4(0, µ4, γ) = P init
4 (µ4, γ)

and boundary conditions

P4(t, 0, γ) = P3

(
t, (µ3)f , γ

)
and

P4(t, µ4, 0) =

{
P3

(
t, (µ3)f , 0

)
, µ4 = 0

P bdy,γ
4 (t, µ4), µ4 6= 0.
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5.2.5 Class P5(t, µ5, γ)

Cells in class P5 are mature erythrocytes and circulating reticulocytes. For cells in this

class, we make the following assumptions.

1. The maturation rate is constant, ρ5.

2. The average life span of a red blood cell in a patient with chronic kidney disease

is about 70 days, significantly shorter than for healthy persons [51, 47, 29]. We set

the maximum maturity level to be (µ5)f = 150 days−1, but the death rate is set

such that practically no cells reach the maximum maturity level.

3. As they have no nuclei, cells in this stage do not proliferate [18], and therefore

β5 = 0.

4. Death rate in this class is assumed to have three components: death due to low

cellular iron, death due to aging, and death due to neocytolysis.

(a) Death due to low cellular iron. As in the previous class, cells that lack a full

complement of iron have increased mortality. As in class P4, we have

cδ5,γ (µ5) = m5µ5 + b5, m5 > 0

and

δ5,γ(µ5, γ) =


δmin5,γ , γ ≥ γcrit,5(
δmax5,γ − δmin5,γ

)
·

(
cδ5,γ (µ5)

)kδ5,γ(
cδ5,γ (µ5)

)kδ5,γ
+
(
γ
)kδ5,γ + δmin5,γ , γ < γcrit,5.

(b) Death due to aging. Senescent (aged) erythrocytes are enveloped and de-

stroyed in the spleen [18], so death rate in this class is also a function of

maturity level. This process occurs independent of cellular iron state.

δ5,µ(µ5) =
(
δmaxµ5

− δminµ5

)
·

(
cδµ5

)kδµ5(
cδµ5

)kδµ5
+
(
µ5

)kδµ5 + δminµ5
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(c) Death due to neocytolysis. Neocytolysis targets RBCs between 14-21 days old

(i.e., for maturity level 14 ≤ µ5 ≤ 21) [3, 39]. These cells have increased

death rate when EPO level drops, but the mechanisms are still not clear, and

we don’t know if the mechanisms are related to a large drop in EPO level

(i.e., a large negative rate of change of EPO level) and/or simply a low EPO

level. We account for both in this model, with tuning parameters α1 and α2

to account for the relative effects.

We begin with the assumption that neocytolysis is a response to low EPO

level. We choose a decreasing sigmoid function for the maximum death rate:

δmax5,neo,1(EPO) = δmax,15,neo ·
(
cneoδ5

)kneoδ5(
cneoδ5

)kneoδ5 +
(
EPO

)kneoδ5

.

Then the death rate is given by

δ5,neo,1(µ5, EPO) = δmax5,neo,1(EPO)

[
1

1 + e−2kh,1(µ5−15)
− 1

1 + e−2kh,1(µ5−20)

]
,

the sum of smoothed heaviside functions. Note that when kh,1 is chosen large

enough, the death rate is zero when µ5 < 14 and µ5 > 21. Also, for ma-

turity levels 14 ≤ µ5 ≤ 21, when EPO level is small, the maximum death

rate is large. Figure 5.6 demonstrates the output of the death rate function

δ5,neo,1(µ5, EPO), for both the case of a fixed maturity level and varying EPO

and the case of fixed EPO and varying maturity level.

For the assumption that neocytolysis is a response to large negative rate of

change of EPO, we choose a decreasing function for the maximum death rate:

δmax5,neo,2

(
d

dt
EPO

)
=


−δmax,25,neo

1 + e−2kh,3( d
dt
EPO−ρEPO,crit)

, d
dt
EPO < 0

0, d
dt
EPO ≥ 0.

(Note here that we do not use a sigmoid function (as we did for δmax5,neo,1(EPO))

because the area of interest includes negative values of d
dt
EPO.) The death
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Figure 5.6: Low-EPO neocytolysis death rate in class P5 is a function of maturity level
µ5 and EPO level. In the first plot, we fix EPO and show the death rate over varying
maturity level. Notice that neocytolysis affects cells such that 14 ≤ µ5 ≤ 21. Also, as
EPO increases, the effects of neocytolysis diminish. This fact is demonstrated again
in the second plot. To produce these plots, we chose parameter values δmax,15,neo = 0.2,
cneoδ5

= 2000, kneoδ5
= 20 and kh,1 = 10.

rate, given by

δ5,neo,2

(
µ5,

d

dt
EPO

)
= δmax5,neo,2

(
d

dt
EPO

)[
1

1 + e−2kh,2(µ5−15)
− 1

1 + e−2kh,2(µ5−20)

]
,

is plotted in Figure 5.7.
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Figure 5.7: Large negative EPO rate neocytolysis death rate in class P5 is a function
of maturity level µ5 and EPO rate. Note that neocytolysis targets cells with maturity
level 14 ≤ µ5 ≤ 21. As EPO rate attains large negative values, the death rate due to
neocytolysis increases. To produce these plots, we chose parameter values δmax,25,neo = 0.2,
kh,3 = 0.5, ρEPO,crit and kh,2 = 5.

Then the death rate due to neocytolysis is given by

δ5,neo

(
µ5, EPO,

d

dt
EPO

)
= α1δ5,neo,1 (µ5, EPO) + α2δ5,neo,2

(
µ5,

d

dt
EPO

)
.

We assume that these phenomena occur independently and that the resultant death

rate for class P5 is the sum of these three components,

δ5

(
µ5, γ, EPO,

d

dt
EPO

)
= δ5,γ(µ5, γ) + δ5,µ(µ5) + δ5,neo

(
µ5, EPO,

d

dt
EPO

)
.

5. Only reticulocytes at this stage are still able to collect iron, and at a smaller

rate than previous cell classes [18, 16, 9]. As before, the hemoglobinization rate,

h5(Fe, I, γ), for cells in class P5 is discussed in Section 5.3.
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Using equation (5.1), cells in class P5 are governed by the equation

∂

∂t
P5(t, µ5, γ) = − δ5

(
µ5, γ, EPO,

d

dt
EPO

)
P5(t, µ5, γ)− ρ5

∂

∂µ5

P5(t, µ5, γ)

− ∂

∂γ

[
h5(Fe, I, γ)P5(t, µ5, γ)

]
,

with initial condition

P5(0, µ5, γ) = P init
5 (µ5, γ)

and boundary conditions

P5(t, 0, γ) = P4

(
t, (µ4)f , γ

)
and

P5(t, µ5, 0) =

{
P4

(
t, (µ4)f , 0

)
, µ5 = 0

P bdy,γ
5 (t, µ5), µ5 6= 0.

5.2.6 EPO compartment

We use the same equation for EPO used previously in [6],

d

dt
EPO(t) = ρEPO,endog + ρEPO,exog(t)−

1

t1/2
ln 2EPO(t),

with initial condition

EPO(0) = E0,

where ρEPO,endog is the (assumed constant) rate of endogenous EPO production, ρEPO,exog(t)

is the rate of exogenous EPO provided during treatment, and t1/2 is the half-life of EPO.
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5.2.7 Iron compartment

For the iron compartment, we consider rates of iron entering and leaving the compartment

as follows:

d

dt
Fe(t) = (rate of exogenous iron from treatment)− (rate of iron losses)

− (rate of iron entering classes P3, P4 and P5)

+ (rate of iron “recycled” from classes P3, P4 and P5)

= ρFe,exog(t)− ρFe,loss − kFe
5∑
i=3

∫ γf

0

∫ (µi)f

0

hi(Fe, I, γ)Pi(t, µi, γ)dµidγ

+ kFe

[∫ γf

0

∫ (µ3)f

0

δ3P3(t, µ3, γ)dµ3dγ

+

∫ γf

0

∫ (µ4)f

0

δ4(µ4, γ)P4(t, µ4, γ)dµ4dγ

+

∫ γf

0

∫ (µ5)f

0

δ5

(
µ5, γ, EPO,

d

dt
EPO

)
P5(t, µ5, γ)dµ5dγ

]
.

Note that we have assumed that iron losses are constant. We also have initial condition

Fe(0) = Fe0

5.2.8 Blood Volume and Hemoglobin Concentration

We model blood volume exactly as we did in [6].

As in our previous model, only cells that are circulating can contribute to hemoglobin

concentration. For this model, only cells in class P5 are circulating, so we have

Hb(t) =

kFe

∫ γf

0

∫ (µ5)f

0

γP5(t, µ5, γ)dµ5dγ

BV (t)
.
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5.3 Hemoglobization

Cells in classes P3, P4 and P5 participate in iron uptake for the purposes of synthesizing

hemoglobin. We use γ as a unitless structure variable that indicates the level of iron in

a given cell. Recall that 0 ≤ γ ≤ γf , where
γf
3

= 1 represents the amount of iron the

“typical” RBC contains in a healthy individual. Recall also that when a cell divides, we

assume that each of the daughter cells receives half of the parent cell’s iron endowment.

In order to determine the rate of iron moving from the iron compartment and entering

RBCs, we compare the rate of iron required for cells to be hemoglobinized at the maxi-

mum rate with the rate of iron available in the iron compartment (which is restricted by

inflammation). Then we can determine if there is enough iron available to hemoglobinize

at the maximum rate if hemoglobinization is occurring in an iron-restricted fashion.

We assume that the fastest a cell could obtain a full complement of hemoglobin is 3

days. A cell beginning hemoglobinization in class P3 is undergoing cell division at a rate

of 1 division per day. While we model hemoglobinization and proliferation as continuous

processes, the following considerations in discrete time nodes indicate that the maximum

rate of iron uptake for class P3 should be set to 8
7
γfull days−1.

day 0: γ = 0

day 1 before cell division: γ = 8
7
γfull

day 1 after cell division: γ = 4
7
γfull

day 2 before cell division: γ = 4
7
γfull + 8

7
γfull = 12

7
γfull

day 2 after cell division: γ = 6
7
γfull

day 3 before cell division: γ = 6
7
γfull + 8

7
γfull = 2γfull

day 3 after cell division: γ = γfull

Cells in class P3 can uptake iron at this rate until their iron state is about 2γfull

(we allow for twice the normal iron state because cells in this class have the potential

to divide). Cells in class P4 can uptake iron at this rate until their iron state reaches

γfull, at which point they stop taking in iron. Reticulocytes in class P5 (i.e., cells in class

P5 with maturity level 0 ≤ µ5 ≤ 2) are circulating in the blood. While they are still

capable of iron uptake until they reach iron state γfull, the rate of uptake is smaller [18],
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so we multiply the rate for class P4 by the constant 0 < k5 < 1. Therefore we define the

maximum iron uptake rate functions hmax3 (γ), hmax4 (γ), and hmax5 (γ), pictured in Figure

5.8, as below.

hmax3 (γ) =

(
8

7
γfull

)
·

(
2γfull

)k
h,3,max(

2γfull

)k
h,3,max

+
(
γ
)k
h,3,max

hmax4 (γ) =

(
8

7
γfull

)
·

(
γfull

)k
h,4,max(

γfull

)k
h,4,max

+
(
γ
)k
h,4,max

hmax5 (µ5, γ) =

{
k5h

max
4 (γ), 0 ≤ µ5 ≤ 2

0, µ5 > 2.

γf γfull 2γfull 

(d
ay

)-1
 

� 

8
7
γ full

γ (unitless) 
� 

h3
max (γ )

� 

h4
max (γ )

� 

h5
max (γ )

Figure 5.8: Maximum iron uptake rate.
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Then the rate of iron needed for each cell to become hemoglobinized at its maximum

rate is

ρFe,needed = (max rate iron needed in class P3) + (max rate iron needed in class P4)

+ (max rate iron needed in class P5)

= kFe

[∫ γf

0

∫ (µ3)f

0

hmax3 (γ)P3(t, µ3, γ)dµ3dγ

+

∫ γf

0

∫ (µ4)f

0

hmax4 (γ)P4(t, µ4, γ)dµ4dγ

+

∫ γf

0

∫ 2

0

hmax5 (µ5, γ)P5(t, µ5, γ)dµ5dγ

]
.

We compare this with the rate of iron available at time t, which depends on the

inflammation level. We assume that as inflammation increases, the iron availability

decreases, and define the function 0 ≤ f(I) ≤ 1 as follows:

f(I) =
(

1− fmin
)
· (cI)

kI

(cI)kI + (I)kI
+ fmin

Then the rate of iron availability is given by

ρFe,avail = kFe,efff(I)Fe(t),

where 0 < kFe,eff ≤ 1 days−1 is a rate constant that indicates the maximum rate of iron

available in the absence of inflammation.

We define the iron availability rate fraction, 0 < kFe,avail ≤ 1, to be

kFe,avail =

 1, ρFe,needed ≤ ρFe,avail,
ρFe,avail
ρFe,needed

, ρFe,needed > ρFe,avail.

Then the actual rates of iron uptake are given by

hi(Fe, I, γ) = kFe,availh
max
i (γ), i = 3, 4, 5.

76



5.4 Model Summary

We have the following system:

∂

∂t
P1(t, µ1) = −ρ1

∂

∂µ1

P1(t, µ1), (5.4)

∂

∂t
P2(t, µ2) = [β2 − δ2(EPO)]P2(t, µ2)− ρ2

∂

∂µ2

P2(t, µ2), (5.5)

∂

∂t
P3(t, µ3, γ) = 2β3P3(t, µ3, 2γ)− [β3 + δ3(µ3, EPO)]P3(t, µ3, γ)− ρ3

∂

∂µ3

P3(t, µ3, γ)

− ∂

∂γ

[
h3(Fe, I, γ)P3(t, µ3, γ)

]
, 0 ≤ γ ≤ γf

2
, (5.6)

∂

∂t
P3(t, µ3, γ) = −[β3 + δ3(µ3, EPO)]P3(t, µ3, γ)− ρ3

∂

∂µ3

P3(t, µ3, γ)

− ∂

∂γ

[
h3(Fe, I, γ)P3(t, µ3, γ)

]
,

γf
2
≤ γ ≤ γf , (5.7)

∂

∂t
P4(t, µ4, γ) = − δ4(µ4, γ)P4(t, µ4, γ)− ρ4

∂

∂µ4

P4(t, µ4, γ)

− ∂

∂γ

[
h4(Fe, I, γ)P4(t, µ4, γ)

]
, (5.8)

∂

∂t
P5(t, µ5, γ) = − δ5

(
µ5, γ, EPO,

d

dt
EPO

)
P5(t, µ5, γ)− ρ5

∂

∂µ5

P5(t, µ5, γ) (5.9)

− ∂

∂γ

[
h5(Fe, I, γ)P5(t, µ5, γ)

]
, (5.10)

d

dt
EPO(t) = ρEPO,endog + ρEPO,exog(t)−

1

t1/2
ln 2EPO(t), (5.11)

d

dt
Fe(t) = ρFe,exog(t)− ρFe,loss − kFe

5∑
i=3

∫ γf

0

∫ (µi)f

0

hi(Fe, I, γ)Pi(t, µi, γ)dµidγ

+ kFe

[∫ γf

0

∫ (µ3)f

0

δ3P3(t, µ3, γ)dµ3dγ

+

∫ γf

0

∫ (µ4)f

0

δ4(µ4, γ)P4(t, µ4, γ)dµ4dγ

+

∫ γf

0

∫ (µ5)f

0

δ5

(
µ5, γ, EPO,

d

dt
EPO

)
P5(t, µ5, γ)dµ5dγ

]
,

(5.12)
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with initial conditions

P1(0, µ1) = P init
1 (µ1), (5.13)

P2(0, µ2) = P init
2 (µ2), (5.14)

P3(0, µ3, γ) = P init
3 (µ3, γ), (5.15)

P4(0, µ4, γ) = P init
4 (µ4, γ), (5.16)

P5(0, µ5, γ) = P init
5 (µ5, γ), (5.17)

EPO(0) = E0, (5.18)

Fe(0) = Fe0, (5.19)

and boundary conditions

P1(t, 0) = P bdy
1 (t), (5.20)

P2(t, 0) = P1

(
t, (µ1)f

)
, (5.21)

P3(t, 0, γ) =

{
P2

(
t, (µ2)f

)
, γ = 0,

0, γ 6= 0,
(5.22)

P3(t, µ3, 0) =

{
P2

(
t, (µ2)f

)
, µ3 = 0,

P bdy,γ
3 (t, µ3), µ3 6= 0,

(5.23)

P4(t, 0, γ) = P3

(
t, (µ3)f , γ

)
(5.24)

P4(t, µ4, 0) =

{
P3

(
t, (µ3)f , 0

)
, µ4 = 0,

P bdy,γ
4 (t, µ4), µ4 6= 0,

(5.25)

P5(t, 0, γ) = P4

(
t, (µ4)f , γ

)
, (5.26)

P5(t, µ5, 0) =

{
P4

(
t, (µ4)f , 0

)
, µ5 = 0,

P bdy,γ
5 (t, µ5), µ5 6= 0.

(5.27)

We also have the following auxiliary equations:

δ2(EPO) =
(
δmax2 − δmin2

)
·

(
cδ2

)kδ2(
cδ2

)kδ2
+
(
EPO

)kδ2 + δmin2 (5.28)
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δmax3 (µ3) = −m3µ3 + b3, m3 > 0, b3 > m3 · (µ3)f (5.29)

δ3(µ3, EPO) = δmax3 (µ3) ·

(
cδ3

)kδ3(
cδ3

)kδ3
+
(
EPO

)kδ3 (5.30)

cδ4(µ4) = m4µ4 + b4, m4 > 0, b4 ≥ 0, (5.31)

δ4(µ4, γ) =


δmin4 , γ ≥ γcrit,4(
δmax4 − δmin4

)
·

(
cδ4(µ4)

)kδ4(
cδ4(µ4)

)kδ4
+
(
γ
)kδ4 + δmin4 , γ < γcrit,4.

(5.32)

cδ5,γ (µ5) = m5µ5 + b5, m5 > 0 (5.33)

δ5,γ(µ5, γ) =


δmin5,γ , γ ≥ γcrit,5(
δmax5,γ − δmin5,γ

)
·

(
cδ5,γ (µ5)

)kδ5,γ(
cδ5,γ (µ5)

)kδ5,γ
+
(
γ
)kδ5,γ + δmin5,γ , γ < γcrit,5

(5.34)

δ5,µ(µ5) =
(
δmaxµ5

− δminµ5

)
·

(
cδµ5

)kδµ5(
cδµ5

)kδµ5
+
(
µ5

)kδµ5 + δminµ5
(5.35)

δmax5,neo,1(EPO) = δmax,15,neo ·
(
cneoδ5

)kneoδ5(
cneoδ5

)kneoδ5 +
(
EPO

)kneoδ5

(5.36)

δ5,neo,1(µ5, EPO) = δmax5,neo,1(EPO)

[
1

1 + e−2kh,1(µ5−15)
− 1

1 + e−2kh,1(µ5−20)

]
(5.37)
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δmax5,neo,2

(
d

dt
EPO

)
=


−δmax,25,neo

1 + e−2kh,3( d
dt
EPO−ρEPO,crit)

, d
dt
EPO < 0

0, d
dt
EPO ≥ 0.

(5.38)

δ5,neo,2

(
µ5,

d

dt
EPO

)
= δmax5,neo,2

(
d

dt
EPO

)[
1

1 + e−2kh,2(µ5−15)
− 1

1 + e−2kh,2(µ5−20)

]
(5.39)

δ5,neo

(
µ5, EPO,

d

dt
EPO

)
= α1δ5,neo,1 (µ5, EPO) + α2δ5,neo,2

(
µ5,

d

dt
EPO

)
(5.40)

δ5

(
µ5, γ, EPO,

d

dt
EPO

)
= δ5,γ(µ5, γ) + δ5,µ(µ5) + δ5,neo

(
µ5, EPO,

d

dt
EPO

)
(5.41)

Hb(t) =

kFe

∫ γf

0

∫ (µ5)f

0

γP5(t, µ5, γ)dµ5dγ

BV (t)
(5.42)

hmax3 (γ) =

(
8

7
γfull

)
·

(
2γfull

)k
h,3,max(

2γfull

)k
h,3,max

+
(
γ
)k
h,3,max

(5.43)

hmax4 (γ) =

(
8

7
γfull

)
·

(
γfull

)k
h,4,max(

γfull

)k
h,4,max

+
(
γ
)k
h,4,max

(5.44)

hmax5 (µ5, γ) =

{
k5h

max
4 (γ), 0 ≤ µ5 ≤ 2

0, µ5 > 2.
(5.45)
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ρFe,needed = kFe

[∫ γf

0

∫ (µ3)f

0

hmax3 (γ)P3(t, µ3, γ)dµ3dγ

+

∫ γf

0

∫ (µ4)f

0

hmax4 (γ)P4(t, µ4, γ)dµ4dγ

+

∫ γf

0

∫ 2

0

hmax5 (µ5, γ)P5(t, µ5, γ)dµ5dγ

]
(5.46)

f(I) =
(

1− fmin
)
· (cI)

kI

(cI)kI + (I)kI
+ fmin (5.47)

ρFe,avail = kFe,efff(I)Fe(t) (5.48)

kFe,avail =

 1, ρFe,needed ≤ ρFe,avail,
ρFe,avail
ρFe,needed

, ρFe,needed > ρFe,avail.
(5.49)

hi(Fe, I, γ) = kFe,availh
max
i (γ), i = 3, 4, 5. (5.50)
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Chapter 6

Conclusions and Future Work

6.1 Conclusions

We developed an initial mathematical model for red blood cell dynamics in patients

with CKD undergoing hemodialysis, including the assumptions made. We discussed the

numerical implementation of the model, including the need to add upwinding to our finite

element scheme. We also demonstrated the validity of our code using a forcing function

strategy that shows the numerical solution converging to a pre-determined exact solution.

We then presented numerical solutions. We observed the dynamics of our model var-

ious treatment protocols and inflammation levels, and made comparisons among various

inflammation levels. We discussed the solutions qualitatively and what implications they

might have for practitioners determining patient treatment protocol.

Finally, we introduced an improved but more complicated mathematical model. We

revisited all model assumptions and made significant changes to the original model. Most

importantly, with the inclusion of a second structure variable, we are able to account for

uptake of iron by cells over time (instead of at one instant in time, as the previous model

did) and track cellular iron level over time. Additionally, we incorporate the phenomenon

of neocytolysis, which has been shown to affect patients with CKD. This model is more in

line with the known understanding of the biology of the problem, but this poses a more

difficult numerical implementation. Future work will determine if the increased effort

required to compute solutions of the revised model yields results which provide increased

understanding of the dynamics.
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6.2 Numerical Implementation of the Revised Model

We intend continue using a finite element approach to implement the revised model

numerically. In our initial model, we approximated a partial differential equation with N

ordinary differential equations, where N is the number of elements. That is, N determines

how coarse the numerical solution is. Increasing N produces a finer approximation, but

also increases computation time.

However, classes P3 through P5 have two structure variables, µ for age-structuring

and γ for cellular iron content. Hence we will assume a solution of the form

P (t, µ, γ) =
N∑
i=1

M∑
j=1

aij(t)φi(µ)φ̃j(γ).

As a result, we must replace this partial differential equation by N times M ordinary

differential equations.

Additionally, our previous formulation led to a tridiagonal coefficient matrix for ef-

ficient computation. The addition of the second structure variable will, unfortunately,

disrupt this structure somewhat in that the resultant coefficient matrix will be block

tridiagonal.

Hence, implementing the revised model will dramatically increase run-time, which is

already a concern (see Section 6.5).

6.3 Iron Homeostasis

One of the main advances of this work as that incorporates the role of iron in erythro-

poiesis. As erythrocytes are little more than containers for hemoglobin (and, thus, iron),

previous models that did not account for iron made the implicit assumption that iron

availability was never an issue. That is, they assumed that iron-restricted erythropoiesis

never occurred.

We know that iron-restricted erythropoiesis does occur in patients with CKD, and

even our initial model demonstrates this (see Section 4.2). The revised model provides

allows for improved incorporation of iron from the iron compartment into erythrocytes.

However, neither of our models attempts to portray the many aspects of iron home-

ostasis. That is, we provide an extremely simplistic version of the iron compartment.
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Iron homeostasis is influenced by many hormones and is still not well understood. In

fact, hepcidin, the major regulating hormone in homeostasis, was not widely recognized

as such until relatively recently. The body of literature describing the action and inter-

actions of hepcidin is therefore small but growing.

The utility of our models to practitioners as more than a qualitative tool for under-

standing dynamics depends intimately on the ability to accurately gauge iron availability.

Therefore, a model for iron homeostasis with a more dynamic iron compartment, is likely

a necessary component.

6.4 Inflammation

In both our initial and our revised models, we simply assign a number between zero and

one to describe inflammation level.

Inflammation is a broad term for an entire host of responses with a vast array of

causes. There are literally hundreds of hormones involved in an inflammatory response,

and their interactions are nontrivial. We decided early on in the modeling process to focus

our attention on other aspects of the model, and therefore to make broad simplifications

with regard to inflammation.

Improvements can certainly be made in this area by determining which hormones

have the most impact on red blood cell dynamics. The literature in this area is not

explicit. It is clear that inflammation affects hepcidin production (and therefore iron

availability), but the mechanisms and specific hormone pathways are not yet clear. Also,

many hormones associated with inflammation are known to affect EPO production. An

increased understanding of inflammation can contribute positively to multiple aspects of

our model.

6.5 Optimization

The goal of future optimization efforts would be to keep hemoglobin within an acceptable

band (11 to 13 g/dL) while keeping iron level (specifically, iron not being carried by RBCs)

below a toxic level by providing treatment with EPO and iron.

This is a broad goal, but one could begin efforts in this direction by assuming a

treatment schedule. (For the purposes of this discussion, we use the initial model.) For
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example, if we assume that a patient will come to treatment on a MWF schedule, then we

can define EM , EW and EF to be the amount of EPO administered on Monday, Wednes-

day and Friday, respectively. We define FeM , FeW and FeF similarly. One example of a

possible cost function j is

J(tf ) = α1

∫ tf

0

|Hb(t)− 12|dt+ α2(EM + EW + EF ) + α3

∫ tf

0

Fe(t)dt.

This cost functional is small when (i) hemoglobin level is close to 12 g/dL from t = 0 to

t = tf , (ii) the amount of EPO administered is small, and (iii) the amount of iron (other

than that being carried in RBCs) is small. The constants αi can be used to weight the

components of the cost function depending on which goals are most important.

Early efforts in this area quickly demonstrated the difficulties in computing an optimal

treatment protocol, with the first difficulty being the 30 minute forward simulation run

time. Also, there is a wide range over which to search. For example, EPO treatment

can be as much as 30000 units of EPO per treatment (recall that we used 5000 units

per treatment during in our previous simulations). Perhaps the biggest impediment to

optimization efforts is the fact that, based on our simulations, blood volume seems to

drive the hemoglobin concentration much more than EPO and iron administration.

6.6 Parameter Estimation

Our model currently provides mainly qualitative understanding of red blood cell dynam-

ics. With data, we could hope to contribute quantitative understanding as well.

Both models have many more parameters than state equations, so we would not expect

to be able to identify all of the parameters. A sensitivity analysis could be conducted to

determine which parameters are most identifiable. The remaining parameters could be

estimated using the entire data set. Finally, we would consider a patient’s prior data to

estimate the patient-specific set of identifiable parameters.

This would not be an easy task in practice. Running the entire forward simulation

for the initial model has a run time of approximately 30 minutes, so the inverse problem

could be expected to take much longer.

Assuming that we did successfully estimate the identifiable parameters, we could

potentially compute a patient-specific optimal course of treatment (see Section 6.5).

85



REFERENCES

[1] A. Ackleh, K. Deng, K. Ito, and J. Thibodeaux. A structured erythropoiesis model
with nonlinear cell maturation velocity and hormone decay rate. Mathematical Bio-
sciences, 204(1):21 – 48, 2006.

[2] Suhail Ahmad. Manual of Clinical Dialysis, Second Edition. Springer Science +
Business Media, LLC, New York, 2009.

[3] Calrence P. Alfrey, Mark M. Udden, Carolyn Leach-Huntoon, Theda Driscoll, and
Mark H. Pickett. Control of red blood cell mass in spaceflight. Journal of Applied
Physiology, 81:98–104, 1996.

[4] Clarence P. Alfrey and Stephen Fishbane. Implications of neocytolysis for opti-
mal management of anemia in chronic kidney disease. Nephron Clinical Practice,
106:c149–c156, 2007.

[5] Nancy C. Andrews and Paul J. Schmidt. Iron homeostasis. Annual Review of
Physiology, 69:69–85, 2007.

[6] H. T. Banks, Karen M. Bliss, Peter Kotanko, and Hien Tran. A computational
model of red blood cell dynamics in patients with chronic kidney disease. Center for
Research in Scientific Computation at North Carolina State University, TR11-03,
2011.

[7] H. T. Banks, C. Cole, P. Schlosser, and H. T. Tran. Modeling and optimal regulation
of erythropoiesis subject to benzene intoxication. Mathematical Biosciences and
Engineering, 1(1):15–48, June 2004.

[8] J. Belair, M. Mackey, and J. Mahaffy. Age-structured and two-delay models for
erythropoiesis. Mathematical Biosciences, 128(1-2):317 – 346, 1995.

[9] Francesco M. Van Bockxmeer and Evan H. Morgan. Transferrin receptors during
rabbit reticulocyte maturation. Biochemica et Biophysica Acta, 584:76–83, 1979.

[10] Robert T. Card and Lewis R. Weintraub. Metabolic abnormalities of erythrocytes
in severe iron deficiency. Blood, 37:725–732, 1971.

[11] Graham F. Carey and J. Tinsley Oden. Finite Elements, Computational Aspects,
Volume III. Prentice Hall, Inc., 1984.

[12] Chung-Che Chang, Yayan Chen, Kapil Modi, Omar Awar, Clarence P. Alfrey, and
Lawrence Rice. Changes of red blood cell surface markers in a blood doping model
of neocytolysis. Journal of Investigative Medicine, 57(5):650–654, 2009.

86



[13] Stefan N. Constantinescu. Mechanism of erythropoietin receptor activation. In
S. G. Elliot, M. A. Foote, and G. Molineaux, editors, Erythropoietins, Erythropoietic
Factors and Erythropoiesis, pages 175–196. Birkhauser Verlag/Switzerland, 2009.

[14] Maria Diez-Ewald and Miguel Layrisse. Mechanisms of hemolysis in iron deficiency
anemia. further studies. Blood, 32:884–894, 1968.

[15] Z. Farid, J. H. Nichols, S. Bassily, and A. R. Schulert. Blood loss in pure Ancylostoma
Duodenale infection in egyptian farmers. American Journal of Tropical Medicine and
Hygiene, 14:375–378, 1965.

[16] Janet L. Frazier, Jennifer H. Caskey, Mark Yoffe, and Paul A. Seligman. Studies of
the transferrin receptor on both human reticulocytes and nucleated human cells in
culture. Journal of Clinical Investigation, 69:853–865, 1982.

[17] Tomas Ganz. Iron homeostasis: Fitting the puzzle pieces together. Cell Metabolism,
7(4):288 – 290, 2008.

[18] John P. Greer, John Foerster, George M. Rodgers, Frixos Paraskevas, Bertil Glader,
Daniel A. Arber, and Jr. Robert T. Means. Wintrobe’s Clinical Hematology. Lip-
pincott Williams and Wilkins, 12 edition, 2009.

[19] Connie J. Gregory and Allen C. Eaves. Human marrow cells capable of erythropoietic
differentiation in vitro: definition of three erythroid colony responses. Blood, 49:855–
864, 1977.

[20] Connie J. Gregory and Allen C. Eaves. Three stages of erythropoietic progenitor cell
differentiation distinguished by a number of physical and biologic properties. Blood,
51:527–537, 1978.

[21] John M. Higgins and L. Mahadevan. Physiological and pathological population
dynamics of circulating human red blood cells. Proceedings of the National Academy
of Sciences of the United States of America, 107(47):2058720592, 2010.

[22] L. Israels and E. Israels. Erythropoiesis: an overview. In Erythropoietins and Ery-
thropoiesis: Molecular, Cellular, Preclinical and Clinical Biology. Birkhäuser Verlag,
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Appendix A

Model Parameter Values

Table A.1: Model Parameters and Units, Part 1

Parameter Units Parameter value

ρP day−1 1

βmaxP day−1 0.2

βminP day−1 0.1
cβ,P unitless 5250
kβ,P unitless 5

δmaxP,E day−1 0.03

δminP,E day−1 0

cδ,P,E unitless 1800
kδ,P,E unitless 6

δmaxP,I day−1 0.05

δminP,I day−1 0

cδ,P,I unitless 0.75
kδ,P,I unitless 7
RP billions of cells/unit EPO 0.018

ρmaxM day−1 1.2

ρminM day−1 1
cρ,M unitless 5500
kρ,M unitless 10

βM day−1 0.25

ρO day−1 1

δmaxO day−1 0.13
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Table A.2: Model Parameters and Units, Part 2

δminO day−1 0
cδ,O unitless 80
kδ,O unitless 7
kFe,eff unitless 0.65
f1 unitless 0.3
f0.5 unitless 0.6
kheavy unitless 5
EPOth units of EPO 3000

kρ,Fe day−1 0.993

ρFe,frac day−1 0.3
Feth mg 15

93



Appendix B

Derivation for class M

Let

0 = ν1 < ν2 < · · · < νNM = νf

be a uniform partition of NM −1 subintervals, each of length hM =
νf

NM−1
. We define NM

piecewise linear continuous functions

φBj , j = 1, 2, . . . , NM

by

φBj (ν) =


ν − νj−1

hM
, νj−1 ≤ ν ≤ νj,

νj+1 − ν
hM

, νj ≤ ν ≤ νj+1,

0, ν < νj−1 or ν > νj+1

The derivative of such a function (when it exists) is given by

φBj
′
(ν) =


1

hM
, νj−1 < ν < νj,

− 1

hM
, νj < ν < νj+1,

0, ν < νj−1 or ν > νj+1

Similarly, we define NM continuous second-order spline functions

χBj , j = 1, 2, . . . , NM ,
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by

χBj (ν) =


(ν − νj−1)(νj − ν)

h2
M

, νj−1 ≤ ν ≤ νj,

− (ν − νj)(νj+1 − ν)

h2
M

, νj ≤ ν ≤ νj+1,

0, ν < νj−1 or ν > νj+1.

Notice that by definition, χBj (νj−1) = χBj (νj) = χBj (µj+1) = 0.

Let ωM be a scalar parameter and define the function φ̃Bj , j = 1, 2, . . . , NM , by

φ̃Bj (ν) = φBj (ν) + ωMχ
B
j (ν).

Note that for all j,
d

dν
φ̃Bj (ν) = φBj

′
(ν) + ωMχ

B
j

′
(ν)

and

φ̃Bj (ν) = φBj (ν) for ν = νj−i, νj, νj+1.

Let 1 ≤ j ≤ NM be arbitrary. We multiply (2.10) by the jth function, φ̃Bj (ν), and

integrate from ν = 0 to ν = νf .∫ νf

0

∂

∂t
M(t, ν)φ̃Bj (ν)dν = −ρM(E)

∫ νf

0

∂

∂ν
M(t, ν)φ̃Bj (ν)dν + βM

∫ νf

0

M(t, ν)φ̃Bj (ν)dν

After integration by parts of the second term we have∫ νf

0

∂

∂t
M(t, ν)φ̃Bj (ν)dν = − ρM(E)M(t, ν)φ̃Bj (ν)

∣∣∣∣ν=νf

ν=0

+ ρM(E)

∫ νf

0

M(t, ν)
d

dν
φ̃Bj (ν)dν

+ βM

∫ νf

0

M(t, ν)φ̃Bj (ν)dν

= − ρM(E)M(t, νf )φj(νf ) + ρM(E)M(t, 0)φj(0)

+ ρM(E)

∫ νf

0

M(t, ν)
d

dν
φ̃Bj (ν)dν

+ βM

∫ νf

0

M(t, ν)φ̃Bj (ν)dν.
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Now we can apply the boundary condition (2.15) to obtain∫ νf

0

∂

∂t
M(t, ν)φ̃Bj (ν)dν = − ρM(E)M(t, νf )φj(νf ) + ρM(E)P (t, µf )φj(0)

+ ρM(E)

∫ νf

0

M(t, ν)
d

dν
φ̃Bj (ν)dν

+ βM

∫ νf

0

M(t, ν)φ̃Bj (ν)dν

= − ρM(E)M(t, νf )φj(νf ) + ρM(E)aNP (t)φj(0)

+ ρM(E)

∫ νf

0

M(t, ν)
d

dν
φ̃Bj (ν)dν

+ βM

∫ νf

0

M(t, ν)φ̃Bj (ν)dν. (B.1)

We define the Galerkin finite element approximation for M by

M(t, ν) =

NM∑
i=1

bi(t)φ
B
i (ν), (B.2)

which we substitute into equation (B.1), and then rearrange the terms for convenience,

as below.

∫ νf

0

NM∑
i=1

b′i(t)φ
B
i (ν)φ̃Bj (ν)dν = − ρM(E)bNM (t)φBj (νf ) + ρM(E)aNP (t)φBj (0)

+ ρM(E)

∫ νf

0

NM∑
i=1

bi(t)φ
B
i (ν)

d

dν
φ̃Bj (ν)dν

+ βM

∫ νf

0

NM∑
i=1

bi(t)φ
B
i (ν)φ̃Bj (ν)dν.
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NM∑
i=1

b′i(t)

[∫ νf

0

φBi (ν)φ̃Bj (ν)dν

]
= − ρM(E)bNM (t)φBj (νf ) + ρM(E)aNP (t)φBj (0)

+

NM∑
i=1

bi(t)

[
ρM(E)

∫ νf

0

φBi (ν)
d

dν
φ̃Bj (ν)dν

+ βM

∫ νf

0

φBi (ν)φ̃Bj (ν)dν

]
.

NM∑
i=1

b′i(t)

[∫ νf

0

φBi (ν)φBj (ν)dν + ωM

∫ νf

0

φBi (ν)χBj (ν)dν

]
= − ρM(E)bNM (t)φBj (νf ) + ρM(E)aNP (t)φBj (0)

+

NM∑
i=1

bi(t)

{
ρM(E)

[∫ νf

0

φBi (ν)φBj
′
(ν)dν + ωM

∫ νf

0

φBi (ν)χBj
′
(ν)dν

]

+ βM

[∫ νf

0

φBi (ν)φBj (ν)dν + ωM

∫ νf

0

φBi (ν)χBj (ν)dν

]}
. (B.3)

We can let j range from 1 to NM to yield a system of NM ordinary differential

equations for the coefficients bi(t), which we convert to matrix form. To this end, we

introduce the following definitions:

y(t) = [b1(t), b2(t), . . . , bNM (t)]T ,
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B =



∫
φB1 φ

B
1

∫
φB2 φ

B
1∫

φB1 φ
B
2

∫
φB2 φ

B
2

∫
φB3 φ

B
2∫

φB2 φ
B
3

∫
φB3 φ

B
3

∫
φB4 φ

B
3

. . . . . . . . .

∫
φBNM−2φ

B
NM−1

∫
φBNM−1φ

B
NM−1

∫
φBNMφ

B
NM−1∫

φBNM−1φ
B
NM

∫
φBNMφ

B
NM



=
hM
6



2 1 0

1 4 1

1 4 1
. . . . . . . . .

1 4 1

0 1 2


,

B′ =



∫
φB1 φ

B
1
′ ∫

φB2 φ
B
1
′∫

φB1 φ
B
2
′ ∫

φB2 φ
B
2
′ ∫

φB3 φ
B
2
′∫

φB2 φ
B
3
′ ∫

φB3 φ
B
3
′ ∫

φB4 φ
B
3
′

. . . . . . . . .

∫
φBNM−2φ

B
NM−1

′ ∫
φBNM−1φ

B
NM−1

′ ∫
φBNMφ

B
NM−1

′∫
φBNM−1φ

B
NM

′ ∫
φBNMφ

B
NM

′



=
1

2



−1 −1 0

1 0 −1

1 0 −1
. . . . . . . . .

1 0 −1

0 1 1


,
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XB =



∫
φB1 χ

B
1

∫
φB2 χ

B
1∫

φB1 χ
B
2

∫
φB2 χ

B
2

∫
φB3 χ

B
2∫

φB2 χ
B
3

∫
φB3 χ

B
3

∫
φB4 χ

B
3

. . . . . . . . .

∫
φBNM−2χ

B
NM−1

∫
φBNM−1χ

B
NM−1

∫
φBNMχ

B
NM−1∫

φBNM−1χ
B
NM

∫
φBNMχ

B
NM



=
hM
12



−1 −1 0

1 0 −1

1 0 −1
. . . . . . . . .

1 0 −1

0 1 1


,

X ′B =



∫
φB1 χ

B
1
′ ∫

φB2 χ
B
1
′∫

φB1 χ
B
2
′ ∫

φB2 χ
B
2
′ ∫

φB3 χ
B
2
′∫

φB2 χ
B
3
′ ∫

φB3 χ
B
3
′ ∫

φB4 χ
B
3
′

. . . . . . . . .

∫
φBNM−2χ

B
NM−1

′ ∫
φBNM−1χ

B
NM−1

′ ∫
φBNMχ

B
NM−1

′∫
φBNM−1χ

B
NM

′ ∫
φBNMχ

B
NM

′



=
1

6



−1 1 0

1 −2 1

1 −2 1
. . . . . . . . .

1 −2 1

0 1 −1


,
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MM = B + ωMXB,

AM(E) = ρM(E)

B
′ + ωMX ′B +


0 · · · 0
...

...

0 · · · 0 0

0 · · · 0 −1


+ βM {B + ωMXB} ,

and

BM(E) = [ρM(E)aNP (t), 0, 0, . . . , 0]T ,

where ∫
φBi φ

B
j means

∫ νf

0

φBi (ν)φBj (ν)dν,∫
φBi φ

B
j

′
means

∫ νf

0

φBi (ν)χBj
′
(ν)dν,∫

φBi χ
B
j means

∫ νf

0

φBi (ν)χBj (ν)dν, and∫
φBi χ

B
j

′
means

∫ νf

0

φBi (ν)χBj
′
(ν)dν.

Then (B.3) can be written as

MM ẏ(t) = AM(E)y(t) +BM(E).
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Appendix C

Derivation for class O

We define a uniform partition of NO − 1 subintervals,

0 = ψ1 < ψ2 < · · · < ψNO = ψf

each of length hO =
ψf

NO−1
. Then we define NO piecewise linear continuous functions

φDj , j = 1, 2, . . . , NO

by

φDj (ψ) =


ψ − ψj−1

hO
, ψj−1 ≤ ψ ≤ ψj,

ψj+1 − ψ
hO

, ψj ≤ ψ ≤ ψj+1,

0, ψ < ψj−1 or ψ > ψj+1.

The derivative of such a function (when it exists) is given by

φDj
′
(ψ) =


1

hO
, ψj−1 < ψ < ψj,

− 1

hO
, ψj < ψ < ψj+1,

0, ψ < ψj−1 or ψ > ψj+1.

Similarly, we define NO continuous second-order spline functions

χDj , j = 1, 2, . . . , NO,
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by

χDj (ψ) =


(ψ − ψj−1)(ψj − ψ)

h2
O

, ψj−1 ≤ ψ ≤ ψj,

− (ψ − ψj)(ψj+1 − ψ)

h2
O

, ψj ≤ ψ ≤ ψj+1,

0, ψ < ψj−1 or ψ > ψj+1.

Notice that by definition, χDj (ψj−1) = χDj (ψj) = χDj (ψj+1) = 0.

Let ωO be a scalar parameter and define the function φ̃Dj , j = 1, 2, . . . , NO, by

φ̃Bj (ψ) = φBj (ψ) + ωMχ
B
j (ψ).

Note that for all j,
d

dψ
φ̃Dj (ψ) = φDj

′
(ψ) + ωOχ

D
j

′
(ψ)

and

φ̃Dj (ψ) = φDj (ψ) for ψ = ψj−i, ψj, ψj+1.

Let 1 ≤ j ≤ NO be arbitrary. We multiply (2.11) by the jth function, φ̃Dj (ψ), and

integrate from ψ = 0 to ψ = ψf .

∫ ψf

0

∂

∂t
O(t, ψ)φ̃Dj (ψ)dψ = − ρO

∫ ψf

0

∂

∂ψ
O(t, ψ)φ̃Dj (ψ)dψ −

∫ ψf

0

δO(ψ)O(t, ψ)φ̃Dj (ψ)dψ

We use integration by parts on the second term to obtain∫ ψf

0

∂

∂t
O(t, ψ)φ̃Dj (ψ)dψ = − ρOO(t, ψ)φ̃Dj (ψ)

∣∣∣∣ψ=ψf

ψ=0

+ ρO

∫ ψf

0

O(t, ψ)
d

dψ
φ̃Dj (ψ)dψ

−
∫ ψf

0

δO(ψ)O(t, ψ)φ̃Dj (ψ)dψ
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∫ ψf

0

∂

∂t
O(t, ψ)φ̃Dj (ψ)dψ = − ρOO(t, ψf )φ

D
j (ψf ) + ρOO(t, 0)φDj (0)

+ ρO

∫ ψf

0

O(t, ψ)
d

dψ
φ̃Dj (ψ)dψ

−
∫ ψf

0

δO(ψ)O(t, ψ)φ̃Dj (ψ)dψ (C.1)

We would like to apply the boundary condition (2.16),

O(t, 0) =
1

kFe
Feused.

As such, we introduce

Feneeded = kFeM(t, νf ), by (2.31),

= kFebNM (t), by (B.2),

Feavail = kFe,efff(E, I)Fe, by (2.32), and

Feused = min {Feneeded, Feavail} , by (2.33).

We interpolate bNM (t) and E(t) from the previously computed solution vectors for use in

these equations.

Now we can substitute the boundary condition (2.16) in (C.1) to obtain∫ ψf

0

∂

∂t
O(t, ψ)φ̃Dj (ψ)dψ = − ρOO(t, ψf )φ

D
j (ψf ) −

ρO
kFe

Feusedφ
D
j (0)

+ ρO

∫ ψf

0

O(t, ψ)
d

dψ
φ̃Dj (ψ)dψ

−
∫ ψf

0

δO(ψ)O(t, ψ)φ̃Dj (ψ)dψ (C.2)
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We define the Galerkin finite element approximation for O by

O(t, ψ) =

NO∑
i=1

di(t)φ
D
i (ψ), (C.3)

and substitute this into equation (C.2), then rearrange the terms for convenience, as

below.∫ ψf

0

NO∑
i=1

d′i(t)φ
D
i (ψ)φ̃Dj (ψ)dψ = − ρOdNO(t)φDj (ψf ) +

ρO
kFe

Feusedφ
D
j (0)

+ ρO

∫ ψf

0

NO∑
i=1

di(t)φ
D
i (ψ)

d

dψ
φ̃Dj (ψ)dψ

−
∫ ψf

0

δO(ψ)

NO∑
i=1

di(t)φ
D
i (ψ)φ̃Dj (ψ)dψ

NO∑
i=1

d′i(t)

[∫ ψf

0

φDi (ψ)φ̃Dj (ψ)dψ

]
= − ρOdNO(t)φDj (ψf ) +

ρO
kFe

Feusedφ
D
j (0)

+

NO∑
i=1

di(t)

{
ρO

∫ ψf

0

φDi (ψ)
d

dψ
φ̃Dj (ψ)dψ

−
∫ ψf

0

δO(ψ)φDi (ψ)φ̃Dj (ψ)dψ

}
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NO∑
i=1

d′i(t)

[∫ ψf

0

φDi (ψ)φDj (ψ)dψ + ωO

∫ ψf

0

φDi (ψ)χDj (ψ)dψ

]
= − ρOdNO(t)φDj (ψf ) +

ρO
kFe

Feusedφ
D
j (0)

+

NO∑
i=1

di(t)

{
ρO

[∫ ψf

0

φDi (ψ)φDj
′
(ψ)dψ + ωO

∫ ψf

0

φDi (ψ)χDj
′
(ψ)dψ

]
−
∫ ψf

0

δO(ψ)φDi (ψ)φDj (ψ)dψ

− ωO
∫ ψf

0

δO(ψ)φDi (ψ)χDj (ψ)dψ

}
(C.4)

We can let j range from 1 to NO to yield a system of NO ordinary differential equations

for the coefficients di(t), which we put in matrix form. As such, we introduce the following

definitions:

z(t) = [d1(t), d2(t), . . . , dNO(t)]T ,

D =



∫
φD1 φ

D
1

∫
φD2 φ

D
1∫

φD1 φ
D
2

∫
φD2 φ

D
2

∫
φD3 φ

D
2∫

φD2 φ
D
3

∫
φD3 φ

D
3

∫
φD4 φ

D
3

. . . . . . . . .

∫
φDNO−2φ

D
NO−1

∫
φDNO−1φ

D
NO−1

∫
φDNOφ

D
NO−1∫

φDNO−1φ
D
NO

∫
φDNOφ

D
NO



=
hO
6



2 1 0

1 4 1

1 4 1
. . . . . . . . .

1 4 1

0 1 2


,
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D′ =



∫
φD1 φ

D
1
′ ∫

φD2 φ
D
1
′∫

φD1 φ
D
2
′ ∫

φD2 φ
D
2
′ ∫

φD3 φ
D
2
′∫

φD2 φ
D
3
′ ∫

φD3 φ
D
3
′ ∫

φD4 φ
D
3
′

. . . . . . . . .

∫
φDNO−2φ

D
NO−1

′ ∫
φDNO−1φ

D
NO−1

′ ∫
φDNOφ

D
NO−1

′∫
φDNO−1φ

D
NO

′ ∫
φDNOφ

D
NO

′



=
1

2



−1 −1 0

1 0 −1

1 0 −1
. . . . . . . . .

1 0 −1

0 1 1


,

XD =



∫
φD1 χ

D
1

∫
φD2 χ

D
1∫

φD1 χ
D
2

∫
φD2 χ

D
2

∫
φD3 χ

D
2∫

φD2 χ
D
3

∫
φD3 χ

D
3

∫
φD4 χ

D
3

. . . . . . . . .

∫
φDNO−2χ

D
NO−1

∫
φDNO−1χ

D
NO−1

∫
φDNOχ

D
NO−1∫

φDNO−1χ
D
NO

∫
φDNOχ

D
NO



=
hO
12



−1 −1 0

1 0 −1

1 0 −1
. . . . . . . . .

1 0 −1

0 1 1


,
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X ′D =



∫
φD1 χ

D
1
′ ∫

φD2 χ
D
1
′∫

φD1 χ
D
2
′ ∫

φD2 χ
D
2
′ ∫

φD3 χ
D
2
′∫

φD2 χ
D
3
′ ∫

φD3 χ
D
3
′ ∫

φD4 χ
D
3
′

. . . . . . . . .

∫
φDNO−2χ

D
NO−1

′ ∫
φDNO−1χ

D
NO−1

′ ∫
φDNOχ

D
NO−1

′∫
φDNO−1χ

D
NO

′ ∫
φDNOχ

D
NO

′



=
1

6



−1 1 0

1 −2 1

1 −2 1
. . . . . . . . .

1 −2 1

0 1 −1


,

Dδ =



∫
δOφ

D
1 φ

D
1

∫
δOφ

D
2 φ

D
1∫

δOφ
D
1 φ

D
2

∫
δOφ

D
2 φ

D
2

∫
δOφ

D
3 φ

D
2∫

δOφ
D
2 φ

D
3

∫
δOφ

D
3 φ

D
3

∫
δOφ

D
4 φ

D
3

. . . . . . . . .

∫
δOφ

D
NO−2φ

D
NO−1

∫
δOφ

D
NO−1φ

D
NO−1

∫
δOφ

D
NO
φDNO−1∫

δOφ
D
NO−1φ

D
NO

∫
δOφ

D
NO
φDNO


,
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Xδ =



∫
δOφ

D
1 χ

D
1

∫
δOφ

D
2 χ

D
1∫

δOφ
D
1 χ

D
2

∫
δOφ

D
2 χ

D
2

∫
δOφ

D
3 χ

D
2∫

δOφ
D
2 χ

D
3

∫
δOφ

D
3 χ

D
3

∫
δOφ

D
4 χ

D
3

. . . . . . . . .

∫
δOφ

D
NO−2χ

D
NO−1

∫
δOφ

D
NO−1χ

D
NO−1

∫
δOφ

D
NO
χDNO−1∫

δOφ
D
NO−1χ

D
NO

∫
δOφ

D
NO
χDNO


,

MO = D + ωOXD,

AO = ρO

D
′ + ωOX ′D +


0 · · · 0
...

...

0 · · · 0 0

0 · · · 0 −1


−Dδ − ωOXδ,

and

BO(t) =

[
ρO
kFe

Feused, 0, 0, . . . , 0

]T
,
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where ∫
φDi φ

D
j means

∫ ψf

0

φDi (ψ)φDj (ψ)dψ,∫
φDi φ

D
j

′
means

∫ ψf

0

φDi (ψ)χDj
′
(ψ)dψ,∫

φDi χ
D
j means

∫ ψf

0

φDi (ψ)χDj (ψ)dψ,∫
φDi χ

D
j

′
means

∫ ψf

0

φDi (ψ)χDj
′
(ψ)dψ,∫

δOφ
D
i φ

D
j means

∫ ψf

0

δO(ψ)φDi (ψ)φDj (ψ)dψ, and∫
δOφ

D
i χ

D
j means

∫ ψf

0

δO(ψ)φDi (ψ)χDj (ψ)dψ.

Then (C.4) can be written as

MOż(t) = AOz(t) +BO(t).

Since the vector BO(t) depends on iron, we must solve this system simultaneously

with the differential equation for iron, which we obtain from (2.12) by substituting (C.3)

as below.

Ḟe(t) = kFe

∫ ψf

0

δO(ψ)O(t, ψ)dψ + Ḟeex(t)− ρFe→O − ρFe,loss

= kFe

∫ ψf

0

δO(ψ)

NO∑
i=1

di(t)φ
D
i (ψ)dψ + Ḟeex(t)− ρFe→O − ρFe,loss

=

NO∑
i=1

di(t)

[
kFe

∫ ψf

0

δO(ψ)φDi (ψ)dψ

]
+ Ḟeex(t)− ρFe→O − ρFe,loss.
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Appendix D

Code validation for class M

As in class P, we note that if we don’t use upwinding, the error can propagate in time

and overwhelm the solution, as demonstrated by comparing the numerical solutions for

class M (using the forcing procedure described perviously) with and without upwinding,

as in Figures D.1.1 and D.1.2.

D.1.1: Error without using upwinding. D.1.2: Error using upwinding.

Figure D.1: Code validation. We using a forcing function strategy to compare the nu-
merical solution to a known exact solution. Exact solution is of the order 102.

In order to determine an appropriate value for the parameter ωM , we fix the number

of elements and compare the error using several values for the upwinding parameter.

We note that the error is of the same order for several values of the parameter and

we choose to continue our simulations with ωM = 2 as the upwinding parameter for class
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Figure D.2: Effect of varying ωM on error between numerical and exact solution at
t = 15 for N = 256 spatial elements. Exact solution is of the order 102.

M.

As before, we sequentially increase the number of splines elements by a factor of

two to confirm that the numerical solution converges to the exact solution. The results

appear in Table D.1.
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Table D.1: Convergence of Solution–Maximum Error at t = 15 with ωM = 2 for an
increasing number of splines. Exact solution is of the order 102.

NM Maximum error (Max Error for NM)/(Max Error for 2NM)
4 0.0614 5.4641
8 0.0112 4.5726
16 0.0025 4.2623
32 5.7693e-04 4.1259
64 1.3983e-04 4.0617
128 3.4427e-05 1.0000
256 3.4427e-05 16.1836
512 2.1273e-06 2.4047
1024 8.8464e-07
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Appendix E

Code validation for class O

Unlike classes P and M , at time t = 15 days, in Figure E.1 we are not able to immediately

see the advantage of using upwinding using the same forcing function strategy we used

in classes P and M, as the error is of the same order.

E.1.1: Error without using upwinding. E.1.2: Error using upwinding.

Figure E.1: Code validation. We using a forcing function strategy to compare the nu-
merical solution to a known exact solution. Exact solution is of the order 102.

We continue investigating by fixing the number of elements and comparing the error

using several values of the upwinding parameter ωO.

We note that the error is of the same order for several values of the parameter,

including for no upwinding. We choose to continue our simulations with upwinding (for
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Figure E.2: Effect of varying ωO on error between numerical and exact solution at t = 15
for N = 1201 spatial elements. Exact solution is of the order 102.

consistency with the other classes), using ωO = 3.5 as the upwinding parameter for class

O.

As before, we sequentially increase the number of splines elements by a factor of

two to confirm that the numerical solution converges to the exact solution. The results

appear in Table E.1.
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Table E.1: Convergence of Solution–Maximum Error at t = 15 with ωO = 3.5 for an
increasing number of splines. Exact solution is of the order 102.

NM Maximum error (Max Error for NO)/(Max Error for 2NO)
8 4.6086 2.6825
16 1.7180 3.1906
32 0.5385 3.5164
64 0.1531 3.7385
128 0.0410 3.8632
256 0.0106 3.9299
512 0.0027 3.9645
1024 6.8052e-04 3.9821
2048 1.7089e-04 3.9911
4096 4.2819e-05
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Appendix F

Complete Simulation Results

F.1 ETD treatment, inflammation 0

Figure F.1: Class P, ETD treatment, inflammation 0.
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Figure F.2: Class M, ETD treatment, inflammation 0.

Figure F.3: Class O, ETD treatment, inflammation 0.
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Figure F.4: Iron Compartment, ETD treatment, inflammation 0.
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Figure F.5: Hemoglobin Concentration, ETD treatment, inflammation 0.
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F.2 ETD treatment, inflammation 0.25

Figure F.6: Class P, ETD treatment, inflammation 0.25.

Figure F.7: Class M, ETD treatment, inflammation 0.25.
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Figure F.8: Class O, ETD treatment, inflammation 0.25.
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Figure F.9: Iron Compartment, ETD treatment, inflammation 0.25.
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Figure F.10: Hemoglobin Concentration, ETD treatment, inflammation 0.25.
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F.3 ETD treatment, inflammation 0.37

Figure F.11: Class P, ETD treatment, inflammation 0.37.

Figure F.12: Class M, ETD treatment, inflammation 0.37.
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Figure F.13: Class O, ETD treatment, inflammation 0.37.
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Figure F.14: Iron Compartment, ETD treatment, inflammation 0.37.
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Figure F.15: Hemoglobin Concentration, ETD treatment, inflammation 0.37.
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F.4 ETD treatment, inflammation 0.5

Figure F.16: Class P, ETD treatment, inflammation 0.5.

Figure F.17: Class M, ETD treatment, inflammation 0.5.
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Figure F.18: Class O, ETD treatment, inflammation 0.5.
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Figure F.19: Iron Compartment, ETD treatment, inflammation 0.5.
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Figure F.20: Hemoglobin Concentration, ETD treatment, inflammation 0.5.
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F.5 ETD treatment, inflammation 0.63

Figure F.21: Class P, ETD treatment, inflammation 0.63.

Figure F.22: Class M, ETD treatment, inflammation 0.63.
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Figure F.23: Class O, ETD treatment, inflammation 0.63.
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Figure F.24: Iron Compartment, ETD treatment, inflammation 0.63.
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Figure F.25: Hemoglobin Concentration, ETD treatment, inflammation 0.63.
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F.6 ETD treatment, inflammation 0.75

Figure F.26: Class P, ETD treatment, inflammation 0.75.

Figure F.27: Class M, ETD treatment, inflammation 0.75.
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Figure F.28: Class O, ETD treatment, inflammation 0.75.
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Figure F.29: Iron Compartment, ETD treatment, inflammation 0.75.
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Figure F.30: Hemoglobin Concentration, ETD treatment, inflammation 0.75.
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F.7 ETD treatment, inflammation 1

Figure F.31: Class P, ETD treatment, inflammation 1.

Figure F.32: Class M, ETD treatment, inflammation 1.

F.8 MWF treatment, inflammation 0
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Figure F.33: Class O, ETD treatment, inflammation 1.
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Figure F.34: Iron Compartment, ETD treatment, inflammation 1.
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Figure F.35: Hemoglobin Concentration, ETD treatment, inflammation 1.
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Figure F.36: Class P, MWF treatment, inflammation 0.

Figure F.37: Class M, MWF treatment, inflammation 0.

Figure F.38: Class O, MWF treatment, inflammation 0.
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Figure F.39: Iron Compartment, MWF treatment, inflammation 0.
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Figure F.40: Hemoglobin Concentration, MWF treatment, inflammation 0.
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F.9 MWF treatment, inflammation 0.25

Figure F.41: Class P, MWF treatment, inflammation 0.25.

Figure F.42: Class M, MWF treatment, inflammation 0.25.
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Figure F.43: Class O, MWF treatment, inflammation 0.25.
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Figure F.44: Iron Compartment, MWF treatment, inflammation 0.25.
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Figure F.45: Hemoglobin Concentration, MWF treatment, inflammation 0.25.
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F.10 MWF treatment, inflammation 0.37

Figure F.46: Class P, MWF treatment, inflammation 0.37.

Figure F.47: Class M, MWF treatment, inflammation 0.37.
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Figure F.48: Class O, MWF treatment, inflammation 0.37.
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Figure F.49: Iron Compartment, MWF treatment, inflammation 0.37.
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Figure F.50: Hemoglobin Concentration, MWF treatment, inflammation 0.37.
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F.11 MWF treatment, inflammation 0.5

Figure F.51: Class P, MWF treatment, inflammation 0.5.

Figure F.52: Class M, MWF treatment, inflammation 0.5.
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Figure F.53: Class O, MWF treatment, inflammation 0.5.
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Figure F.54: Iron Compartment, MWF treatment, inflammation 0.5.
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Figure F.55: Hemoglobin Concentration, MWF treatment, inflammation 0.5.

138



F.12 MWF treatment, inflammation 0.63

Figure F.56: Class P, MWF treatment, inflammation 0.63.

Figure F.57: Class M, MWF treatment, inflammation 0.63.
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Figure F.58: Class O, MWF treatment, inflammation 0.63.
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Figure F.59: Iron Compartment, MWF treatment, inflammation 0.63.
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Figure F.60: Hemoglobin Concentration, MWF treatment, inflammation 0.63.
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F.13 MWF treatment, inflammation 0.75

Figure F.61: Class P, MWF treatment, inflammation 0.75.

Figure F.62: Class M, MWF treatment, inflammation 0.75.
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Figure F.63: Class O, MWF treatment, inflammation 0.75.
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Figure F.64: Iron Compartment, MWF treatment, inflammation 0.75.
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Figure F.65: Hemoglobin Concentration, MWF treatment, inflammation 0.75.
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F.14 MWF treatment, inflammation 1

Figure F.66: Class P, MWF treatment, inflammation 1.

Figure F.67: Class M, MWF treatment, inflammation 1.
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Figure F.68: Class O, MWF treatment, inflammation 1.
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Figure F.69: Iron Compartment, MWF treatment, inflammation 1.
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Figure F.70: Hemoglobin Concentration, MWF treatment, inflammation 1.
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