ABSTRACT

CHEN, KE. Middle Atlantic Bight Shelfbreak Circulation Dynamics and Biophysical Interactions. (Under the direction of Dr. Ruoying He).

The Middle Atlantic Bight (MAB) shelfbreak is a quite dynamic region off northeast US coast. The shelfbreak front and jet controls the coastal transport and exchange of water mass, nutrient and carbon which are key components of coastal environment and ecosystem. The shelfbreak region is also famous for its high productivity, which is known as “shelfbreak enhancement”. Using state-of-art numerical models, this study extensively investigated the physical and biological characteristics of the shelfbreak front and jet.

A high resolution ocean circulation model is first constructed to investigate the circulation dynamics at the MAB shelfbreak. On average, the shelfbreak jet is about 40km wide and 100m deep, transporting ca. 0.4 Sv equator ward. It is found that the shelfbreak jet and boundary convergence reach their maximum intensities in the spring, at which time the foot of the front also migrates to its farthest offshore position. The dominant mode of shelfbreak circulation is the strong shelfbreak jet while offshore eddies also play an important role in modulating the shelfbreak circulation dynamics. The cross-shore transport at the MAB shelfbreak region is characterized by small means and large standard deviations, indicating the intermittent feature of shelf/slope exchange process.

A multi-nutrient, size-structured ecosystem model is then coupled with the high resolution ocean circulation model to investigate the physical and biogeochemical processes at the MAB shelfbreak. It is found that the domain-wide upper water column nutrient content peaks in late winter-early spring. The phytoplankton spring bloom starts 1–2 months later, followed by a zooplankton bloom in early summer. Seasonal and interannual variability in hindcast shelfbreak nutrient supply is controlled by three processes: (1) local mixing that deepens the mixed layer and injects deep ocean nutrients into the upper water column; (2) alongshore nutrient transport by the shelfbreak jet and associated currents; and (3) nutrient upwelling associated with shelfbreak bottom boundary layer convergence.
Incremental Strong-constraint 4-dimensional Variational (IS4DVAR) data assimilation technique is further applied to explore the impact of Gulf Stream Warm Core Ring (WCR) on the MAB shelfbreak and shelf circulation and related shelf/slope exchange process. The model assimilates satellite observed sea surface height and sea surface temperature, in-situ temperature and salinity profiles from expendable bathythermograph, Argo floats, CTD stations and glider transects. Two-month continuous assimilation experiment is performed over April-May 2006, with the focus on the great WCR, which is one of the largest in recent history. Data assimilation significantly improves model skill in both observational space and remote areas.

It is found the great WCR significantly changed the circulation in MAB continental slope and shelf. The mean cross-shelf transport induced by the WCR is estimated at 0.28 Sv offshore, and balances the mean along-shelf transport by the shelfbreak jet. Instantaneous streamer transport is up to 2.1 Sv, suggesting dramatic shelf/slope exchange. During the first week of May 2006, when the WCR was impinging upon the shelfbreak, large heat/salt flux with peak value of $-8900 \text{ Watt m}^{-2}/-4 \times 10^3 \text{ Kg m}^{-2} \text{ s}^{-1}$, which are 6-9 times larger than the mean value, is observed, indicating significant entrainment of cold/fresh shelf water by the WCR.
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CHAPTER 1: INTRODUCTION

The northeastern coast of North America has a continental shelf extending over 5000km from Cape Chidley, in the mouth of Hudson Bay, to Cape Hatteras. The shelf width and depth are typically 100-200 km and 100-200m. From a basin-scale ocean circulation perspective, the coastal segment lies in the western boundary confluence zone of the North Atlantic Subpolar Gyre and North Atlantic Subtropical Gyre, with additional important influences imposed by geometry, inflow from the polar region and other local forcing factors. The study domain of this research, the Middle Atlantic Bight, sits right in the southern portion of this segment.

The MAB shelfbreak frontal region is an area subject to many dynamic oceanic processes. Despite several decades of efforts, we have rather incomplete understanding on the origins, energetics and consequences of many of these processes. Yet, the shelfbreak front is known to play a critical role as the gate keeper for the transfer of mass, heat, salt, and other dissolved or suspended materials between the shelf and deep-ocean (e.g., Lorder et al., 1998; Flagg et al., 2006). In order to quantify the shelf/slope exchange of mass and tracers, we need to improve our understanding of ocean dynamics of this critical component of the MAB shelf system.

In this chapter, we will first briefly describe the general hydrographic and circulation conditions in the Northeast US coastal ocean. Then we will focus on the shelfbreak frontal system in the Middle Atlantic Bight. Details of research objectives and outline of the entire dissertation will be given in the end.
1. Hydrography and General Circulation

The surface salinity in the Northeast US coastal ocean increases offshore. A low salinity band is distributed along the coast, reflecting direct influence of river runoff. The shelf-wide annual salinity variation ranges from 1 to 2 psu, reaching minimum in the summer as the result of maximum coastal runoff and sea ice melt in the spring time. Shelfwater surface temperature also shows substantial influence from ocean advection, but it has a strong annual variation associated with local air-sea interactions. The average SST ranges are 0-7°C in winter and 5-27°C in summer.

The regional coastal water stratification has a clear seasonal variation. Taking the New England shelf-slope region as an example, in August, the wind stress is weak, the net surface heat flux is positive, resulting in the development of a strong thermocline over the shelf at about 10 m depth. The shelfwater stratification then decreases from September to November in response to strong mixing associated with storm events, becoming essentially unstratified in mid-November. Beginning in mid-December, the near bottom water temperatures typically increases due to onshore displacement of relative warm shelf-slope front water, which in conjunction with cold near-surface water results in a substantial temperature inversion that can persist for much of the winter. Near-bottom temperature decreases in early spring as the water column becomes well mixed again. During March to June, wind stress magnitudes decreases and surface heating increased from March to June. Increasing surface temperatures and relatively constant near-bottom temperatures resulted in the development of thermal stratification and the winter remnant of shelf water is well known as the “cold pool” (Beardsley and Flagg, 1976; Houghton et al., 1982).
The mean circulation of the northeastern North America coastal ocean is equatorward (e.g., Loder et al, 1998; Fratantoni and Pickart, 2007). The inflow on the Scotian shelf has two interconnected origins, one from Cabot Strait outflow, and the other from Labrador Current water across Laurentian Channel. Downstream, the circulation in the Gulf of Maine is strongly steered by topography, with cyclonic flow around the inner basins and anticyclonic flow around outer banks. The shelf circulation returns to a more uniform pattern in the Middle Atlantic Bight with southwestward flow in the inner and outer shelves. This mean equatorward flow continues to Cape Hatteras, albeit with continually decreasing transport. It is worth noting that such a continuous but leaky equatorward flow conveys a subpolar influence to the shelf oceanographic regime throughout the northeastern North American coastal segment.

Recent studies (Lorder et al, 1998) indicate the buoyancy is the primary forcing of upper-slope branches of Labrador Current, whereas the large-scale wind stress is the forcing of deep-water branch. Thus, it has been suggested that a suite of interacting physical processes allows modified remnants of the subpolar western boundary current to extend through the entire northeastern North American coastal segment.

Lagrangian drifter studies have provided supporting evidence for this equatorward mean flow pattern and also indicated that the southward shelf flow could hardly extend into the South Atlantic Bight in that most of the flows are entrained into Gulf Stream just north of Cape Hatteras. For example, the study by Gawarkiewicz and Linder (2006) suggests there are two types of entrainment into the Gulf Stream, abrupt and gradual. The events of abrupt drifter entrainment are characterized by a sharp change in drifter
direction with a rapid increase in speed, while drifter trajectories of the gradual entrainment events have a large radius of curvature and small increases in speed.

Compared to the along-shelf flow, dynamics involved in the across-shelf circulation are considerably more complex. Several processes have been identified as contributing factors to shelf-ocean exchange in the Middle Atlantic Bight, the most dramatic one being Gulf Stream ring interactions with the shelf water/Slope Water front (e.g., Joyce et al., 1992; Garfield and Evans, 1987). In addition, the mid-depth intrusion (e.g., Gordon and Aikman, 1981), shelfbreak frontal eddies (e.g., Gawarkiewicz et al., 2001), topography (e.g., Chapman and Gawarkiewicz, 1995), and baroclinic instabilities (e.g., Lozier et al., 2002) all have varying influence on the cross-shelf exchange. As a result, robust estimates of cross-shelf transport are difficult to obtain.

2. Shelfbreak System

Zooming in to the shelfbreak of the Middle Atlantic Bight (MAB), the shelfbreak front in the area is a persistent thermohaline front that separates relatively cold and fresh shelf waters from warm, salty waters on the continental slope. Coincident with the front is a narrow jet, which has been estimated to transport approximately 0.2–0.3 Sv of water equatorward south of New England (Linder and Gawarkiewicz, 1998). This shelfbreak frontal jet is part of a large-scale buoyancy driven coastal current system that originated from Labrador Sea (Chapman and Beardsley, 1989). The shelfbreak jet is an important component of the coastal environment in the northwest Atlantic. The front and jet represent a semi-permeable barrier that limits the exchange of waters between the shelf
and open-ocean. The cross-shelf exchange that does occur strongly impacts the spreading of coastal contaminants and is of leading importance in the freshwater budget on the shelf.

Intensive studies since the 1970s, all with the goal of understanding the dynamics of the front and the critical shelf and slope exchange processes, have been carried out using moorings and hydrographic surveys at various locations and for varying durations, such as NESDE (Beardsley and Flagg, 1976), NSFE (Beardsley et al., 1985), SEEP-I (Walsh et al., 1988), SEEP-II (Biscaye et al., 1994), OMP (Verity et al., 2002), and CMO/PRIMER (Dickey and Williams, 2001). In addition, there have been several smaller programs aimed at studying frontal meanders and eddies. The hydrography of the shelfbreak region has been described in a number of syntheses, and one of the latest is that by Linder and Gawarkiewicz (1998) based upon the Hydrobase dataset (Curry, 1996) for portions of the Middle Atlantic Bight.

It has been suggested that the formation of the shelfbreak front is a result of a complex interplay between upstream (Chapman, 1986; Loder et al., 1998) and nearshore sources of relatively buoyant equatorward flowing waters that form a bottom boundary layer with an offshore transport. This offshore, near-bottom transport ultimately breaks away from the bottom and upwells into the interior at an isobath that depends upon the total alongshore transport (Chapman, 1986, 2002; Chapman and Lentz, 1994, 1997; Gawarkiewicz and Chapman, 1991, 1992; Yankovsky and Chapman, 1997). The role of convergence in the front clearly plays a major role in the cross-frontal density contrast and the convergence within the bottom boundary layers from either side of the foot of the front has been well demonstrated by the dye release studies of Houghton (1995, 1997),
Houghton and Visbeck (1998) and the turbidity plume clearly visible in the SEASOAR sections of Barth et al. (1998, 2004). In the other part of the frontal zone, there is convergence as Gawarkiewicz et al (2001) clearly showed in a springtime cruise. This frontal convergence was also captured by Flag et al (2006) over a larger time scale. Frantantoni et al. (2001) also observed an upper layer convergence and they attributed to the downstream convergence of the isobaths. Ou (2006) identified three regimes of horizontal mixing in the coastal ocean as one proceeds offshore: they are associated with tides, wind-driven motion, and meso-scale eddies, progressively. The first two are through oscillatory shear dispersion, the transition being due to their disparate forcing timescales; the last is merely conjectured as limited to the slope water. It is the minimum mixing between these regimes that gives rise to the tidal and shelfbreak fronts. The mechanistic unification of these two prominent but seemingly unrelated fronts lends support to this overlooked category of front-genesis that stems from spatial inhomogeneity in the horizontal mixing.

Flagg et al. (2006) studied the mean velocity filed in the shelf-slope region using a decade of shipboard ADCP observations in the Middle Atlantic Bight (along the transect from Bermuda to Port Elisabeth). The results showed that alongshore velocities are all to the west, ranging from 0 to about 0.13 m/s in the center of the shelfbreak jet. The offshore velocity component ranged from near 0 over the shelf to 0.06 to 0.08 m/s offshore and at depth. The shelfbreak jet shows a surface intensified velocity structure, spanning the 80 to 150 m isobaths and centered over the 120 m isobath with a vertical extent of some 60 m and a mean width of about 30 km. Offshore of the jet for some 20 to 40 km and extending downward to the maximum range of the ADCP there exists a wide area of reduced
alongshore flow. Perhaps the most intriguing aspect of the mean velocity section, as the author mentioned is the broad area of southwestward flowing slope water extending down to roughly 300 m. Their study also showed that core of the shelfbreak jet lies just offshore of the 100 m isobath. There is also a region of relatively lower currents just offshore of the shelfbreak jet. Farther offshore lies the slope current with velocities nearly equivalent to those in the shelfbreak jet. The results also indicate a convergence region just offshore of the shelfbreak jet, which can also be verified by looking at the vertical profile of the cross-shelf velocity component.

The vertically integrated alongshore transports and their cumulative integral proceeding offshore provide another aspect of the shelfbreak current structure. The vertically integrated transport is about 2 m²/s inshore of the shelfbreak jet but jumps up to 7 to 8 m²/s in the core of the jet and then climbs to a maximum of 37 m²/s in the center of the slope current. From the result of cumulative transport integral, the shelfbreak jet is responsible for approximately 0.4 Sv while the slope current adds another 2.5 Sv for a total alongshore transport between 14 and 400 m isobaths of nearly 3 Sv.

Another way to look at the characteristics of the shelfbreak jet is to attempt to track the core of the jet as it oscillates across the isobaths and occasionally changes its orientation. By setting up the “stream-wise” coordinate system, the following results were acquired by Frantantoni et al (2001). The maximum mean velocity of the jet is about 0.35 m/s in the 8 m bin centered at a depth of 26 m compared to the maximum Eulerian velocity of 0.13 m/s. The jet velocities taper symmetrically to each side with an e-folding distance of about 15 km, a width that is very similar to Eulerian field. The cross-jet
velocity structure also shows a coherent structure in the upper 40 to 50 m that reflects a strong convergence to the center of the jet.

Based on the Oleander observations, Flagg et al., (2006) further depicted the seasonal and interannual variability of the shelf-slope current. In general, shelfbreak jet accelerates in the fall and becomes strongest in the winter months with a maximum mean speed of over 0.2 m/s and a width of some 20 to 30 km.

Inshore of the shelfbreak jet (i.e., the transecting distance less than 150 km from Ambrose Light), there is little seasonal variability. The maximum alongshore flow begins around year-day 320 and lasts through year-day 80, with a long hiatus during the spring and summer. About 250 km offshore there is a definite phase lag of the maximal southwestward alongshore flow of the slope current relative to the shelfbreak jet, suggesting that the slope current begins to accelerate earlier inshore. The on-offshore seasonal signal of the shelfbreak jet itself is rather small with slightly greater offshore components in the spring and fall. The slope current, shows a substantial on-offshore variability with onshore flow during the winter through summer and an offshore bias during the early fall.

Fratantoni et al. (2000) used EOF analysis to study the ensemble of velocity sections in order to identify the dominant modes of variability associated with the structure of the shelfbreak jet. The jet appears to systematically fluctuate between a bottom-reaching, convergent state (similar to the mean structure) and a more surface-trapped state with weaker, cross-stream velocities. The transition between the bottom-reaching and surface-trapped jet is correlated with a significant change in equatorward transport.
Fratantoni and Pickart (2003) also studied the meso-scale variability at shelfbreak region near Nantucket Shoals using bottom-mounted acoustic Doppler current profilers. While the flow is predominantly equatorward, the current is regularly interrupted by bursts of poleward flow. These are manifestations of a periodic full water column weakening of the shelfbreak current. Throughout most of the record, significant deceleration occurs more frequently and with greater intensity at the offshore site. Furthermore, the decelerations penetrate higher into the water column at the offshore mooring than at the inshore ADCP. Significant decelerations (and actual flow reversals) occur most often in the middle to lower portion of the water column. It is the origin of these fluctuations which is the focus of their analysis. Total kinetic energy spectra showed that energy at the offshore shelfbreak ADCP is sharply peaked at 13 days. The energy in this band decreases with depth. By contrast, a majority of the energy at the inshore ADCP is concentrated at shorter periods (8–11 days), and is more uniformly distributed over the depth of the water column. These two spectra suggest that different processes may be contributing to the variability at the inshore and offshore sites.

Indeed, numerous studies have shown that the shelfbreak jet is influenced by both external and internal forcing mechanisms. Theoretical studies (Flagg and Beardsley 1978; Gawarkiewicz 1991; Lozier et al., 2002) and observations (Linder and Gawarkiewicz 1998) have shown that the jet structure is inherently baroclinically unstable. This internal forcing may lead to finite-amplitude meanders that propagate along the axis of the jet (Halliwell and Mooers 1979) and occasionally develop into frontal eddies (Houghton et al. 1986; Garvine et al. 1988). In addition, the jet may be influenced by external forcing mechanisms such as local winds (Houghton et al. 1988) and upstream variations in the
source water (Chapman and Beardsley 1989; Petrie and Drinkwater 1993). Another
important external influence on the jet is the circulation of the adjacent slope water. For
instance, the close proximity of the Gulf Stream south of New England results in a fair
number of anticyclonic Gulf Stream rings impinging on the continental slope in the MAB.
It remains unclear what role Gulf Stream rings play in the variability at the shelfbreak.
Beardsley et al. (1985) report that subtidal fluctuations forced by the passage of Gulf
Stream rings over the upper continental slope are not correlated with fluctuations
observed over the shelf, suggesting that the shelfbreak can be a transition region for
forcing. Ramp et al. (1983) demonstrated that the presence of Gulf Stream rings enhances
cross-shelf velocity gradients in the vicinity of the shelfbreak jet and can lead to the
excitation of waves due to horizontal shear instabilities. Observations also suggest that
the interaction of Gulf Stream rings with the shelfbreak jet may transport significant
volumes of shelf water into the slope region (Joyce et al. 1992). However, it is unclear
how often rings simply alter the path of the shelfbreak jet (e.g., Pickart et al. 1999) versus
permanently exporting water from the shelf.

3. Research Motivations and Objectives
While providing many valuable insights on the shelfbreak frontal dynamics, most of
earlier studies mentioned above focused on event scales, and were limited by coarse
temporal and spatial resolutions. This is especially true in light of work including Garvine
et al. (1988), Lozier et al (2002) and Gawarkiewicz et al. (2004), which showed that
frontal instabilities and shelf-slope interactions are reoccurring features with fine
temporal and spatial scales as small as 1-2 day and 8-15km, respectively. In addition to
in-situ data, remote sensing observations provide another means for shelfbreak circulation study (e.g., Ryan et al. 1999). While being useful for detecting shelfbreak temperature (SST) and optical variability (ocean color), they are unable to provide concurrent three-dimensional structures of shelfbreak circulation and water properties.

Because of these limitations, despite decades of research cruises and multi-year moorings and remote-sensing based observations, the understanding of the internal and external processes that control the dynamics and ecosystem interactions at the MAB shelfbreak front is still inadequate. Improved understanding of the MAB shelfbreak circulation and better quantification of its variations therefore require high-resolution, space and time continuous realizations of ocean state variables, from which detailed dynamics can be gleaned.

The overall objective of this research is to better understand the MAB shelfbreak circulation dynamics and biophysical interactions through a series of systematic numerical modeling investigations. The specific goals include:

1) Better characterizing the mean states and temporal and spatial variations of the MAB shelfbreak front and jet;

2) Quantifying the volume transport, salt and heat flux exchanges across the MAB shelfbreak and their transport pathways;

3) Investigating the biophysical interactions between the MAB shelfbreak circulation and nutrient and plankton distributions.

4) Understanding the influence of warm-core rings on the MAB shelf and shelfbreak circulation
4. Dissertations outline

In this dissertation, Chapter 2 focuses on the circulation dynamics at the MAB shelfbreak. The mean condition and variability of shelfbreak front and jet are discussed based on simulations from a high resolution circulation model, based on which, detailed dynamics of the shelfbreak frontal circulation are also diagnosed.

Coupled biophysical interactions at the MAB shelfbreak are next investigated in Chapter 3. A size-structured, multi-nutrient ecosystem model is coupled with the shelfbreak circulation model described in Chapter 2. Seasonal and interannual variations of both physical and biological variables are discussed. Detailed analyses are performed to address how the shelfbreak circulation and other physical environment factors control nutrient delivery and further affect plankton biomass distributions.

The influence of a large warm-core ring (WCR) on the MAB shelf and shelfbreak circulation is examined in Chapter 4 and Chapter 5. Due to the fact that the forward model has difficulty in accurately resolve the location and intensity of the Gulf Stream warm-core ring, an advanced variational data assimilation technique is used. Serving as the first part of this study, Chapter 4 introduces the state-of-art 4-dimensional variational (4DVAR) data assimilation method and its configuration in modeling the large WCR in April-May 2006. Extensive model-data validations are performed, showing the 4DVAR assimilation schemes works well in resolving the life history of this WCR and its strong interactions with the shelf/slope circulation. Based on these data assimilative circulation hindcast solutions, detailed ocean dynamic analyses and calculations of shelf/slope exchanges are presented in Chapter 5.
Finally Chapter 6 provides the summary and conclusions drawn from this dissertation research, as well as a discussion on future research.
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Abstract

A nested high-resolution ocean model is used to hindcast the Middle Atlantic Bight (MAB) shelfbreak circulation from December 2003 to June 2008. The model is driven by tidal harmonics, realistic atmospheric forcing, and dynamically consistent initial and open boundary conditions obtained from the large-scale circulation model. Simulated shelfbreak sea levels and tracer fields compare favorably with satellite observations and available in-situ hydrographic climatology, demonstrating the utility of this nested ocean model for resolving the MAB shelfbreak circulation. The resulting time and space continuous hindcast solutions between January, 2004 and December, 2007 are used to describe the mean structures and temporal variations of the shelfbreak front and jet, the bottom boundary layer detachment, and the migrations of the shelfbreak front. It is found that the shelfbreak jet and boundary convergence reach their maximum intensities in the spring, at which time the foot of the front also migrates to its farthest offshore position. Vorticity analyses reveal that the magnitude ratio of the mean relative vorticity between the seaward and the shoreward portions of the shelfbreak front is about 2:1. The shelfbreak ageostrophic circulation is largely controlled by the viscosity in the boundary layers and by the nonlinear advection in the flow interior. Simulated three-dimensional velocity and tracer fields are used to estimate the transport, heat and salt fluxes across the 200 m isobath. Within the model domain, the total cross-shelf water transport, the total eddy heat flux and the total eddy salt flux are $0.035 \pm 0.26 \text{ Sv}$, $1.0 \times 10^3 \pm 1.4 \times 10^4 W/m^2$, $6.7 \times 10^{-5} \pm 7.0 \times 10^{-4} Kg/m^2 s$. The Empirical Orthogonal Function (EOF) analysis on the 4-yr shelfbreak circulation hindcast solutions identifies two dominant modes. The first EOF mode accounts for 61% variance, confirming that the
shelfbreak jet is a persistent year-round circulation feature. The second mode accounts for 13% variance, representing the baroclinic eddy passages across the shelfbreak.

1. Introduction

The shelfbreak front in the Middle Atlantic Bight (MAB) is the water mass boundary between the cold, fresh water on the MAB shelf and the warm, saline water of the Slope Sea. Associated with the front is a narrow shelfbreak jet, which has been estimated to transport approximately 0.2-0.3 sv of water equatorward south of the New England (Linder and Gawarkiewicz, 1998). This shelfbreak frontal jet is a part of the large-scale buoyancy driven coastal current system that originates from the Labrador Sea (Chapman and Beardsley, 1989; Loder et al., 1998). It exerts strong influence on the coastal environment in the northwest Atlantic, impacting cross-shelf exchanges of mass, heat, salt, the dispersion of coastal contaminants, and the nutrient supply to coastal ecosystems. For example, the shelfbreak front and jet are found to be important for many commercial fisheries because of the enhanced primary productivity associated with the front (e.g., Marra et al., 1982, 1990; Ryan et al., 1999a, 1999b).

Understanding the shelfbreak frontal dynamics has been the major topic of numerous earlier studies. Hydrographic surveys by Beardsley and Flagg (1976) and Burrage and Garvine (1988) provided synoptic snapshots that generally describe the thermocline structure of the front. Long-term mooring arrays, such as the Nantucket Shoals Flux Experiment (NSFE) (Beardsley et al., 1985), the Shelf Edge Exchange Process (SEEP) Experiment (Aikman, 1988; Houghton et al., 1988) and SEEP II Experiment (Houghton et al., 1994; Flagg et al., 1994) addressed the long-term statistics
of the velocity and temperature structure of the front. By area-averaging long-term hydrographic data, *Linder and Gawarkiewicz* (1998) offered climatological mean conditions of MAB shelfbreak frontal structures, the migration of the front bottom foot, and the associated geostrophic velocity fields. More recently, *Fratantoni et al.* (2001) studied the structure of shelfbreak jet based on two-year (1995 -1997) ADCP surveys. While providing many valuable insights on the shelfbreak frontal dynamics, these results are still limited by temporal and spatial resolutions and are subjected to the question how representative they are in describing the shelfbreak circulation dynamics. In particular, work including *Garvine et al.*, (1988), *Lozier et al.*, (2002) and *Gawarkiewicz et al.* (2004) showed that frontal instabilities and shelf-slope interactions are reoccurring features with fine temporal and spatial scales as small as 1-2 day and 8-15km, respectively. Improved understanding of the MAB shelfbreak circulation and better quantification of its variations therefore require high-resolution, space and time continuous realizations of ocean state variables, from which detailed dynamics can be gleaned.

In this study, we approach this problem through a realistic circulation hindcast experiment. We will examine whether a high resolution, nested circulation model, driven by a complete suite of forcing functions, can reproduce known features of the MAB shelfbreak circulation. Unless the model gets the mean states of shelfbreak circulation correct, it is questionable that one can use the model to exam the high-frequency variability associated with the shelfbreak frontal circulation.

We start in Section 2 with a description of the shelfbreak ocean model utilized in this research. Section 3 presents model-data comparisons, the structures of simulated mean shelfbreak front and jet, and their temporal variations. More in-depth dynamical
analysis and cross-shelf transport and flux estimates are presented in Section 4, followed by the discussion and summary in Section 5.

2. Model

Our high resolution shelfbreak simulation was performed with the Regional Ocean Modeling System (ROMS), a free surface, hydrostatic, primitive-equation model. ROMS employs split-explicit separation of fast barotropic and slow baroclinic modes, and is formulated in vertically stretched terrain-following coordinates using algorithms described in details by Shchepetkin and McWilliams (2005). The ROMS computational kernel includes high-order advection and time-stepping schemes, weighted temporal averaging of the barotropic mode to reduce aliasing into the slow baroclinic motions, and conservative parabolic splines for vertical discretization. A redefinition of the barotropic pressure-gradient term is also applied in ROMS to reduce the pressure-gradient truncation error, which has previously limited the accuracy of terrain-following coordinate models (Shchepetkin and McWilliams, 2005).

The model domain encompasses the shelfbreak region offshore of Nantucket shoals in the northeast and Hudson Canyon in the southwest (Figure 1). Within the domain, the water depth ranges from 30 m to 3000 m. The model’s horizontal resolution is 1 km. Vertically, there are 36 terrain-following levels in the water column with higher resolution near the surface and bottom to better resolve ocean boundary layers. The minimum (maximum) model vertical spacing is 0.8 m (211 m) in the boundary layer (the mid-water column).
2.1. Open boundary and Initial Conditions

To specify open boundary conditions for this shelfbreak model, we nested it inside the MABGOM (Middle Atlantic Bight and Gulf of Maine) ROMS described and validated by He and Chen (submitted). The MABGOM model itself was nested in the global circulation simulation provided by HyCOM/NCODA (Hybrid Coordinate Ocean Model together with NRL Coupled Ocean Data Assimilation scheme, Chassignet et al., 2006). A one-way nesting approach was adopted in this setup to connect the ‘parent model’ (MABGOM ROMS) with the ‘child model’ (shelfbreak ROMS). Specifically, open boundary conditions (OBCs) were applied to tracers and baroclinic velocity following the method of Marchesiello et al. (2001), whereby Orlanski-type radiation conditions were used in conjunction with relaxation (with timescale of 0.5 days on inflow and 10 days on outflow) to MABGOM solutions. Free surface and depth-averaged velocity boundary conditions were specified using the method of Flather (1976) with the external subtidal values defined by MABGOM ROMS, plus M2 tidal harmonics from an ADCIRC (ADVANCED CIRCULATION MODEL FOR OCEANIC, COASTAL AND ESTUARINE WATERS) tidal simulation of the western Atlantic (Luetich et al. 1992). The latter M2 information provides needed tidal mixing, which is an important element of the regional circulation (He and Wilkin, 2006). We applied the method of Mellor and Yamada (1982) to compute vertical turbulent mixing, as well as the quadratic drag formulation for the bottom friction specification. Major advantages of this nesting configuration include: 1) it allows the “child model” to incorporate the upstream and deep-ocean forcing in a dynamically consistent and quantitatively accurate manner; and 2)
the higher resolution enables the shelfbreak ROMS to better resolve the frontal circulation dynamics underpinned in this research.

2.2. Surface Forcing

We utilized surface forcing from NOAA NCEP North America Regional Reanalysis (NARR), which has the spatial and temporal resolutions of 35-km and 3 hourly, respectively. Air-sea fluxes of momentum and buoyancy were computed by applying the standard bulk formulae (Fairall et al. 2003) to NARR marine boundary-layer winds, air temperature, relative humidity, air pressure, along with ROMS generated surface current. To further constrain the spatial pattern of the net surface heat flux, we implemented a thermal relaxation term following He and Weisberg (2002), such that

\[ K_H \frac{\partial T}{\partial Z} = \frac{Q}{\rho C_p} + c(T_{obs} - T_{mod}) \quad (1) \]

where \( K_H \) is the vertical eddy diffusivity, \( Q \) is the net surface heat flux, \( \rho \) and \( C_p \) are the water density and specific heat capacity. \( c = 0.5 \text{ day}^{-1} \), and \( T_{obs} \) is the daily, blended cloud-free surface temperature field generated by NOAA Coast Watch.

The shelfbreak ROMS hindcast ran continuously from December, 2003 through January, 2008. Initial conditions were taken from the MABGOM ROMS simulation on December 1\(^{st} \), 2003.
3. Results

Standard circulation state variables (sea level, currents, temperature, and salinity) were archived at the daily interval. For model validations and analyses described below, we concentrated on the simulation over the period from January 1, 2004 to December 31, 2007. Limited by scarce shelfbreak in-situ observations, we used satellite observations and hydrographic climatology to gauge the model’s performance.

3.1. Model Data Comparisons

A. Sea Surface height comparison

Satellite altimeter data provide a useful means to examine the model’s skill in reproducing sea surface height distribution. For the model validation purpose, we obtained 1/3°x1/3° along-track SSHA product from French Group Archiving, Validation of Satellite Oceanographic Data [AVISO] (Rio and Hernandez, 2004). There are three satellite tracks inside our shelfbreak model domain. Among them, we focus on a cross-shelf track that is nearly aligned with the earlier PRIMER section (Fratantoni et al., 2001). Because that the along-track satellite data are only available every 9 days; we sampled our simulated subtidal sea surface height anomaly (SSHA) at the same time when altimeter observations were available.

The Hovmoller diagram of observed SSHA shows the sea levels along this cross-shelf transect are the highest (lowest) during the fall (spring) season (upper panel, Figure2). The observed absolute surface height variation is up to 0.25 m, which is a result of the combined effects of surface heating and horizontal advection. Such sea level responses were generally reproduced by the shelfbreak model. While the model is
missing some of the fine-scale sea level structures, it captures the seasonal and interannual variability reasonably well. Statistically, the overall correlation coefficient between simulated and observed SSHA is 0.53 with the 95% confidence level. The spectra comparison (lower panel, Figure 2) shows that the model reproduces observed annual cycle and other high frequency variations. We note because the altimeter data are only available every 9 days, some high frequency variability relevant to the MAB shelfbreak circulation are either aliased or not resolvable by satellite altimeter.

B. Shelfbreak hydrography comparison

We next sampled the mean temperature and salinity along the Nantucket transect (see Figure 1) and compared them with early climatology averaged by Linder and Gawarkiewicz (1998) for the similar segment of the MAB shelfbreak. The Nantucket transect is nearly perpendicular to the local isobath, so the choice of this transect also allows us to directly examine the shelfbreak jet and its along-shelf transport. To be consistent with the Linder and Gawarkiewicz climatology, simulated bi-monthly mean temperature and salinity fields were averaged based on the 4-year hindcast solutions.

The bimonthly mean temperature fields (Figure 3) exhibit strong seasonal variability. During winter months (December to March), surface cooling together with enhanced mixing by convective overturning and storm events keep shelf waters weakly stratified. The thermocline starts to develop as the season progresses. By the spring to summer time (April to July), a strong thermocline has established, separating the warm upper layer from the cold bottom water. The latter becomes the so called MAB “cold pool” described by Beardsley and Flagg (1976) and Houghton et al., (1982), among other
studies. Further offshore, both observation and simulation show an abrupt horizontal temperature gradient at the shelfbreak, known as the “shelfbreak front”. In fall (August-November), the shelf waters transition from vertically stratified to horizontally stratified. As a result, the shelfbreak temperature front becomes less pronounced by this time compared to its spring and summer conditions. The bimonthly salinity fields (Figure 4) exhibit relatively weaker seasonal variability. Unlike the temperature, both the simulation and observation show the shelfbreak salinity front is a persistent feature throughout the year, with a gradient of 1-2 psu difference over 10-20 km. We note the simulated mean temperature and salinity fields reported here are based on the 4-year shelfbreak hindcast, while the Linder and Gawarkiewicz climatology was produced by a time and space averaging of hydrographic data collected in the vicinity of MAB shelfbreak over nearly 100 years. Despite differences in the time span, and the temporal and spatial resolutions between the two, it is encouraging to see that the regional shelfbreak model is capable of reproducing essential features of shelfbreak temperature and salinity, and their respective seasonal evolutions. These general agreements verify the utility of the model, lending confidence for using its hindcast solutions to study the shelfbreak circulation dynamics.

C. Decorrelation scale comparison

Based on ship observations in July 1996, Gawarkiewicz et al. (2004) provided a set of decorrelation scale estimations for the MAB shelfbreak circulation. While our model hindcast period did not include the year of 1996, we calculated the decorrelation scale using simulated circulation fields in July 2006, and made comparisons with their observational counterparts (Table 1). Depending on the state variable being examined, the
observation based analysis shows the decorrelation scale varies from 7 to 20 km. Our model based analyses are consistently larger (varying from 12 to 22 km) than those inferred from observations, but certainly in the comparable ranges. The shelfbreak circulation fields in July 1996 and July 2006 would be quite different, but the intrinsic dynamic scales of the system are expected to be similar. The general agreement between the observed and simulated scales suggests the shelfbreak ROMS can indeed capture the essential features of the MAB shelfbreak circulation.

3.2. Model Analysis

We next use the high-resolution, space and time continuous hindcast solutions to characterize the MAB shelfbreak jet and frontal structures along the Nantucket transect.

A. Mean shelfbreak frontal structures

First we concentrated on the structures of mean temperature, salinity, along and across- shelf velocity fields (Figure 5), each obtained by temporally averaging their respective solutions from January 1st, 2004 to December 31st, 2007.

The mean temperature field highlights the co-existence of the “cold pool” on the shelf and the temperature front at the shelf break. Within the “cold pool” area, the bottom water is about 4-5 °C cooler than the surface water. At the shelfbreak, the upward titled temperature front extends from the bottom to 20 m below the surface. A similar shelfbreak frontal structure is also seen in the mean salinity field. However the salinity front extends all the way to the surface, presenting a clearer surface signature than does the temperature front.
The mean alongshore velocity transect shows the shelfbreak circulation consists of an equatorward shelfbreak jet and a near bottom poleward current, a structure consistent with the finding of Flagg et al (2006). Further examinations (not shown) indicate this near bottom flow reversal is a local feature that can be explained by the thermal wind balance described by Chapman and Lentz (1994). In the summer however, this locally generated flow mergers with the poleward slope current, resulting in an enhanced northward transport in the Slope Sea.

The shelfbreak jet moves at 0.1 ms\(^{-1}\), with the majority of its flow trapped within the upper 70 m. Consistent with findings of earlier studies (Gawarkiewicz et al., 2004; Fratantoni et al., 2001), the jet core is located at the shoreward side of the shelfbreak front. The e-folding scales are 50-m and 30-km for the shelf-jet depth and width respectively. The resulting along-jet transport is 0.42 Sv, a value comparable with previous estimates (Beardsley et al., 1985; Linder and Gawarkiewicz, 1998; Fratantoni et al., 2001). The cross-shelf mean velocity exhibits a layered -structure similar to what was discussed by Lentz (2008). It has a seaward moving surface flow (the upper 25 m), a shoreward moving interior flow, which is underlaid by another weak seaward moving flow near the bottom. It should be noted that the 4-year temporal averaging may smooth out small-scale frontal structures that may otherwise be observed in the synoptic in-situ surveys. We will examine the small scale variability in details in a future correspondence.

**B. Bimonthly mean shelfbreak jet structures**

To quantify the temporal variations of the shelfbreak jet associated with the bi-monthly hydrography presented in 3.1, we computed bi-monthly velocity means (Figure...
6). In December and January, the shelfbreak jet is surface trapped within a thin (<50 m) but broad (>20 km) upper layer. The poleward slope current is largely absent at this time of the year. Consequently, the equatorward shelfbreak currents transport a volume of 0.72 Sv to the south, the largest value throughout the year. The shelfbreak jet then weakens in February and March, with the core of the jet shifting offshore. This is accompanied by an onshore motion of the slope current. Transports of these two currents counteract each other, resulting in a net equatorward transport of only 64% of its winter value. In April – May, the shelfbreak jet gets stronger with the core of jet confined to within a few km shoreward of the shelfbreak. The jet speed reaches its annual maximum 0.3 ms\(^{-1}\), a value that is consistent with the observation of Fratantoni et al. (2001). The slope current seaward of the shelfbreak is similarly intensified, but to a less extent. Consequently, the net equatorward transport is 0.62 sv, the second highest value of the year. Starting in Jun/Jul, the jet begins to weaken with its core moving onshore and deepening. The maximum velocity now decreases to 0.1ms\(^{-1}\). These changes are in response to shelf water destratification associated with enhanced cooling and mixing, leading to a weakened across-shelf density gradient (e.g., Figure 3). By October and November, the shelfbreak jet structure is less clear. Counteracted by the enhanced poleward slope current, the net equatorward transport now reaches its minimum value of the year.

\textit{C. Bimonthly mean bottom boundary layer detachment}

An important feature of the MAB shelfbreak circulation is the convergent flow near the bottom of the shelfbreak front and its related bottom boundary layer (BBL) detachment process (Gawarkiewicz and Chapman, 1992; Chapman and Lentz, 1994;
Barth et al., 1998; Pickart, 2000; Linder et al., 2004). Pickart (2000) showed a useful means to quantify such BBL detachment is through the Accumulated Property Change (APC) calculation. The basic idea is that upwelling along the isopycnal layer in which the detachment is occurring should result in a weaker water property. Hence by computing the accumulated theta change (ATC) along tilted isopycnals in a cross front transect and tracking tongues of low ATC, one can assess the intensity of bottom boundary layer detachment. Following this idea, we computed water density and its associated ATC using bimonthly temperature and salinity fields. The resulting bi-monthly shelfbreak ATC fields (Figure 7) indicate that bottom convergence is indeed a discernable feature in the winter, spring, and summer seasons with its intensity proportional to the degree of isopycnal titling. That is, larger BBL convergences are observed when the isopycnals are more steeply tiled at the shelfbreak.

No significant ATC tongue structure is identified in the fall when isopycnals are relatively flat, suggesting a shutdown of the BBL convergence. We note findings here are consistent with Linder et al. (2004) BBL discussion. One caveat is that the present ATC calculations are based on the bimonthly mean tracer fields. A more rigorous quantification of the BBL detachment and shelfbreak upwelling rate estimation would require a more focused case study using instantaneous 3-dimensional tracer and circulation fields. This is an ongoing effort that we will report in a future correspondence.

D. Cross-shelf migration of shelfbreak front

Following Beardsley and Flagg (1976) and Linder and Gawarkiewicz (1998), we investigated spatial variations of the foot of the front, using the 34.5 isohaline to define
the front boundary (left panel, Figure 8). In general, the 34.5 isohaline tilts upward. Consistent with our earlier discussion, the largest titling angle occurs in the spring season, when the maximum speed of baroclinic shelfbreak jet occurs. Throughout the year, the monthly mean foot position migrates between 80 m and 150 m isobaths, which translates into a horizontal displacement of 15~20 km. In terms of the water depth of the frontal foot, the monthly position histogram (right panel, Figure 8) indicates the front moves to its farthest onshore position in the winter (November and December), and its farthest offshore position in the spring (April and May), respectively. Consistent with finding of Linder and Gawarkiewicz (1998), results here suggest that in-situ samplings of the shelf break front would require a sufficient spatial coverage to resolve variations of the front. While the seasonal excursions of 15~20 km is roughly the same order of magnitude as the width of shelfbreak jet, the front still remains close to the shelf break. Chapman (2000) shows the front does not adjust much differently to the presence or absence of the shelfbreak topography. The mechanisms for such a frontal trapping remain to be better understood.

4. Discussion

4.1. Vorticity and momentum balance

Based on the mean shelfbreak circulation fields, we can compute the relative vorticity \( \zeta \) along the Nantucket transect (left panel, Figure 9). The resulting mean vorticity field, scaled by the local Coriolis parameter, gives the Rossby number \( R_o = \zeta / f \). Seaward of the shelfbreak jet \( R_o \) is positive with a maximum value of
0.15. Shoreward of the jet, \( R_o \) is negative with a value approaching -0.07. The result here compares favorably with the observational based vorticity calculation reported by Fratantoni et al. (2001) [right panel, Figure 9]. It is also in agreement with Gawarkiewicz et al. (2001) showing the absolute ratio of relative vorticity is about 2:1 between the seaward and the shoreward potions of the front. A further investigation on the relative vorticity in this fixed coordinates indicates that \( \partial v/\partial x, -\partial u/\partial y \) term each accounts for nearly 50% of the relative vorticity. On synoptic scales (not shown), the relative vorticity of the simulated jet shows a very wide range, varying from -0.78 \( f \) to 2.3 \( f \). Examinations of the mean shelfbreak circulation (Figure 5) indicate the presence of poleward slope current induces a large velocity shear, contributing to a stronger cyclonic circulation seaward of the shelfbreak. The consistency between observed and simulated vorticity fields further confirms that the shelfbreak model captures the essence of shelfbreak circulation dynamics.

Term-by-term momentum analysis offers additional insights on the shelfbreak circulation. By examining the relative importance of the local rate of change, the Coriolis force, the horizontal pressure gradient force, horizontal and vertical advection terms, and the horizontal and vertical viscosity terms, one can identify key balances dominating the shelfbreak circulation structure. We focus on the mean momentum balance in the cross-shelf direction (Figure 10). As expected, both the Coriolis force and pressure gradient force are the leading (an order of magnitude larger than others) terms and together they constitute the geostrophic balance. Indeed, the shelfbreak jet and the poleward moving slope current are to the first order geostrophic flows. The residual of Coriolis force plus pressure gradient force leads to the ageostrophic circulation. The ageostrophic momentum
is balanced largely by the frictional viscosity in the surface and bottom boundary layers. The residual of those two is further balanced by the nonlinear advection presented primarily in the flow interior. The sum of ageostrophic momentum, viscosity and advection terms gives rise to the local rate of change of the mean across-shelf velocity (last panel in Figure 10), which is of four orders of magnitudes smaller than the Coriolis force. In reality, we expect the local rate of change of the shelfbreak circulation at any given time to be a significantly large number due to the transitory nature of the system (e.g., Lozier et al., 2002). Therefore a large number of snapshots would have to be ensembled to produce a steady state mean field. The fact that the simulated local rate of change term is very small suggests that the temporal averaging of 4 years of daily model output fields produces a credible representation of the mean state of the shelfbreak circulation.

4.2. Cross shelf transport and flux

Quantifying the slope/shelf water mass and flux exchanges has been a longstanding research problem in the MAB (Beardsley and Boicourt, 1981; Lorder et al., 1998; Lozier and Gawarkiewicz, 2001; Frantoni et al., 2001; Gawarkiewicz et al., 2004). Here, we approach this problem by using simulated circulation fields. To do that, we followed He and Chen (submitted) by selecting the 200 m isobath as the shelf-slope boundary and compute the cross-shelf water mass transport. Simulated 3-dimensional velocity fields were first rotated into normal and tangential components relative to the local orientations of the 200 m isobath. The resulting normal component of velocity $U_N$
was then integrated with local depth $Z$ and along-isobath length $S$ to yield the volume transport value according to:

$$Q = \int_0^{s_0} \int_{-H}^{H} u_s(s,z) ds dz$$

where $s_0$ is the along-isobath distance. This calculation reveals that across the 200-m isobath within the shelfbreak model domain, the total transport is $0.035 \pm 0.26$ Sv. It is worth noting that the standard deviation of such transport is an order of magnitude larger than the mean, indicating that across-shelfbreak mass exchange is highly variable. We also note that the meander of the jet can induce large fluctuations in the cross-shelf transport. Thus it is prudent to state that the value above does not necessarily imply the net shelf/ deep-ocean exchange.

The spatial distribution of such variability is examined in **Figure 11**. In general, the mean transport near the Nantucket Shoal (0-100km along isobath) is weakly onshore. Immediately downstream (100-200 km), the mean transport becomes weakly offshore with a value of $\sim 0.002$ Sv. The overall variations over these two segments are both relatively small. Fluctuations in the transport values become larger approaching Hudson Canyon off New York (200-300 km). Here, the standard deviations range from -0.02 to 0.02 Sv, which are likely related to topographic steering by abrupt bathymetric changes and eddy activities often observed in this area.

The cross-shelf eddy flux of any quantity $\phi$ can be estimated by the method proposed by Garvine et al. (1989), such that
\[
F(z) = \frac{1}{\Delta z \Delta x} \int_{z_i}^{z_{i+1}} \Phi(x, z_i) dx dz_i
\]

(3)

For the heat flux, we defined,

\[
\Phi = \rho C_p (T - T_m) (v - v_m)
\]

(4)

For the salt flux, we defined:

\[
\Phi = \frac{\rho}{1000} (S - S_m) (v - v_m)
\]

(5)

where \( \rho \) is water density and \( C_p \), the seawater specific heat, and \( S, T, v \) are the salinity, temperature and cross-shelf velocity, respectively. The variables with subscript \( m \) indicate the temporal mean values along the 200 m isobath within the shelfbreak model domain.

We found the 4-yr mean eddy heat flux is shoreward at \( 1.0 \times 10^3 \pm 1.4 \times 10^4 W/m^2 \), indicating on average the slope sea is acting as the source of heat for the shelf waters. Depending on the local and deep-ocean forcing conditions, individual monthly eddy heat flux ranges from \( 4.8 \times 10^4 W/m^2 \) (shoreward) in May 2004 to \( -3.0 \times 10^4 W/m^2 \) (seaward) in October 2004. Further investigations into the seasonal trend of the total cross-shelf eddy heat flux (not shown) indicate that the heat flux tends to be onshore during the winter and spring seasons and offshore during summer and fall seasons.

The mean eddy salt flux is found to be shoreward at \( 6.7 \times 10^{-5} \pm 7.0 \times 10^{-4} Kg/m^2s \). Over the 4 years, the largest onshore flux (\( 0.0026 Kg/m^2s \)) occurred in May 2004, and the largest offshore flux (\( -0.0011 Kg/m^2s \)) occurred in October 2004. This model based mean salt flux value is consistent with Gawarkiewicz et al (2004) with regards to its
onshore transport direction. However, the magnitude is one to two orders of magnitude smaller than earlier observational estimates (e.g., Gawarkiewicz et al.; 2004; Garvine et al., 1989), which were based on either single point measurement or some limited ship transects for a short time period. Aside the temporal averaging in our flux calculation that may have smoothed the variability, differences in sampling locations and durations between the simulation and observations also contribute to the magnitude difference.

4.3. Dominant Modes of shelfbreak jet

While the focus of this study is on the mean state of the MAB shelfbreak frontal circulation, we can assess the dominant modes and temporal variability of the front and jet by applying an Empirical Orthogonal Function (EOF) analysis to the simulated current fields along the Nantucket transect. Because along-shelf and cross-shelf velocity fields are dynamically connected, a bi-variant EOF method (He et al., 2005) that concurrently considers both u and v velocity components was adopted. Specifically, the data matrix $A$ was defined as:

$$A = \begin{pmatrix} u \\ v \end{pmatrix}$$

(6)

The EOF decomposition of $A$ gives

$$A(x, z, t) = \sum_{n=1}^{N} a_n(t) F_n(x, z)$$

(7)

where $a_n$ and $F_n(x, z)$ are the temporal evolution functions (principle components) and spatial eigenfunctions (EOF) of each mode, respectively.
The first EOF mode accounts for 62% of variance (Figure 12). As expected, the along-shelf velocity mode highlights the existence of the shelfbreak jet. The jet is located shoreward of the shelfbreak. It is surface trapped with a characteristic width of about 40-60 km. The spatial mode of the across-shelf velocity again reveals a layered vertical structure, which consists of a shoreward flow in the interior and seaward flows in both surface and bottom boundary layers. The principle component (PC1) of the 1st EOF mode is almost entirely positive, suggesting the equatorward shelfbreak jet and layer-structured cross-shelf flow patterns are persistent shelfbreak circulation features. PC1 also reveals that some short-duration flow reversals do occur sporadically, which are presumably related to strong atmospheric forcing and frontal instability (Fratantoni and Pickart, 2003). Overall, larger PC1 values occur during late winter and spring seasons. Consistent with our early discussion (3.2.B), they imply that the shelfbreak jet reaches its maximum intensity during these times.

The second EOF mode accounts for 13% of total variance. Interestingly, this mode displays contrasting flow patterns between the shelf and the slope in along-shelf direction. The cross-shelf component is surface intensified and negative throughout the entire water column. The 2nd principle component (PC2) suggests that this mode is associated with significant temporal variability that changes signs of spatial mode. Overall, this mode seems to be related to the baroclinic eddy passages across the shelfbreak. The positive PC2 indicates cyclonic eddies translating shoreward; whereas the negative PC2 corresponds to anticyclonic eddies translating seaward. Generation of baroclinic eddies are subject to large-scale surface and deep-ocean forcing conditions, and the flow interaction with the bottom topography. While no clear seasonal cycle is found,
the frequency spectra calculation (not shown) on the PC2 show the energy peaks at the periods of 71, 163, and 203 days, respectively. With some 25% of the variance remaining in higher modes a reconstruction of the shelfbreak circulation to account for its high frequency responses would require several more modes.

5. Summary

A1-km resolution regional circulation model was developed to hindcast the MAB shelfbreak circulation from December 2003 to June 2008. The model considered realistic atmospheric and tidal forcing. Its subtidal open boundary conditions were specified via one-way nesting with an existing shelf-wide MABGOM circulation simulation by He and Chen, (submitted). Hindcast solutions were compared with satellite altimeter data, hydrographic climatology for the MAB shelfbreak, and observational based decorrelation scale estimations. General agreements were found, indicating this shelfbreak circulation model is capable of capturing essential dynamics of the MAB shelfbreak circulation. As we focused on the mean structures of the shelfbreak current and hydrography in this study, time and space continuous circulation hindcast fields from January, 2004 to December 2007 were used to construct the temporal means and bimonthly averages of shelfbreak ocean states.

Our analysis showed that the MAB shelfbreak jet is a year-around, surface intensified flow. On the average, it has characteristic width and trapping depth of 60 km and 100 m, respectively, transporting 0.42 Sv equatorward. The jet reaches its maximum speed (0.3 ms$^{-1}$) in the spring, when the shelfbreak temperature and salinity fronts fully develop. Throughout the year, the bottom foot of the shelfbreak front migrates between
80m to 150m isobaths, reaching its farthest offshore (onshore) position in April and May (November and December). The accumulated theta change (ATC) calculation within shelfbreak isopycnals suggests the bottom boundary layer detachment is most significant during winter and spring seasons.

The relative vorticity analysis indicates the larger velocity shear exists seaward of the shelfbreak, and that the vorticity ratio is roughly 2:1 between the seaward portion and shoreward portion of the shelfbreak current. The geostrophy dominates the momentum balance of the shelfbreak jet. The viscosity in the boundary layers, along with the nonlinear advection in the interior play important roles in determining the ageostrophic flow. The cross-shelf volume transport, and its associated eddy heat and salt fluxes were estimated along the 200 m isobath within the model domain. These values are characterized by small means with large standard deviations, suggesting the shelf/slope exchanges across the MAB shelfbreak are highly variable. Indeed, the EOF analysis of the velocity fields along the Nantucket transect indicates that while the shelfbreak jet is the dominant mode, the structure and intensity of the current are subject to complex interactions between stratification, wind forcing, baroclinic instabilities and eddies. A better understanding of their roles in controlling the shelfbreak circulation dynamics can be further achieved in the future by focusing on synoptic scale events using the high-resolution shelfbreak model developed here. Clearly, deterministic predictions of the shelfbreak frontal circulation and its associated material property transport between the shelf and deep-ocean will also require advanced observational infrastructure together with sophisticated techniques for data assimilation (e.g., He et al., 2005; He and Wilkin, 2006).
In that regard, the emerging MAB shelfbreak pioneer array, and the new in-situ observations it is about to collect, would be a great asset.
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## Tables

Table 1. Comparisons of state variable de-correlation scales derived from in-situ survey in July 1996 (Gawarkiewicz et al. 2004, JGR) and from the shelfbreak model hindcast results in July 2006.

<table>
<thead>
<tr>
<th>Variable (at ~54m)</th>
<th>Observation (July 1996)</th>
<th>Model (July 2006)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temperature</td>
<td>7 km</td>
<td>12 km</td>
</tr>
<tr>
<td>Salinity</td>
<td>7-8 km</td>
<td>12 km</td>
</tr>
<tr>
<td>Density</td>
<td>20 km</td>
<td>16 km</td>
</tr>
<tr>
<td>U component velocity</td>
<td>11-12 km</td>
<td>22 km</td>
</tr>
<tr>
<td>V component velocity</td>
<td>12 km</td>
<td>20 km</td>
</tr>
</tbody>
</table>
Figure 1. The high resolution shelfbreak model domain (box) and the location of Nantucket transect discussed in the manuscript (dashed line). Also shown is the satellite track (solid line), along which the sea surface height anomaly data were sampled. The curve and dots along the 200 m isobath and their associated numbers indicate the along-isobath distance downstream from the model’s northeastern boundary.
Figure 2. Hovmoller diagrams of satellite observed and model simulated sea surface height anomaly (SSHA) along the cross-shelf transect for the period from January 2004 to December 2007 (upper panels) and the comparison of spectra of satellite observed (dashed line) and model simulated (solid line) sea surface height anomaly in the MAB shelfbreak region (lower panel).
Figure 3. The bi-monthly mean temperature transect comparison between the model solutions (left panels) and the climatology (right panels) of Linder and Gawarkiewicz (1998).
Figure 4. The bi-monthly mean salinity transects comparison between the model solutions (left panels) and the climatology (right panels) of Linder and Gawarkiewicz (1998).
Figure 5. Model simulated mean temperature, salinity, along-shelf velocity and cross-shelf velocity fields along the Nantucket transect.
Figure 6. Simulated bi-monthly mean along-shelf velocity fields and their associated net equatorward transport. The black contour lines are the 34.5 isohaline of the respective bimonthly salinity field to indicate the location of shelfbreak front.
Figure 7. Bi-monthly Accumulated Theta Change (ATC) fields along the Nantucket transect. The ATC calculation is based on modeled bi-monthly density fields. The purple lines are the isopycnals, and the color shading stands for the intensity of ATC. The upward tilted, low-value ATC (indicated by arrows) is an indication of the BBL convergence and detachment.
Figure 8. Monthly migrations of the shelfbreak frontal foot (left) and the histogram showing the corresponding depth of the frontal foot in each month.
Figure 9. The comparison between simulated (left) and observed (right, adopted from Fratantoni et al., 2001) mean vorticity fields at the shelfbreak. Both fields are scaled by the local Coriolis parameter.
Figure 10. The mean cross-shelf momentum balance. From top to bottom and left to right are the Coriolis force, the Pressure Gradient force (PGF), the residual of Coriolis plus PGF terms (i.e., ageostrophic term), the viscosity term, the residual of ageostrophic term plus viscosity, the nonlinear advection term, the residual of ageostrophic plus viscosity and advection terms, and the local rate of change term.
Figure 11. The cross-shelf volume transport along the 200 m isobath inside the shelfbreak ROMS domain. The x-axis is the along-isobath distance starts from zero (off the Nantucket shoal) to 300-km (off the Hudson Canyon). The solid curve is the mean cross-shelf volume transport over the 4-year period, and the gray area stands for its standard deviation.
Figure 12. The first two EOF modes of simulated shelf break circulation, and their corresponding principle components. U (V) is the alongshore (cross-shelf) velocity component along the Nantucket transect.
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Abstract
A size-structured ecosystem model is coupled to a 3-dimensional, high-resolution circulation model to investigate the seasonal and interannual variability of physical and biological states and their driving mechanisms at the shelfbreak front of the Middle Atlantic Bight (MAB). Simulated surface chlorophyll fields compare favorably to the satellite observations and capture the shelfbreak biomass enhancement, which is one of the essential biological features of the region. The domain-wide upper water column nutrient content peaks in late winter-early spring. The phytoplankton spring bloom starts 1 - 2 months later, followed by a zooplankton bloom in early summer. Seasonal and interannual variability in hindcast shelfbreak nutrient supply is controlled by three processes: 1) local mixing that deepens the mixed layer and injects deep ocean nutrients into the upper water column; 2) alongshore nutrient transport by the shelfbreak jet and associated currents; and 3) nutrient upwelling associated with shelfbreak bottom boundary layer convergence. Interannual variability of physical and biological processes are highlighted by cross-shelf nutrient budget diagnostics for spring 2004 and 2007, which show not only complex vertical structure of various dynamical terms, but also significant variations in magnitude between the two years.

1. Introduction
The Middle Atlantic Bight (MAB) shelfbreak region contains a sharp front that separates the cold, fresh water on the shelf from warmer, more saline water in the slope sea. Associated with the front is a narrow shelfbreak jet, which is a part of the large-scale buoyancy driven coastal current originating from the Labrador Sea (Chapman and Beardsley, 1989; Loder et al., 1998). The MAB shelfbreak front and jet exert a strong influence on the cross-shelf exchanges of mass, heat, freshwater, and nutrients, which further control the characteristics of physical and biological dynamics at the shelfbreak.

In situ and satellite observations often show higher levels of chlorophyll within the MAB frontal region, also known as the shelfbreak pigment maximum (Marra et al., 1982; Ryan et al., 1999a, Ryan et al., 1999b; Ryan et al., 2001). This locally enhanced
productivity provides energy to upper trophic level predators. As a result, fishes and marine mammals often aggregate in the shelfbreak front (Podestá et al., 1993; Waring et al., 2001). Several mechanisms are proposed to explain the shelfbreak frontal biomass enhancement. The secondary circulation in the bottom boundary layer (Gawarkiewicz and Chapman, 1992; Houghton, 1997; Houghton and Visbeck, 1998; Barth et al., 1998; Gawarkiewicz et al., 2010) has been considered as one possible process for delivering both regenerated nutrients from benthic processes over the shelf as well as deep-ocean nutrients to the euphotic zone, thus boosting primary production. The lateral transport of nutrients and plankton from the Georges Bank region is considered another key process. It is known that upstream of the MAB shelfbreak, tidal pumping on the Georges Bank constantly injects nutrients into the upper water column (e.g., Townsend and Thomas, 2002). While some nutrients are consumed locally, a portion can be transported downstream to the MAB.

Most earlier studies on the MAB shelfbreak circulation and ecosystem dynamics are based on either synoptic in situ surveys (e.g., Gawarkiewicz et al., 2001; Hales et al., 2009) or satellite imagery (e.g., Ryan et al., 2001; He et al., 2010). While having provided many valuable insights into how the shelfbreak system works, in situ observations are limited by both temporal and spatial coverage, whereas remote sensing is compromised by clouds and limited by its inability to measure the subsurface (e.g., Miles et al., 2009; He et al., 2010).

In this study, we utilize a coupled biophysical model to study MAB shelfbreak physical and biological dynamics and their associated seasonal and interannual variability. The hydrodynamics is simulated by a recently developed 3-dimensional, high resolution MAB shelfbreak circulation model described by Chen and He (2010), while the ecosystem dynamics is modeled by the size-structured biological model described in Lima and Doney (2004) and Lehmann et al. (2009). We performed a multi-year coupled model hindcast spanning from 2004 to 2007. The resulting time and space continuous physical and biological fields are used for several detailed process analyses. In Section 2 we give a brief description of both physical and biological models. Model validation against satellite observations is presented in Section 3. Causes of temporal and spatial
variability of physical, biological and nutrient fields are discussed in Section 4, followed by a discussion and summary in Section 5.

2. Methods

2.1. The circulation model

The MAB shelfbreak circulation model was configured based on the Regional Ocean Modeling System (ROMS, Haidvogel et al., 2008; Shchepetkin and McWilliams, 2005). The model domain encompasses the MAB shelfbreak offshore of Nantucket Shoals in the northeast and Hudson Canyon in the southwest (Figure 1). Within the domain, the water depth ranges from 30 to 3000 m. The horizontal resolution of the model is 1 km. 36 terrain-following vertical levels are used in the water column with higher resolution near the surface and bottom to better resolve both ocean surface and bottom boundary layers. The minimum (maximum) model vertical spacing is 0.8 m (211 m) in the boundary layer (the mid-water column).

The MAB shelfbreak ROMS is one-way nested inside a regional-scale Middle Atlantic Bight and Gulf of Maine ROMS (hereafter MABGOM ROMS) described and validated by He and Chen (submitted). Along the 4 open boundaries of the shelfbreak ROMS, we use the method of Flather (1976) to specify the free-surface and depth-averaged velocity with MABGOM ROMS solutions plus M2 tidal harmonics from an ADCIRC tidal simulation of the western Atlantic (Luettich et al., 1992). For boundary temperature, salinity, and baroclinic velocity, an Orlanski-type radiation condition (Marchesiello et al., 2001) is applied. Surface momentum and buoyancy forcing comes from a standard bulk flux calculation (Fairall et al., 2003) using the NOAA NCEP North American Regional Reanalysis (NARR) archive that includes air temperature, relative humidity, air pressure, short wave radiation, long wave radiation, cloud coverage, precipitation and surface wind speed. We applied the method of Mellor and Yamada (1982) to compute vertical turbulent mixing, as well as the quadratic drag formulation for the bottom friction specification.
2.2. The biological model

The size-structured biological model of Lehmann et al. (2009), which is based on the model of Lima and Doney (2004), is used to simulate the dynamics of picophytoplankton, diatoms, zooplankton, large detritus, small detritus, and the inorganic nutrients: nitrate and ammonium in the MABGOM domain. The nitrogen and carbon content of phytoplankton, zooplankton and detritus are tracked in the model. Chlorophyll content of the picophytoplankton and diatom groups are variable. Phytoplankton grow as a function of light, inorganic nitrogen concentration and temperature. The intracellular ratios of nitrogen, carbon and chlorophyll for phytoplankton are based on Geider et al. (1998) but modified to include both nitrate and ammonium (Lima and Doney, 2004). In addition to being grazed, small and large phytoplankton are converted into small and large detritus, respectively, through a combination of linear and quadratic loss terms. A combination of linear and quadratic terms also describes the losses from zooplankton to detritus. Decomposition of detritus to ammonium by heterotrophic bacteria is parameterized using a linear remineralization rate. Large detritus sinks at a rate of 10 m d$^{-1}$, while small detritus and all other biological variables do not sink. For simplicity and model stability, the diverse zooplankton population is parameterized in a single zooplankton compartment with an S-shaped grazing function (Holling-type III) and a quadratic mortality term. The interested reader is referred to Lima and Doney (2004) and Lehmann et al. (2009) for more detailed biological equations and parameterizations.

The shelfbreak biological model is embedded in its MABGOM counterpart in the same fashion as the one-way circulation downscaling described above. Its initial and boundary conditions were derived from the MABGOM biological simulation of Lehmann et al. (2009). The coupled simulation was initialized on December 1\textsuperscript{st}, 2003 and run continuously to November 19\textsuperscript{th}, 2007. For model validation and analyses described in the following sections, we focus on the period of January 2004 to November 2007.

3. Model-Data Comparisons

Extensive comparisons between observed and simulated shelfbreak hydrodynamics have been presented in Chen and He (2010). Validations show that the
MAB shelfbreak ROMS has decent skill in resolving synoptic, seasonal and interannual variability of the shelfbreak circulation, lending confidence that the biological simulation is couched in a realistic physical environment.

Satellite ocean color observations provide crucial information for validating biological model solutions. In this case, we used Aqua MODIS (Moderate Resolution Imaging Spectroradiometer) monthly mean chlorophyll data. This 4-km resolution MODIS dataset was mapped onto the shelfbreak model domain (Figure 1). The time series of domain-averaged chlorophyll concentration from both MODIS and our model simulation were compared to examine how well the model resolves seasonal and interannual variations.

The MODIS observations show that maximum surface chlorophyll concentration (ca. 1.5 mg m\(^{-3}\)) occur from March to May (Figure 2) during the spring bloom. The surface chlorophyll concentration then declines to its annual minimum in summer (July to September) as the result of zooplankton grazing, and nutrient depletion associated with the development of summer stratification (e.g., Walsh et al. 1987; Sosik et al. 2001) In the fall, increased mixing due to storms and convective cooling break down the thermal stratification. The consequent introduction of deep water nutrients into the euphotic zone stimulates a fall bloom that is discernable in October-November (O'Reilly and Zetlin 1998; Yoder et al. 2002). The maximum chlorophyll concentration in fall is about a half of the spring peak value. Simulated chlorophyll fields closely resemble these observations (Figure 2). Indeed, the model captures the chlorophyll seasonal evolution well, with values generally falling within 1 standard deviation of their observational counterparts throughout almost the entire year. A discrepancy is seen in the winter when the model overestimates chlorophyll concentration. This is likely due to excessive winter mixing produced by the turbulence closure scheme (He and Chen, submitted), an aspect we seek to improve in a future effort.

A more robust statistical skill assessment of the temporal evolution of the domain-averaged surface chlorophyll is shown by year in the form of a Taylor diagram (Taylor, 2001), where correlation coefficients, centered root mean square differences (RMSD) between observed and simulated domain-averaged chlorophyll concentration, and
normalized standard deviations are all presented in a single plot (Figure 3). Except for 2007, the correlation coefficients between the model and data are all larger than 0.5 and all centered RMSD are less than one. The standard deviation of the simulated 2005 time series of surface chlorophyll concentration is close to that of the observations, while for other years, the values are generally smaller indicating that the model slightly underestimates observed temporal variations in the surface chlorophyll field.

Model skill is further investigated by comparing observed and simulated spatial patterns in their respective seasonal means (Figure 4). Both are obtained by averaging over a 4-year period (2004-2007). In spring, the phytoplankton bloom spreads over the entire shelfbreak domain. Elevated chlorophyll concentrations are found on Nantucket Shoals, probably due to nutrient supply induced by strong tidal mixing (He and Wilkin, 2006). The model shows an elevated chlorophyll concentration at the shelfbreak; while this feature is less obvious in the relatively coarse resolution (4-km) seasonal mean satellite image, it is consistent with previous studies (e.g., Ryan et al. 1999a) showing the occurrence of shelfbreak chlorophyll enhancement during the spring season. In the summer, there is a minimum of chlorophyll at the surface in the entire study domain except the Nantucket Shoals region. In the fall, the breakdown of stratification allows deep-ocean nutrients to reappear in the upper water column, stimulating a region-wide fall bloom that leads to higher chlorophyll concentrations relative to summer conditions. In winter, surface chlorophyll concentrations decline again compared to the fall. The decline is associated with both light and nutrient limitation. These comparisons of seasonal maps show that the model is generally able to reproduce the seasonal evolution and spatial characteristics of the MAB shelfbreak chlorophyll fields.

Together, all comparisons (Figures 2-4) indicate that our size-structured shelfbreak biological model has some intrinsic skill in resolving the spatiotemporal variations of surface chlorophyll in the MAB shelfbreak region, providing us the confidence to use a 4-year hindcast to further characterize the physical and biological dynamics at the MAB shelfbreak.
4. Discussions

4.1 Seasonal and interannual variability of biological dynamics

We begin by focusing on the variations of simulated nutrient (nitrate and ammonium), phytoplankton (picophytoplankton and diatom) and zooplankton concentrations in the upper water column. For this analysis, all these fields are vertically averaged over the upper 50 m (for regions where local water depths are less than 50 m, the entire water column is used in averaging). Subsequently, they are also averaged over the entire model domain.

A. Seasonal variability

Clear seasonality in the upper water column is seen in all variables except ammonium (Figure 5). The highest nitrate concentration occurs in late winter and early spring. The annual maximum nitrate concentration varies from 1.5 to 3 mmol m\(^{-3}\) over the study period. While the nitrate nutrient is abundant, phytoplankton growth is apparently inhibited by light limitation. In fact, the phytoplankton bloom does not start until the following spring season when both sufficient light and nutrients are present. Maximum phytoplankton concentrations are seen from March to May, approximately 1-2 months after the peaks in nutrient concentration. Among the phytoplankton groups, picophytoplankton show less seasonal variability with an averaged concentration of roughly 0.5 mmol N m\(^{-3}\). The diatoms show a more pronounced seasonal cycle. Their peak values are around 1.5 mmol N m\(^{-3}\), thus contributing more to the total phytoplankton variability. Zooplankton blooms begin in May-June, lagging phytoplankton blooms by approximately one month. The yearly maximum concentrations range from 0.3 to 0.4 mmol N m\(^{-3}\).

In the summer, nutrients are depleted in the upper water column. Consequently, both phytoplankton and zooplankton concentrations reach their annual minima. Stronger mixing events in the fall allow some regenerated deep water nutrients to enter the euphotic zone, which stimulate a weaker phytoplankton fall bloom, followed by a more discernable zooplankton bloom in November. Indeed, the seasonal evolution of nutrients,
phytoplankton and zooplankton underscore the fact that the availability of nutrients influences the timing and distribution of plankton blooms at the MAB shelfbreak.

B. Interannual variability

We next focus on the interannual variability of nutrient budgets (Figure 6). In 2004 and 2005 the overall spring nutrient concentration (ca. 2 to 3 mmol N m\(^{-3}\)) is twice that in 2006 and 2007 (ca. 1 to 2 mmol N m\(^{-3}\)). As a result, the phytoplankton spring bloom is strongest in 2004 and weakest in 2007.

Temporally averaged nutrient fields during late winter and early spring (February-April) of each year allow quantification of interannual nutrient variability with respect to its 4-year (2004-2007) mean. The mean nutrient pattern is characterized by higher concentrations (ca. 3 mmol N m\(^{-3}\)) in the northeastern corner of our shelfbreak domain (Figure 7, top left panel). Combined with existing knowledge of regional mean circulation (e.g., Lentz, 2008), this pattern indicates a nutrient input from upstream coastal areas (e.g., Georges Bank). The across-shelf nutrient field along the Nantucket transect (Figure 7, top right panel) further indicates that nutrient concentration increases with depth, and that there is a “nutrient pool” shoreward of the shelfbreak. These “mean” states are comparable with in situ synoptic observations collected in the same region (Hales et al., 2009; Gawarkiewicz et al., 2010).

With respect to mean nutrient conditions, 2004 is characterized as a positive anomaly year. Nutrient contents over the entire shelf (both surface and sub-surface) are higher by ca. 1 mmol N m\(^{-3}\). A similar situation is observed in 2005, although the higher anomalies are primarily located seaward of the shelfbreak. In contrast, 2006 and 2007 are characterized as negative anomaly years. For most areas of the shelfbreak domain, nutrient content in these two years are ca. 1 mmol N m\(^{-3}\) less than the mean conditions.

C. Dominant modes of variability

To quantify the dominant modes of nutrient and plankton variability in the upper water column (50 m), and their intrinsic linkages, we removed their temporal means and applied Empirical Orthogonal Function (EOF) analysis to their residuals. Temporal mean phytoplankton and zooplankton fields resemble the mean nutrient distribution (Figure 8,
upper panels). For all three variables, high concentrations occur near the upstream (northeastern) boundary of the shelfbreak domain. Maximum values for both phytoplankton and zooplankton are located in the northern corner of the domain (Nantucket shoals), shoreward of the nutrient maxima.

The first EOF mode of the surface nutrient field accounts for 87% of the variance, highlighting an apparent shelfbreak nutrient enhancement pattern. Its corresponding first principal component (PC1) shows the shelfbreak surface nutrient content reaches its peak value in the late winter and early spring (Feb-Apr), and then becomes depleted in the summer. The first EOF modes of phytoplankton and zooplankton account for 82% and 73% of the variance, respectively. For phytoplankton, the largest EOF values are located further downstream along the shelfbreak, whereas for zooplankton, the largest EOF values are nearly collocated with those of the nutrient EOF. Such differences in spatial distribution are presumably a result of the zooplankton grazing on phytoplankton.

Together, the PC1s of surface nutrient, phytoplankton and zooplankton highlight some interesting phase-locked patterns. Except for spring 2004, the nutrient variations generally lead phytoplankton variations by ca. 2 months, which in turn leads zooplankton variations by ca. 1 month. Consistent with Section 4.1.a, the EOF analysis indicates that shelfbreak plankton variation is influenced by the timing and distribution of nutrient supply. We note the second EOF modes of nutrient, phytoplankton and zooplankton representing other dynamical processes, account for only 6%, 7%, and 12% of their respective variances.

A similar EOF analysis (Figure 9) was performed on across-shelf nutrient, phytoplankton and zooplankton distributions along the Nantucket transect (location in Figure 1). The temporal mean nutrient field shows the nutricline is at about 50 m, with waters shallower than 50 m largely depleted of nutrients. This pattern is consistent with recent nutrient observations taken in the same area (Gawarkiewicz et al., 2010). The mean states of phytoplankton and zooplankton are similar in their across-shelf distribution. As a result of light limitation, phytoplankton accumulate mostly in the upper 100 m, as do their predators zooplankton.

The first EOF mode of cross-shelf nutrient residual (after temporal mean removed) accounts for 58% of its variance. The largest variation is located on the mid-shelf,
centered at the 80-100 m isobath. This feature is collocated with the MAB “cold pool” (Beardsley and Flagg, 1976; Houghton et al., 1982) and the shoreward edge of the mean position of the foot of shelfbreak front (e.g., Linder and Gawarkiewicz, 1998). Earlier studies suggested high levels of nutrient regeneration (Rowe et al., 1975; Rowe et al., 1977; Harrison et al., 1983) in this area. This is supported by time series of PC1 for simulated nutrient and plankton, insofar as nutrient anomalies peak after phytoplankton and zooplankton anomalies peak. The first EOFs of phytoplankton and zooplankton explain 69% and 80% of their variances, respectively, both showing the largest variations in the upper water column. For both phytoplankton and zooplankton EOFs, their subsurface variations are slightly out-of-phase (i.e., having opposite signs) from their upper water column counterparts. This is probably due to the plankton self-shading effect that when large concentrations of plankton accumulate near the surface, the growth of plankton at the subsurface can be inhibited (Tailing, 1960; Jewson, 1977; Shigesada and Okubo, 1981; Huisman, 1999).

4.2. Physical control on nutrient delivery

Because the nutrient supply appears to be a central driver of MAB shelfbreak plankton dynamics, the exact mechanisms by which the shelfbreak circulation affects nutrient delivery are crucial for understanding shelfbreak ecosystem dynamics and its associated interannual variability.

We used the upper 50 m nutrient concentration within the domain as an indicator of nutrient content. The nutrient flux across the northeastern boundary of the model domain was calculated to represent the upstream nutrient input. The variability of monthly mean nutrient content at the MAB shelfbreak is found to be well correlated with the monthly mean upstream nutrient influx (Figure 10). The correlation coefficient between the two normalized time series is 0.92 (significant at the 95% confidence level). We note the nutrient content peaks in a time window from November through April. The cause for this feature has both atmospheric and oceanic origins. On one hand, stronger local wind forcing in winter and spring deepens the mixed layer, making more deep-ocean nutrient available to the upper water column. On the other hand, the shelfbreak jet
reaches its highest intensity in spring (Linder et al., 2004; Chen and He, 2010), maximizing the upstream nutrient influx into the MAB shelfbreak area. Taking 0.25 ms\(^{-1}\) as the mean shelfbreak jet speed in spring, it would take it about a week for a fluid parcel in the jet to traverse the shelfbreak domain under study. Because monthly values were used in Figure 10, such a time lag between local upper water-column N content and N-influx from the shelfbreak jet is not discernable. However, inflow velocities are much weaker both seaward and landward of the shelfbreak jet, thereby yielding much longer residence time of such fluid. The lack of a temporal lag between upstream nutrient input and the domain-averaged inventory may also reflect the impact of vertical mixing on upper ocean nutrient content. Indeed, time periods of increasing (decreasing) nutrient inventory in the upper 50m coincide with time periods of mixed layer depths deeper (shallower) than 50m (Figure 10). Moreover, interannual variations in nutrient content are correlated with mixed layer depth: deeper mixed layers in 2004 and 2005 are associated with larger inventories of nutrients than 2006 and 2007. Covariance between upstream nutrient input and the domain-averaged nutrient content can be explained by the same locally-forced nutrient input pertaining to the outer MABGOM domain used to specify the boundary conditions for the shelfbreak model.

The bottom boundary layer (BBL) convergence associated with the shelfbreak secondary circulation can be used to indicate the intensity of near bottom vertical advection (Chapman and Lentz, 1994; Pickart, 2000; Linder and Gawarkiewicz, 2004). To confirm the relationship between the BBL convergence (\(\nabla \cdot \vec{v}_{\text{bottom}}\)) and upper ocean nutrient content, we computed their temporal correlation coefficients point-by-point over the entire model domain. The resulting map (Figure 11) reveals high positive correlation (\(r>0.7\) at 95% confidence level) along the shelfbreak, suggesting that the upper ocean nutrient content is affected by BBL convergence.

Assuming the upstream nutrient concentration stays the same, the nutrient flux supplied by the shelfbreak jet is proportional to its strength, which we can quantify by means of the total kinetic energy (TKE=(u\(^2\)+v\(^2\))/2). The 4-year Feb-Apr mean of depth-averaged TKE (\(<\text{TKE}\>) Figure 12, top left panel) clearly depicts the shelfbreak jet structure. The 4-year mean seasonal alongshore velocity (\(<U>\)) at the Nantucket transect
(Figure 12, top right panel) shows that the core of the shelfbreak jet extends to 10-20 m below the surface with a maximum speed of 0.25 ms$^{-1}$. Interannual variability (Figure 12, all other panels) can be gleaned from anomalies (TKE’ and U’) of individual spring in each year relative to their 4-year mean seasonal $<\text{TKE}>$ and 4-year mean seasonal alongshore velocity $<\text{U}>$ fields. We see spring 2004 in particular is characterized by a much stronger shelfbreak jet and higher TKE (i.e., the largest positive anomalies). In contrast, spring 2007 has the weakest jet and much lower TKE over the entire shelf (i.e., the largest negative anomalies).

Earlier studies have shown that the MAB shelfbreak jet is primarily buoyancy-driven with its interannual variability controlled by large scale hydrography (e.g., Chapman, 1986; Chapman and Beardsley, 1989; Loder et al, 1998; Gawarkiewicz and Chapman, 1992; Chapman and Lentz, 1994; Chapman, 2000). Simulated hydrographic conditions (not shown) over the 4-year hindcast period reveal shelf waters in spring 2004 are ca. 0.5 °C cooler and ca. 0.4 PSU saltier than their respective 4-year mean seasonal temperature and salinity fields. In comparison, the simulated shelf water is ca. 0.5 °C warmer and ca. 0.3 PSU fresher in spring 2007. Such interannual variability in local hydrography may be in part traced back further upstream. For instance, fresh water runoff from major rivers (Penobscot River, St. Johns River, Kennebec River, Androscoggin River and Merrimack River) in the Gulf of Maine is generally larger in 2006-2007 than in 2003-2004 (USGS river gauge data, not shown). Conceptually, the presence of relatively denser (saltier and warmer) shelf waters in 2004 favors a bottom-advected plume (Chapman and Lentz, 1994; Yankovsky and Chapman, 1997), whereas the presence of relatively lighter (warmer and fresher) shelf water in 2007 favors a surface-advected plume near the shelfbreak. The shelfbreak isopycnal tilting is steeper in the bottom-advected plume scenario, favoring a larger cross-shelf density gradient, and thus a stronger shelfbreak jet in 2004 than in 2007.

4.3. Nutrient budget diagnostics

The dynamic details of the nutrient field can be further analyzed through term-by-term diagnosis of its governing equation in the model:
\[
\frac{\partial N}{\partial t} = -(u \frac{\partial N}{\partial x} + v \frac{\partial N}{\partial y}) - w \frac{\partial N}{\partial z} + \frac{\partial}{\partial z} \left( K \frac{\partial N}{\partial z} \right) + \text{HDIFF} + \text{Source} - \text{Sink}
\]

By examining the relative importance of horizontal advection (HADV: \(- (u \frac{\partial N}{\partial x} + v \frac{\partial N}{\partial y})\)), vertical advection (VADV: \(- w \frac{\partial N}{\partial z}\)), vertical diffusion (VDIFF: \(\frac{\partial}{\partial z} \left( K \frac{\partial N}{\partial z} \right)\)), horizontal diffusion (HDIFF), and source minus sink (SmS) terms for the local rate of change (\(\frac{\partial N}{\partial t}\)), we seek to quantify key dynamic processes that dominate the shelfbreak nutrient balance.

For comparison, we perform such an analysis for both 2004 and 2007, during the early spring season (Feb-Apr) when the shelfbreak jet is strongest (Linder et al., 2004; Chen and He, 2010). Figure 13 shows the seasonal averages of each term along the Nantucket transect for both years. The local rate of change (\(\frac{\partial N}{\partial t}\)) terms in both years show the nutrient decreasing near the surface, reflecting nutrient uptake that exceeds supply to the upper water column.

The HADV term represents horizontal nutrient transport. We note that cross-shelf advection \(- v \frac{\partial N}{\partial y}\) is much smaller than along-shelf advection \(- u \frac{\partial N}{\partial x}\) (not shown), so positive values of HADV reflect along-shelf nutrient input from upstream. At the location of the shelfbreak jet, positive HADV (on the order of \(10^{-5}\) mmol N \(\cdot\)s\(^{-1}\)) is seen near the surface in both springs, with values in 2004 much larger than in 2007. By definition, the along-shelf nutrient advection \(- u \frac{\partial N}{\partial x}\) is affected by interannual variability in both nutrient concentration (\(N\)) and shelfbreak jet (\(u\)) strength. Both aspects contribute to the interannual variability in the simulated fluxes, as the jet is stronger and background nutrient concentrations are higher in spring 2004 versus spring 2007 (Figures 7,12). HADV also contains significant vertical structure. For example, seaward of the shelfbreak jet, negative HADV is seen at depth in both springs. This is probably related to the opposing slope current at depth (Figure 12).
The shelfbreak break nutrient upwelling related to the secondary circulation and BBL convergence is represented by positive VADV values. We note that the model shows the mean vertical velocity at the shelfbreak is on the order of 10 m day$^{-1}$, a value comparable with the observation-based estimates (e.g., Houghton and Visbeck, 1998). In 2004, the positive VADV (on the order of 10$^{-5}$ mmol N·s$^{-1}$) at the shelfbreak extends from the foot of the shelfbreak front to the water column interior, and is significantly larger than the corresponding positive area of VADV in 2007, indicating nutrient upwelling due to the shelfbreak BBL convergence is stronger in 2004. Farther offshore (200m and deeper), the shelf slope BBL VADV is larger in spring 2007 than in spring 2004. In general, HADV and VADV are one order of magnitude larger than other diagnostic terms. But because they are nearly mirror images of each other, the sum of HADV and VADV (i.e., the total advection) is the same order of magnitude as the diffusion term, SmS, and the local rate of change ($\partial N/\partial t$).

The vertical diffusion term also shows significant contrast between 2004 and 2007. Larger positive VDIFF located in the surface in 2004 indicates stronger mixing that injects more nutrients to the upper water column, thereby providing a larger nutrient supply. Finally, the source minus sink (SmS) term represents biological processes, showing opposite tendencies between the upper (negative) and lower (positive) part of the water column. Consistent with earlier studies (e.g., Hopkinson, 1987; Fennel et al., 2006), these patterns suggest nutrients are being utilized by phytoplankton near the surface, and are being regenerated at depth.

5. Summary and Conclusion

We coupled a size-structured ecosystem model with an existing three-dimensional high resolution circulation model (Chen and He, 2010) for the MAB shelfbreak region. This coupled biophysical model is nested within an existing coupled size-structured ecosystem model (Lehmann et al. 2009) for the Middle Atlantic Bight and Gulf of Maine (MABGOM). The shelfbreak coupled biophysical model was used to hindcast the MAB shelfbreak circulation and ecosystem variations from December 2003 to November 2007. Favorable comparisons with MODIS-AQUA chlorophyll observations indicate that the
coupled model can resolve the physical and biological dynamics at the MAB shelfbreak front. Time and space continuous hindcast fields from January 2004 to November 2007 were then used to investigate the seasonal and interannual characteristics of the MAB shelfbreak frontal circulation and ecosystem variability.

Consistent with previous studies (e.g., Marra et al. 1982, 1990; Ryan et al. 1999a, 1999b; Gawarkiewicz et al., 2010), our model hindcast and EOF analysis suggest that there is a biomass enhancement at the shelfbreak. Region-wide upper water column nutrient content peaks in late winter and early spring. The phytoplankton spring bloom starts 1 - 2 months later, followed by a zooplankton bloom in early summer. Increased mixing in the fall season allows subsurface nutrient injection to the euphotic zone, stimulating a second but smaller phytoplankton bloom and subsequent zooplankton bloom.

Focusing on the early spring season (Feb-Apr), our analysis shows strong interannual variability of nutrient supply at the MAB shelfbreak. Specifically, the spring of 2004 and 2005 were relatively nutrient-rich, whereas the spring of 2006 and 2007 were relatively nutrient-poor. The cause for this feature has both atmospheric and oceanic origins. On one hand, stronger local wind mixing in winter and spring of 2004 and 2005 deepened the oceanic mixed layer depth up to 100 m, making more deep-ocean nutrient available to the upper water column. On the other hand, the shelfbreak jet was stronger in spring 2004 and 2005, allowing more effective alongshore advection of nutrients from upstream. In addition to surface mixing and horizontal advection, vertical advection associated with the shelfbreak bottom boundary layer (BBL) convergence is another contributing factor for the upper water column nutrient content. This is confirmed by significant positive temporal correlation between the BBL convergence ($\nabla \cdot \vec{V}_{\text{bottom}}$) and upper ocean nutrient content.

Nutrient budget diagnostics for spring 2004 and 2007 along the Nantucket transect highlighted not only complex vertical structures of various dynamical terms (processes), but also significant variations in magnitude between the two years. Because nutrient advection ($-u \frac{\partial N}{\partial x} - v \frac{\partial N}{\partial y} - w \frac{\partial N}{\partial z}$) is affected by interannual variability in both nutrient concentration ($N$) and shelfbreak current ($u, v, w$), it is difficult to distinguish the
two effects in the present study, In the future, an idealized modeling investigation using the same nutrient background state (N) will be pursued to further quantify the relative contributions of shelfbreak jet (u) and local shelfbreak upwelling (w) to the variation of shelfbreak nutrient content.

Although not analyzed explicitly in this study, interannual variability of the MAB shelfbreak circulation is also influenced by warm core rings. In summer 2006 for instance, a large warm core eddy impinged on the shelfbreak, slowing down the shelfbreak jet. Details of that process will be presented in a separate correspondence (Chen and He, in preparation).

Our study demonstrates that realistic coupled biophysical modeling can offer a powerful tool to better understand and quantify complex physical and biological processes in an energetic shelfbreak environment. We note however that the complexity of the food web and uncertainties in parameterizations impose some limitations on coupled biophysical modeling. For example, the exclusion of the silicate compartment in our ecosystem model may reduce the accuracy of the simulated diatom population. Improvement in shelfbreak marine ecosystem prediction clearly requires refinement of model parameterizations, advanced observational infrastructure together with sophisticated techniques for data assimilation. In that regard, the emerging MAB shelfbreak Pioneer Array (a part of the Ocean Observatory Initiative from the National Science Foundation) and new in situ observations it is about to collect would be most valuable.
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Figure 13. The shelfbreak model domain (box) and the location of Nantucket transect discussed in the following sections (solid line). Also shown is a satellite (Jason1) sub-track (dotted line). The thick line along the northeastern boundary defines the location of the upstream nutrient input calculation. Local isobaths are also shown in light gray.
Figure 2. Monthly domain-averaged surface chlorophyll from the shelfbreak model (red) and Aqua-MODIS data (blue, with one standard deviation).
Figure 3. Taylor Diagram for domain-averaged surface chlorophyll concentrations from 2004 to 2007. Radial distance represents the ratio of simulated to observed standard deviations, and azimuthal angle represents model-data correlation. Green arcs represent centered root mean square difference between model and data.
Figure 4. Seasonal surface chlorophyll comparisons based on simulated and observed 4-year mean results. Shown in the left column are model results and those in the right column are MODIS observed results, with the model domain overlaid (black box). 100 and 200 m isobaths are also shown (white curves).
Figure 5. Monthly mean time series of nutrient, phytoplankton and zooplankton components simulated by the model.
Figure 6. Inter-annual evolution of domain-averaged nutrient concentration (upper panel) and phytoplankton concentration (lower panel) at the MAB shelfbreak.
Figure 7. Inter-annual variability of nutrient concentration. Shown in the left from top to bottom are the spring mean upper water column (upper 50 m average) nutrient field averaged over 2004-2007, and the corresponding nutrient anomaly fields in springs 2004 through 2007 relative to their 4-year mean. Shown in the right from top to bottom are the spring mean nutrient field along the Nantucket transect, and the corresponding across-shelf nutrient anomaly fields in springs 2004 through 2007 relative to their 4-year mean. Also shown in the left panels are the location of the Nantucket transect, and 100 and 200 m isobaths (white curves).
Figure 8. EOF analyses of upper water column (averaged over the upper 50 m) nutrient, phytoplankton and zooplankton fields. Mean fields are shown in the top panels, the first EOF modes with the variance they account for (also shown in the brackets are percentages of 2nd mode variance) are shown in the middle panels and their corresponding 1st principle components are shown in the bottom panels. Also shown are isobaths (gray curves) with 200 m isobath highlighted in white.
Figure 9. EOF analyses of nutrient, phytoplankton and zooplankton along the Nantucket transect. Their temporal mean fields are shown on the top panels, the first EOF modes are shown in the middle panel with the variance they account for (also shown in the brackets are percentages of 2nd mode variance) and the corresponding 1st principle components are shown at the bottom panels.
Figure 10. Monthly means of domain-averaged upper 50 m nutrient concentration (solid line), the upstream nutrient influx (dashed line), and mixed layer depth from 2004 to 2007. Both N-influx and local N time series are normalized, whereas the domain-averaged, monthly mean MLD is not and has unit of meter.
Figure 11. Spatial correlations between the bottom convergence and NO3 concentration in the upper 50 m. Also shown are isobaths (gray curves) with 100 and 200 m isobaths highlighted in white.
Figure 12. Inter-annual variability of total kinetic energy (TKE: left column) and shelfbreak jet (right column). The top two panels show the spring mean TKE and shelfbreak jet velocity (across the Nantucket transect; positive means westward flow) averaged over 2004-2007. The following panels show the anomaly fields of TKE and shelfbreak jet in springs 2004 through 2007 relative to their respective 4-year means. Also shown in the left hand panels are 100 and 200 m isobaths (white curves) and location of Nantucket transect (black line). The mean $<u>$ and anomaly $u'$ alongshelf transport values are given in the right-hand panels.
Figure 13. Term-by-term diagnostic analysis of nutrient equation. Shown from left to right are the local rate of change ($\partial N/\partial t$), horizontal advection (HADV), vertical advection (VADV), vertical diffusion (VDIFF), and biological source/sink (SmS) terms averaged over the early spring season (February-March-April) in year 2004 (top panels) and 2007 (bottom panels). The unit for all these terms is mmol N·s$^{-1}$. The 34.5 isohaline is also shown in each figure as black curve to indicate the position of the shelfbreak front. Two gray vertical lines indicate the locations of 100 and 300m isobaths, between which the shelfbreak jet net nutrient budget terms are computed.
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Abstract

A shelf-wide realistic data assimilation system was constructed based on latest developed Regional Ocean Modeling System (ROMS) Incremental Strong constraint 4D Variational (IS4DVAR) data assimilation algorithms. The model (MABGOM) encompassing coastal ocean in Northeast US assimilates satellite observed sea surface height and sea surface temperature, in-situ temperature and salinity profiles from expendable bathythermograph, Argo floats, CTD stations and glider transects. Two-month continuous assimilation experiment was performed over April-May 2006, with the focus on Gulf Stream Warm Core Ring (WCR) event. The model skill was significantly refined via data assimilation. SSH (SST) RMS error over the entire assimilation period was reduced by 79% (65%). Comparisons against independent hydrographic data show 62% and 57% improvement for temperature and salinity respectively. The improvements in both observational space and remote areas indicate the successful application of ROMS-IS4DVAR. The data-assimilative MABGOM model well depicted the life span of the WCR and paved the road to further scientific analysis.

1. Introduction

The Mid-Atlantic Bight and Gulf of Maine encompasses the central part of northeastern North America from Cape Hatteras to Nova Scotia. This region lies in the western boundary confluent zone, with subpolar gyre and Labrador current/Scotia shelf water moving south, and subtropical gyre and Gulf Stream moving north, constituting a unique setting for a range of important interdisciplinary oceanography and environmental management issues.

Annual mean shelf transport estimated by Loder et al. (1998) shows that there is a systematic reduction in alongshore transport, varying roughly from 7.5 Sv in Labrador Sea to 0.7 Sv off Nova Scotia. There are further reductions in the net transport as Scotian shelf and slope water enter the Gulf of Maine (GOM), and subsequently move into the Middle Atlantic Bight (MAB). Such equatorward transport is accompanied by important yet highly complex cross-shelf transports between the shelf water and the Slope Sea. Several processes have been identified as contributors to the cross-shelf exchange, the most dramatic being Gulf Stream ring interactions with the shelf/slope water front. For
example, Joyce et al. (1992) indicates a single ring acting over a short time span (a couple of months) can account for the yearly shelf-ocean transport and flux exchange.

Understanding and quantifying the cross-shelf exchange in this region is critically important as a key to understand the distribution of material properties, particularly the heat-, salt-, nutrient- and carbon fluxes that are vital to the coastal ecosystem. While numerous observational studies (e.g., Morgan and Bishop, 1977; Churchill et al., 1986; Aikamn et al., 1988; Lentz, 2008) have led to significant progress of understanding, they are limited by temporal or spatial resolutions of observations. The objective of this study is utilizing recently developed data assimilation technique combining available in-situ and remote observation with numerical model to further investigate the costal circulation in the MABGOM region. Particularly, the shelf/slope exchange process during WCR event and WCR-shelfbreak interaction will be the focus of our study.

Our study consists of two parts: part 1 serves as introduction to the data-assimilative model including system setup, evaluation and validation; part 2 presents the interaction of a WCR with continental shelf and slope circulation. We will be focusing on 2006 warm core eddy event in the spring, which is one of the largest one in recent history, and hope to reproduce the WCR process over its life span. We will start in section 2 with the model used for MABGOM and present in section 3 a brief overview of theory underpinning the ROMS IS4DVAR system, as well as observational data and 4DVAR system setup. The system behavior and data assimilation results are described in section 4. Summary and conclusions are given in section 6.

2. Model and Configuration

The Regional Ocean Modeling System (ROMS) is a free-surface, hydrostatic, primitive equation model in widespread use for estuarine, coastal and basin-scale ocean applications (www.myroms.org/papers). ROMS employs split-explicit separation of fast barotropic and slow baroclinic modes, and is formulated in vertically stretched terrain-following coordinates using algorithms described in detail by Shchepetkin and McWilliams (2005) and Haidvogel (2008). A redefinition of the barotropic pressure-gradient term is also applied in ROMS to reduce the pressure-gradient truncation error. In the present study, our model domain encompasses both the Middle Atlantic Bight and
Gulf of Maine (hereinafter MABGOM model, *He and Chen* (in revision)), bounded by Cape Hatteras in the southwest and Nova Scotia in the northeast. Horizontal resolution is 10km along shelf and 6km cross shelf. Vertically, there are 36 terrain-following levels in the water column with higher resolution near the surface and bottom in order to better resolve ocean boundary layers. We applied the method of *Mellor and Yamada* (1982) to compute vertical turbulent mixing, as well as the quadratic drag formulation for the bottom friction specification.

Open boundary conditions were imposed using daily averaged data from HYCOM (Hybrid Coordinate Ocean Model) NCODA (Naval Research Laboratory Coupled Ocean Data Assimilation) product with 1/12° resolution and 32 vertical z-level. For barotropic mode, the Flather (1976) condition completed with an Orlanski radiation condition (*Chapman*, 1985) is used. For the baroclinic mode, practical aspects of TLROMS and ADROMS calculations prevent us from using the radiation OBC. Instead, clamped boundary conditions are used along with a sponge layer (with higher viscosity) near the boundary to attenuate any wave reflections produced by the clamped conditions. To better constrain the signal from open boundaries, climatological tracer nudging is also applied within the sponge layers, with a relaxation time scale of 2-day. Due to the systematic salinity bias on the continental shelf, NCODA dataset are corrected against HydroBase (*Curry*, 2001) climatology before serving as initial and boundary conditions as well as climatology (*He and Chen*, in revision). The annual mean of temperature and salinity from NCODA dataset are replaced by annual means from HydroBase while the daily variations are retained. In addition, along west and east open boundaries, HydroBase annual mean temperature and salinity are used to compute mean dynamic height and associated geostrophic transport to replace corresponding annual means from NCODA data.

Surface forcing data are provided from National Oceanic and Atmospheric Administration (NOAA) National Center for Environment Prediction (NCEP) North America Regional Reanalysis (NARR), which has spatial and temporal resolution of 35 km and 3 hour, respectively. Air-Sea fluxes of momentum and buoyancy were computed from the standard bulk flux formulas (*Fairall et al.*, 2003) using NARR archive including surface winds, air temperature, air pressure, relative humidity, air pressure, short wave
radiation, long wave radiation, cloud coverage and precipitation. Surface net heat flux is further corrected based on NOAA blended SST with a relaxation timescale of 0.5 day (He and Chen, in revision; Chen and He, 2010). Fresh water runoff from 9 major rivers in the area was also considered. These include St Johns River, Penobscot River, Kennebec River, Androscoggin River, Merrimack River, Connecticut River, Hudson River, Delaware River and Potomac River. For each of them, United State Geological Survey (USGS) real-time river runoff measurement was collected to specify freshwater volume transport.

The data assimilation experiment is based on the MABGOM forward simulation (He and Chen, in revision), from Jan 1st 2004 to Dec 31st 2007, after 2-month spin-up with HYCOM NCODA hindcast. The performance of data Assimilation relies upon the model physics to match the observations, therefore, the forward model must be capable of resolving the basic dynamics. Detailed model validations can be referred to He and Chen (in revision), in which the MABGOM forward solutions are compared to extensive observations including coastal sea level, satellite altimeter data, mooring data, glider hydrographic data, and long-term mean along-shelf currents. The mean dynamics and long term, low frequency variability of the MABGOM are captured well while the model has difficulty in simulating short duration processes because other than surface forcing there is no time-dependent connection with the actual circulation. The mean sea surface height anomaly over April to May in 2006 (figure 2) from the forward model compares well to that from the observations. They are both capable of capturing the mean basic hydrodynamic patterns in the MAB and GOM region at this time of the year. The Gulf Stream, the relative low SSH in the slope sea and relative high SSH along the coast which is probably related to the combined effect of river runoff and thermal expansion, are all well depicted. The model also resolves the mean Gulf Stream eddy, but the eddy position is more to the southwest and closer to Gulf Stream, compared to satellite observations. In order to better resolve the dynamical processes in the MAB and GOM, particularly the WCR, we will need data assimilation procedure to correct time-dependent flow of the model.
3. 4D Variational Data Assimilation

3.1. ROMS-IS4DVAR

The Regional Ocean Modeling System (ROMS) has been recently extended with 4D Variational Data Assimilation (4DVAR) functionality. The ROMS-4DVAR system including the original nonlinear model (NLROMS), tangent linear model (TLROMS) and adjoint model (ADROMS) provides opportunities for conducting various types of analysis on complex ocean circulations (Moore et al., 2004; Di Lorenzo et al., 2007; Powell et al., 2008; Broquet et al., 2009; Moore et al., 2011b).

The ROMS-IS4DVAR system is based on the incremental formulation described by Weaver et al. (2003). We present here an overview of important concepts of this system, to aid discussion in later sections. Specific details about the implementation in ROMS can be found in Powell et al. (2008) and Moore et al. (2011a). Let us denote the model state vector as \( \mathbf{x} \), composed of the prognostic variables: the sea surface height \( \zeta \) at all model grid horizontal locations, and the potential temperature \( T \) and the salinity \( S \), and the velocities \( (u, v) \), at all model grid 3D locations, such as \( \mathbf{x} = (\zeta, T, S, u, v)^T \) where superscript \( T \) denotes vector transpose. We represent the NLROMS symbolically as \( (\partial \mathbf{x}/\partial t) = \mathbf{M}(\mathbf{x}) \) where \( \mathbf{M} \) denotes the model operators.

The goal of 4DVAR is to identify the best estimate circulation, also referred to as the analysis or posterior, namely \( \mathbf{x}^a(t) \), that minimizes in a least-squares sense, the difference between the model and the observations and a background. The solution, \( \mathbf{x}(t_i) \), of NLROMS that describes \( \mathbf{x}^a \) will depend upon the choice of initial conditions, \( \mathbf{x}(t_0) \), surface forcing, \( f(t) \), and boundary conditions, \( b(t) \), all of which are subject to errors and uncertainties. As such, \( \mathbf{x}(t_0) \), \( f(t) \) and \( b(t) \) are referred as control variables, and the problem in 4DVAR is reduced to identifying the appropriate combination of control variables that yield the best estimate \( \mathbf{x}^a(t) \).

In the incremental 4DVAR approach, we seek to minimize the quadratic cost function \( J = J_b + J_o \), given by

\[
J_b = \frac{1}{2} \delta \mathbf{x}(t_0)^T \mathbf{B}^{-1} \delta \mathbf{x}(t_0) \tag{1}
\]

\[
J_o = \frac{1}{2} \sum_{i=1}^{N_{obs}} (\mathbf{G}_i \delta \mathbf{x}(t_i) - \mathbf{d}_i)^T \mathbf{R}_i^{-1} (\mathbf{G}_i \delta \mathbf{x}(t_i) - \mathbf{d}_i) \tag{2}
\]
Where $G_i$ is tangent linear model sampled at observational space. $d_i = y_i - H_i x(t_i)$ are the innovation vectors, where $y_i$ is $i$th observation in space and time, $t_i$ is the observation time, and $H_i$ is an operator that samples NLM trajectory at observation locations. $B_i$ and $R_i$ are respectively model background and observation error covariance matrix, as will be discussed later. We seek a solution $\delta x^a$ for which the total cost function the gradient of $J$ vanishes and $J$ reaches a minimum value. $\delta x^a$ is identified iteratively by solving a sequence of linear least squares minimizations (inner-loops) repeated with periodic updates of $G$ (outer-loops). In ROMS-4DVAR a conjugate-gradient (CG) algorithm based on Fisher (1998) is used to achieve the minimization. The minimization procedure is terminated when $\| \nabla J \| \leq \varepsilon$. This typically requires a large number of iterations which is generally not affordable, so instead the number of outer-loops and the number of inner-loops used during each outer-loop were fixed to yield a good estimate of the minimum of $J$. During each inner-loop, TLROMS is used to propagate the increments forward in time to evaluate (2), and ADROMS yields $\nabla J(\delta x)$, which is used by the CG algorithm to identify the minimum of $J$. The best estimate $\delta x^a$ will be found at the end of iteration. In this paper, the ROMS-4DVAR is allowed to adjust the initial, boundary and surface forcing, so the optimal increment $\delta x^a$ is applied to initial, boundary and surface conditions respectively after minimization process.

Data assimilation is typically performed over many assimilation cycles that span the entire analysis period (Figure 3), thus in each assimilation cycle the tangent linear approximation is valid given the relative short assimilation window. At the beginning of each assimilation window, the initial condition derived from previous window (or directly given for the first window) is used to compute a forecast with NLROMS. This forecast provides the background trajectory or the optimal model trajectory when observational data is only available to the last assimilation window. Then ROMS-4DVAR inner loop starts with CG algorithm to yield an estimate of optimal increment $\delta x^a$ which will be used to adjust control vectors. The adjusted control vectors are further used to compute the model trajectory after all designated outer and inner loops.
3.2. Observational data

Observations from various different instruments and satellite platforms were assimilated to constrain the WCR. These include:

*AVISO Sea Surface Height (SSH):* AVISO SSH anomaly is a merged product comprised of data from TOPEX/Poseidon, Jason-1, Envisat and GFO measurements. Original data are available every 3-4 days with horizontal resolution 1/3°. To better constrain the model, we linearly interpolated original data to daily basis. The anomalies are further converted to dynamic height by adding mean sea level computed from MABGOM simulation 2004-2007. Moreover, considering the date quality of satellite altimeter product, coastal data that lie shoreward 200m isobaths are excluded from assimilation. By eliminating coastal data, we hope to reduce relatively large uncertainties due to interpolation scheme and unrealistic model-observation misfit (*Figure 2*). An observation error standard deviation of 2 cm is used for SSH measurements, as it is the usual measurement precision associated with altimetric data.

*Blended SST data:* The SST product used is a blend of data from the GEOS, AVHRR and MODIS satellite instruments and was developed at the CoastWatch/NOAA Fisheries. Blended SST estimates were available from July 2002 every day as a 5 day mean product with horizontal resolution of 10 km. A standard deviation of 0.4 °C is used.

*In situ T and S profile data:* Quality controlled data from the European Union ENSEMBLES project (EN3) archived at the UK Met Office (*Ingleby and Huddleston*, 2007) were also used. Within the domain spanned by MABGOM, EN3 contains in situ observations from a variety of instruments, platforms and sources that include mechanical and expendable bathythermographs (denoted XBT), Argo floats, and Conductivity, Temperature, Depth (CTD) profiles from the World Ocean Data (WOD) 2005, the Global Temperature-204 Salinity Profile Program (GTSPP), and the USGODAE Argo Global Data Assembly Centers (GDAC). Other miscellaneous hydrographic data from volunteer observing ships are also included in EN3. 0.1°C and 0.1 psu are the observation error standard deviation for in-situ temperature and salinity data respectively.

*Endurance Line glider T and S data:* Repeated surveys over the shelf of New Jersey were conducted beginning in November 2003, along Rutgers University Endurance Line (*Figure 1*). The Endurance Line is approximately 120km long, generally extending from 20m isobaths to the shelfbreak. Hydrographic data were collected using a fleet of Slocum
Coastal Electric Gliders, which cycle from the surface to 3–5 m above the bottom while moving forward at an average speed of 24 km per day. The glider data (Castelao et al., 2008) used here are temporal averages of original Endurance line data which otherwise have durations of weeks. Six realizations (Apr 9th, 15th, 19th, 22nd, 29th and May 20th) of cross-section of temperature and salinity are assimilated. Observational error of 0.1 °C and 0.1 psu are used for temperature and salinity, respectively.

**Line-W CTD data**: Line-W, operated by Woods Hole Oceanographic Institution, is one component of long-term climate observing system located on the continental slope south of New England (Figure 1). Line-W contains an array of moored instruments and also shipboard observations. The temperature and salinity observations used in this study include 17 stations of shipboard CTD observation, from Oceanus cruise 421 in April 2006. The cruise covering from the shelfbreak to the slope started on Apr 5th and ended on Apr 15th 2006, during which period a Warm Core Ring was located in the slope sea. For CTD measurements, we used 0.1 °C and 0.1 psu as observational error for temperature and salinity respectively.

All observations are combined before assimilation, and were further respectively averaged to form “super observations” that within each model grid cell and at each timestep each type of observation only has one realization, to reduce data redundancy. The standard deviation of the observations that contribute to each super observation was used as a measure of the error of representativeness.

The spatial distributions of super observations of SSH, SST and UK MET office T/S profiles are shown in Figure 4. SSH and SST on the first day of DA run are shown while positions of all available in-situ temperature and salinity profiles are indicated by diamonds with color being their surface values. On Apr 1st, 2006, a Gulf Stream meander already formed and was located in the deep sea close to the continental slope region. The sea surface height in the center of the meander is ~0.6m higher than the surrounding slope sea and the surface temperature of the ring is ~10°C higher than ambient slope water. During the assimilation period, in-situ temperature profiles are available all across the MAB and GOM while more temperature profiles are located in the GOM. As for salinity observations, most of the data are available in the GOM and northern MAB. The temporal distributions of super observations (Figure 5) show the majority of observations feeding
the DA system are satellite observed SST with total number of realizations 574817. Due to the lower spatial resolution (~1/3 fold) and exclusion of coastal data, the number of SSH realizations is 41880. The in-situ temperature and salinity profiles contribute 23870 and 20243 observations. Endurance line glider data provide 4932 temperature and salinity realizations and Line-W CTD data have a number of 966 observations including both temperature and salinity. While the T/S profile data are less in number, they provide important subsurface information to correct model hydrodynamics.

3.3. Data Assimilation Setup

3.3.1. Covariance modeling

The parameterization of model background error covariance matrix $\mathbf{B}$ significantly determines the way that observational information is extrapolated to non-observational variables thus a proper $\mathbf{B}$ has critical influence on the data assimilation performance. $\mathbf{B}$ contains initial condition background (or prior) error covariance matrix $\mathbf{B}_x$, open boundary condition background error covariance matrix $\mathbf{B}_b$, surface forcing background error covariance matrix $\mathbf{B}_f$, and prior model error covariance matrix $\mathbf{Q}$ (serves for weak constraint 4DVAR). Each error covariance matrix can be expressed as $\mathbf{B} = \Sigma \mathbf{C} \Sigma$, where $\Sigma$ is diagonal matrix of error standard deviations, and $\mathbf{C}$ is a univariate correlation matrix.

The main source of background error is due to the model bias and spatial mismatch from the observations. Sensitivity experiments tell that in order for the forward model to resolve the circulation accurately, particularly the eddy pattern, climatological nudging is needed. Meanwhile, large climatological nudging would possibly introduce bias from HYCOM NCODA data, especially near coastal regions. To reduce model bias that might be induced from climatological nudging while at the same time reduce the model/observation mismatch, a trade-off configuration is implementing a nudging zone within the sponge layers along three open boundaries. Thus, the eddy information can be passed into the MABGOM model smoothly and a relative small nudging zone prevents much bias introduced into the model interior. The standard deviation $\Sigma$ is then computed on a monthly basis using MABGOM forward simulation over 2004-2007, such that the seasonal cycle is removed from $\Sigma$. The univariate correlation matrix is further factorized.
as \( C = \Lambda L_v^{1/2} L_h^{1/2} W^{-1} L_v^{T/2} L_h^{T/2} \Lambda \), where \( \Lambda \) is a matrix of normalization coefficients, \( L_v \) (\( L_h \)) is vertical (horizontal) correlation function, \( w \) is the diagonal matrix of grid volumes (Moore et al., 2011a). The correlation matrices, \( L_v \) and \( L_h \), with their associated normalization factors \( \Lambda \), were computed as solutions of diffusion equations following Derber and Rosati (1989) and Weaver and Courtier (2001). The length scales chosen for \( L_v \) and \( L_h \) represent the decorrelation scale from a typical increment, and are currently assumed to be homogeneous and isotropic. In current setup, a length scale of 50km is chosen for \( L_h \), which is a reasonable number since the focus here is the WCR. 30m is set as the length scale for \( L_v \). Theoretically, solutions will be smoother using larger length scales.

3.3.2. Assimilation cycle

To reproduce the warm core eddy event in summer 2006, we chose to run ROMS-4DVAR from Apr\(^1\)st, 2006 to May 31\(^{st}\), 2006, covering the entire life span of eddy, including Gulf Stream Meander, detachment of meander, formation of ring, interaction of WCR and shelfbreak, retreatment and re-attachment with Gulf Stream. An assimilation window of 3-day is chosen, short enough to guarantee tangent linear approximation (Wilkin et al., 2008; Powell et al., 2008; Broquet et al., 2009). Meanwhile, we choose 1-day as overlap between assimilation windows (Figure 3). Thus 3 days of observations can be utilized during each window and the starting snapshot of the 3\(^{rd}\) day serves as initial guess for the next assimilation window. Via overlapping, more observational data are used (compared to no-overlap case) and the initial condition for the next window should not drift too far from observations. So that during the assimilation period, 30-window of assimilation were performed individually and the posterior information can be carried on from one window to the next.

The number of inner- and outer-loops used is a trade-off between computational cost, the level of convergence of the CG algorithm, and the need to update the cost function shape. Sensitivity experiments found that using several outer-loops had a weak influence on the cost function convergence, in that for a given total number of loops (i.e. the product of the number of inner-loops and outer-loops), the final cost function was similar.
irrespective of the combination of inner- and outer-loops. In our case, we chose 2 outer loops and 8 inner loops for each assimilation window. So the nonlinearity will be updated one time during assimilation windows. We also found that ~ 16 loops in total (inner-times outer-loops) was sufficient to yield an acceptable estimate for the minimum of $J$, in the sense that the rate of change in $J$ indicated that differences between its final value and the optimal solution are small (less than 1%) compared with the difference between the initial and final values.

4. Results

4.1. Cost function behavior

By minimizing the cost function to seek an optimal value, in a least square sense, we obtain the solution that best represents the observations. This is the essential goal of 4DVAR. The performance of MABGOM 4DVAR system can be initially evaluated based on cost function evolutions (Figure 6). As we can see, during the first assimilation window starting on April 1st, 2006, the total cost function is effectively reduced. The maximum reduction of cost function lies in the first 5 inner loops, with percentage of reduction ranging from more than 40% to about 5%. After 10 inner loops, the reduction of cost function stays below 5% and approaches zero in the 16th inner loop. This suggests in our case 2 outer loops with 8 inner loops is good enough to yield a good minimization of cost function. The theoretical minimum value $J_{\text{min}}$ of total cost function $J (J_b + J_o)$ is estimated as $N_{\text{obs}}/2$ (Weaver et al., 2003), in which $N_{\text{obs}}$ is the number of assimilated observations in each window. In our case, after 16 inner loops, the final value of cost function is above the theoretical value, which is common in 4DVAR data assimilation. By data assimilation, we expect to decrease the difference between the model and observation and the cost function will become smaller with assimilation window moving on. The total cost function (Figure 6) in the last assimilation window is smaller than that in the first window and the final value approaches the $J_{\text{min}}$, indicating a good fitting to the observations. Overall, total reductions of 80% and 69% of cost functions in window 1 and window 30 respectively indicate the DA system efficiently reduced the model error. Meanwhile, the final value of non-linear cost function approximately coincide with $J$, indicating the choice of 3-day for tangent linear approximation is well-grounded.
The behavior of cost function depends closely on the parameterization of B and R. In our DA experiments, background cost function \( J_b \) is much larger than observational cost function \( J_o \). This indicates that the background error B, which is estimated intrinsically based on MABGOM forward model hindcast, is relatively overestimated. As a result, \( J_o \) dominates \( J \) and \( J_b \) continues to increase even though \( J \) already approaches its minimum, which will lead the model to deviate from its background value. Sensitivity experiments show termination of DA at 16th inner-loop would prevent too much deviation of the model and yield good fitting of total cost function. The overall performance of cost functions in both windows shows our choice of background error and observational error appears justified.

4.2. Assimilation Statistics

4.2.1. Surface Performance

The improvement of simulated circulation from MABGOM 4DVAR system can be evaluated by Root Mean Square Error\( \sqrt{\frac{1}{N} \sum_{i=1}^{N} (x_i - y_i)^2} \) (RMSE, thereafter). \( x_i \) and \( y_i \) are the \( i \)th model data and observation data at the time and location of observation. Prior and posterior RMSE in the entire assimilation period are compared.

In order to gain a view how the DA system performs in terms of reducing RMSE, spatial distribution of surface fields are depicted. During the assimilation period, linearly interpolated SSH observations are available on a daily basis. The spatial RMSE of SSH is calculated at each observation locations based on 60 realizations (Figure 7). Large RMSE between observations and forward model exists in the Gulf Stream region, especially to the north of Cape Hatteras, and its meander region. In other regions, e.g., northern continental slope, the error is very small or close to zero. The mismatch between MABGOM forward model and satellite observations near the Gulf Stream and its frontal regions indicates without DA constraint, the forward model would drift from correct trajectory, which is a common phenomenon in numerical modeling (e.g. Zhai et al., 2004). A maximum value larger than 0.6m suggests the model predicted meander/eddy location is off the observation. After all inner loops are completed, the initial condition, boundary
condition as well as surface forcing during the assimilation window are optimally adjusted and will drive the forward model to seek posterior solutions. The RMSE between the posterior solutions and observations is effectively reduced (Figure 7). The approximate RMSE of SSH after DA is close to zero in most areas of the domain. The error is slightly larger in the Gulf Stream/Slope region where Gulf Stream meander and eddy shedding processes are active. Even so, the maximum RMSE value sits below 0.3m, which is much smaller compared to SSH RMSE from the forward model.

The performance of DA system is also evaluated in time series of spatial RMSE. At each time when SSH observations are available, spatial RMSE is calculated based on realizations at all assimilated observation locations. As shown in Figure 7, the RMSE between the forward model and observations ranges from more than 0.1m to 0.4m, indicating the forward model alone is not capable of resolving the surface elevation correctly. Large SSH error would hinder further sensible analysis, especially WCR evolution and its role in the coastal region. By assimilating SSH data, RMSE was effectively reduced. The DA prior RMSE was reduced immediately after the first assimilation window from ~0.18m to ~0.1m and stay around 0.1m in all other assimilation windows. In comparison, the mean SSH RMSE from DA posterior is smaller than that of prior and stays below 0.1m, though some fluctuations are observed due to the adjustment made by data assimilation.

Temporal and spatial SST RMSEs (Figure 8) are also calculated using the same algorithms. The SST from the forward model is generally consistent with the observations in the regions of continental shelf and deep slope sea. A relatively large discrepancy between forward model and satellite observation lies in the Gulf Stream/WCR frontal region, with maximum RMSE up to 6°C. This is most likely due to the insufficient capability of forward model in resolving the location of strong western boundary current and its related meander/WCR. After data assimilation, the RMSE of SST has been greatly reduced, to a state with maximum value around 3°C. Most of the errors still exist at the frontal region, along Gulf Stream boundary and continental shelfbreak, but the errors have already been significantly reduced to ~1°C or less. Time series of spatial RMSE of SST show that the forward model has relative larger SST RMSE, ranging from
1°C to ~2.5°C. The RMSE of SST from DA prior again immediately decreases after the first assimilation window, dropping from ~2°C to ~1°C. In comparison, the SST RMSE is further reduced in DA posterior, with average value below 1°C. The comparison of RMSEs of both SSH and SST demonstrated that the surface fields are well constrained and justified the performance of our DA system.

4.2.2. Subsurface Performance

Gulf Stream Warm Core Rings have large impact on the coast environment and induce shelf slope exchange processes not only in the surface but also in the subsurface. It is vital to get the subsurface fields right in order to correctly characterize those processes. We next will examine the performance of 4DVAR data assimilation in terms of subsurface fields. One statistic usually used is model-observation error bias

$$\text{bias} = \frac{1}{N} \sum_{i=1}^{N} (x_i - y_i)$$

where N is the number of assimilated observation of any state variable, x_i and y_i are state variable from model and observation respectively. The error bias which reflects average discrepancy between model output and observations is one component of RMSE (Taylor, 2001), in that

$$(\text{RMSE})^2 = (\text{Error Bias})^2 + (\text{Error STD})^2.$$ 

Here error STD is denoted as

$$\text{error STD} = \left( \frac{1}{N} \sum_{i=1}^{N} (x_i - \bar{x} - y_i - \bar{y})^2 \right)^{1/2},$$

where

$$\bar{x} = \frac{1}{N} \sum_{i=1}^{N} (x_i)$$

and

$$\bar{y} = \frac{1}{N} \sum_{i=1}^{N} (y_i).$$

Different from RMSE, error bias could provide more specific information whether the model overshoots or undershoots.

Biases of assimilated in-situ temperature and salinity, including T/S profiles from UK MET office, glider T/S along Endurance line and shipboard CTD observations from Line-W archive, are compared to evaluate the subsurface performance of the model (Figure 9). Since most temperature and salinity profiles are located on the continental shelf (Figure 4), below we only focus on the performance of assimilating shelf T/S profiles. Assimilated temperature data (salinity) in the entire 2-month assimilation period are categorized into different vertical layers with layer interval of 10m. Thus temporal bias in each layer can be calculated to show the vertical pattern of temperature (salinity). At the sea surface, temperature from the forward model has a bias of 1.5°C, suggesting the
model overestimates surface temperature. Temperature bias decreases at depth and turns to be negative around ~40m. Temperature bias becomes more negative with depth and exceeds -2°C below ~150m. The vertical distribution of temperature bias shows the forward model alone will overshoot thermal structure in the upper 40m while undershoot below 40m. This would intensify the thermocline and further introduce error in further calculation. In comparison, temperature bias in the DA prior was reduced to ~1°C at surface and the negative bias was reduced below 50m, showing the 4DVAR adjusted model state provided good initial condition for improving forecast skill. Lastly, the DA posterior driven by optimally adjusted initial and boundary condition as well as surface forcing, significantly reduced the vertical temperature bias. The surface bias was reduced to less than 0.5°C, ~1°C smaller than that in the forward model. In the subsurface, the large negative bias was reduced to within 1°C and the bias stayed close to -0.5°C at 200m.

The salinity bias from the forward model is positive at the surface and becomes negative below 100m, indicating the model overestimates the surface salinity and underestimates the salinity at depth. The maximum positive bias is ~0.25 psu at surface and more than 0.5 psu around 200m. After data assimilation, salinity bias was also reduced. The positive surface bias was reduced to ~0.1 psu and the negative subsurface bias was reduced within 0.4 psu. Considering the less abundant salinity data, particularly in the deep water column, the overall reduction of salinity bias is encouraging.

Time series of bias provides evolution of spatially overall temperature (salinity) bias. For temperature bias in the forward model, the initial value of -2°C indicates the forward model undershoots, from a spatially average sense, temperature. The temperature bias then increases and becomes positive (Figure 9). The bias keeps increasing and reaches a maximum value of 2°C at the end of the study period. The drifting of temperature fields away from in-situ observations was effectively controlled after data assimilation. The DA prior was able to well constraint the temperature bias. Even more, the DA posterior constrains temperature bias around zero between -0.5°C and 0.5°C, showing evident improvement over the forward model. Similarly for salinity, forward model error bias fluctuates up and down between -0.2 psu and 0.3 psu, not showing stable predictability of
the forward model. With data assimilation, the salinity bias stays closely to zero in the entire assimilation period.

Overall, the evaluation of data assimilation performance regarding both surface fields and subsurface hydrography shows that the DA system can significantly reduce the discrepancy between model and observation. Although most assimilated data are satellite observed surface fields, we do see the improvement of subsurface hydrographic structure.

4.3. Independent data comparison

In section 4.1 and 4.2, the performance of DA system is well evaluated at all assimilated observational time and locations and the results are promising. Since 4DVAR data-assimilative MABGOM shows improved skill in observational space, one would wonder about its skill in the entire model space. Here we will further examine the model skill by comparing model fields to independent observations.

The independent data used are temperature and salinity profiles provided by National Oceanic and Atmospheric Administration (NOAA) Northeast Fisheries Science Center (NEFSC) ECOMON program. ECOMON focuses on ecosystem monitoring and involves shelf-wide plankton surveys which are conducted 6-7 times per year over the continental shelf from Cape Hatteras, North Carolina to Cape Sable, Nova Scotia, using NOAA research ships or charter vessels. Three surveys are performed jointly with the bottom trawl surveys in the winter, spring and autumn. Additional four cruises, conducted in winter, late spring, late summer and late autumn, are dedicated to plankton and hydrographic data collection. The data we used in this study are CTD observations from Apr 3rd to May 25th, 2006. Most of the casts are located near the Great South Channel, to the west of Georges Bank (Figure 1). In totally 275 temperature and salinity profiles are available for comparison. For better visualization purpose, observational profiles are interpolated to the model vertical S-coordinate (Figure 10).

Profiles are sorted in time ascending order thus profile 1 was taken on Apr 3rd, and profile 275 was taken on May 25th, 2006. The maximum depth ranges from 50m to 200m. Seasonal variation is apparent from the observed temperature profiles e.g., the water
column was nearly well mixed in the first few profiles and the surface warmed up 10°C in May. The forward model tends to overshoot surface temperature and undershoot temperature at bottom, thus strengthens the thermocline. This is consistent with previous analysis in section 4.2.2. After data assimilation, the seasonal evolution was well resolved and both location/timing and magnitude compare favorable to in-situ observations. The total RMSE of temperature between forward and observation is 1.52°C. In comparison, total RMSE of temperature between DA posterior and observation was reduced to 0.59°C, by 62%.

Salinity profiles in early April 2006 also shows nearly well mixed conditions. As with seasonal evolution, surface salinity becomes fresher, which is probably related to increased coastal freshwater discharge. The forward model was able to capture those processes but the magnitude was not accurate. With data assimilation, model control variables were adjusted and salinity profiles compare very well to the observations. In this case, adjusted circulation brought more fresh water to the Great South Channel and the adjusted surface fresh water flux contributes to the improvement of surface salinity. The total salinity RMSE was reduced from 0.30 psu to 0.13 psu, a reduction of 57%.

Furthermore, plots of temperature and salinity provide an overall comparison of observation and data-assimilative model (Figure 11). Compared to MABGOM forward model, both temperature and salinity form DA posterior oriented along diagonal, suggesting better fittings. For temperature (salinity), the slope and intercept based on linear fitting between observation and forward model are 1.53 (0.67) and -2.77 (11.09) respectively and for DA posterior, they are 1.0 (0.94) and -0.18 (1.87), respectively. Overall, forward model overshot temperature and undershot salinity in the Georges Bank and Great South Chanel region while DA posterior showed better model skill.

The comparison with independent data indicates the data-assimilative MABGOM model not only significantly improves model skill in observational space, but also shows decent extrapolation capability. This provides us with confidence to use the data-assimilative model for further dynamical analysis.
4.4. Evolution of the Warm Core Ring in 2006

During spring-summer transition period of 2006, a big Warm Core Ring pinched off from a Gulf Stream meander and impinged upon the continental shelfbreak in the Mid-Atlantic Bight. The role of the WCR in changing the coastal environment could be dramatic. We show the development of the WCR using data-assimilative MABGOM model. Detailed analyses of the ring evolution are included in the second part of this study.

The evolution of the WCR can be captured by SSH and SST fields. Shown in Figure 12 and Figure 13 are bi-weekly evolutions of SSH and SST fields related to the WCR. On April 1st, 2006, a large meander of Gulf Stream has already formed, with a larger sea surface height of ~0.5m and high surface temperature close to 24°C centered at 74.5W and 35.5N. This feature is also resolved in the model results. However, without data assimilation, the MABGOM forward model could not correctly resolve the proper size and magnitude of the meander. In comparison, the MABGOM posterior better captures the meander and closely matches the observation.

Two weeks later, on April 15th, the Gulf Stream meander extended further into the slope region and the meander was about to transit into a warm core ring. The sea surface height anomaly strengthened with a maximum value larger than 0.6m. The extension is even more apparent from the SST field and the northern wall of the meander was about to make contact with the shelfbreak. The forward model undershoots the eddy intensity and the size and shape of the eddy was distorted without constraint. The DA posterior captured the eddy well in terms of both surface height and surface temperature.

By the end of April, the meander had already developed into a warm core ring which was located in the slope sea between Gulf Stream and continental shelf. The ring was interacting with shelfbreak where one parcel of warm water from the front of the ring was advected further downstream, to the southwest. Without realtime observation constraint, the forward model failed in resolving the eddy and Gulf Stream pattern and deviated from satellite observation. The DA posterior well reconstructed the eddy field and streamers (Garfield and Evans, 1987) can be clearly seen at the northern periphery of the eddy and are more apparent than in the observed SST data, which have lower resolution.
In mid-May, a detached eddy sat between shelfbreak and the Gulf Stream. This is the end period of interaction with the shelfbreak and the eddy was retreating back to the deep ocean. The size of the eddy decreased and surface height and surface temperature close to the center of the eddy also decreased. By this time, due to the interaction of eddy and shelfbreak jet and also recirculation of slope water near Cape Hatters (Lozier and Gawarkiewicz, 2001), the entire slope sea was covered by warm surface water up to 20°C.

In the end of May, the eddy retreat further and started re-attaching to the Gulf Stream. At the same time, another meander located to the east of the eddy was also making contact with the eddy. The eddy will probably be entrained to the meander trough in the following stage but this is beyond the scope of this study. Again, the DA posterior captured the pattern of both surface height and surface temperature.

As we can see, in order to hindcast the eddy process discussed here, the forward model only will encounter difficulty in resolving the ocean states. On the other hand, data-assimilative model is able to provide decent comparison to the observations. Meanwhile, much higher temporal and spatial resolution of the model can potentially offer much more insights into the dynamical processes.

5. Discussions and Summary

Using the latest developed ROMS-4DVAR technique (Moore et al., 2011a, 2011b, 2011c), we constructed a shelf-wide data assimilative model encompassing the Northeast U.S. based on the forward model (MABGOM) described by He and Chen (in revision). Our MABGOM 4DVAR model assimilates satellite observed surface height and surface temperature, in-situ temperature profiles including CTD, XBT and ARGO, as well as glider cross-sections. The focus of this study is the Gulf Stream Warm Core Ring during spring-summer transition in 2006. Via data assimilation, the model skill was significantly improved in terms of realistically reproducing the circulation in the Mid-Atlantic Bight, especially WCR related features.

The performance of data assimilation depends closely on the parameterization of the background error covariance matrix $B$. As a part of $B$, Standard deviation errors of state
variables are usually estimated based on intrinsic variability of the forward model (Powell et al., 2008; Broquet et al., 2009; Moore et al., 2011b). Thus the performance of the forward model would also be critical because whether or not the standard deviation derived from the model forward represents realistic variability will directly impact the cost function and increments distribution. The use of clamped open boundary conditions together with the sponge layer implementation increased the uncertainties of forward model. Meanwhile, strong climatological tracer nudging is not recommended as this will introduce potential bias from the T/S climatology. On the other hand, climatological nudging is necessary in order to keep the strong western boundary current in its proper position. Thus one trade-off solution is applying nudging only in the sponge layers. By doing so, the general pattern of Gulf Stream and its meander/WCR was sensibly resolved. Also in building B, the choice of 50km horizontal de-correlation scale is based on the normal size of WCR and 30m vertical scale would guarantee surface-impact of satellite data and proper impact of subsurface data.

Properly defining observational error matrix $\mathbf{R}$ is another factor that controls minimization of the cost function. If large observational errors are assigned, a relatively loose constraint will be applied, which further limits the fitting to observations. On the other hand, tiny observational errors will exert stronger constraint of the model and yield closer fitting. However, large increments will be generated to correct the model, which could over-perturb the ocean state and potentially impair model performance.

The quality of assimilated data is also vital. In our case, coastal SSH data shoreward 200m isobath were excluded since the common OI error of altimeter product is large. Sensitivity twin experiments have been performed and the run without coastal SSH data outperformed the case that assimilates all available SSH data. For a region such as Mid-Atlantic Bight, co-existence of Gulf Stream and coastal flow originated from Labrador Sea (Lorder et al., 1998) makes it dynamically complicated. Gridded altimeter data could get the large scale western boundary current correct but might not be able to precisely resolve nearshore processes that are dramatically different. Theoretically, along-track altimeter data would be more accurate. However, the spatial sparsity and noise of along track data do not favor the purpose of our study.
Despite all these difficulties and uncertainties, this paper presents a successful application of ROMS-IS4DVAR to the Northeast US coastal ocean. Actually this is the first shelf wide data-assimilative model in this region that allows adjustments of initial, boundary and surface forcing conditions.

The model skill was significantly refined via data assimilation. SSH over the entire assimilation period was improved by 79%. The previous RMSE with forward model was 0.28m and decreased to 0.06m (the value of SSH observational error) after data assimilation. SST was improved by 65%, with RMSE reduced from 1.90°C to 0.68°C. The DA posterior can resolve the Gulf Stream meander and WCR more accurately in both location and intensity. Subsurface fields which are of great importance for the purpose of our study have also been improved.

The comparison of independent ECOMON data that were not assimilated into the model demonstrates good extrapolation skill of the model. The overall temperature RMSE between forward model and ECOMON observation was 1.52°C and then was reduced to 0.59°C after data assimilation, a 62% reduction. The salinity RMSE was reduced from 0.3psu to 0.13psu, by 57%. Based on the information from observations, model dynamics were able to adjust the remote portion of circulation.

Realistic data assimilative modeling could potentially provide many insights into coastal circulation dynamics and prospects for its use are bright. Using state-of-art ROMS-IS4DVAR algorithms, the application in this study is successful and the evolution of a WCR was well depicted. Detailed analysis of the influence of the WCR on the coastal circulation will be discussed in the second part of this study.
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Figure 1. Mid Atlantic Bight and Gulf of Maine model domain. The bathymetry of this region is shown in color. The Endurance line along which gliders are flown is denoted in thick black line. Line-W Oceanus CTD stations are shown in black stars. ECOMON CTD stations in May 2006 are shown in black dots.
Figure 2. Comparison of mean sea surface height from the forward model (MABGOM) and AVISO observations.
Figure 3. A schematic showing the assimilation cycles. Shaded columns represent overlaps between cycles.
Figure 4. Super observations of sea surface height (SSH, upper left), sea surface temperature (SST, upper right), in-situ temperature profiles (lower left), in-situ salinity profiles (lower right). Only SST and SSH on April 1st, 2006 are shown while all profiles collected during the assimilation period (Apr 1st, 2006 to May 31st, 2006) are shown.
Figure 5. temporal distributions of super observations. SSH, SST, in-situ temperature profiles, in-situ salinity profiles, Endurance line glider T/S observations, and Line-W Oceanus CTD T/S observations are shown in blue, yellow, red, and cyan, magenta and green, respectively.
Figure 6. Cost function in the first and last window. Shown on the left column are evolutions of cost functions versus the number of inner loops during the first and last assimilation windows while on the right are changes of total cost function with respect to the inner loops. Total cost function are shown in solid while background cost functions are shown in dash-dot. The theoretical minimum value of total cost functions are shown in dashed lines. Crosses represent the value of nonlinear cost function.
Figure 7. Root Mean Square error of assimilated sea surface height. Spatial distribution of RMSE between forward model and observations is shown on the upper left. RMSE between model posterior and observations is shown on the upper right. Time series of spatial averaged RMSE of assimilated SSH are also shown in the bottom panel.
Figure 8. Root Mean Square error of assimilated sea surface temperature. Spatial
distribution of RMSE between forward model and observations is shown on the upper left.
RMSE between model posterior and observations is shown on the upper right. Time
series of spatial averaged RMSE of assimilated SST are also shown in the bottom panel.
Figure 9. Bias of assimilated in-situ temperature and salinity on the continental shelf. Vertical distribution of biases of temperature and salinity over the assimilation period are shown in the top two panels, with biases from the forward model, 4DVAR prior and posterior denoted in dashed, dotted and solid lines. Time series of assimilated temperature and salinity biases are also shown.
Figure 10. Comparison of temperature and salinity profiles from ECOMON in-situ observation, MABGOM forward model and 4DVAR posterior.
Figure 11. One to one plot of ECOMON observed versus modeled temperature (left) and salinity (right). Temperature (salinity) from the forward model is shown in gray while temperature (salinity) from DA posterior is shown in black. Slope and intercept are also shown in the parentheses, respectively.
Figure 12. Bi-weekly Evolution of sea surface height during the assimilation period. Showing in the first column are satellite observations while MABGOM forward model and 4DVAR posterior results are shown in the second and third column.
Figure 13. Bi-weekly Evolution of sea surface temperature during the assimilation period. Showing in the first column are satellite observations while MABGOM forward model and 4DVAR posterior results are shown in the second and third column.
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Abstract

A data-assimilative ocean circulation model is used to investigate a Gulf Stream Warm Core Ring (WCR) in spring 2006. Based on the model results, 3-dimensional evolution of this great WCR is depicted in detail. The WCR, being one of the largest in recent history, significantly changed the circulation in the Middle Atlantic Bight (MAB) continental slope and shelf. The mean cross-shelf transport induced by the WCR is estimated at 0.28 Sv offshore, and balances the mean along-shelf transport by the shelfbreak jet. Instantaneous streamer transport is up to 2.1 Sv, suggesting dramatic shelf/slope exchange. During the first week of May 2006, when the WCR was impinging upon the shelfbreak, large heat/salt flux with peak value of \(-8900 \text{ Watt m}^{-2} / -4 \times 10^{-4} \text{ Kg m}^{-2} \text{ s}^{-1}\) is observed, indicating significant entrainment of cold/fresh shelf water by the WCR. Vorticity analysis reveals the nonlinear advection term, as well as the residual of joint effect of baroclinicity and bottom relief (JEBAR) and advection of potential vorticity (APV) play an important role in controlling the vorticity variability on evolution.

1. Introduction

In coastal oceans, one fundamental question regarding the dynamics of the shelfbreak regions is the role of offshore eddies in modifying the shelfbreak frontal system and inducing exchange between shelf and slope. This question has been studied in a variety of geographical regions and dynamic contexts (e.g., Tintore et al., 1990; Oey, 1995; Frolov et al., 2004; Mizobata et al., 2006). Particularly, in the Mid-Atlantic Bight, the Gulf Stream warm-core rings have long been recognized as an important process in the exchange of shelf and slope water masses.

In the Mid-Atlantic Bight, pioneer studies on the warm core ring (WCR, thereafter) and related cross shelf exchange have been done based on field work combined with available satellite observations (e.g., Morgan and Bishop, 1977; Churchill et al., 1986; Houghton et al., 1986; Garfield and Evans, 1987; Joyce et al., 1992). Those studies have offered important insight into WCRs and also have provided estimates of cross-shelf transport and flux based on available data. Lately, Pickart et al.(1999) using hydrography, acoustic Doppler current profiler (ADCP) observations and satellite imagery, showed the
pattern of a shelfbreak meander associated with a Gulf Stream WCR. Gawarkiewicz et al. (2001) studied the influence of a slope eddy on the shelfbreak frontal jet based on in-situ observations, and provided a generalized schematic of eddy-jet interaction.

Besides observational studies, theoretical work has also addressed this topic in various aspects. Chapman and Brink (1987) used a linear model to treat the case of an offshore eddy impinging upon a stratified shelf and slope. Wang (1992) studied a nonlinear case using a three dimensional model that showed the evolution of cyclonic eddies and shelf/slope response. Frolov et al. (2004) studied the interaction of a Loop Current Eddy with a western boundary of Gulf of Mexico using a two-layer model. Wei et al. (2009) used Princeton Ocean Model (POM) to stimulate the interaction of warm core ring with continental shelf and slope in the Mid-Atlantic Bight by using near realistic topography.

While WCRs have long been studied observationally, detailed characterization is still limited by the availability and spatial coverage of observations. Theoretical models provided important guidance to dynamics but they may not accurately represent the ocean processes. Furthermore, considering the presence of the shelfbreak front and jet (Gawarkiewicz et al., 1996, 2001; Linder and Gawarkiewicz, 1998; Fratantoni et al, 2001; Chen and He, 2010), the role of warm core rings on the outer shelf is even more complicated. More detailed study of warm core rings and their interaction with continental shelfbreak calls for time- and space continuous realizations of ocean state variables. In this study, we will approach this topic using a realistic, data-assimilative model. We will focus on a warm core ring during the spring-summer transition period in 2006 as a case study. The data assimilative model will be reviewed in section 2. Evolution of the warm core ring will be depicted in section 3. In section 4, we will investigate the interaction of the ring and the shelfbreak frontal system. The shelf slope exchange process will be studied in section 5, followed by discussion and summary in section 6.

2. Data Assimilative Model

Regional Ocean Modeling System (ROMS) is a free-surface, hydrostatic, primitive equation model discretized with a terrain following vertical coordinate system.
(Shchepetkin and McWilliams, 2005; Haidvogel et al., 2008). ROMS is characterized by advanced numerical techniques that are designed to minimize computational errors (Shchepetkin and McWilliams, 2003), and it has been widely used in many regions in the world oceans. Recently, the latest developed ROMS 4D Variational data assimilation functionality became available (Di Lorenzo et al., 2007; Powell et al., 2008; Moore et al., 2011a), and promoted pioneer studies in Intra-Americas Sea (Powell et al., 2009) and the California Current System (Broquet et al., 2009, 2011).

The model used in this study is based on a regional shelf-wide ocean circulation model encompassing the Northeast U.S. coastal region (MABGOM, He and Chen). Using recently developed ROMS-IS4DVAR functionality, we constructed data-assimilative MABGOM based on the forward model (Chen et al., 2011a). The model has horizontal resolution of 6km (10km) in the cross- (along-) shelf direction and has 36 vertical terrain-following layers. We applied the method of Mellor and Yamada (1982) to compute vertical turbulent mixing, as well as the quadratic drag formulation for the bottom friction specification. HYCOM (Hybrid Coordinate Ocean Model) NCODA (Naval Research Laboratory Coupled Ocean Data Assimilation) product with 1/12° resolution and 32 vertical z-level. For barotropic boundary conditions, the Flather (1976) condition completed with an Orlanski radiation condition (Chapman, 1985) is used while for baroclinic mode, clamped boundary conditions are used along with sponge layers near 3 open boundaries. Surface forcing data are provided by National Center for Environment Prediction (NCEP) North America Regional Reanalysis (NARR) archive. Surface net heat flux is further corrected based on NOAA blended SST with a relaxation timescale of 0.5 day (He and Chen, in revision; Chen and He, 2010). Real-time river runoff data from United State Geological Survey (USGS) are used to specify freshwater input of 9 major rivers along northeast US coast.

The data-assimilative MABGOM model assimilates sea surface height (SSH), sea surface temperature, in-situ temperature and salinity profiles, Endurance line glider temperature and salinity, and Line-W CTD profiles. The model initializes on April 1st, 2006 and ends on May 30th 2006, covering the entire life span of a Gulf Stream Warm Core Ring.
The MABGOM 4DVAR system has been documented in detail in the first part of this study. Evaluation of the data assimilation skill shows that using 4DVAR data assimilation, the hindcasting skill of MABGOM model was significantly improved. Comparison against independent Ecosystem Monitoring (ECOMON, collected by the National Marine Fisheries Service) hydrographic data indicates our model has decent extrapolation capability in terms of capturing hydrographic features where in-situ data are not assimilated. Overall, the well-performed data assimilative MABGOM model has paved the road for further scientific understandings.

3. The Evolution of the Warm Core Ring

The Warm core ring in this study is one of the largest in recent history. Satellite imagery shows this large WCR is the result of Gulf Stream meander closeup. Large impacts on the shelf and slope circulation are expected in the presence of such a big ring. In this section, detailed evolution of Gulf Stream meander and the WCR will be depicted based on the results of our data assimilative MABGOM model.

On April 2nd 2006, a large Gulf Stream meander had already formed and the crest of the meander extended far northward into the slope region (Figure 2). Circular stream function contours indicate the meander was about to close at its base and pinch off. The meander was featured by high sea surface height center which was about 0.6m higher than its surroundings. The warm and saline meander water had already altered the hydrographic conditions of the slope sea. Meanwhile, negative vorticity was identified near the central part of the meander. At this time, the surface outcrop of shelfbreak front in the MAB (Linder and Gawarkiewicz, 1998; Bisagni et al., 2009) stayed parallel to the local isobaths close to the shelfbreak, suggesting direct impact of meander had not reached the shelf region.

The meander kept evolving with deepening of the meander trough and further extension of meander crest and the meander finally pinched off in late April. On April 22th, the meander already became a large detached WCR (Figure 3). The center of the WCR was located at 69° W, 38.8° N while the outer edge of the WCR covers from
71° W 67.5° W and 37.8° N to 39.8° N. The radius of the WCR is estimated based on the de-correlation distance of stream function. As highlighted by the thin white curve, the mean radius of the WCR at its initial stage is 96km while the largest radius is up to 120km. The temperature and salinity near the WCR center is about 20° C and 36 and the depth (e-folding) of the WCR is up to 1000m (Figure 4). With surface azimuthal velocity up to 1.7 m/s, the WCR extended completely across the continental slope region and was about to make contact with the shelfbreak. Warm/saline WCR water was advecting toward shore on the western periphery while one more impressive feature we noticed was the entrainment of cold/fresh shelf water indicated by the “streamer” (Garfield and Evans, 1987) on the eastern periphery of the WCR. Comparing to the meander stage, the sea surface height and negative vorticity near the center portion is larger, indicating stronger anti-cyclonic rotation.

The detached WCR moved toward the northwest and impacted the shelfbreak on May 2nd (Figure 5). The center of the WCR moved to 69.5° W and 38.9° N, closer to the shelfbreak and the furthest north edge of the WCR reached ~80m isobath. The size of the WCR decreased compared to its initial stage. The mean radius decreased to 65km and the longer axis was 87km. While the WCR was smaller, its impact on the shelfbreak can be clearly noticed. At the eastern side of the WCR, the leading edge of warm/saline WCR water made direct contact with the continental shelfbreak and the outcrop of 34.5 isohaline was displaced onshore. These parcels of WCR water were heading to the southwest along local bathymetry, having benn entrained into the shelfbreak jet. At the trailing edge of the WCR, the streamer became even larger pulling significant amount of shelf water offshore. The entrained cold/fresh shelf water moved anti-cyclonically along the eastern periphery of the WCR and reached the Gulf Stream northern wall. The interaction between the WCR and shelfbreak excited frontal waves (Ramp et al., 1983) propagating westward. Frontal instability due to strong horizontal shear is believed to be the primary contributor which derived the flow across the front.

On May 9th, the WCR had already retreated slightly from the shelfbreak (Figure 6). The center of the WCR was at 69.3° W, 38.8° N, to the southeast of its location on May 2nd. Having no direct contact with shelfbreak and the Gulf Stream, the WCR is more
circular, with mean radius of 63km. The warm/saline water parcel detached from the WCR extended along the shelfbreak from New England to Delaware, significantly changing the shelf and shelfbreak hydrographic conditions. Further subsurface investigation (not shown) found this warm/saline water mass was about 50m deep and its most onshore limb was found near 80m isobath. With mean temperature/salinity of 20°C and 34.2, it was heading southwest at 0.6m/s. The frontal wave along the shelfbreak to the western side of the WCR was clearer. The wavelength was estimated about 120km, a number much larger than the estimation of Ramp et al (1983). We also note that the WCR in Ramp et al (1983) is smaller than the WCR in this study. At this time, the streamer was even more significant. The entrained shelfwater can be clearly seen around the western side of the WCR, covering almost half portion of the periphery. The relative vorticity filed in the central WCR was more uniform, with a value around 0.5, suggesting a more solid body rotation.

At depth, while the impact of WCR can still reach ca. 1000m, the intensity of the WCR has already decreased. The 16°C isotherm retreated to ca. 200m, compared to ca. 500m on April 22nd. The water mass with maximum salinity around 35.5 located at subsurface below 100m while the surface water was about 0.5 fresher. This feature is consistent with Joyce (1984) and Joyce et al. (1992) and is related to the entrainment of fresh shelf water in the upper water column. The maximum azimuthal velocity decreased to 1.3m/s, which also suggests the spin-down of the WCR.

The WCR kept retreating southward back to the Gulf Stream region and continued to be trimmed back in size during mid-May. By the end of May, both the intensity and size of the WCR had greatly decreased and the center of the WCR was more offshore (Figure 8). Actually the WCR had already made contact with the Gulf Stream and another meander which extends at the east boundary of the model domain. The interaction with Gulf and meander further reduced the size and changed the shape of the WCR, which finally were assimilated by the Gulf Stream (not shown). The warm/saline water mass along the shelfbreak had already reached Cape Hatteras and became entrained to the Gulf Stream (Ford et al., 1952; Fisher, 1972; Gawarkiewicz and Linder, 2006). In the presence
of the slope gyre (Csanady and Hamilton, 1988), those water mass would be re-circulated in the slope sea.

The life span of the WCR is identified from April 22\textsuperscript{nd}, to May 18\textsuperscript{th}, 2006. Due to its progression across the slope in late April and its interaction with the shelfbreak in early May, significant impact on the slope and shelf hydrography and circulation are expected. The southwestward traveling along the shelfbreak of detached warm/saline WCR water and its entrainment near Cape Hatteras would have increased the near surface temperature and salinity in the slope region. The onshore advection of WCR water at its leading edge and offshore advection of shelfbreak water at its trailing edge had induced notable exchange between continental shelf and slope. The presence of the WCR acted as an obstruction for the northern portion of the shelfbreak jet and the large streamer greatly displaced the shelfbreak front offshore and advected shelf water to the slope. In the following section, we will focus on the shelf/slope exchange induced by the WCR.

4. Shelf/slope exchange

To begin with our analysis, we first need to define one boundary in order to calculate the exchange induced by the WCR. Considering the vertical extension of the WCR and also the constraint of the Taylor-Proudman theorem (He and Weisberg, 2003), we selected the 1000m isobath for volume transport calculation. The 1000m isobath from Cape Hatteras to Cape Cod defines a ~900km boundary offshore MAB (Figure 1). Using the same method in Chen and He (2010), spatial distribution of the cross-shore transport is computed (Figure 9). While the Gulf Stream meander may also induce cross-shore exchange, in this study, only the WCR stage from April 22\textsuperscript{nd} to May 18\textsuperscript{th} is considered. The cross-shore volume transport in the southern MAB is still characterized by small mean values and large standard deviation. Given that the location of the WCR in northern MAB, this suggests that in the absence of WCR, cross-shore transport is small and highly variable. However, approaching the northern MAB, direct impact by the WCR is expected. From offshore New Jersey to Nantucket Shoals, as shown in Figure 8 from ~450km to 700km, the mean cross-shore transport is onshore, with the largest onshore transport of 0.5 Sv. Considering the location and the orientation of local bathymetry, the
onshore transports correlated well with the leading edge of the WCR. What is more interesting is the offshore transport up to 1Sv from ~700km to 800km, which lies at the trailing edge of the WCR. The region of offshore transport is narrower than the region of onshore transport yet the magnitude is larger. Further examination of the normal velocity across the 1000m isobath (not shown) reveals the offshore velocity is indeed larger than the onshore velocity. Recalling the trajectories of the WCR (Figure 2 – Figure 8) and the local bathymetry at New England shelfbreak, the trailing edge of the WCR is closer to the isobaths. Thus stronger offshore movement of the water column is induced due to the presence of the WCR.

Given the presence of the streamer, shelf water is largely pulled offshore. It is important to evaluate the role of WCR in terms of shelf water mass budget. Focusing on the region directly impacted by the WCR, we picked 450km-800km portion of 1000m isobath to calculate total cross-shelf transport in the upper 200m over the WCR period. From April 22nd to May 18th, the total cross-shelf transport is estimated to be 0.28 Sv. This is much larger than the mean value estimated by Chen and He (2010), in which the cross-shelf transport is estimated as 0.035 Sv, based on 4-year hindcast results. Comparing with the mean shelfbreak jet transport of 0.3 Sv (Linder and Gawarkiewicz, 1998; Chen and He, 2011), due to the impinging of WCR on the shelfbreak, almost the entire shelfbreak jet was diverted offshore.

On the synoptic scale, the instantaneous transport of the streamer is also estimated. On May 2nd, while the WCR was interacting with the shelfbreak, a large streamer formed on the eastern periphery. Within a region that salinity is less than 34.5, we define one segment of the 1000m isobath as the base of the streamer, which has a width of 110km. Across the vertical section, the cross-shelf transport of fresh water of the streamer is calculated only where salinity is less than 34.5 and the instantaneous value is estimated at 2.1 Sv. Compared to the value (0.25 Sv) of Garfield and Evans (1987), which was based on limited in-situ stations, our result is one order of magnitude larger.

Based on the large entrainment of shelf water in the streamer, the temperature and salinity budget on the MAB continental shelf would certainly be largely influenced.
Using the same method in *Chen and He* (2010), the cross-shelf eddy heat and salt fluxes are calculated as integration of flux function $\phi$ (*Garvine* et al., 1988), such that

$$F(z) = \frac{1}{\Delta z \Delta x} \int_{z_i - \frac{\Delta z}{2}}^{z_i + \frac{\Delta z}{2}} \Phi(x, z_i) dx dz$$

(1)

For the heat flux, $\phi$ is defined,

$$\Phi = \rho C_p (T - T_m)(v - v_m)$$

(2)

For the salt flux, $\phi$ is defined:

$$\Phi = \frac{\rho}{1000} (S - S_m)(v - v_m)$$

(3)

where $S$, $T$, $v$ are the salinity, temperature and cross-shelf velocity, respectively. $\rho$ is water density and $C_p$, the seawater specific heat. The variables with subscript $m$ indicate the respective mean values along 1000m isobath. As defined, the cross-shelf fluxes are proportional to the eddy derivation of quantities and normal velocity from their mean states. Given the definition of normal velocity is seaward, the negative heat means onshore heat (salt) flux which can be induced by offshore transport of cold (fresh) shelf water.

Focusing on the WCR impinging region, from 450km to 800km along 1000m isobaths, we calculated the temporal cross shelf heat and salt fluxes during the WCR period (Figure 10). Before the impinging of the WCR, the cross-shelf heat (salt) flux is relatively small and the direction is fluctuating. Starting in May, when WCR was impacting the shelfbreak, large entrainment of shelf water occurred as indicated by the negative value of heat and salt fluxes. The cross-shelf heat (salt) flux peaks on May 3rd, up to $\sim$8900 Watt m$^{-2}$ ($\sim 4 \times 10^{-1}$ Kg m$^{-2}$ s$^{-1}$) and remains negative through the first week of May 2006. In the retreating stage of the WCR, while the heat (salt) flux is still largely onshore, the values are much smaller. The onshore heat (flux) is around 1000 Watt m$^{-2}$ ($5 \times 10^{-5}$ Kg m$^{-2}$ s$^{-1}$), which is comparable to the mean cross-shelf flux of 1000 ($6.7 \times 10^{-5}$...
Kg m\(^{-2}\) s\(^{-1}\)) in Chen and He (2010). Within one week timescale, the cross-shelf eddy heat (salt) flux can be increased by a factor of 8-9, which again suggests the large impact of WCR on the shelf and slope hydrographic conditions.

5. Vorticity Analysis

The depth averaged vorticity equation can be written as follows (see Appendix for details)

\[
\frac{\partial}{\partial t} \text{curl} \left( \frac{M}{H} \right) + \nabla \cdot \left( \frac{f}{H} \right) = \left( \frac{\partial (P_x / H)}{\partial x} - \frac{\partial (P_y / H)}{\partial y} \right) + \text{curl} \left( \frac{\tau_x - \tau_y}{\rho_s H} \right) + \text{curl} \left( \frac{D}{H} \right) - \text{curl} \left( \frac{A}{H} \right) \tag{4}
\]

Where in the left hand side, the first term is the time rate change of depth averaged relative vorticity (rate); the second term is the nonlinear advection effect (ADV) and the third term is the advection of potential vorticity (APV) (Guo et al., 2003). On the right hand side, the first term is Joint Effect of Baroclinicity and Bottom Relief (JEBAR) (Mertz and Wright, 1992; Cane et al., 1998; Guo et al., 2003; Sarkisyan, 2006); the second and third terms are effects of stress and dissipation, respectively. During the interaction with shelfbreak and spin-down of the WCR, it is interesting to diagnose relative contributions to the vorticity change. In order to do that, we focus the impinging period in the first week of May 2006 (Figure 11). On May 1\(^{st}\), the center of the WCR, as depicted by the contours of sea surface height and negative vorticity, is close to the shelfbreak. In comparison, on May 7\(^{th}\), the center of the WCR already retreated offshore, which is also shown by the negative rate of change slightly offshore of the shelfbreak (Figure 11(c)). In this period, the impinging WCR induced significant cross-shelf exchange, which can be well demonstrated by the APV term. By definition, the positive APV represents onshore transport of low PV water while negative APV stands for offshore transport of high PV water. The positive APV near the leading edge (western portion) of the WCR is consistent with the onshore movement of WCR water and the large negative APV on the trailing edge of the WCR clearly corresponds with the offshore movement. In all terms that controls the variability of depth averaged relative vorticity, apparently the APV and JEBAR are the two largest terms and they largely balance each other, as shown by the smaller residual. While considering the contribution to the
evolution of relative vorticity, the nonlinear advection term clearly plays an important role (Figure 11(g) vs (c)). This makes sense in that the movement of WCR largely depends on the ambient circulation condition. The residual of APV and JEBAR also contributes to the rate term, and combined with ADV, these three terms dominate the change of relative vorticity of the WCR.

6. Discussions and summary

The impinging of WCR on the continental shelfbreak has a dramatic impact on the shelf circulation and the interaction of WCR with the shelfbreak front/jet is important as the latter largely controls the coastal physical and biogeochemical environment. Considering the vast differences at the leading flank and the trailing flank of the WCR, two cross-isobath transects at each flank are chosen to investigate the role of WCR on the shelfbreak frontal system. As shown in Figure 8, one transect is located at the west of New England shelf and the leading flank of the WCR while the other one is located at the trailing flank of the WCR. Mean temperature, salinity and along-shelf velocity over the WCR during the period from April 22nd to May 18th along both transects are shown (Figure 11). Along the west transect, the intrusion of WCR can be clearly seen. Warm/saline WCR water dramatically altered the typical hydrographic features at this time of year (Linder and Gawarkiewicz, 1998; Chen and He, 2010). The thermocline was bent downward to the slope region and isohaline surfaces were more tilted offshore of the shelfbreak. The impinging anti-cyclonic WCR lead to a pole-ward movement of slope water and meanwhile, the shelfbreak jet was pushed further onshore. In comparison, on the trailing edge of the WCR, due to the strong streamer entrainment of shelf water, the hydrographic isosurfaces were flat and leaned seaward. The most striking feature we observed is the strong equatorward along shelf current, which was at least 40km wide and extended from the surface to nearly 200m deep. We found that the presence of the WCR induced significant amount of shelf water travelling downstream and greatly enhanced the along-shelf flow. Our results are consistent with Gawarkiewicz et al. (2001) in that the shelfbreak front are more steep at the leading flank of the WCR while is different in terms of the weakened shelfbreak jet. Actually, the results are dependent on the location of the
transects. Sampling further downstream (offshore New Jersey, not shown), we observed an enhanced shelfbreak jet. Onshore movement of slope water there increased the gradient of shelfbreak front (Gawarkiewicz et al. 2001) which accounts for the stronger jet.

The whole picture of the impact of the WCR on the shelfbreak frontal system can be completed in Figure 13. Before the impingement of the WCR, we can clearly see, especially from the subsurface map, the shelfbreak jet, which is a continuous flow from north to the south. During the impingement of the WCR, the shelfbreak circulation was dramatically altered. On the leading edge, due to the intrusion of the WCR, the shelfbreak front was pushed onshore and the shelfbreak became weaker. On the trailing edge of the WCR, due to the entrainment of shelfwater, the shelfbreak jet was bent offshore. Previous continuous along shelf flow was largely shut down.

Entrainment of shelf water is reported in many earlier studies (e.g., Morgan and Bishop, 1977; Garfield and Evans, 1987) and the footprint of entrained fresh water is not well understood due to the limitations of available observations. Previous observations revealed the fresh water could accumulate around the periphery just outside of the edge of maximum velocity (Joyce, 1984). In our study, the entrained fresh water could cover half portion of the WCR and reach Gulf Stream northern wall. We also noted that after the detaching of WCR from Gulf Stream, due to the cutoff supply of saline Gulf Stream water and swirl of fresh shelf water, the salinity near the center of the WCR was greatly decreased (Figure 4). This is even clear during the retreating stage after impacting the shelfbreak (Figure 5). The decrease of central salinity decreased the cross-shelf or slope gradient and played an important role in the spin-down of the WCR. Not until the re-attachment with Gulf Stream did the salinity in the WCR center increase (Figure 6).

Based on the state-of-art 4D variational data assimilation technique, a data assimilative model is constructed and used to study a Gulf Stream WCR in 2006. The WCR in this study is the largest one in recent history and is expected to have significant impact on MAB coastal environment. Having a life span of approximately 26 days, the WCR in this study detached from closed Gulf Stream meander on April 22nd, 2006 and re-attach Gulf on May 18th, 2006. The initial radius and depth of the WCR are estimated
as 96km and 1000m. The WCR headed to the continental shelf and made contact in early May. The impinging of WCR upon the shelfbreak lasted about one week and induced dramatic exchange between the shelf and slope. Mean cross-shelf transport is estimated to be 0.28 Sv during the impinging period while the instantaneous streamer transport is as large as 2.1 Sv. The maximum heat/salt flux is $-8900 \text{ Watt m}^{-2}/-4 \times 10^{-4} \text{ Kg m}^{-2} \text{ s}^{-1}$, on May 3rd, 2006, indicating strong entrainment of cold/fresh shelf water offshore. During the evolution and spin-down of the WCR, the radius and intensity were reduced. The advection of potential vorticity and joint effect of baroclinicity and bottom relief are the two largest terms while the variation of relative vorticity of the WCR is largely controlled by the nonlinear advection effect. The entrainment of fresh shelf water into the center of the WCR also accounts for its spin-down. After interacting with the shelfbreak, the WCR retreated back to the slope region. After making contact with Gulf Stream and another meander, the decaying WCR was assimilated into its main body.

In this study, we demonstrated the capability of the latest 4DVAR technique and its feasibility in strongly dynamical regions, such as the MAB. Focusing on the Gulf Stream WCR, the constructed data assimilative model promotes the understanding of the WCR and related processes and paved the road for further scientific understandings.
Appendix A: Depth Averaged Momentum and Vorticity Equation

Vertically integrating the horizontal momentum equation:

\[
\int_{-h}^{0} \frac{\partial u}{\partial t} dz + \int_{-h}^{0} u \frac{\partial u}{\partial x} dz + \int_{-h}^{0} v \frac{\partial u}{\partial y} dz + \int_{-h}^{0} w \frac{\partial u}{\partial z} dz - \int_{-h}^{0} f v dz = \int_{-h}^{0} \left( -\frac{1}{\rho_0} \frac{\partial p}{\partial x} \right) dz + \int_{-h}^{0} \frac{\partial}{\partial x} (K_n \frac{\partial u}{\partial x}) dz + \int_{-h}^{0} D_u dz
\]

\[
\int_{-h}^{0} \frac{\partial v}{\partial t} dz + \int_{-h}^{0} u \frac{\partial v}{\partial x} dz + \int_{-h}^{0} v \frac{\partial v}{\partial y} dz + \int_{-h}^{0} w \frac{\partial v}{\partial z} dz - \int_{-h}^{0} f u dz = \int_{-h}^{0} \left( -\frac{1}{\rho_0} \frac{\partial p}{\partial y} \right) dz + \int_{-h}^{0} \frac{\partial}{\partial y} (K_n \frac{\partial v}{\partial y}) dz + \int_{-h}^{0} D_v dz
\]

Using the boundary condition we get vertical integrated equations:

\[
\int_{-h}^{0} \frac{\partial u}{\partial t} dz + \int_{-h}^{0} u \frac{\partial u}{\partial x} dz + \int_{-h}^{0} v \frac{\partial u}{\partial y} dz + \int_{-h}^{0} w \frac{\partial u}{\partial z} dz - \int_{-h}^{0} f v dz = \int_{-h}^{0} \left( -\frac{1}{\rho_0} \frac{\partial p}{\partial x} \right) dz + \frac{\tau^x}{\rho_0} + \int_{-h}^{0} D_u dz
\]

\[
\int_{-h}^{0} \frac{\partial v}{\partial t} dz + \int_{-h}^{0} u \frac{\partial v}{\partial x} dz + \int_{-h}^{0} v \frac{\partial v}{\partial y} dz + \int_{-h}^{0} w \frac{\partial v}{\partial z} dz - \int_{-h}^{0} f u dz = \int_{-h}^{0} \left( -\frac{1}{\rho_0} \frac{\partial p}{\partial y} \right) dz + \frac{\tau^y}{\rho_0} + \int_{-h}^{0} D_v dz
\]

If we define the depth averaged velocity as

\[
\bar{u} = \frac{1}{h + \zeta} \int_{h(x,y)}^{\zeta(x,y,t)} u dz \quad \bar{v} = \frac{1}{h + \zeta} \int_{h(x,y)}^{\zeta(x,y,t)} v dz,
\]

vertical integrated nonlinear advection terms as

\[
A_x = \int_{h(x,y)}^{\zeta(x,y,t)} (u \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y} + w \frac{\partial u}{\partial z}) dz \quad A_y = \int_{h(x,y)}^{\zeta(x,y,t)} (u \frac{\partial v}{\partial x} + v \frac{\partial v}{\partial y} + w \frac{\partial v}{\partial z}) dz;
\]

vertical integrated pressure gradient terms as

\[
P_x = \int_{h(x,y)}^{\zeta(x,y,t)} \left( -\frac{1}{\rho_0} \frac{\partial p}{\partial x} \right) dz \quad P_y = \int_{h(x,y)}^{\zeta(x,y,t)} \left( -\frac{1}{\rho_0} \frac{\partial p}{\partial y} \right) dz;
\]

vertical integrated horizontal mixing terms as

\[D_x = \int_{h(x,y)}^{\zeta(x,y,t)} D_x dz, \quad D_y = \int_{h(x,y)}^{\zeta(x,y,t)} D_y dz ,\]

and apply both the surface and bottom conditions, we can rewrite the depth averaged momentum equation as:

\[
\frac{\partial \bar{u}}{\partial t} + \frac{A_x}{h + \zeta} - \frac{f \bar{v}}{h + \zeta} = \frac{P_x}{\rho_0(h + \zeta)} + \frac{\tau^{xx}}{\rho_0(h + \zeta)} - \frac{\tau^{bx}}{h + \zeta} + \frac{D_x}{h + \zeta}
\]

\[
\frac{\partial \bar{v}}{\partial t} + \frac{A_y}{h + \zeta} + \frac{f \bar{u}}{h + \zeta} = \frac{P_y}{\rho_0(h + \zeta)} + \frac{\tau^{yy}}{\rho_0(h + \zeta)} - \frac{\tau^{by}}{h + \zeta} + \frac{D_x}{h + \zeta}
\]
Taking the curl of the depth averaged momentum equation:

\[
\frac{\partial}{\partial t} \left( \frac{\partial u}{\partial x} \right) + \frac{\partial}{\partial y} \left( \frac{\partial v}{\partial y} \right) + \frac{\partial}{\partial x} \left( \frac{\partial u}{\partial x} \right) + \frac{\partial}{\partial y} \left( \frac{\partial v}{\partial y} \right) = \left( \frac{\partial P_v}{\partial x} \right) - \left( \frac{\partial P_h}{\partial y} \right) + \left( \frac{\partial \rho_v}{\partial x} \right) - \left( \frac{\partial \rho_h}{\partial y} \right) - \left( \frac{\partial \tau_v}{\partial x} \right) + \left( \frac{\partial \tau_h}{\partial y} \right) - \left( \frac{\partial \tau_v}{\partial y} \right) + \left( \frac{\partial \tau_h}{\partial x} \right)
\]

If we define: \( H = h + \zeta \); \( M = (\bar{u}i + \bar{v}j) * H \); \( A = A_x \hat{i} + A_y \hat{j} \); \( D = D_x \hat{i} + D_y \hat{j} \).

The Coriolis force curl can be rewritten as

\[
\frac{\partial}{\partial x} \left( \frac{\partial \bar{u}}{\partial x} \right) + \frac{\partial}{\partial y} \left( \frac{\partial \bar{v}}{\partial y} \right) = \frac{\partial (f/H)(\bar{u}H)}{\partial x} + \frac{\partial (f/H)(\bar{v}H)}{\partial y} = (\bar{u}H)\frac{\partial (f/H)}{\partial x} + (\bar{v}H)\frac{\partial (f/H)}{\partial y} + \left( \frac{f}{H} \right) \frac{\partial (\bar{u}H)}{\partial x} + \left( \frac{f}{H} \right) \frac{\partial (\bar{v}H)}{\partial y} = M \cdot \nabla(\frac{f}{H})
\]

We can then rewrite the depth-averaged vorticity equation as follows:

\[
\frac{\partial}{\partial t} \text{curl} \left( \frac{M}{H} \right) + M \cdot \nabla(\frac{f}{H}) = \left( \frac{\partial P_v}{\partial x} \right) - \left( \frac{\partial P_h}{\partial y} \right) + \text{curl} \left( \frac{\tau_v}{\rho_v H} \right) + \text{curl} \left( \frac{D_x}{H} \right) - \text{curl} \left( \frac{A_y}{H} \right)
\]

**Appendix B: Derivation of JEBAR term**

Joint Effect of Baroclinicity and Relief (JEBAR) (Sakisyan, 2006) term is firstly derived as

\[
J(\int_{-h}^{0} \frac{\rho g}{\rho_o} dz, 1/h) \text{ where } J(A, B) = \frac{\partial A}{\partial x} \frac{\partial B}{\partial y} - \frac{\partial B}{\partial x} \frac{\partial A}{\partial y}
\]

The pressure gradient force curl is equivalent to the JEBAR term if we assume \( \zeta = 0 \).

First we prove the following pressure gradient term’s expression:

\[
\int_{-h}^{0} \frac{\partial P}{\partial x} dz = h \frac{\partial}{\partial x} [p(z = 0) + g \int_{-h}^{0} \rho dz] + \frac{\partial}{\partial x} [g \int_{-h}^{0} \rho dz]
\]
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Similarly, 
\[
\int_{-h}^{0} \frac{\partial p}{\partial z} dz = h \frac{\partial}{\partial y} (p(z = 0) + g \int_{-h}^{0} \rho dz) + \frac{\partial}{\partial y} (g \int_{-h}^{0} \rho dz)
\]

Then we prove that the curl of depth averaged pressure gradient is equivalent to JEBAR.

\[
\frac{\partial}{\partial x} \left( \frac{1}{h} \int_{-h}^{0} \frac{\partial p}{\partial y} dz \right) = \frac{\partial}{\partial y} \left( \frac{1}{h} \int_{-h}^{0} \frac{\partial p}{\partial x} dz \right)
\]

\[
= \frac{\partial}{\partial x} \left[ \frac{\partial}{\partial y} (p(z = 0) + g \int_{-h}^{0} \rho dz) \right] + \frac{\partial}{\partial y} \left( g \int_{-h}^{0} \rho dz \right) - \frac{\partial}{\partial x} \left[ \frac{\partial}{\partial y} (p(z = 0) + g \int_{-h}^{0} \rho dz) \right] + \frac{\partial}{\partial x} \left( g \int_{-h}^{0} \rho dz \right)
\]

\[
= \frac{\partial}{\partial x} \left( \frac{1}{h} \int_{-h}^{0} \rho dz \right) - \frac{\partial}{\partial y} \left( \frac{1}{h} \int_{-h}^{0} \rho dz \right)
\]

\[
= J(1/h) \int_{-h}^{0} \rho g dz
\]

Therefore,

\[
\frac{\partial}{\partial x} \left( \frac{1}{h} \int_{-h}^{0} \frac{\partial p}{\partial y} dz \right) - \frac{\partial}{\partial y} \left( \frac{1}{h} \int_{-h}^{0} \frac{\partial p}{\partial x} dz \right) = J(1/h) \int_{-h}^{0} \frac{\partial p g z}{\rho_0} dz, 1/h
\]
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Figure 1. Mid Atlantic Bight and Gulf of Maine model domain. The bathymetry of this region is shown in color. 1000m isobath along which the cross-shelf transport and fluxes are calculated is shown in white curve. The relative along-isobath distance with respect to the starting point are also labeled.
Figure 2. Surface height, surface temperature, surface salinity and surface vorticity on April 2\textsuperscript{nd}, 2006. Also shown are streamfunction contours (gray) and e-folding value (thin white contour) of maximum streamfunction. The center of the meander/ring is shown by black start while its track is shown every 3 day in black dots. The thick white curve is isohaline 34.5 and the thin black curve is 200m isobaths. Two cross-shelf transects are depicted in black line segment.
Figure 3. Same as figure 2 but on April 22nd, 2006.
Figure 4. Cross-section view of temperature, salinity and velocity along cross-shelf directional transect at the center of WCR on April 22\textsuperscript{nd}, 2006.
Figure 5. Same as figure 2 but on May 2\textsuperscript{nd}, 2006.
Figure 6. Same as figure 2 but on May 9th, 2006.
Figure 7. Same as figure 4 but on May 9th, 2006
Figure 8. Same as figure 2 but on May 30th, 2006.
Figure 9. Cross-shelf volume transport along 1000m isobath. Mean values (April 22\textsuperscript{nd} to May 18\textsuperscript{th}) are shown in solid black curve while standard deviation are shown in blue. Negative values stand for onshore transport while positive values stand for offshore transport.
Figure 10. Cross-shelf eddy heat/salt fluxes during WCR period.
Figure 11. Depth averaged relative vorticity and its source and sink terms during the WCR impinging period. (a) and (b) Depth averaged relative vorticity on May 1st and May 7th 2006, respectively, with horizontal colorbar. Sea surface height are shown in gray contours. (c) Time rate change of depth averaged relative vorticity (rate). (d) Advection of potential vorticity (APV). (e) Joint Effect of Baroclinicity and Bottom Relief (JEBAR). (f) Residual of JEBAR and APV. (g) Nonlinear advection of relative vorticity (ADV). (h) Total effect of JEBAR, APV and ADV. (i) Residual of JEBAR, APV, ADV and rate terms. All source and sink terms are scaled with the vertical colorbar. In each panel, the 200m and 1000m isobaths are shown in black curves.
Figure 12. Cross-section view of mean temperature, salinity, along-shelf velocity along west transect and east transect from April 22\textsuperscript{nd} to May 18\textsuperscript{th}. 
Figure 13. Mean temperature and velocity before WCR impingement (April 1st to 20th, left column) and during WCR impingement (May 1st to 7th, right column). Surface fields are shown in the first row while subsurface (50m) fields are shown in the second row. Locations of two transects in Figure 12 are also shown.
CHAPTER 6: SUMMARY AND CONCLUSIONS

This work extensively investigated the circulation dynamics and biophysical processes at the MAB shelfbreak region by utilizing state-of-art numerical modeling techniques. Different from earlier observational studies, which are limited by available data and their spatio-temporal resolution, this work broadens the understanding of this important coastal system based on time- and space-continuous model results.

In chapter two, a 1-km resolution regional circulation model was developed to hindcast the MAB shelfbreak circulation from December 2003 to June 2008. The model considered realistic atmospheric and tidal forcing. Its subtidal open boundary conditions were specified via one-way nesting with an existing shelf-wide MABGOM circulation simulation by He and Chen, (submitted). Hindcast solutions were compared with satellite altimeter data, hydrographic climatology for the MAB shelfbreak, and observational based decorrelation scale estimations. General agreements were found, indicating this shelfbreak circulation model is capable of capturing essential dynamics of the MAB shelfbreak circulation. As we focused on the mean structures of the shelfbreak current and hydrography in this study, time and space continuous circulation hindcast fields from January, 2004 to December 2007 were used to construct the temporal means and bimonthly averages of shelfbreak ocean states.

Our analysis showed that the MAB shelfbreak jet is a year-around, surface intensified flow. On the average, it has characteristic width and trapping depth of 40 km and 100 m, respectively, transporting ca. 0.4 Sv equatorward. The jet reaches its maximum speed (0.3 ms\(^{-1}\)) in the spring, when the shelfbreak temperature and salinity fronts fully develop. Throughout the year, the foot of the shelfbreak front migrates between 80m to 150m isobaths, reaching its farthest offshore (onshore) position in April and May (November and December). The accumulated theta change (ATC) calculation within shelfbreak isopycnals suggests the bottom boundary layer detachment is most significant during winter and spring seasons. The relative vorticity analysis indicates the larger velocity shear exists seaward of the shelfbreak, and that the vorticity ratio is roughly 2:1 between the seaward portion and shoreward portion of the shelfbreak current.
Geostrophy dominates the momentum balance of the shelfbreak jet. The viscosity in the boundary layers, along with the nonlinear advection in the interior play important roles in determining the ageostrophic flow. The cross-shelf volume transport, and its associated eddy heat and salt fluxes were estimated along the 200 m isobath within the model domain. These values are characterized by small means with large standard deviations, suggesting the shelf/slope exchanges across the MAB shelfbreak are highly variable. Indeed, the EOF analysis of the velocity fields along the Nantucket transect indicates that while the shelfbreak jet is the dominant mode, the structure and intensity of the current are subject to complex interactions between stratification, wind forcing, baroclinic instabilities and eddies.

In chapter three, a size-structured ecosystem model was coupled with the high resolution shelfbreak circulation model. The shelfbreak coupled biophysical model was used to hindcast the MAB shelfbreak circulation and ecosystem variations from December 2003 to November 2007. Favorable comparisons with MODIS-AQUA chlorophyll observations indicate that the coupled model can resolve the physical and biological dynamics at the MAB shelfbreak front. Time and space continuous hindcast fields from January 2004 to November 2007 were then used to investigate the seasonal and interannual characteristics of the MAB shelfbreak frontal circulation and ecosystem variability.

Consistent with previous studies our model hindcast and EOF analysis suggest that there is a biomass enhancement at the shelfbreak. Region-wide upper water column nutrient content peaks in late winter and early spring. The phytoplankton spring bloom starts 1 - 2 months later, followed by a zooplankton bloom in early summer. Increased mixing in the fall season allows subsurface nutrient injection to the euphotic zone, stimulating a second but smaller phytoplankton bloom and subsequent zooplankton bloom.

Focusing on the early spring season (Feb-Apr), our analysis shows strong interannual variability of nutrient supply at the MAB shelfbreak. Specifically, the spring of 2004 and 2005 were relatively nutrient-rich, whereas the spring of 2006 and 2007 were relatively nutrient-poor. The cause for this feature has both atmospheric and oceanic
origins. On one hand, stronger local wind mixing in winter and spring of 2004 and 2005 deepened the oceanic mixed layer depth up to 100 m, making more deep-ocean nutrient available to the upper water column. On the other hand, the shelfbreak jet was stronger in spring 2004 and 2005, allowing more effective alongshore advection of nutrients from upstream. In addition to surface mixing and horizontal advection, vertical advection associated with the shelfbreak bottom boundary layer (BBL) convergence is another contributing factor for the upper water column nutrient content. This is confirmed by significant positive temporal correlation between the BBL convergence ($\nabla \cdot \mathbf{V}_{\text{bottom}}$) and upper ocean nutrient content.

Nutrient budget diagnostics for spring 2004 and 2007 along the Nantucket transect highlighted not only complex vertical structures of various dynamical terms (processes), but also significant variations in magnitude between the two years. Because nutrient advection ($-u \frac{\partial N}{\partial x} - v \frac{\partial N}{\partial y} - w \frac{\partial N}{\partial z}$) is affected by interannual variability in both nutrient concentration ($N$) and shelfbreak current ($u, v, w$), it is difficult to distinguish the two effects in the present study. In the future, an idealized modeling investigation using the same nutrient background state ($N$) will be pursued to further quantify the relative contributions of shelfbreak jet ($u$) and local shelfbreak upwelling ($w$) to the variation of shelfbreak nutrient content.

In chapter four and five, in order to investigate the impact of WCR on the shelf and shelfbreak circulation, IS4DVAR data assimilation is applied. The model skill was significantly refined via data assimilation. SSH over the entire assimilation period was improved by 79%. The previous RMSE with forward model was 0.28 m and decreased to 0.06 m (the value of SSH observational error) after data assimilation. SST was improved by 65%, with RMSE reduced from 1.90°C to 0.68°C. The DA posterior can resolve the Gulf Stream meander and WCR more accurately in both location and intensity. Subsurface fields which are of great importance for the purpose of our study have also been improved.

The comparison of independent ECOMON data that were not assimilated into the model demonstrates good extrapolation skill of the model. The overall temperature RMSE between forward model and ECOMON observation was 1.52°C and then was
reduced to 0.59°C after data assimilation, a 62% reduction. The salinity RMSE was reduced from 0.3psu to 0.13psu, by 57%. Based on the information from observational space, model dynamics was able to adjust remote portion of circulation.

Having a life span of approximately 26 days, the WCR in this study detached from closed Gulf Stream meander on April 22nd, 2006 and re-attach Gulf on May 18th, 2006. The initial radius and depth of the WCR are estimated as 96km and 1000m. The WCR headed to the continental shelf and made contact in early May. The impinging of WCR upon the shelfbreak lasted about one week and induced dramatic exchange between the shelf and slope. Mean cross-shelf transport is estimated to be 0.28 Sv during the impinging period while the instantaneous streamer transport is as large as 2.1 Sv. The maximum heat/salt flux is \(-8900 \text{ Watt m}^{-2} / -4 \times 10^{-4} \text{ Kg m}^{-2} \text{ s}^{-1}\), on May 3rd, 2006, indicating strong entrainment of cold/fresh shelf water offshore. During the evolution and spin-down of the WCR, the radius and intensity were reduced. The advection of potential vorticity and joint effect of baroclinicity and bottom relief are the two largest terms while the variation of relative vorticity of the WCR is largely controlled by nonlinear advection effect.

The MAB shelfbreak is a dynamic environment that has highly variable along- and cross-shelf transport. In particular, one single large WCR could completely change the annual mean cross-shelf transport of mass, heat and salt. Understanding and predicting MAB shelf/slope exchange processes have to resolve both local and deep ocean impacts. Furthermore, deterministic predictions of shelf/slope circulation processes and biogeochemical couplings clearly requires further refinements of ocean models, advanced observational infrastructure together with sophisticated techniques for data assimilation. In this regard, the emerging MAB shelfbreak Pioneer Array (as a part of Ocean Observatory Initiative of NSF) and new in-situ observations it is about to collect are most valuable and exciting.