ABSTRACT

LEE, CHUL-HO. Design and Analysis of Opportunistic Forwarding in Challenged Networks. (Under the direction of Dr. Do Young Eun.)

Challenged networks are those networks, e.g., mobile opportunistic networks (MONs), a.k.a., delay/disruption tolerant networks, and power-constrained or duty-cycled wireless sensor networks (WSNs), where traditional Internet architectures fail to ensure end-to-end communication due to the lack of ‘always-on’ well-connected infrastructures and its resulting intermittent connectivity. Opportunistic forwarding has emerged as a new communication principle relying on node mobility (or relaying information upon contacts between mobile nodes by chance) for effective communication in MONs, while a different form of opportunistic forwarding, or randomized routing, has been also popular for many applications in WSNs due to their desirable properties. In this dissertation, we study the design and analysis of opportunistic forwarding in such challenged networks. Since the challenged networks are highly heterogeneous and dynamic in many aspects, in our study, we carefully take into account, through systematic stochastic analysis, the random, dynamic underlying heterogeneity so as to correctly understand the system behaviors and design new algorithms/protocols to adapt to and exploit the heterogeneity.

In the first part of this dissertation, we present our study on analyzing and improving forwarding performance under heterogeneous contact dynamics in MONs. We first discuss how the heterogeneity in mobile nodes’ contact dynamics impacts the forwarding performance in MONs. In particular, we show, through formal stochastic comparisons, that different heterogeneous structures lead to an entirely opposite delay performance, cautioning that one should carefully evaluate the performance of forwarding algorithms under a properly chosen heterogeneous network setting. We next undertake to develop an analytical framework in order to quantify the performance gain achievable by exploiting the heterogeneous contact dynamics to our advantage. The framework enables us to obtain a heterogeneity-aware forwarding policy with its guaranteed delay bound and thus provides quantitative results on the benefit of leveraging underlying heterogeneity structure in the design of forwarding algorithms.

In the second part of this dissertation, we study the design of smart/distributed duty-cycling for opportunistic forwarding in heterogeneous and dynamic WSNs toward faster information delivery and longer network lifetime. We first propose and analyze a simple yet effective modification of random duty cycling, named Smart Sleep, for opportunistic forwarding in duty-cycled WSNs. By judiciously exploiting temporal dynamics or intentionally correlating duty-cycling with packet transmission activity, our proposed Smart Sleep breaks the typical delay-power tradeoff and achieves smaller delay as well as more power-saving at each sensor leading to longer network life. We next introduce a distributed wake-up rate control scheme taking advantage of
local heterogeneity structure, which is complementary to Smart Sleep, and demonstrate that it also improves both delay and network lifetime for opportunistic forwarding in duty-cycled WSNs.
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Chapter 1

Introduction

Challenged networks are those networks where traditional TCP/IP-based Internet protocol architectures fail to ensure efficient and effective end-to-end communication. While the conventional networks operate assuming the presence of a stable end-to-end path and its easy maintenance against infrequent failures, challenged networks violate such assumptions and arise primarily as a result of intermittent link/network connectivity – driven by node mobility, nodal churn, power limitation/management, scarce computing resources, dynamic network conditions (e.g., interference), among others. Common examples of challenged networks include:

- **Delay/disruption tolerant networks (DTNs):** These networks range from interplanetary networks [17] to mobile opportunistic networks (MONs) – an extension of mobile ad-hoc networks (MANETs), toward several applications such as pocket switched networks [21] or UMass dieselnet [8]. In these networks, especially MONs, link or network connectivity is changing over time and frequently disrupted due to random node mobility, power limitation, etc. In particular, the random mobility pattern of mobile nodes in these networks has been considered as the main source of uncertainty and disruption of communication links among nodes, but also the mobility can enable us to achieve reliable and predictable performance, if it is properly and actively exploited. In this regard, MONs employ a ‘store-carry-and-forward’ principle leveraging node mobility to overcome the intermittent connectivity nature, in which mobile nodes can carry messages and copy and/or relay them to other nodes upon encounter, which in turn ensures that the messages eventually reach their destinations. Most of research works regarding MONs/DTNs has been centered, among others, around how to utilize nodes’ mobility for effective and efficient communication and better network performance.

- **Power-constrained wireless sensor networks (WSNs):** These networks have found various applications ranging from event detection/monitoring, surveillance, information delivery and dissemination in a sensor field, data gathering/ harvesting, to more recent urban/participatory sensing with hand-held mobile devices [1]. Such WSNs typically consist of a
large number of sensor nodes that are often unreliable, faulty, and equipped with only limited amount of battery and computing power, yet still are expected to self-organize/configure and perform tasks in a fully distributed and autonomous manner. Research works on WSNs have been largely centered around delay-efficient routing or information delivery, and power/energy-efficient protocol and management to get the most out of scarce power resource and increase the network lifetime without compromising other requirements.

On the other hand, these challenged networks are highly heterogeneous and dynamic in diverse attributes of nodes and links composing the networks, and other dimensions. In particular, various heterogeneity structures present, ranging from node- and link-level heterogeneity such as different computing and communication capabilities at nodes and various link qualities to global network-level heterogeneity in network connectivity or topological structure. It is thus evident that the underlying heterogeneous and dynamic structures govern the performance of information delay or other relevant system performance, but the underlying structures can be also even leveraged as an asset to improve the performance.

However, due to intrinsic random nature in heterogeneous and dynamic environments, it is challenging to correctly measure the impact of the random, dynamic underlying heterogeneous structures on the system performance, and is non-trivial to devise efficient networked systems or algorithms/protocols to properly exploit and adapt to the underlying structures. In particular, it is often problematical to reach such goals through simplified deterministic and/or homogeneous frameworks, as they only provide limited and inaccurate view of system behaviors and in turn lead to poor design guidelines. Thus, a common theme in this dissertation is, through systematic stochastic analysis, not only to address the impact of the random, dynamic underlying heterogeneity on the performance of challenged networks, but also to design efficient algorithms/protocols taking advantage of such heterogeneity to enhance the performance. This dissertation is divided into two parts: (I) analyzing and improving forwarding performance under heterogeneous contact dynamics in MONs and (II) the design of smart/distributed duty-cycling for opportunistic forwarding in heterogeneous and dynamic WSNs to achieve faster information delivery and longer network lifetime.

1.1 Analyzing and Improving Forwarding Performance under Heterogeneous Contact Dynamics in MONs

Motivation

There has been a great deal of work in the literature as to how to utilize nodes' mobility or how to relay/copy messages to mobile nodes upon encounter for better performance of information or message delivery in MONs. Many forwarding/routing algorithms such as epidemic routing [88],
two-hop relay [40, 39], spray and wait [81], to name a few, have been proposed and commonly analyzed based upon an over-simplifying assumption, or a ‘homogeneous’ network model, in which contacts between every pair of nodes is making contacts with each other according to a given Poisson process. [81, 39, 48, 96, 83]. This homogeneous model is typically supported by observing that the inter-contact time* between two successive contacts for any node pair follows an exponential distribution via numerical simulations under synthetic mobility models [39, 96]. Other analytical works also fully resort to the homogeneous model for their investigation on the capacity-delay tradeoff [40, 78], the cost-delay tradeoff [80, 64], the design of forwarding policy [4], and content distribution [42].

However, many measurement studies [43, 75, 25, 44, 10, 70] point out the existence of heterogeneity in a wide range of mobile networking scenarios, while recent empirical and/or analytical observations [50, 19] show that the inter-contact time distribution is no longer pure exponential; rather, it is a mixture of power-law and exponential distributions. In particular, from real mobility traces and survey data, [25, 44] observe the characteristics of heterogeneity in mobile nodes’ contact dynamics, and [43, 75, 44, 10, 70] uncover spatially and/or socially formatted community structures in nodes’ mobility, which all make contact dynamics deviate from a pure Poisson process. The observed heterogeneity structures have been actively used for the development of new mobility models [43, 63, 70] and empirically exploited to design new forwarding algorithms [75, 82, 28, 44].

While the underlying heterogeneity structure in mobile nodes’ contact dynamics has been empirically investigated and exploited in the design of new forwarding algorithms, it has been typically ignored or marginalized when it comes to rigorous performance analysis of such algorithms. The current literature still lacks analytical studies on (i) the impact of heterogeneity in mobile nodes’ contact dynamics on the performance of forwarding/routing algorithms, and (ii) exploiting the heterogeneity structure to correctly understand the resulting performance gain, which we address in the first part of this dissertation.

**Impact of Heterogeneity in Mobile Nodes’ Contact Dynamics on Forwarding Performance**

In this research thrust, we examine how the forwarding/routing performance under two representative heterogeneous network models widely used in the current literature [25, 45, 47, 37, 84, 10, 22], each of which captures the empirically observed individual (social) or spatial heterogeneity structure, deviates from that under the aforementioned homogeneous model. In the individually heterogeneous network model [25, 47, 26, 37, 84], the heterogeneity is character-

---

*The inter-contact time of two mobile nodes is defined as the time interval from when their communication becomes unavailable to the time when the communication resumes. See [50, 18] for its formal definition.
ized by allowing different contact rates for different node pairs, while the inter-contact time distribution of each pair is still exponential (but with different rates). On the other hand, in the spatially heterogeneous network model [10, 22], the heterogeneity arises on each spatial cluster (site) in which mobile nodes reside, while they can move to the other spatial clusters. However, none of these works analytically investigates how the heterogeneity structure impacts the performance of forwarding algorithms, not to mention whether the considered heterogeneity improves or deteriorates the performance.

We first show that each of the heterogeneous models correctly captures the non-Poisson contact dynamics (i.e., non-exponential inter-contact time distribution of a random pair of nodes) as observed in real traces. Then, we rigorously establish stochastic/convex ordering relationships among the delay performance of direct forwarding and multicopy two-hop relay protocol [39, 96, 41, 45] under the two heterogeneous models and the corresponding homogeneous model, all of which are indistinguishable from the viewpoint of the average inter-contact time of a random node pair.

Specifically, we prove that the message delivery delays of direct forwarding and multicopy two-hop relay protocol under the spatially heterogeneous model are stochastically larger than those under the corresponding homogeneous model, respectively. We also prove that the delay of direct forwarding under the individually heterogeneous model is larger than that under the corresponding homogeneous model in convex ordering, while the average delay of multicopy two-hop relay protocol under the individually heterogeneous model is smaller than that under the corresponding homogeneous model. As a special case of the above results, we show that the heterogeneity structure in the spatially heterogeneous model deteriorates the average delay performance of multicopy two-hop relay protocol, whereas the other heterogeneity structure in the individually heterogeneous model improves its average delay performance when compared with that under the corresponding homogeneous model. This implies that each of the two heterogeneous models predicts an entirely opposite average delay performance. We also observe this opposite performance result for epidemic routing protocol† [88, 39, 48, 96, 45, 47] via numerical simulations.

We further demonstrate that the delay performance of direct forwarding and multicopy two-hop relay protocol under the spatially heterogeneous model is worse than that under the individually heterogeneous model, even when the entire distributions of inter-contact time of a random node pair under both heterogeneous models are precisely matched. Our results collectively suggest that merely capturing non-Poisson contact dynamics from the viewpoint of a random node pair is not enough and that one should carefully evaluate the performance of

†The forwarding algorithms considered in this research thrust are ‘oblivious’ to the underlying network structures, which enables an unbiased evaluation on the forwarding performance under heterogeneous contact behaviors of mobile nodes.
forwarding algorithms under a properly chosen heterogeneous network setting. Our results will also be useful in correctly exploiting the underlying heterogeneity structure so as to achieve better forwarding performance.

**Exploiting Heterogeneity in Mobile Nodes’ Contact Dynamics to Improving Forwarding Performance**

In this research thrust, we analytically investigate how much benefit the heterogeneity in mobile nodes’ contact dynamics can bring in the forwarding performance. To this end, we employ the individually heterogeneous network model used in the previous research thrust as well as in the literature [25, 45, 47, 37, 84] in which the pairwise inter-contact time of a given node pair is exponentially distributed but with different rates over different pairs. Under this heterogeneous setting, we then consider a class of probabilistic two-hop forwarding policies in which a source node forwards a message with probability $p_i$ to each relay node $i$ upon encounter. Since message delivery delay and the number of (used) message copies are both mainly functions of $p_i$ and the heterogeneity of contact rates over different node pairs, we are led to find an optimal forwarding policy $\{p_i^*\}$, maximally exploiting the heterogeneity structure, to minimize the message delivery delay under a given constraint on the number of message copies.

Rather than directly solving the optimization problem, as a viable alternative, we derive a delay upper bound of any two-hop forwarding policy and find an optimal forwarding policy that minimizes the delay bound while satisfying the given constraint on the number of message copies. Although this solution is sub-optimal to the original problem, we are able to derive a closed-form expression of its guaranteed delay bound, which in turn enables to quantify the performance gain achievable by exploiting the heterogeneity structure in contact dynamics. In particular, when obtaining the closed-form expression of the delay bound, we provide an idea to decompose an original heterogeneous network into a set of several (partially) homogeneous networks, which makes the delay analysis more tractable.

We then analytically show that less than 20% of unlimited message copies is only enough under various heterogeneous network settings to achieve the same delay as the optimal delay (obtained at the expense of unlimited message copies by multicopy two-hop relay protocol) that any two-hop forwarding policy cannot exceed when the networks become homogeneous. Moreover, since the considerable performance improvement is still demonstrated through the delay upper bound of the sub-optimal two-hop forwarding policy, the maximally achievable performance gain by exploiting the heterogeneity in mobile nodes’ contact dynamics will be much higher than expected. We also provide independent simulation results including real trace-driven evaluation to support our analytical results and to show the usefulness of the derived delay bound. Although there have been several empirical works [75, 82, 28, 44] that propose
heuristic forwarding/routing algorithms utilizing the underlying heterogeneity structure, in this research thrust, we take the first step toward analytically quantifying the attainable performance gain by exploiting the underlying heterogeneity structure.

1.2 Smart/Distributed Duty-Cycling for Faster Information Delivery and Longer Network Lifetime in WSNs

Motivation

• Power consumption and the need for duty cycling: Power consumption is one of the most critical resource constraints in WSNs, as it is often difficult and requires high cost to replace or recharge the exhausted batteries of sensor nodes in a deployed network. Understanding the power consumption characteristics of a sensor node and how to prolong the network-wide longevity or lifetime have been recognized as critical research issues for WSNs [73, 1]. Many measurement-based studies [79, 69, 71] have, thus, uncovered the detailed characteristics of the power consumption of widely used sensor devices. A common observation is that the RF component of a sensor just for idle listening (turning ‘on’ the RF radio) consumes about the same order of power as that for transmitting packets. In addition, when it’s turned off, it consumes 1000 times less power than ‘on’ RF radio. Therefore, duty cycling (or periodically turning off the RF radio of each sensor node – being in a “sleep” mode) has been considered as a necessary and viable approach for energy conservation, which in turn prolongs the lifetime of individual sensor node as well as the network lifetime.

• Opportunistic forwarding or randomized routing (random walk based): The delay performance of routing or information delivery in WSNs can be made close to optimal by using topology-driven algorithms such as the shortest-path, cluster-head based algorithms, or geographical routing. These methods, however, tend to incur critical points of failure and non-uniform energy depletion caused by hot spots or congested areas [6, 72, 55, 61, 30], and mostly suitable for static environment while consuming significant computational overheads. In contrast, random walk based algorithms – a form of opportunistic forwarding or randomized routing, have been preferred mainly because of their inherent distributed/autonomous nature, simple implementation with virtually no computational overhead, scalability, load balancing, and robustness/resilience to topological changes, and no need for coordination, although their delay performance is less than ideal due to their lack of ‘directionality’ and the absence of topological information. Indeed, random walk based algorithms find various applications, thanks to their desirable properties, as a method of message-passing over the nodes in WSNs. They have been popular for information querying and/or delivery for generic sensor networking applications [14, 6, 7, 77, 58, 57, 35]. They are also used for distributed networked storage
applications [56, 52, 91, 90] and security problems [68, 49, 95]. In most of these related works, a simple random walk (SRW), among many other variants in the literature, has been used as a means of probabilistic packet forwarding, where each packet is forwarded from a node to one of its neighbors chosen uniformly at random (in a SRW fashion). We note that the power consumption is not a primary concern, or rather, ignored/marginalized in the related works.

- **Going beyond the delay-power tradeoff:** Only very recently, [11, 24] have begun to consider a SRW as a method of packet forwarding under the presence of random duty cycling. Specifically, under synchronous, homogeneous random duty cycling, an opportunistic forwarding, in which each node having a packet forwards it to the first awake neighboring node (the node who turns on its RF transceiver for the first time among the neighbors), can be translated into the resulting packet trajectory done in a SRW fashion with heterogeneous sojourn time at each sensor. While a SRW or its variant has been the integral component of many applications in WSNs, it has one unavoidable downside – slow diffusion or exploration over the space, which in turn leads to longer delay to reach the destination. Thus, it is very important and highly desirable to speed up such a walk (leading to faster information delivery) without requiring more power consumption or compromising the network lifetime, while maintaining the aforementioned benefits of random walk based approaches. This is our objective in the second part of this dissertation. We demonstrate two different designs of smart/distributed random duty cycling exploiting temporal dynamics and local heterogeneity structure, which breaks the delay-power tradeoff and achieves the best of both worlds in terms of *smaller delay* and *longer network lifetime* in a completely distributed and autonomous manner.

**Smart Sleep: Sleep More to Reduce Delay in Duty-Cycled WSNs**

In this research thrust, we propose a simple yet effective modification, named *Smart Sleep*, on the random duty cycling, in order to overcome the slow diffusion of SRW-based forwarding (or opportunistic forwarding) while saving more power at every sensor thus leading longer network life. Smart Sleep operates as follows: whenever each sensor node successfully forwards a packet to one of its neighbor, it goes to sleep for $T$ seconds, making itself unavailable in the network. This temporary ‘forced’ sleep right after forwarding a packet reduces the chance of the same packet coming back to the same sensor (backtracking) for a while, thereby facilitating faster exploration for other sensor nodes and ‘speeding up’ the packet for faster delivery. After this sleep period of $T$ seconds, the sensor resumes its normal random duty cycling, preparing itself for forwarding/receiving other packets. Too large value of $T$ will put many sensors into sleep for a long time and outweigh the benefit of faster diffusion of the packet that leaves such a long ‘trail’, thus slowing down the delivery of other packets in the network overall.

To set the stage for analytical treatment of Smart Sleep protocol, we introduce a class of
\textit{p-backtracking random walks (p-BRW)} on a general graph, which captures such dynamics of packet transitions – less backtracking to the previously visited node. Contrary to SRW in which the walker moves to one of its neighbors uniformly at random, in \textit{p-BRW}, the random walker (currently at node \(i\)) remembers the previous position and goes back to this previously visited node with probability \(p_i\); otherwise, it moves to any one of other neighbors equally likely. We prove that the stationary distribution of the \textit{p-BRW} is invariant with respect to the choice of \(p_i\). This immediately implies that the average return time of \textit{p-BRW} to a given node is also invariant. We then illustrate how the packet trajectory under our Smart Sleep can be best described by \textit{p-BRW} with some backtracking probabilities \(\{p_i\}\), which is generally a function of \(T\) and underlying network topology. By exploiting the close relationship among \(p_i\), \(T\), and other network characteristics and at the same time by leveraging the invariance property of the stationary distribution of the packet position, we study how to choose the sleep duration \(T\) toward better shaping of the distribution of the return time to our advantage, leading to better delay performance as well as transmission cost, while power saving due to additional sleep is self-evident. We then derive a necessary condition for the optimal sleep duration \(T^*\) in minimizing the packet delay, and demonstrate the significant performance improvement through independent numerical simulations over various network topologies. Therefore, in our Smart Sleep, the delay and power becomes \textit{no longer a typical tradeoff} and both can be improved together, while retaining all the aforementioned desirable properties of random walks-based algorithms for dynamic networks.

\textbf{Exploiting Heterogeneity for Delay and Power Efficient WSNs}

In this research thrust, we design a distributed wake-up rate control scheme leveraging local heterogeneity structure for the opportunistic forwarding so as to achieve both smaller delay and longer network lifetime, which is also complementary to Smart Sleep presented in the previous research thrust. To this end, we consider an \textit{asynchronous, heterogeneous} random duty cycling where each sensor node \(i\) wakes up according to a Poisson process with rate \(\lambda_i\). The asynchronous duty cycling does not entail any synchronization overhead and complexity, which is necessary for any typical synchronous network operation. We first show that the opportunistic forwarding under the asynchronous and heterogeneous duty cycling can be translated into a continuous-time random walk on a graph, or equivalently, a discrete-time random walk with heterogeneous sojourn time in each vertex of the graph. This construction is rather similar to the one in [11, 24] but our case covers much wider class of random walks with different \(\lambda_i\), while only homogeneous duty-cycling with \(\lambda_i = \lambda\) for all \(i\) was considered there.

In this setup, we provide an analytical formula for the average delay performance of the opportunistic forwarding with the duty cycling, and then address how to control the wake-up
rate $\lambda_i$ for each node $i$ in a *distributed* manner so as to improve the delay performance. Since extremely large end-to-end delay is prohibitive even for most delay-tolerant applications, we propose a distributed wake-up control scheme with heterogeneous duty cycling in which each node $i$ autonomously adjusts its wake-up rate $\lambda_i$ based only on its own degree information to improve the worst-case average end-to-end delay for any given network. By extending a recent result in [46], we prove that our proposed algorithm brings out performance improvement from $O(n^3)$ (guaranteed under pure homogeneous duty cycling) to $O(\sqrt{d_{\text{max}}n^2})$ in the asymptotic upper bound of the worst-case average delay for *any* graph, where $n$ is the total number of nodes and $d_{\text{max}}$ is the maximum degree over the network. In particular, we also compare the exact performance of worst-case average delay of our proposed algorithm with that of pure homogeneous duty cycling through numerical evaluations and independent simulation results. We then show that our algorithm leads to more than 35% performance improvement on average under various network topologies.

We next evaluate the network lifetime induced from the proposed distributed wake-up rate control scheme. The network lifetime has been typically defined as the time until any first sensor node dies or runs out of its battery power [23, 92, 59, 51, 93, 29]. Or, it can be the time after which isolated sensor nodes (a blind spot) appear [54, 34]. However, these definitions are too stringent or conservative to declare that the network no longer functions. Even if a single node runs out of its battery power or isolated nodes appear, other sensor nodes can ensure the network connectivity, still enabling timely information delivery over the network. Since WSNs are typically composed of low-cost, low-power sensor devices, it is mostly likely that a few sensor nodes stop functioning right after network deployment. To be fault-tolerant, sensor devices are densely deployed and node redundancy is normally granted [29], which relaxes the requirement of full connectivity.

In this research thrust, we focus on the network lifetime defined as the time before a giant component, in which a majority of functional nodes are connected with each other, remains to form in the network or after which the network becomes fully fragmented. The presence of a giant component can ensure the network to properly operate, even if it loses a connection with a static base station, through leveraging multiple and/or mobile sinks (e.g., data mules). This version of network lifetime was studied via a percolation theory in [94] where the lifetime of every node is *i.i.d.*. The percolation theory has been also used in [54, 34] to analyze the related devolution process of a large-scale WSN with *i.i.d.* node lifetime.

While we also consult the percolation theory, in contrast, our focus is to examine the network lifetime in the presence of *degree-dependent* node lifetime or how the underlying heterogeneity over the node degrees can be exploited to prolong the network lifetime. This is because our proposed distributed wake-up rate control scheme requires only local degree information at each sensor. Specifically, we provide an analytical framework to evaluate the network lifetime
induced from degree-dependent node lifetime (including the degree-independent or \textit{i.i.d.} node lifetime as a special case) by extending the theory of site percolation on a random graph model with an arbitrarily given degree distribution, which has been popular in statistical physics literature \cite{20, 67, 66}. We then recover the main results obtained in \cite{94} on the network lifetime, determined by a priori given degree-independent node lifetime distributions, as an evidence to demonstrate the effectiveness of our framework. We finally show that if the lifetime of each sensor node can be properly controlled based on its own degree, then its resulting network lifetime can be longer than that under its comparable degree-independence node lifetime. That is, our proposed distributed wake-up rate control scheme leads to longer network lifetime.

1.3 Organization

The rest of this dissertation is organized as follows. We discuss the first part of this dissertation – analyzing and improving forwarding performance under heterogeneous contact dynamics in MONs in Chapters 2–4. Chapter 2 presents the formal description of two representative (individually and spatially) heterogeneous network models to be used in Chapters 3–4. In Chapter 3, we study the impact of heterogeneity in mobile node’s contact dynamics on the forwarding performance. Chapter 4 provides our analysis on exploiting the heterogeneity over different node pairs to improving the forwarding performance.

We next discuss, as the second part of this dissertation, the design of smart/distributed duty-cycling for opportunistic forwarding in heterogeneous and dynamic WSNs to achieve faster information delivery and longer network lifetime in Chapters 5–8. Chapter 5 presents preliminaries on network model and base setup for networking operations including opportunistic forwarding and duty cycling to be used in Chapters 6–8. In Chapter 6, we present a design of smart/distributed random duty cycling leveraging temporal dynamics, Smart Sleep, and demonstrate its remarkable performance improvement for both delay and power. We then provide another design of random duty cycling exploiting local heterogeneity structure and study its delay and network lifetime perspectives in Chapters 7–8. We finally conclude in Chapter 9.
Chapter 2

Heterogeneous Contact Dynamics in MONs

In this chapter, we present the details of two heterogeneous network models to be used in Chapters 3 and 4. In general, mobile nodes typically belong to different societal groups, with different preferred sites following different mobility patterns. For example, in Figure 2.1, there exist several popular places (e.g., library, dormitory, or dining hall) in a campus and students may form spatially separate clusters around the popular places, while occasionally move to other clusters according to their own daily schedules. Further, in each spatial cluster, students from different groups (e.g., ECE/CS departments or undergraduate/graduate) typically mix together, but making more frequent contacts with others from the same group than from different groups. These social (or individual) and spatial heterogeneity structures can be captured under the following two heterogeneous network models [25, 47, 26, 37, 84, 10, 22], each of which directly characterizes the heterogeneity in mobile nodes’ contact dynamics in a different manner, rather than defining detailed mobile trajectories inside a small domain or group (or social ‘clique’).

2.1 Individually Heterogeneous Network Model

An individually heterogeneous network model (simply, an individual model) was introduced in [25] and described as follows. This individual model has been also used in [26, 47, 37, 84].

Consider a set of mobile nodes $N$ in the network. The pairwise inter-contact time between nodes $i$ and $j$ follows an independent exponential distribution with rate $\lambda_{ij}$, i.e., contacts between nodes $i$ and $j$ occur according to a Poisson process with rate parameter $\lambda_{ij}$, where $i, j \in N$ and $i \neq j$ and $\lambda_{ji} = \lambda_{ij}$. The pairwise inter-contact times between any two node pairs are also mutually independent. In this model, the heterogeneity in mobile nodes’ contact dynamics is captured by different contact rates $\lambda_{ij}$.  
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If $\lambda_{ij} = \lambda$ for all $i, j (i \neq j)$, then the individual model reduces to the homogeneous network model (a.k.a. Poisson contact model) in which contacts between any pair of mobile nodes occur according to a Poisson process with same rate parameter $\lambda$. This heterogeneous model also captures a social community structure [37] as a special case. Suppose that there are $K$ different social groups $G_i$ ($i = 1, 2, \ldots, L$) forming a partition of $\mathcal{N}$, i.e., $\mathcal{N} = \bigcup_{i=1}^{L} G_i$. Let $\lambda'_{lk}$ be common contact rate between any member of $G_l$ and another member of $G_k$ for $l, k = 1, 2, \ldots, L$. That is, $\lambda_{ij} = \lambda'_{lk}$ for all $i \in G_l$ and $j \in G_k$. Figure 2.2(a) shows an example with $K = 2$.

The individual model has been validated in [25, 37]. They independently show through statistical methods that empirical pairwise inter-contact time distributions, obtained in real mobility traces, for a large portion of node pairs can be well fitted by exponential distributions but with different rates. In particular, it was shown in [37] that over 85% of node pairs in Infocom and MIT Reality* can be well approximated by exponential distributions with different rates.

A spatially heterogeneous network model (simply, a spatial model) is introduced in [10] and described formally as follows. This spatial model is also similarly used in [22]. Consider a set of mobile nodes $\mathcal{N}$ in the whole network domain. There are $M$ different spatial clusters (or preferred sites). Let $S_i$ be a spatial cluster (site) $i$, where $i \in \{1, \ldots, M\}$. Then, each mobile node moves and encounters with others independently between sites and within each site as follows:

(i) Each mobile node in site $S_i$ moves to site $S_j$ with rate $q_{ij}$ at any time $t$.

(ii) Any pair of mobile nodes in site $S_i$ has independent Poisson contacts with rate $\beta_i$, i.e. the inter-contact time distribution for a node pair in site $S_i$ is independently and exponentially

*These are Bluetooth contact traces and we refer to [37] for details.
distributed with mean $1/\beta_i$.

2.2 Spatially Heterogeneous Network Model

A spatially heterogeneous network model (simply, a spatial model) was introduced in [10] and also similarly used in [22]. This spatial model is formally described below.

Consider a set of mobile nodes $\mathcal{N}$ in the network. There are $M$ different spatial clusters (or preferred sites). Let $S_i$ be a spatial cluster (site) $i$, where $i = 1, 2, \ldots, M$. Then, each mobile node independently moves between sites and encounters with others within each site as follows:

(i) Each mobile node in site $S_i$ moves to site $S_j$ with rate $q_{ij}$ at any time $t$.

(ii) Any pair of mobile nodes in site $S_i$ has Poisson contacts with rate $\beta_i$, i.e. the inter-contact time distribution for a node pair in site $S_i$ is independently and exponentially distributed with mean $1/\beta_i$. The pairwise inter-contact times between any two node pairs in site $S_i$ are also mutually independent.

If there is only one spatial cluster, i.e., $M = 1$, then the spatial model reduces to the homogeneous model in which contacts between any pair of mobile nodes occur according to a Poisson process with same rate parameter $\lambda = \beta_1$. Figure 2.2(b) depicts an example with $M = 2$.

Let $X(t) \in \{S_1, \ldots, S_M\} \triangleq \Omega$ be the site that a mobile node belongs to at time $t$. From the condition (i), $\{X(t)\}_{t \geq 0}$ is a continuous time Markov chain with transition rate matrix (or infinitesimal generator) $Q = \{q_{ij}\}$. We assume $\{X(t)\}$ is irreducible, i.e., any mobile node
can reach everywhere in finite time with positive probability. For analytical simplicity, we also assume that $q_{ij} = q_{ji}$, i.e., the transition rates of mobile nodes between sites $S_i$ and $S_j$ are the same.

The spatial model was justified in [10]. In particular, the condition (ii) is supported in [10] by empirically observing that 90% of all the inter-contacts gathered in a confined area, a subset of whole network domain, approximately follows an exponential distribution but with different rates over different subsets. The Poisson contacts over a small confined area has been also theoretically justified in [18], regardless of the mobility pattern of each mobile node inside that small confined area. In this spatial model, the heterogeneity arises by allowing different contact rates $\beta_i$ over different sites.
Chapter 3

Impact of Heterogeneity in Mobile Nodes’ Contact Dynamics on Forwarding Performance

In this chapter, we study how each heterogeneity structure in the aforementioned two representative heterogeneous network models (individual and spatial models defined in Chapter 2) impacts the forwarding/routing performance. In Section 3.1, we first present the characteristics of inter-contact time under each of the two heterogeneous models. In Sections 3.2 and 3.3, we then provide our theoretical results on the stochastic comparison of message delivery delays for direct forwarding and multicopy two-hop relay protocol between each of the heterogeneous models and its corresponding homogeneous model, respectively. We also provide simulation results in Section 3.4.

3.1 Inter-contact Time under Heterogeneous Network Models

In this section, we show that each heterogeneous network model can capture non-Poisson contact dynamics as observed in real traces. For notational simplicity, we enumerate each of node pairs and define an index set for the node pair as $\mathcal{I} = \{1, 2, \ldots, |\mathcal{N}|(|\mathcal{N}|-1)/2\}$. We also define by $I$ a random variable to indicate a random node pair, which is uniformly distributed over $\mathcal{I}$. Further, we define by $T_I$ and $T_i$ the aggregate inter-contact time over all node pairs and pairwise inter-contact time for a given node pair $i \in \mathcal{I}$, respectively. Here, the aggregate inter-contact time distribution can be obtained by randomizing the pairwise inter-contact time distributions.
over all node pairs, i.e.,

\[ P\{T_I > t\} = \mathbb{E}\{P\{T_I > t|I\}\} = \sum_{i \in I} P\{T_i > t\} \frac{1}{|I|}. \]

We will use different superscripts ‘IN’, ‘SP’, and ‘HO’ to distinguish \( T_I \) and \( T_i \) for the individual, spatial, and homogeneous models, respectively.

From the definition of the individual model, it follows that

\[ P\{T_{IN}^I > t\} = e^{-\lambda_i t}, \quad \text{and} \quad P\{T_{IN}^I > t\} = \sum_{i \in I} e^{-\lambda_i t} \frac{1}{|I|}, \]

where \( \lambda_i \) is the contact rate of a given node pair \( i \in I \). We can rewrite this as

\[ P\{T_{IN}^I > t\} = \mathbb{E}\{e^{-t/X_{IN}}\}, \quad (3.1) \]

where \( X_{IN} \) is a discrete random variable taking values \( \frac{1}{\lambda_i} \) with probability \( \frac{1}{|I|} \). Note that the actual distribution of \( X_{IN} \) can be quite general by suitably setting \( \lambda_i \).\(^*\)

For the spatial model, we have the following results:

**Proposition 1.** For the spatial heterogeneous model as defined earlier, we have for any \( i \in I \),

\[ P\{T_{SP}^I > t\} = P\{T_{SP}^I > t\} = \mathbb{E}\{e^{-t/X_{SP}}\}, \quad (3.2) \]

for some positive random variable \( X_{SP} \).

**Proof.** See Appendix A.1. \( \square \)

Proposition 1 says that the inter-contact time for spatial model follows a hyper-exponential distribution. Here, the random variable \( X_{SP} \) depends on \( Q \) and \( \beta_i \). We refer to the proof of Proposition 1 for more details. From (3.1)–(3.2) and by noting that \( \mathbb{E}\{T\} = \int_0^\infty P\{T > t\}dt \), we have

\[ \mathbb{E}\{T_{IN}^I\} = \mathbb{E}\{X_{IN}\} = \sum_{i \in I} \frac{1}{\lambda_i} \frac{1}{|I|}, \quad \text{and} \quad \mathbb{E}\{T_{SP}^I\} = \mathbb{E}\{X_{SP}\}. \]

It was addressed in [31] how to approximate a power-law (heavy-tail) distribution in the regions of primary interest by a mixture of exponentials while the approximated distribution still has an exponential tail. This implies that the observed ‘dichotomic’ inter-contact time distribution with power-law and exponential mixture [50] can be approximated by hyper-exponential

\*For example, setting \( \lambda_1 = \lambda_2 \neq \lambda_i \) for \( i \geq 3 \) will give non-uniform distribution while setting \( \lambda_i = \lambda \) for all \( i \) makes \( X_{IN} = 1/\lambda \), for which the aggregate inter-contact time follows a pure exponential distribution.
distributions within any desired degree of accuracy. Note that the ‘dichotomic’ inter-contact
time distribution is mainly obtained from aggregate inter-contact time samples. Since the
aggregate inter-contact time distribution under both the individual and spatial models is a
form of hyper-exponential distributions as shown in (3.1)–(3.2), both models can capture this
non-exponential inter-contact time behavior.

Throughout the rest of this chapter, we focus on the stochastic comparison of message
delivery delays for direct forwarding and multicopy two-hop relay protocol under the individual,
spatial, and corresponding homogeneous models. By the homogeneous model, we hereafter
mean that for all \( i \in \mathcal{I} \),

\[
P \{ T_{\text{HO}}^i > t \} = P \{ T_{\text{HO}}^I > t \} = e^{-t/\tau},
\]

(3.3)

where \( \tau = E \{ X_{\text{IN}} \} = E \{ X_{\text{SP}} \} \), unless otherwise specified. Thus, under the constructed homoge-
neous model, the inter-contact time of any pair of nodes is exponentially distributed (thus
giving Poisson contacts) with the same average aggregate inter-contact time as the other het-
erogeneous models.

In the following stochastic comparisons in Sections 3.2 and 3.3, we assume the followings
as in other analytical works [39, 96, 41, 45, 26, 10]. First, the network is sparse and network
traffic is light. We also assume that each node has no resource constraint, i.e., it has infinite
bandwidth and buffer. Hence, the interference and contention incurred during message transfer
are not primary factors that govern the forwarding performance. In addition, we assume that
message transfer between any two nodes at their contact instant takes a negligible time with
respect to their inter-contact time. Finally, we consider the delay performance of a source and
destination pair which is uniformly chosen over \( \mathcal{I} \) unless specified.

### 3.2 Delay Performance of Direct Forwarding

In this section, we first stochastically compare the delay performance of direct forwarding
(i.e., a source node waits until it meets a destination node to deliver a message) under the three
models. Although the direct forwarding is very simple and there certainly exist other algorithms
with better performance, its performance can serve as a basis for performance evaluation or
prediction of two-hop or multi-hop forwarding algorithms. Let \( D_{\text{IN}}^{[1]} \), \( D_{\text{SP}}^{[1]} \), and \( D_{\text{HO}}^{[1]} \) be the
message delivery delay of direct forwarding under the individual, spatial, and homogeneous
models, respectively.

To proceed, we need the following definitions for the stochastic and convex orderings between
two random variables \( Y \) and \( Z \), denoted by \( Y \geq_{(\cdot)} Z \), if \( E \{ \phi(Y) \} \geq E \{ \phi(Z) \} \) for a class of
functions \( \phi \) for which the expectation exists.
Definition 1. [76] $Y$ is said to be larger than $Z$ in the usual stochastic order (denoted by $Y \geq_{st} Z$) if $\mathbb{E}\{\phi(Y)\} \geq \mathbb{E}\{\phi(Z)\}$ holds for any increasing function $\phi$, or equivalently if $\mathbb{P}\{Y > u\} \geq \mathbb{P}\{Z > u\}$ for all $u \in \mathbb{R}$. □

Definition 2. [76] We define a convex (resp. concave) order, written $Y \geq_{cx} Z$ (resp. $Y \geq_{cv} Z$), if $\mathbb{E}\{\phi(Y)\} \geq \mathbb{E}\{\phi(Z)\}$ holds for any convex (resp. concave) function $\phi$. Similarly, we also define an increasing convex (resp. increasing concave) order, written $Y \geq_{icx} Z$ (resp. $Y \geq_{icv} Z$), if $\mathbb{E}\{\phi(Y)\} \geq \mathbb{E}\{\phi(Z)\}$ holds for any increasing\(^{1}\) convex (resp. increasing concave) function $\phi$. □

From Definitions 1–2, one can easily establish the following implications. If $Y \geq_{st} Z$, then $Y \geq_{icx} Z$ and $Y \geq_{icv} Z$. Similarly, if $Y \geq_{cx} Z$ (resp. $Y \geq_{cv} Z$), then $Y \geq_{icx} Z$ (resp. $Y \geq_{icv} Z$). Also, by noting that $\phi$ is concave if $-\phi$ is convex, from Definition 2, $Y \geq_{cx} Z$ implies $Y \leq_{cv} Z$.

Moreover, by Definition 1, if $Y \geq_{st} Z$, then $\mathbb{E}\{Y\} \geq \mathbb{E}\{Z\}$, while from Definition 2, if $Y \geq_{cx} Z$, then $\mathbb{E}\{Y\} = \mathbb{E}\{Z\}$ and $\text{Var}\{Y\} \geq \text{Var}\{Z\}$ by taking $\phi(\cdot) = (\cdot)^2$.

The message delivery delay for a given source and destination pair is nothing but their residual (or remaining) inter-contact time after the message is generated at the source node. First, for the homogeneous model, we have

$$\mathbb{P}\{D_{\text{HO}}^{[1]} > t\} = \mathbb{P}\{T_{\text{HO}}^{\text{[1]}} > t\} = e^{-t/\tau}$$

due to the memoryless property of the exponential inter-contact time distribution with mean $\tau$ for any pair of nodes. Similarly, for the individual model,

$$\mathbb{P}\{D_{\text{IN}}^{[1]} > t|I = i\} = \mathbb{P}\{T_{\text{IN}}^{[1]} > t|I = i\} = e^{-\lambda_i t}$$

for a given pair $i \in \mathcal{I}$, thus from (3.1), we have

$$\mathbb{P}\{D_{\text{IN}}^{[1]} > t\} = \mathbb{E}\{\mathbb{P}\{D_{\text{IN}}^{[1]} > t|I\}\} = \mathbb{P}\{T_{\text{IN}}^{[1]} > t\} = \mathbb{E}\{e^{-t/X_{\text{IN}}}\}.$$  

However, for the spatial model, the inter-contact time of a given pair $i \in \mathcal{I}$ is no longer memoryless but of hyper-exponential form as in (3.2). Under stationary regime, note that the residual inter-contact time $R_i$ of a pair $i \in \mathcal{I}$ follows the equilibrium distribution of $T_i$ [21, 41, \footnote{Here, ‘increasing’ means non-decreasing.}]
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i.e., \( \mathbb{P}\{R_i > t\} = \frac{1}{\mathbb{E}\{T_i\}} \int_t^\infty \mathbb{P}\{T_i > u\} du \). Then, from (3.2), we can write for any \( i \in I \),

\[
\mathbb{P}\{R_i > t\} = \frac{1}{\mathbb{E}\{T_i\}} \int_t^\infty \mathbb{E}\{e^{-u/X}\} du = \frac{1}{\mathbb{E}\{T_i\}} \mathbb{E}\left\{ \int_t^\infty e^{-u/X} du \right\},
\]

where \( T_i \) and \( X \) here represent \( T_{iSP} \) and \( X_{SP} \) for the spatial model, respectively. Since (3.4) holds for any \( i \in I \), we have

\[
\mathbb{P}\{D_{[1]}^{[1]} > t\} = \mathbb{P}\{R_i > t\} = \frac{1}{\mathbb{E}\{X_{SP}\}} \mathbb{E}\{X_{SP} \cdot e^{-t/X_{SP}}\}.
\]

Now, we present our results for stochastic comparison on the delay performance of direct forwarding under the individual, spatial, and homogeneous models.

**Proposition 2.** Let \( X_{IN1}, X_{IN2} \) be random variables in (3.1) for two different scenarios under the individual model, and \( D_{[1]}^{[1]IN1}, D_{[1]}^{[1]IN2} \) be the corresponding message delivery delays of direct forwarding. Then, if \( X_{IN1} \geq cx X_{IN2} \), we have \( D_{[1]}^{[1]IN1} \geq cx D_{[1]}^{[1]IN2} \). \( \square \)

**Proof.** By noting that \( \mathbb{P}\{D_{[1]}^{[1]} > t\} = \mathbb{E}\{e^{-t/X_{IN1}}\} \) and \( \mathbb{E}\{X_{IN1}\} = \mathbb{E}\{X_{IN2}\} \), we have \( \mathbb{E}\{D_{[1]}^{[1]IN1}\} = \mathbb{E}\{D_{[1]}^{[1]IN2}\} \). Thus, in order to prove \( D_{[1]}^{[1]IN1} \geq cx D_{[1]}^{[1]IN2} \), it is enough to show that \( \int_a^\infty \mathbb{P}\{D_{[1]}^{[1]IN1} > t\} dt \geq \int_a^\infty \mathbb{P}\{D_{[1]}^{[1]IN2} > t\} dt \) for all \( a > 0 \) [76]. It is equivalent to showing that

\[
\mathbb{E}\{X_{IN1} \cdot e^{-a/X_{IN1}}\} \geq \mathbb{E}\{X_{IN2} \cdot e^{-a/X_{IN2}}\},
\]

for all \( a > 0 \).

Let \( g(x) \equiv xe^{-a/x} \). It is easy to see that \( g(x) \) is a convex function of \( x > 0 \) for all \( a > 0 \). Thus, from \( X_{IN1} \geq cx X_{IN2} \) and Definition 2, the above inequality (3.5) holds by taking \( \phi(x) = xe^{-a/x} \). This completes the proof. \( \square \)

Proposition 2 says the message delivery delay gets larger in the sense of convex order, as the underlying individual model becomes ‘more heterogeneous’ (in larger convex ordering of \( X \)). In particular, if \( \mathbb{E}\{T_{I}^{[N]}\} = \mathbb{E}\{T_{I}^{[HO]}\} = \tau \) (the same average aggregated inter-contact time under the individual and homogeneous models), we have

\[
D_{[1]}^{[1]IN} \geq cx D_{[1]}^{[1]HO},
\]

since \( X_{IN} \geq cx \mathbb{E}\{X_{IN}\} = \mathbb{E}\{T_{I}^{[IN]}\} = \tau \). This means that the message delivery delay of direct forwarding under the individual model is *more variable* than that under the homogeneous
model, while the average delays under both models are the same.

**Proposition 3.** If $\mathbb{E}\{T^{SP}\} = \mathbb{E}\{T^{HO}\}$, then $D^{[1]}_{SP} \succeq_{st} D^{[1]}_{HO}$. \hfill $\square$

**Proof.** Recall that $\mathbb{P}\{D^{[1]}_{HO} > t\} = e^{-t/\tau}$ and

$$
\mathbb{P}\{D^{[1]}_{SP} > t\} = \frac{1}{\mathbb{E}\{X_{SP}\}} \mathbb{E}\{X_{SP} \cdot e^{-t/X_{SP}}\}.
$$

Note also that $X_{SP} \geq_{cx} \mathbb{E}\{X_{SP}\} = \mathbb{E}\{T^{SP}\} = \tau$. Let $X_{HO}$ be a random variable that takes the value $\tau = \mathbb{E}\{X_{SP}\}$ with probability 1. Then, we can write

$$
\mathbb{P}\{D^{[1]}_{HO} > t\} = \frac{1}{\mathbb{E}\{X_{HO}\}} \mathbb{E}\{X_{HO} \cdot e^{-t/X_{HO}}\}.
$$

Hence, since $X_{SP} \geq_{cx} X_{HO}$ and $xe^{-t/x}$ is a convex function of $x > 0$ for all $t > 0$, from Definition 2, we have

$$
\mathbb{E}\{X_{SP} \cdot e^{-t/X_{SP}}\} \geq \mathbb{E}\{X_{HO} \cdot e^{-t/X_{HO}}\}
$$

for all $t > 0$. Then, by noting that $\mathbb{E}\{X_{SP}\} = \mathbb{E}\{X_{HO}\}$, it follows that $\mathbb{P}\{D^{[1]}_{SP} > t\} \geq \mathbb{P}\{D^{[1]}_{HO} > t\}$ for all $t > 0$. From Definition 1, the result follows. \hfill $\blacksquare$

Proposition 3 says that the message delivery delay of direct forwarding under the spatial model is stochastically larger than that under the homogeneous model, when the average inter-contact time under both models are matched. From Propositions 2 and 3, we see that the delay performance of direct forwarding under each heterogeneous model deviates from that under the homogeneous model in a different manner, though three models are the same in the average aggregate inter-contact time point of view.

Next, we compare the delay performance of direct forwarding under the spatial and individual models, when their *entire distributions* of the aggregate inter-contact time remain identical. This can be achieved by setting $X_{SP} \overset{d}{=} X_{IN}$ in (3.1)–(3.2). Still, our next result tells us that the delay of direct forwarding under the spatial model is always stochastically larger than that under the individual model.

**Proposition 4.** If $T^{SP}_{I} \overset{d}{=} T^{IN}_{I}$, then $D^{[1]}_{SP} \succeq_{st} D^{[1]}_{IN}$. \hfill $\square$

**Proof.** Recall that $\mathbb{P}\{D^{[1]}_{IN} > t\} = \mathbb{E}\{e^{-t/X_{IN}}\}$ and

$$
\mathbb{P}\{D^{[1]}_{SP} > t\} = \frac{1}{\mathbb{E}\{X_{SP}\}} \mathbb{E}\{X_{SP} \cdot e^{-t/X_{SP}}\}.
$$
Since $e^{-t/x}$ is increasing in $x > 0$ for any given $t > 0$, we have

$$
\mathbb{E}\{X_{SP} \cdot e^{-t/X_{SP}}\} \geq \mathbb{E}\{X_{SP}\} \cdot \mathbb{E}\{e^{-t/X_{SP}}\}.
$$

(3.6)

Then, from the assumption that

$$
\mathbb{P}\{T_{l}^{SP} > t\} = \mathbb{E}\{e^{-t/X_{SP}}\} = \mathbb{E}\{e^{-t/X_{IN}}\} = \mathbb{P}\{T_{l}^{IN} > t\}
$$

for any given $t > 0$, and from (3.6) we have

$$
\mathbb{P}\{D_{SP}^{[1]} > t\} = \frac{1}{\mathbb{E}\{X_{SP}\}} \mathbb{E}\{X_{SP} \cdot e^{-t/X_{SP}}\} \geq \mathbb{E}\{e^{-t/X_{SP}}\} = \mathbb{E}\{e^{-t/X_{IN}}\} = \mathbb{P}\{D_{IN}^{[1]} > t\},
$$

for all $t > 0$. From Definition 1, the result follows.

To sum up, from Propositions 2–4, we observe that the performance of direct forwarding varies depending on which of the two heterogeneous models is chosen, i.e., how the non-Poisson contact dynamics observed in the real traces are modeled. In addition, the aggregated inter-contact time statistics (the whole distribution) are still insufficient to correctly predict the forwarding performance, even though many existing works [21, 50, 10] have relied on the aggregated inter-contact time samples to uncover the characteristics of mobile nodes’ contact patterns and justify their modeling choices.

### 3.3 Delay Performance of Multicopy Two-hop Relay Protocol

We now turn our attention to multicopy two-hop relay protocol [39, 96, 41, 45] as a test case for a further investigation of the impact of the heterogeneity structure on the forwarding performance. In this protocol, only source node can replicate a message and forward its copy to any relay node that does not have the message copy upon encounter.

Consider the delivery of a single message in the network with $|\mathcal{N}| = n + 2$. Given a pair of source $s$ and destination $d$ which is uniformly chosen over $\mathcal{I}$, there are $n$ possible relay nodes $(r_1, r_2, \ldots, r_n)$. We hereafter use $T_{ij}$, instead of $T_l$ $(l \in \mathcal{I})$, to represent the pairwise inter-contact time of nodes $i$ and $j$ if needed to specify nodes $(i, j)$ of each node pair, where $i, j \in \{s, r_1, \ldots, r_n, d\}$ and $i \neq j$. Similarly, $R_{ij}$ stands for the residual inter-contact time of nodes $i$ and $j$. Then, as shown in [41, 45], the message delivery delay of the multicopy two-hop relay protocol (denoted by $D$) – the time interval from the time when the message is generated at a source node to the time when any copy of the message first reaches its destination, is given by

$$
D \doteq \min\{R_{sd}, R_{sr_1} + R_{r_1d}, \ldots, R_{sr_n} + R_{r_nd}\}.
$$

(3.7)
As before, $D_{IN}^{[2]}$, $D_{SP}^{[2]}$, and $D_{HO}^{[2]}$ denote the message delivery delay of multicopy two-hop relay protocol under individual, spatial, and homogeneous models, respectively. Here, we use superscript $D^{[2]}$ to indicate the multicopy two-hop relay protocol, whereby $D^{[1]}$ was used for the direct forwarding (single-hop) protocol in Section 3.2.

We first show that the stochastic ordering relationship in Proposition 3 still holds for the message delay delays of multicopy two-hop relay protocol under the spatial and homogeneous models.

**Proposition 5.** If $\mathbb{E}\{T_{SP}^{I}\} = \mathbb{E}\{T_{HO}^{I}\}$, then $D_{SP}^{[2]} \geq_{st} D_{HO}^{[2]}$. □

**Proof.** Let $R_{SP}^{ij}$ and $R_{HO}^{ij}$ be the residual inter-contact time of a given node pair $(i, j)$ under the spatial and homogeneous models, respectively. From Proposition 3, we have $R_{SP}^{ij} \geq_{st} R_{HO}^{ij}$. From the independence of $R_{SP}^{ij}$ and $R_{HO}^{ij}$ over different node $(i, j)$ pairs, the stochastic order is also closed under convolutions [76]. Thus, $R_{SP}^{sd} \geq_{st} R_{HO}^{sd}$ and $R_{SP}^{sr_i} + R_{SP}^{rd} \geq_{st} R_{HO}^{sr_i} + R_{HO}^{rd}$ ($i = 1, 2, \ldots, n$). Then, it easily follows that these stochastic ordering relationships still hold for their first order statistic, i.e.,

$$\min\{R_{SP}^{sd}, R_{SP}^{sr_1} + R_{SP}^{rd}, \ldots, R_{SP}^{sr_n} + R_{SP}^{rd}\} \geq_{st} \min\{R_{HO}^{sd}, R_{HO}^{sr_1} + R_{HO}^{rd}, \ldots, R_{HO}^{sr_n} + R_{HO}^{rd}\}.$$

That is, $D_{SP}^{[2]} \geq_{st} D_{HO}^{[2]}$, which completes the proof. □

Proposition 5 also implies that the hyper-exponential inter-contact time yields stochastically larger delay than the exponential inter-contact time for the multicopy two-hop relay protocol when their average inter-contact times are matched.

Next, we show the stochastic comparison for the delays of multicopy two-hop relay protocol under the individual and homogeneous models. Specifically, we first compare the delay performance for a given source and destination pair under the individual and homogeneous models, as the pairwise inter-contact times are statistically different for different node pairs under the individual model unlike to the spatial and homogeneous models. Later on, we will continue our stochastic comparison on the delay performance for a uniformly and randomly chosen source and destination pair under both models. In this stochastic comparison, we assume that each message reaches its destination via relay nodes only and the direct path from source to destination is not considered. This may be the case with a moderate to large number of mobile nodes (e.g., campus-wide MONs), i.e., the ‘best’ of $n$ relay nodes is likely to reach the destination earlier than the source node does.

Let $D_{IN(s,d)}^{[2]}$ be the message delivery delay for a given source and destination $(s, d)$ pair under the individual model. Here, for a proper comparison between $D_{IN(s,d)}^{[2]}$ and $D_{HO}^{[2]}$, we set
the average inter-contact time for the corresponding homogeneous model as

$$\tau = \frac{1}{2n} \sum_{i=1}^{n} \left[ \frac{1}{\lambda_{sr_i}} + \frac{1}{\lambda_{r_i d}} \right].$$  (3.8)

That is, the average inter-contact time for any node pair under the constructed homogeneous model is simply the arithmetic mean of the average inter-contact times over all node pairs in \( n \) two-hop relay paths under the individual model. Let \( T_{ij}^{IN} \) and \( T_{ij}^{HO} \) be the inter-contact time of each node pair \((i, j)\) under the individual and homogeneous models, respectively. Then, due to the memoryless property of exponential pairwise inter-contact time distributions under the individual and homogeneous models, \( D_{IN(s,d)}^{[2]} \) and \( D_{HO}^{[2]} \) are given by

$$D_{IN(s,d)}^{[2]} = \min \{ T_{sr_1}^{IN} + T_{r_1 d}^{IN}, \ldots, T_{sr_n}^{IN} + T_{r_n d}^{IN} \},$$  (3.9)

$$D_{HO}^{[2]} = \min \{ T_{sr_1}^{HO} + T_{r_1 d}^{HO}, \ldots, T_{sr_n}^{HO} + T_{r_n d}^{HO} \}.  \quad (3.10)$$

Instead of directly comparing \( D_{IN(s,d)}^{[2]} \) with \( D_{HO}^{[2]} \), we compare each of these message delivery delays with that under a partially homogeneous setting (a special case of the individual model). Figure 3.1(b) shows this partially homogeneous setting in which the delay over each relay path is now a sum of two \( i.i.d. \) exponential random variables with mean \( \frac{1}{2} \left[ 1/\lambda_{sr_i} + 1/\lambda_{r_i d} \right] \) (homogeneous for a given path, but heterogeneous over different paths). Let \( S_{sr_i} \) and \( S_{r_i d} \) be \( i.i.d. \) exponential random variables with mean

$$\frac{1}{\mu_i} \triangleq \frac{1}{2} \left[ \frac{1}{\lambda_{sr_i}} + \frac{1}{\lambda_{r_i d}} \right], \quad (3.11)$$

where \( i = 1, \ldots, n \). Then, the message delivery delay in this partially homogeneous model, \( \tilde{D}_{IN(s,d)}^{[2]} \), is given by

$$\tilde{D}_{IN(s,d)}^{[2]} = \min \{ S_{sr_1} + S_{r_1 d}, \ldots, S_{sr_n} + S_{r_n d} \}.  \quad (3.12)$$

Figure 3.1 depicts the aforementioned three different settings of \( n \) two-hop relay paths with varying degrees of heterogeneity over the average inter-contact times in the network.

To proceed, we collect several definitions on majorization [60] ordering. This is a partial order over vectors of real numbers and is useful in capturing the degree of heterogeneity in vector components.

**Definition 3.** [60] For \( \vec{y}, \vec{z} \in \mathbb{R}^n \), \( \vec{y} \) is said to be majorized by \( \vec{z} \), or \( \vec{z} \) majorizes \( \vec{y} \) (written \( \vec{y} \prec \vec{z} \)), if \( \sum_{i=1}^{m} y[i] \leq \sum_{i=1}^{m} z[i] \), \( (m = 1, 2, \ldots, n-1) \), and \( \sum_{i=1}^{n} y[i] = \sum_{i=1}^{n} z[i] \), where \( y[1] \geq y[2] \geq \cdots \geq y[n] \) \( (z[1] \geq z[2] \geq \cdots \geq z[n]) \) denote the components of \( \vec{y} \) (resp. \( \vec{z} \)) in decreasing order. \( \Box \)
Figure 3.1: Three different settings of $n$ two-hop relay paths with varying degrees of heterogeneity: (a) a fully heterogeneous setting, (b) a partially homogeneous setting where each relay path is homogeneous. (i.e., two-hop components in each relay path have the same average inter-contact time as $1/\mu_i = \frac{1}{2}(1/\lambda_{sr_i} + 1/\lambda_{rd_i})$, and (c) a fully homogeneous setting where the average inter-contact time for any node pair is $\tau = \frac{1}{2n} \sum_{i=1}^{n} [1/\lambda_{sr_i} + 1/\lambda_{rd_i}]$.

From (3.11) and Definition 3, we have

$$\left(\frac{1}{\lambda_{sr_i}}, \frac{1}{\lambda_{rd_i}}\right) \succ \left(\frac{1}{\mu_i}, \frac{1}{\mu_i}\right)$$

(3.13)

for any $\lambda_{sr_i}, \lambda_{rd_i} > 0$, and $(1/\mu_i, 1/\mu_i)$ is the smallest in the sense of majorization ordering. Further, note that from (3.8) and (3.11),

$$\tau = \frac{1}{2n} \sum_{i=1}^{n} \left[\frac{1}{\lambda_{sr_i}} + \frac{1}{\lambda_{rd_i}}\right] = \frac{1}{n} \sum_{i=1}^{n} \frac{1}{\mu_i}.$$  

This implies that

$$\left(\frac{1}{\mu_1}, ..., \frac{1}{\mu_n}\right) \succ (\tau, ..., \tau)$$  

(3.14)

for any $\mu_i > 0$.

**Definition 4.** [60] For $\vec{y}, \vec{z} \in \mathbb{R}^n$, a real-valued function $\psi$ defined on $\mathbb{R}^n$ is said to be Schur-convex, if $\vec{y} \prec \vec{z}$ implies $\psi(\vec{y}) \leq \psi(\vec{z})$. Similarly, $\psi$ is said to be Schur-concave, if $\vec{y} \prec \vec{z}$ implies $\psi(\vec{y}) \geq \psi(\vec{z})$.

We also need the following result on the preservation of the increasing concave ordering.

**Proposition 6.** [74, Proposition 9.5.4] If $Y_1, ..., Y_n$ are independent random variables and
\(Z_1, \ldots, Z_n\) are independent random variables, and \(Y_i \geq_{icv} Z_i\) for each \(i = 1, \ldots, n\), then \(f(Y_1, \ldots, Y_n) \geq_{icv} f(Z_1, \ldots, Z_n)\) for all increasing and componentwise concave function \(f\). \(\square\)

Now we present our main result on the stochastic comparison among \(D_{IN(s,d)}^{[2]}, \tilde{D}_{IN(s,d)}^{[2]}, D_{HO}^{[2]}\) – the message delivery delay of multicopy two-hop relay protocol over the network setting in Figure 3.1(a), (b), (c), respectively.

**Theorem 1.** If \(\mathbb{E}\{T_{IH}^{HO}\} = \tau = \frac{1}{2\mu} \sum_{i=1}^{n} \left[ \frac{1}{\lambda_{sr_i}} + \frac{1}{\lambda_{rd_i}} \right]\), then \(D_{IN(s,d)}^{[2]} \leq_{icv} \tilde{D}_{IN(s,d)}^{[2]} \leq_{st} D_{HO}^{[2]}\). \(\square\)

**Proof.** (A) **Proof of** \(D_{IN(s,d)}^{[2]} \leq_{icv} \tilde{D}_{IN(s,d)}^{[2]}\): Let \(U_1\) and \(U_2\) be i.i.d. exponential random variables with rate one. Then, observe that

\[
T_{sr_i}^{IN} = \frac{1}{\lambda_{sr_i}} U_1, \quad \text{and} \quad T_{rd_i}^{IN} = \frac{1}{\lambda_{rd_i}} U_2.
\]

Similarly, we have

\[
S_{sr_i} = \frac{1}{\mu_i} U_1, \quad \text{and} \quad S_{rd_i} = \frac{1}{\mu_i} U_2.
\]

Thus, from the independence of \(T_{sr_i}^{IN}\) and \(T_{rd_i}^{IN}\) and the independence of \(S_{sr_i}\) and \(S_{rd_i}\), we have

\[
T_{sr_i}^{IN} + T_{rd_i}^{IN} = \frac{1}{\lambda_{sr_i}} U_1 + \frac{1}{\lambda_{rd_i}} U_2,
\]

\[
S_{sr_i} + S_{rd_i} = \frac{1}{\mu_i} U_1 + \frac{1}{\mu_i} U_2. \tag{3.15}
\]

Note that if \(Y_1, \ldots, Y_n\) are exchangeable random variables, then \(\psi(\vec{a}) = \mathbb{E}\{f(\sum a_i Y_i)\}\) is Schur-convex on \(\mathbb{R}^n\) for any convex function \(f\) [60, p.287, Proposition B.2]. Thus, from (3.13), (3.15), and Definition 4, we have,

\[
\mathbb{E}\{f(T_{sr_i}^{IN} + T_{rd_i}^{IN})\} = \mathbb{E}\left\{f\left(\frac{1}{\lambda_{sr_i}} U_1 + \frac{1}{\lambda_{rd_i}} U_2\right)\right\} \geq \mathbb{E}\left\{f\left(\frac{1}{\mu_i} U_1 + \frac{1}{\mu_i} U_2\right)\right\} = \mathbb{E}\{f(S_{sr_i} + S_{rd_i})\},
\]

for any convex function \(f\). Equivalently, from Definition 2, we have \(T_{sr_i}^{IN} + T_{rd_i}^{IN} \geq_{cx} S_{sr_i} + S_{rd_i}\) for each \(i = 1, \ldots, n\). As mentioned in Section 3.2, it follows that

\[
T_{sr_i}^{IN} + T_{rd_i}^{IN} \geq_{cx} S_{sr_i} + S_{rd_i} \Rightarrow T_{sr_i}^{IN} + T_{rd_i}^{IN} \leq_{cv} S_{sr_i} + S_{rd_i} \Rightarrow T_{sr_i}^{IN} + T_{rd_i}^{IN} \leq_{icv} S_{sr_i} + S_{rd_i},
\]

for any \(i\). Then, since \(\min\{x_1, \ldots, x_n\}\) is increasing on \(\mathbb{R}^n\) and concave in each argument \(x_i\),
from (3.9), (3.12), and Proposition 6, we have

$$D_{\text{IN}}^{[2]}(s,d) \leq icv D_{\text{HO}}^{[2]}.$$  \hfill (3.16)

(B) **Proof of** $\tilde{D}_{\text{IN}}^{[2]}(s,d) \leq_{st} D_{\text{HO}}^{[2]}$: Let $\nu_i \equiv \frac{1}{\mu_i}$ and

$$g(\nu_i) \equiv \mathbb{P}\{S_{sr_i} + S_{r_i,d} > t\} = \left(1 + \frac{t}{\nu_i}\right)e^{-t/\nu_i}$$

for any given $t > 0$. We also define another function by

$$h(\vec{\nu}) \equiv \mathbb{P}\left\{\tilde{D}_{\text{IN}}^{[2]}(s,d) > t\right\} = \prod_{i=1}^{n} g(\nu_i),$$

where $\vec{\nu} \equiv (\nu_1, \nu_2, \ldots, \nu_n)$. It is straightforward to check $\log g(\nu_i)$ is concave in $\nu_i > 0$ for all $t > 0$. Then, since $g(\nu_i)$ is log-concave, $h(\vec{\nu}) = \prod g(\nu_i)$ is Schur-concave on $(0, \infty)^n$ [60, p.73, Proposition E.1]. Thus, from (3.10), (3.12), (3.14) and Definition 4, we have for any $\vec{\nu} \in (0, \infty)^n$,

$$\mathbb{P}\left\{\tilde{D}_{\text{IN}}^{[2]}(s,d) > t\right\} = h(\nu_1, \ldots, \nu_n) \leq h(\tau, \ldots, \tau) = \mathbb{P}\left\{D_{\text{HO}}^{[2]} > t\right\},$$

for any given $t > 0$. In other words, by Definition 1,

$$\tilde{D}_{\text{IN}}^{[2]}(s,d) \leq_{st} D_{\text{HO}}^{[2]}.$$ \hfill (3.17)

From (3.16) and (3.17), we are done. \hfill ■

By noting that $\leq_{st} \Rightarrow \leq_{icv}$, Theorem 1 implies that if $\mathbb{E}\{T_I^{\text{HO}}\} = \frac{1}{2n} \sum_{i=1}^{n} [1/\lambda_{sr_i} + 1/\lambda_{r_i,d}]$, then

$$D_{\text{IN}}^{[2]}(s,d) \leq_{icv} D_{\text{HO}}^{[2]}.$$ 

Since $\phi(x) = x$ is increasing and concave, from Definition 2, it further implies

$$\mathbb{E}\{D_{\text{IN}}^{[2]}(s,d)\} \leq \mathbb{E}\{D_{\text{HO}}^{[2]}\}. \hfill (3.18)$$

We now move on to the stochastic comparison on message delivery delays for a *uniform* source and destination pair. Note that the average message delivery delay of a uniform pair is nothing but the arithmetic mean of the average message delivery delays over all possible $|\mathcal{N}|(|\mathcal{N}| - 1)/2$ source and destination $(s, d)$ pairs. Also, as in (3.18), for each $(s, d)$ pair, if $\mathbb{E}\{T_I^{\text{HO}}\} = \frac{1}{2n} \sum_{i=1}^{n} [1/\lambda_{sr_i} + 1/\lambda_{r_i,d}]$, then $\mathbb{E}\{D_{\text{HO}}^{[2]}\}$ becomes an upper bound of $\mathbb{E}\{D_{\text{IN}}^{[2]}(s,d)\}$. 26
Hence, after computing the arithmetic mean of the upper bounds of $\mathbb{E}\{D_{\text{IN}(s,d)}^{[2]}\}$ over all $(s,d)$ pairs, we obtain the following corollary.

**Corollary 1.** If $\mathbb{E}\{T_I^{\text{HO}}\} = \mathbb{E}\{T_I^{\text{IN}}\} = \sum_{i \in I} \frac{1}{|I|}$, then $\mathbb{E}\{D_{\text{IN}}^{[2]}\} \leq \mathbb{E}\{D_{\text{HO}}^{[2]}\}$.

**Proof.** See Appendix A.2.

As shown in Theorem 1 and Corollary 1, the path diversity (heterogeneity) over $n$ relay paths under the individual model results in better delay performance of multicopy two-hop relay protocol. It also turns out that Proposition 5 still holds under the same scenario (i.e., no direct path is used) considered in Corollary 1. Thus, under this scenario, if $\mathbb{E}\{T_I^{\text{SP}}\} = \mathbb{E}\{T_I^{\text{IN}}\} = \mathbb{E}\{T_I^{\text{HO}}\}$, we have

$$\mathbb{E}\{D_{\text{IN}}^{[2]}\} \leq \mathbb{E}\{D_{\text{HO}}^{[2]}\} \leq \mathbb{E}\{D_{\text{SP}}^{[2]}\}. \quad (3.19)$$

This means that the heterogeneity structure in the spatial model makes the average delay performance of multicopy two-hop relay protocol worse, whereas the other heterogeneity structure in the individual model is beneficial to its average delay performance when compared with that under the corresponding homogeneous model. In addition, even if the whole aggregate inter-contact time distribution under both the spatial and individual models remains the same, i.e., $T_I^{\text{SP}} \overset{d}{=} T_I^{\text{IN}}$, since $\mathbb{E}\{T_I^{\text{SP}}\} = \mathbb{E}\{T_I^{\text{IN}}\}$, it follows from (3.19) that

$$\mathbb{E}\{D_{\text{IN}}^{[2]}\} \leq \mathbb{E}\{D_{\text{SP}}^{[2]}\}.$$ 

Along with Proposition 4, it clearly shows that the aggregate inter-contact time statistics are still not sufficient in accurately estimating the forwarding performance.

From our theoretical results, we expect that the delay performance of other two-hop or multi-hop forwarding protocols under each heterogeneous model differs considerably from that under the homogeneous model and there exists a significant performance gap between the two heterogeneous models as we observed, even when the entire aggregate inter-contact time distributions are precisely matched.

### 3.4 Simulation Results

In this section, we present simulation results on the average delay performance of multicopy two-hop relay protocol and epidemic routing protocol for a uniform source and destination pair under the individual, spatial, and homogeneous models, all of which are the same in the average inter-contact time of a random pair of nodes (the same average aggregate inter-contact time) to support our analytical findings. In the epidemic routing protocol [88, 39, 48, 96, 45, 47],
a commonly used reference forwarding algorithm for MONs, every node can copy a message
and forward its copy ('infect') to any other node that does not have the message already
upon encounter. We use a custom event-driven simulator implemented using C++ to conduct
numerical simulations.

Specifically, for the spatial model, we consider a two-states spatial model (a special case)
where random contact events of each node pair occur according to a Poisson process with
rate \( \beta_i \) only when two nodes of the pair reside in the same state (site) \( i \in \{1, 2\} \), while every
node can move between two states with transition rates \( q_{12}, q_{21} \). In addition, we consider the
following scenario for the individual model: all node pairs (total \( |\mathcal{N}|(|\mathcal{N}| - 1)/2 \) pairs) are
equally divided into 5 groups, in which the contact rate of any node pair in each group is the
same, but different from that of the other group, though the inter-contact time distribution
of each pair is still exponential. For the homogeneous model, by its definition, contact events
of any node pair happen according to a Poisson process with same rate parameter. We below
explain parameter settings which ensure the same average aggregate inter-contact time for all
the three models.

\[
q_{12} = q_{21} = 10^{-5}
\]

\[
q_{12} = q_{21} = 5 \times 10^{-5}
\]

Figure 3.2: Pairwise inter-contact time distribution under the two-states spatial model with
varying \( q_{12} (= q_{21}) \). \( \tau = 8000 \) for both cases.

In the simulations of the two-states spatial model, we use \( \beta_1 = 10^{-4} \) and \( \beta_2 = 4 \times 10^{-4} \)
for the contact rates associated with states \( S_1 \) and \( S_2 \), respectively, and consider two different
cases of the transition rates \( q_{12} \) and \( q_{21} \), i.e., \( q_{12} = q_{21} = 10^{-5} \) and \( q_{12} = q_{21} = 5 \times 10^{-5} \). We
here present the complementary cumulative distribution function (CCDF) of the inter-contact
time of a node pair on semi-log scale under the above parameter settings in Figure 3.2. The
graphs labeled ‘simulation’ are plotted based on inter-contact time samples of a node pair from numerical simulations, while the other graphs labeled ‘analysis’ are obtained from the derivation of pairwise inter-contact time distribution shown in the proof of Proposition 1 (i.e., numerical computation of the equation (A.3) in Appendix A.1). From Figure 3.2, we can identify that the simulation results show a good agreement with the analysis of the pairwise inter-contact time distribution. In Figure 3.2, an exponential distribution with mean $\tau$, which is set to be the same average inter-contact time observed in each simulation, is also drawn to explicitly show that the pairwise inter-contact time distribution under the two-states spatial model deviates much from that under the homogeneous model, an pure exponential distribution. Note the average inter-contact time observed under each of both simulations is almost the same as 8000 seconds (i.e., $\tau = 8000$). This value of $\tau$ is also used for the average inter-contact time of any node pair under the homogeneous model in the subsequent simulations. In addition, for the simulations of the individual model, the average inter-contact time for each of 5 groups of node pairs is given by $\tau - 2\Delta, \tau - \Delta, \tau, \tau + \Delta, \tau + 2\Delta$, respectively, where $\tau = 8000$ and $\Delta = 2000, 3000$. In this way, the average inter-contact time of a randomly chosen pair of nodes remains the same for the three models.

We then conduct numerical simulations to measure the average delay performance of multicopy two-hop relay protocol and epidemic routing protocol under each of the three models with the above parameter settings. In each simulation, a message is independently generated at a random time for a uniformly and randomly chosen source and destination pair and total $10^5$ messages are generated during the simulation. All simulation results are obtained based upon
the message delivery of $10^5$ messages. We also change the number of nodes $|\mathcal{N}|$ from 20 to 50 in the simulations.

Figure 3.3 shows the average delays of multicopy two-hop relay protocol under the spatial, individual, and homogeneous models. First, as shown in Figure 3.3(a), the spatial model with a different set of transition rates yields worse performance than the homogeneous model in terms of the average delay, which is in good agreement with our analytical findings in Section 3.3 (see Proposition 5 and (3.19)). This performance declination results from that pairwise inter-contact time under the spatial model is no longer memoryless and more variable, which tends to have longer inter-contact time sample with higher probability, as seen from Figure 3.2. We can further observe that for the spatial model, the average delay performance under the case of $q_{12} = q_{21} = 10^{-5}$ is worse than the other. This is also due to higher variability of inter-contact time under the former case.

In addition, as can be seen from Figure 3.3(b), the individual model (with $\Delta = 2000, 3000$) results in better average delay performance than the homogeneous model. This also confirms our findings in Theorem 1 and Corollary 1. As mentioned in Section 3.3, the main reason of the performance improvement is the path diversity in the individual model. In other words, since the message delivery delay is the minimum path delay over direct and two-hop relay paths, the diversity in path delays under the individual model can improve the delay performance. We also observe that the more variable scenario of the individual model in terms of the average inter-contact time for each node pair ($\Delta = 3000$), the smaller average delay of the multicopy

Figure 3.4: The average delay of epidemic protocol under the spatial, individual, and homogeneous models, all of which remain the same in the average inter-contact time of a random pair of nodes.
two-hop relay protocol. This improvement comes from higher path diversity for the case of \( \Delta = 3000 \).

We also present the average delays of epidemic routing protocol under the spatial, individual, and homogeneous models in Figure 3.4. We can see the same trend in the average delay performance of epidemic routing protocol as observed above for the multicopy two-hop relay protocol. Hence, all the simulation results collectively exhibit an opposite prediction on the forwarding performance from each of the two heterogeneous models and also show the presence of a performance gap between the performance predictions, which confirms our analytical results.
Chapter 4

Exploiting Heterogeneity in Mobile Nodes’ Contact Dynamics to Improving Forwarding Performance

In Chapter 3, we have studied how two different sources of heterogeneity in mobile nodes’ contact dynamics (individual and spatial heterogeneities) on the forwarding performance. In this chapter, we extend our investigation to quantifying the benefit of leveraging the underlying heterogeneity structure in the design of forwarding algorithms. Specifically, we analytically investigate how much benefit the heterogeneity in mobile nodes’ contact dynamics can bring in the forwarding performance. We first present a class of probabilistic two-hop forwarding policies and an optimization problem to find an optimal forwarding policy among the probabilistic forwarding policies in Section 4.1. Rather than directly solving the optimization problem, we instead derive a delay upper bound of any two-hop forwarding policy and obtain its closed-form expression in Section 4.2, and then find a sub-optimal forwarding policy which minimizes the derived delay upper bound while satisfying a given constraint in Section 4.3.1. In Section 4.3.2, we finally provide numerical evaluations of the forwarding performance via the sub-optimal policy as well as its simulation results to show the attainable performance gain through exploiting the heterogeneity in contact dynamics under various heterogeneous network settings.

4.1 Problem Formulation

In this section, we first explain a class of probabilistic two-hop forwarding policies with a given constraint on the number of message copies under the individually heterogeneous network model (individual model) defined in Chapter 2 in which the pairwise inter-contact time between mobile nodes $i$ and $j$, denoted by $T_{ij}$, is independently drawn from an exponential distribution with
rate $\lambda_{ij} > 0$, where $i,j \in \mathcal{N}$ and $i \neq j$. We then formulate an optimization problem to find an optimal forwarding policy to minimize the message delivery delay while satisfying the constraint.

In the class of probabilistic two-hop forwarding policies, a source node forwards a message copy to each relay node $r_i$ with probability $p_i \in [0,1]$ upon encounter. Note that the source node has no benefit of forwarding a copy to each relay node upon the second or later encounter after skipping the first forwarding opportunity. Thus, the forwarding decision for each relay node is done only once upon the first encounter. Then, the forwarded message copies or an original message can be delivered to their destinations via relay nodes chosen in the forwarding decision or directly by the source, respectively. Figure 4.1 depicts this operation under the probabilistic two-hop forwarding policies.

![Figure 4.1: A class of probabilistic two-hop forwarding policies](image)

Our focus in this chapter is not to propose yet another forwarding algorithm but to analytically quantify the achievable performance gain by exploiting the heterogeneity in mobile nodes' contact dynamics. For tractable analysis (but still non-trivial), we do not consider two-hop forwarding policies which change relay paths or choose relay nodes on-the-fly upon encounter, i.e., the forwarding probability $p_i$ for each relay node $i$ is not changing over time but predetermined. As we shall show in Section 4.3, a two-hop forwarding policy obtained from a class of policies considered, which is below explained, still demonstrates its significant performance improvement by exploiting the underlying heterogeneity structure. We also discuss a further benefit possible by changing relay paths on-the-fly upon encounter in Section 4.3.

Each forwarding probability $p_i$ should be chosen to satisfy a constraint on the number of message copies, which in turn controls network cost or the amount of resource consumption in-
curred by additional message transfers. At the same time, the message delivery delay critically depends on how we choose $p_i$ for each relay node $r_i$. Thus, we can formulate the problem of finding an optimal forwarding policy $\vec{p}^*$ under the constraint on the number of message copies in the individual model as an optimization problem. In what follows, we describe this formulation step by step.

Throughout the formulation and subsequent delay analysis, we assume the followings as in other analytical works [81, 39, 96, 4, 42]. The network is sparse and network traffic is light such that interference and contention [48] are not important factors. In other words, we assume that each node has infinite bandwidth and buffer. In fact, as will be shown in Section 4.3, exploiting the heterogeneity in mobile nodes’ contact dynamics is helpful in significantly reducing the number of message copies, which in turn keeps the network traffic low and thus decreases the effect of interference/contention. In addition, we assume that a message transfer between any two nodes at their contact instant takes a negligible time with respect to their inter-contact time.

Let $\mathcal{N} = \{s, r_1, \ldots, r_n, d\}$ with source $s$ and destination $d$, and $n$ possible relay nodes $r_1, r_2, \ldots, r_n$. Let $\{Y_i\}_{1 \leq i \leq n}$ be the set of independent Bernoulli random variables with $\Pr\{Y_i = 1\} = p_i$ and $\Pr\{Y_i = 0\} = 1 - p_i$, to represent the forwarding decision to relay node $r_i$. For each $i$, we define a function $I_{p_i}$ as

$$I_{p_i} = \begin{cases} 1 & \text{if } Y_i = 1, \\ \infty & \text{otherwise.} \end{cases}$$

Let $M = \sum_{i=1}^{n} Y_i$ denote the random variable to represent the number of message copies except the original message at the source node in the whole network. We also define $\vec{Y} \triangleq [Y_1, \ldots, Y_n]$ and $\vec{p} \triangleq [p_1, \ldots, p_n]$.

The message delivery delay $D$ under a probabilistic two-hop forwarding policy with $\vec{p}$ can then be written as

$$D = \min\{T_{sd}, (T_{sr_1} + T_{r_1d})I_{p_1}, \ldots, (T_{sr_n} + T_{r_nd})I_{p_n}\}. \quad (4.2)$$

We want to compute $\mathbb{E}\{D\}$ in terms of forwarding policy $\{p_i\}$ and the network parameter $\lambda_{ij}$. Since all the random variables inside the minimum operator in (4.2) are independent of each

*As a special case, if $p_i = 1$ for all relay nodes (no resource constraint), then the probabilistic two-hop forwarding policy reduces to the multicopy two-hop relay protocol [39, 96, 41].
others, we have

\[ P\{D > t\} = P\{T_{sd} > t\} \prod_{i=1}^{n} P\{(T_{sr_i} + T_{rd_i})I_{p_i} > t\}. \quad (4.3) \]

By conditioning on \( I_{p_i} \), we have

\[ P\{(T_{sr_i} + T_{rd_i})I_{p_i} > t\} = E\{P\{(T_{sr_i} + T_{rd_i})I_{p_i} > t|I_{p_i}\}\} \]
\[ = P\{T_{sr_i} + T_{rd_i} > t\} P\{I_{p_i} = 1\} + P\{t < \infty\} P\{I_{p_i} = \infty\} \]
\[ = P\{T_{sr_i} + T_{rd_i} > t\} p_i + (1 - p_i), \quad (4.4) \]

where the last equality is from the definition of \( I_{p_i} \) in (4.1).

For notational simplicity, we define \( f_0(t) \triangleq P\{T_{sd} > t\} \) and \( f_i(t) \triangleq P\{T_{sr_i} + T_{rd_i} > t\} \), where \( T_{sd}, T_{sr_i}, \) and \( T_{rd_i} \) are independent exponential random variables with rate \( \lambda_{sd}, \lambda_{sr_i}, \) and \( \lambda_{rd_i} \), respectively. Then, from (4.4), (4.3) can be rewritten as

\[ P\{D > t\} = f_0(t) \prod_{i=1}^{n} [p_i f_i(t) + (1 - p_i)], \quad (4.5) \]

and thus, by noting that \( E\{D\} = \int_0^\infty P\{D > t\} dt \), we have

\[ E\{D\}_{\vec{p}} = \int_0^\infty f_0(t) \prod_{i=1}^{n} [p_i f_i(t) + (1 - p_i)] dt, \quad (4.6) \]

where we use the subscript in \( E\{D\}_{\vec{p}} \) to clearly indicate that the average delay is a function of the forwarding policy \( \vec{p} = [p_1, \ldots, p_n] \).

Now, we formally state our problem to find an optimal forwarding policy \( \vec{p}^* \) under the constraint on the average number of message copies, i.e., \( E\{M\} = E\{\sum_{i=1}^{n} Y_i\} = \sum_{i=1}^{n} p_i \), as the following optimization problem: For \( E\{D\}_{\vec{p}} : [0,1]^n \rightarrow \mathbb{R}_+ \),

\[
(P1) \quad \text{minimize} \quad E\{D\}_{\vec{p}} \quad \text{subject to} \quad \sum_{i=1}^{n} p_i \leq K,
\]

where \( \vec{p} \) denotes a forwarding policy and \( K \) is a positive integer \( (1 \leq K \leq n) \). As explicitly shown in (P1), the average number of copies (except the original message at the source node) allowed in the network is limited up to \( K \)-copies.
4.2 Delay Analysis

In this section, we derive an achievable upper bound on the delay in a tractable form, which leads us to find a sub-optimal solution to (P1). We also explain an intuition behind the delay upper bound by considering multicopy two-hop relay protocol [39, 96, 41] as an importance special case.

4.2.1 An Upper Bound of Message Delivery Delay

A difficulty in solving the optimization problem (P1) arises, since it is not a convex optimization problem, which can be checked by showing that the Hessian matrix of $\mathbb{E}\{D\}_{\mathbf{p}}$ with respect to $\mathbf{p}$ is neither positive semidefinite nor negative semidefinite. Thus, we cannot resort to the standard convex optimization techniques [13] to find the optimal solution of (P1). Instead, we below derive an upper bound of $\mathbb{E}\{D\}_{\mathbf{p}}$ from (4.6), which becomes mathematically more tractable.

First, by noting that $T_{sd}$ is an exponential random variable with rate $\lambda_{sd}$, we rewrite (4.6) as

$$
\mathbb{E}\{D\}_{\mathbf{p}} = \int_{0}^{\infty} e^{-\lambda_{sd}t} \prod_{i=1}^{n} [p_{i}f_{i}(t) + (1 - p_{i})] dt
$$

$$
= \frac{1}{\lambda_{sd}} \int_{0}^{\infty} \left( \prod_{i=1}^{n} [p_{i}f_{i}(t) + (1 - p_{i})] \right) \lambda_{sd} e^{-\lambda_{sd}t} dt
$$

$$
= \frac{1}{\lambda_{sd}} \mathbb{E}\left\{ \prod_{i=1}^{n} [p_{i}f_{i}(T_{sd}) + (1 - p_{i})] \right\},
$$

(4.7)

where the expectation is with respect to $T_{sd}$.

We denote $\|X\|_{q}$ to be the $L_{q}$ norm of a (real-valued) random variable $X$, i.e., $\|X\|_{q} \triangleq [\mathbb{E}\{|X|^{q}\}]^{1/q}$ for $0 < q < \infty$, and $\|X\|_{\infty} \triangleq \inf\{c \in \mathbb{R} : \mathbb{P}\{|X| > c\} = 0\}$. We also define by $\mathcal{L}^{q}$ a set of all random variables $X$ for which $\|X\|_{q} < \infty$.

To proceed, we need the following two inequalities that will be used to derive the upper bound of $\mathbb{E}\{D\}_{\mathbf{p}}$ from (4.7).

Theorem 2. [33, 87] (Generalized Hölder’s Inequality) Let $1 \leq q_{i} \leq \infty$ with $\sum_{i=1}^{n} 1/q_{i} = 1$. If $X_{i} \in \mathcal{L}^{q_{i}}$ for $1 \leq i \leq n$, then $\prod_{i=1}^{n} X_{i} \in \mathcal{L}^{1}$ and

$$
\| \prod_{i=1}^{n} X_{i} \|_{1} \leq \prod_{i=1}^{n} \|X_{i}\|_{q_{i}}.
$$

$\square$
Theorem 3. [33, 87] (Minkowski’s Inequality) For $X, Y \in L^q$ with $1 \leq q \leq \infty$, 
\[
\|X + Y\|_q \leq \|X\|_q + \|Y\|_q.
\]

Since $f_i(t) = \mathbb{P}\{T_{sr_i} + T_{rd} > t\} \leq 1$, it follows that $f_i(T_{sd}) \in L^q$ and $p_i f_i(T_{sd}) + (1 - p_i) \in L^q$ for $1 \leq q \leq \infty$. Thus, for any $1 \leq q_i \leq \infty$ with $\sum_{i=1}^n 1/q_i = 1$, we have
\[
\mathbb{E}\{D\}_{\bar{p}} \leq \frac{1}{\lambda_{sd}} \prod_{i=1}^n \|p_i f_i(T_{sd}) + (1 - p_i)\|_{q_i},
\]
\[
\leq \frac{1}{\lambda_{sd}} \prod_{i=1}^n [p_i \|f_i(T_{sd})\|_{q_i} + (1 - p_i)],
\]
(4.8)
(4.9)

where (4.8) is from the generalized Hölder’s inequality and (4.9) is from Minkowski’s inequality.

In contrast to the original form of $\mathbb{E}\{D\}_{\bar{p}}$ in (4.6) and (4.7), its upper bound in (4.9) is in a much more tractable form. More important, this upper bound leads us to find an optimal solution $\bar{p}^*$ that minimizes the upper bound, which is good enough to show the benefit of exploiting the heterogeneity in mobile nodes’ contact dynamics, as will be shown in Section 4.3.

4.2.2 A Special Case: Multicopy Two-hop Relay Protocol

We below consider the multicopy two-hop relay protocol as a special case ($K = n$) to get an intuition behind the delay upper bound in (4.9).

Let $T_j^{sr_i}$ ($j = 1, \ldots, K$) be i.i.d. exponential random variables with rate $\lambda_{sr_i}$, and similarly for $T_j^{rd}$ ($j = 1, \ldots, K$) with rate $\lambda_{rd}$. We define
\[
\tilde{D}_i \triangleq \min\{T_{sd}, T_1^{sr_i} + T_1^{rd}, \ldots, T_K^{sr_i} + T_K^{rd}\},
\]
(4.10)
for $i = 1, \ldots, n$. $\tilde{D}_i$ here is defined for general $K$-copies which will be used in the rest of this chapter. By definition, $\tilde{D}_i$ can be interpreted as the message delivery delay of multicopy two-hop relay policy over a partially homogeneous network $\mathcal{N}_i$ (as depicted in Figure 4.2) that is composed of a direct source-destination path and $K$ i.i.d. two-hop relay paths, each of which has delay equal to the sum of two exponential random variables with rates $\lambda_{sr_i}$ and $\lambda_{rd}$. In other words, $K$ two-hop relay paths in $\mathcal{N}_i$ are i.i.d. copies of the two-hop relay path via relay node $i$ in the original heterogeneous network, and the direct path in both networks remains the same. Figure 4.2 shows this decomposition procedure from an original heterogeneous network to $n$ partially homogeneous networks $\mathcal{N}_i$ ($i = 1, \ldots, n$)
Figure 4.2: Decomposition of a heterogeneous network into $n$ partially homogeneous networks $\mathcal{N}_i$ ($i = 1, \ldots, n$). $K$ two-hop relay paths in $\mathcal{N}_i$ are i.i.d. copies of the two-hop relay path via relay node $r_i$ in the original heterogeneous network.

From $T_{sr_i}^j + T_{r_id}^j \overset{d}{=} T_{sr_i} + T_{r_id}$ and independence over $j = 1, \ldots, K$, for each $i$, we have

$$
\mathbb{E}\{\tilde{D}_i\} = \int_0^\infty f_0(t)\left[f_i(t)\right]^K dt.
$$

(4.11)

We can compute a close-form expression of $\mathbb{E}\{\tilde{D}_i\}$ (See Appendix A.3 for its derivation) as follows: for $\lambda_{sr_i} \neq \lambda_{r_id}$

$$
\mathbb{E}\{\tilde{D}_i\} = \frac{1}{(\lambda_{r_id} - \lambda_{sr_i})^K} \sum_{j=0}^{K} \left(\begin{array}{c} K \\ j \end{array}\right) \frac{(-\lambda_{sr_i})^j \lambda_{r_id}^{K-j}}{\lambda_{sd} + j \lambda_{r_id} + (K-j)\lambda_{sr_i}},
$$

and for $\lambda_{sr_i} = \lambda_{r_id}$

$$
\mathbb{E}\{\tilde{D}_i\} = \frac{K!}{\lambda_{sr_i}} \sum_{j=0}^{K} \frac{K!}{(K-j)!(K + \lambda_{sd}/\lambda_{sr_i})^{j+1}}.
$$

(4.12)

Now, consider $K = n$ and set $q_i = n$ for $i = 1, \ldots, n$. Since the forwarding policy simply
becomes $\vec{p} = \vec{1} = [1, \ldots, 1]$, (4.9) can be rewritten as
\[
\mathbb{E}\{D\vec{1}\} \leq \frac{1}{\lambda_{sd}} \prod_{i=1}^{n} \|f_i(T_{sd})\|_n = \frac{1}{\lambda_{sd}} \prod_{i=1}^{n} \left[ \int_0^{\infty} \lambda_{sd} e^{-\lambda_{sd} t} [f_i(t)]^n dt \right]^{1/n} = \prod_{i=1}^{n} \left[ \int_0^{\infty} f_0(t) [f_i(t)]^n dt \right]^{1/n} = \prod_{i=1}^{n} \left[ \mathbb{E}\{\tilde{D}_i\} \right]^{1/n}. \tag{4.13}
\]

The delay upper bound in (4.13) is nothing but a geometric mean of $\mathbb{E}\{\tilde{D}_i\}$, the average message delivery delay of multicopy two-hop relay protocol under $\mathfrak{H}_i$. We observe that this delay upper bound still captures the underlying heterogeneity in mobile nodes’ contact dynamics, as each decomposed network $\mathfrak{H}_i$ contains each of $n$ different two-hop relay paths of the original heterogeneous network. In addition, a closed-form solution of this delay upper bound can be immediately obtained from (4.12).

**Remark 1.** When the network is homogeneous with $\lambda_{ij} = \lambda$, the upper bound in (4.13) becomes identical to the original expression of $\mathbb{E}\{D\vec{1}\}$ from (4.6), i.e., all the intermediate inequalities that have led to (4.13) hold with equality for this special case of multicopy two-hop relay protocol under the homogeneous network setting.

**Remark 2.** Consider two homogeneous networks $\mathfrak{H}_U$ and $\mathfrak{H}_L$ with common contact rates for any node pair given by $\lambda_{\text{min}} = \min_{i,j \in \mathcal{N}} \{\lambda_{ij}\}$ and $\lambda_{\text{max}} = \max_{i,j \in \mathcal{N}} \{\lambda_{ij}\}$, respectively. Also, set the average message delivery delay of multicopy two-hop relay protocol under $\mathfrak{H}_U$ and $\mathfrak{H}_L$ by $\mathbb{E}\{\hat{D}_U\}$ and $\mathbb{E}\{\hat{D}_L\}$, respectively. Then, it is straightforward to see that $\mathbb{E}\{\hat{D}_L\} \leq \mathbb{E}\{D\vec{1}\} \leq \mathbb{E}\{\hat{D}_U\}$. It is also known [39, 96] that the average delay of multicopy two-hop relay protocol under a homogeneous network is asymptotically $\frac{1}{\lambda} \sqrt{\frac{\pi}{2(n+1)}}$ as $n \to \infty$ where $|\mathcal{N}| = n+2$ and $\lambda$ is a common contact rate for any node pair. Thus, if we were to focus on the asymptotic average delay of multicopy two-hop relay protocol, it would be $O\left(\frac{1}{\sqrt{n+1}}\right)$, regardless of whether the underlying network is homogeneous or heterogeneous.† This is precisely why we analyze the delay performance under a heterogeneous network setting with a given finite number of mobile nodes.

### 4.3 Main Results

In this section, we obtain an optimal solution $\vec{p}^*$ which minimizes the delay upper bound derived in the previous section. We also show a closed-form expression of the guaranteed delay bound

†Only the constant coefficient $1/\lambda_{\text{min}}$ or $1/\lambda_{\text{max}}$ will change and the order term in $n$ remains the same.
under this optimal solution $\vec{p}^*$. Finally, we quantify the performance gain of exploiting the heterogeneity in mobile nodes’ contact dynamics under heterogeneous network settings using the closed-form expression of the guaranteed delay bound.

### 4.3.1 A Sub-Optimal Forwarding Policy

We first fix $q_i \geq 1, i = 1, \ldots, n$ that satisfy $\sum_{i=1}^{n} 1/q_i = 1$, and then derive an optimal forwarding policy $\vec{p}^*$ that minimizes the upper bound of $E\{D\}_{\vec{p}}$ in (4.9). To this end, we consider the following optimization problem, whose solution will be sub-optimal to the original problem (P1).

\[
\text{minimize } \prod_{i=1}^{n} [p_i \|f_i(T_{sd})\|_{q_i} + (1 - p_i)] \\
\text{subject to } \sum_{i=1}^{n} p_i \leq K.
\]  

(P1′)

We define a sequence of $a_i(q_i)$ for a given $q_i$ by

\[
a_i(q_i) \triangleq \|f_i(T_{sd})\|_{q_i} = \left[ \int_{0}^{\infty} \lambda_{sd} e^{-\lambda_{sd} t} [f_i(t)]^{q_i} dt \right]^{1/q_i},
\]  

(4.14)

where $f_i(t) = P\{T_{sr_{1}} + T_{rd} > t\}$. For notational simplicity, we will use $a_i$ instead of $a_i(q_i)$ unless it is necessary to specify the given $q_i$. Rearrange $a_i$ in an increasing (non-decreasing) order and set $a[i]$ to be the $i^{th}$ smallest one among $a_1, \cdots, a_n$, i.e., $a[1] \leq a[2] \leq \cdots \leq a[n]$. Also, let $c_1, \cdots, c_n$ be a permutation of $\{1, \ldots, n\}$ which satisfies $a_{c_i} = a[i]$ for all $i = 1, \ldots, n$. Then, we have the following proposition for the optimal solution $\vec{p}^*$ of (P1′).

**Proposition 7.** For any arbitrarily fixed $q_i \in [1, \infty]$ such that $\sum_{i=1}^{n} 1/q_i = 1$, the optimal solution $\vec{p}^*$ of (P1′) is always of the following form:

\[
p_i^* = \begin{cases} 
1 & \text{if } i \in \{c_1, \cdots, c_K\}, \\
0 & \text{otherwise}.
\end{cases}
\]  

(4.15)

**Proof.** We will find an optimal solution $\vec{p}^*$ of the optimization problem (P1′) by obtaining a minimizer which achieves the lowest bound of the objective function in (P1′) under the constraint $\sum_{i=1}^{n} p_i \leq K$. By taking log function to the objective function in (P1′), it can be transformed as

\[
\prod_{i=1}^{n} [p_i \|f_i(T_{sd})\|_{q_i} + (1 - p_i)] = \sum_{i=1}^{n} \log [p_i \|f_i(T_{sd})\|_{q_i} + (1 - p_i)],
\]  

(4.16)
since log function is a monotone increasing function. From Jensen’s inequality and concavity of log, (4.16) is further lower bounded by

$$\sum_{i=1}^{n} \log \left[ p_i \| f_i(T_{sd}) \|_{q_i} + (1 - p_i) \right] \geq \sum_{i=1}^{n} p_i \log \| f_i(T_{sd}) \|_{q_i}. \quad (4.17)$$

Then, we want to minimize the RHS of (4.17) under the constraint $\sum_{i=1}^{n} p_i \leq K$, which in turn gives the lowest bound of (4.16). It is equivalent to solving the following simple linear programming problem:

$$\begin{align*}
\text{minimize} & \quad \sum_{i=1}^{n} p_i \log \| f_i(T_{sd}) \|_{q_i} \\
\text{subject to} & \quad \sum_{i=1}^{n} p_i \leq K,
\end{align*} \quad (P1'')$$

Recall the definition of $a_i$ in (4.14), i.e., $a_i = \| f_i(T_{sd}) \|_{q_i}$, and $a_{[i]}$ is the $i^{th}$ smallest one among $a_1, \ldots, a_n$. Also, $c_1, \ldots, c_n$ is a permutation over $1, \ldots, n$ which satisfies $a_{c_l} = a_{[l]}$ for all $l = 1, \ldots, n$. Then, since log function is monotone increasing and the objective function in (P1'') is linear, it is easy to see that an optimal solution of (P1'') is $p_i = 1$ for $i \in \{c_1, \ldots, c_K\}$, otherwise $p_i = 0$. Hence, from (4.17) and the optimal solution of (P1''), we have

$$\sum_{i=1}^{n} \log \left[ p_i a_i + (1 - p_i) \right] \geq \sum_{i=1}^{n} p_i \log a_i \geq \sum_{l=1}^{K} \log a_{[l]} \quad (4.18)$$

Note that the last lower bound in (4.18) is the lowest bound of (4.16) under the constraint $\sum_{i=1}^{n} p_i \leq K$, and the equality in (4.18) holds by the optimal solution of (P1''). Thus, the optimal solution of (P1'') is indeed the optimal solution $\vec{p}^*$ of (P1'). This completes the proof. ■

**Remark 3.** Proposition 7 implies that, even though we start with a constraint on the average number of message copies $\mathbb{E}\{M\} = \sum_{i=1}^{n} p_i \leq K$, interestingly enough, the optimal forwarding policy $\vec{p}^*$ under this average constraint actually attains $M = \sum_{i=1}^{n} Y_i = K$ with probability 1. □

Proposition 7 says that the optimal forwarding policy $\vec{p}^*$ of (P1') is to choose $K$ relay nodes $r_{c_1}, \ldots, r_{c_K}$ and to forward message copies to them. Since the optimal forwarding policy $\vec{p}^*$ in Proposition 7 holds for a given $\{q_i\}$, the choice of $K$ relay nodes under the optimal forwarding policy $\vec{p}^*$ still depends on $\{q_i\}$, which will be specified. In addition, from Proposition 7 and
Since \( f_i(\cdot) \leq 1 \), from (4.14), \( a_i \leq 1 \) for all \( i \). Thus, we can interpret \( \prod_{i=1}^{K} a_i[\ell] \) in (4.19) as a delay discounting factor by \( K \) additional message copies in the heterogeneous network setting, whereby \( 1/\lambda_{sd} \) is simply the message delivery delay of direct forwarding from source to destination.

We explain how to choose a set of free variables \( \{q_i\} \) under constraints \( \sum_{i=1}^{n} 1/q_i = 1 \) and \( q_i \geq 1 \) \( (i = 1, \ldots, n) \). First, observe that if \( p_i = 0 \), \( a_i \) will not contribute to the upper bound of \( \mathbb{E}\{D\} \bar{p} \) in (4.9) regardless of the choice of \( q_i \), and thus (4.9) simply becomes (4.19). Also, for any random variable \( X \), \( \|X\|_q \) is monotone increasing in \( q \) if \( X \in \mathcal{L}_q \) [33, 87]. Then, since \( f_i(T_{sd}) \in \mathcal{L}_q \) for \( 1 \leq q \leq \infty \) as mentioned before, \( a_i(q_i) \) is monotone increasing in \( q_i \geq 1 \) for \( i = 1, \ldots, n \). Also, from \( f_i(\cdot) \leq 1 \) and the definition of \( L_{\infty} \) norm (i.e., \( \| \cdot \|_{\infty} \)), we have \( a_i(\infty) = 1 \) for \( i = 1, \ldots, n \). Thus, if we can assign \( q_i = \infty \), jointly with \( p_i^* = 0 \), we can put the smallest possible values to other \( q_i \)'s while satisfying \( \sum_{i=1}^{n} 1/q_i = 1 \), which in turn gives smaller delay upper bound. Hence, we arrive to the following assignment rule for \( \{q_i\} \) that makes the guaranteed delay bound in (4.19) tighter.

We set \( q_i = K \) to \( a_i \) in (4.14), i.e., \( a_i(K) \), for \( i = 1, \ldots, n \), temporarily. After finding \( c_1, \ldots, c_n \) as mentioned above, we assign
\[
q_i = \begin{cases} 
K & \text{if } i \in \{c_1, \ldots, c_K\}, \\
\infty & \text{otherwise}.
\end{cases}
\]  
(4.20)

Then, \( \sum_{i=1}^{n} 1/q_i = \sum_{i=1}^{K} 1/K = 1 \). Since \( a_{c_{K+1}}(\infty) = \cdots = a_{c_n}(\infty) = 1 \) as mentioned above, \( a_{c_i}(K) \) \( (i = 1, \ldots, K) \) will fully contribute to the delay upper bound in (4.19). Also, from Proposition 7, the optimal solution \( \bar{p}^* \) in (4.15) is still \( p_i^* = 1 \) for the same \( i \in \{c_1, \cdots, c_K\} \), otherwise \( p_i^* = 0 \). Hence, the optimal forwarding policy \( \bar{p}^* \) becomes to choose \( K \) relay nodes \( r_{c_1}, \ldots, r_{c_K} \) based on \( a_i(K) \) for all \( i \). Also, the assignment rule for \( \{q_i\} \) does not change the optimal forwarding policy \( \bar{p}^* \) itself, but makes the delay upper bound in (4.19) smaller.

We now derive a closed-form expression of the guaranteed delay bound under the optimal forwarding policy \( \bar{p}^* \). Observe that from the definitions of \( \mathbb{E}\{\hat{D}_i\} \) and \( a_i(K) \) in (4.11) and (4.14), respectively, for \( i = 1, \ldots, n \), we have
\[
a_i(K) = \|f_i(T_{sd})\|_K = \lambda_{sd}^{1/K} \left[ \mathbb{E}\{\hat{D}_i\} \right]^{1/K}.
\]  
(4.21)
We denote $E\{\tilde{D}\}_l$ to be the $l^{th}$ smallest one among $E\{\tilde{D}_i\}$ $(i = 1, \ldots, n)$. Also, let $d_1, \cdots, d_n$ be another permutation of $\{1, \ldots, n\}$ which satisfies $E\{\tilde{D}_{d_l}\} = E\{\tilde{D}_l\}$ for all $l$. By noting that $g(x) = x^{1/K}$ is monotone increasing in $x \geq 0$, from (4.21), we have $d_i = c_i$ for all $i$. It implies that the optimal forwarding policy $\vec{p}^*$ is equivalent to choosing $K$ relay nodes $r_{c_1}, \ldots, r_{c_K}$ based on $E\{\tilde{D}_i\}$ $(i = 1, \ldots, n)$. Thus, from (4.19) and (4.21), the guaranteed delay bound under the optimal forwarding policy $\vec{p}^*$ becomes

$$
E\{D\}_{\vec{p}^*} \leq \prod_{l=1}^{K} \left[ E\{\tilde{D}_l\}\right]^{1/K}.
$$

(4.22)

Similar to a special case $K = n$ in 4.2.2, as in (4.22), the guaranteed delay bound by the optimal forwarding policy $\vec{p}^*$ under $K$-copies constraint is nothing but a geometric mean of the $K$ smallest ones among $n$ message delivery delays of multicopy two-hop relay protocol, each of which is obtained under each decomposed network $\mathcal{R}_i$ (as shown in Figure 4.2) that consists of a direct path and $K$ i.i.d. two-hop relay paths with parameters $\lambda_{sr_i}$ and $\lambda_{r_i d}$. Then, from the closed-form expression of $E\{\tilde{D}_i\}$ in (4.12), we immediately have a closed-form expression of the guaranteed delay upper bound in (4.22). Hence, by decomposing an original heterogeneous network into $n$ partially homogeneous networks, we are able to measure the performance gain achieved through exploiting the heterogeneity in mobile nodes’ contact dynamics by using the closed-form expression of the derived delay bound.

**Remark 4.** Similar to Remark 1, for $K < n$, when the network is homogeneous with $\lambda_{ij} = \lambda$, the delay upper bound by the forwarding policy $\vec{p}^*$ in (4.22) becomes equal to the expression of $E\{D\}_{\vec{p}^*}$ from (4.6). Since the forwarding policy $\vec{p}^*$ is a form of $[1, \ldots, 1, 0, \ldots, 0]$ and the expression of $E\{\tilde{D}_i\}$ in (4.11) is the same for all $i$, the equality in (4.22) holds. □

### 4.3.2 Performance Gain of Exploiting Heterogeneity

We start our quantitative study on the benefit of exploiting the heterogeneity in contact dynamics under a setting of two social groups as shown in Figure 2.2 (a), a special case of the individual model. We consider 2 social groups $G_1$ and $G_2$ forming $\mathcal{N} = \bigcup_{i=1}^{2} G_i$, and $|\mathcal{N}| = 22$. Recall that $\lambda'_{lk}$ is a common contact rate between any member of $G_i$ and another member of $G_k$ for $l, k = 1, 2$. Note that the total number of possible relay nodes for any given source-destination pair is 20. In the heterogeneous network setting, we set $\lambda'_{11} = 2 \times 10^{-4}$, $\lambda'_{22} = 2 \times 10^{-5}$, and $\lambda'_{12} = 10^{-4}$. This setting reflects a scenario that mobile nodes in $G_1$ are more socially active than those in $G_2$ and make frequent contacts with other group members as well as same group members. On the other hand, in the corresponding homogeneous network setting, we set...
$1/\lambda_{ij} = \bar{\mu}$ for all $i, j \in \mathcal{N}$ and $i \neq j$ where $\bar{\mu}$ is the overall average inter-contact times over all node pairs, given by

$$
\bar{\mu} = \left[ \sum_{i=1}^{2} \frac{1}{\lambda_{ii}} \binom{|G_i|}{2} + \frac{1}{\lambda_{12}} \binom{|G_1|}{1} \binom{|G_2|}{1} \right] / \binom{|\mathcal{N}|}{2}.
$$

Thus, the overall average inter-contact time over all node pairs is the same for both settings.

Figure 4.3 (a) and (b) depict analytical and simulation results for an average delay obtained using the above optimal forwarding policy $\vec{p}^*$ of (P1'), a sub-optimal policy (solution) to the original problem (P1), per a given number of message copies under the heterogeneous and corresponding homogeneous network settings where we set the size of each group as $(|G_1|, |G_2|) = (11,11)$ and $(7,15)$ for each heterogeneous setting, respectively. We obtain the analytical result of an average delay for a uniformly chosen source-destination pair, i.e., a statistical average of average delays for total 231 source-destination pairs, per each given number of message copies by computing the guaranteed delay bound of the sub-optimal forwarding policy in (4.22). We also implement a custom event-driven simulator using C++ where random contacts of each node pair occur according to a Poisson process with its contact rate, and provide independent simulation results for the actual average delay of the sub-optimal forwarding policy for the uniform source-destination pair per each given number of message copies.

Figure 4.3 shows that very few message copies (2-copies or 3-copies) with the sub-optimal forwarding policy under the heterogeneous network settings are only needed to achieve the same delay performance as the performance limit of any two-hop relay forwarding policies under their homogeneous counterparts. Here, the performance limit is the minimum delay achieved at the expense of unlimited message copies (20 additional message copies) by multicopy two-hop relay protocol\(^\dagger\). Figure 4.3 also implies that we can save more than 80% of message copies under the heterogeneous network settings, which is significantly helpful in reducing overall resource consumption over the network. Along with this observation, since most of the performance gain (i.e., large reduction of delay) takes place with first few message copies under the heterogeneous network settings, we deduce that few relay nodes with high contact rate in $G_1$ play a dominant role in actually delivering a message to its destination.

In addition, simulation results in Figure 4.3 exhibit that the delay upper bound of the sub-optimal forwarding policy (i.e., the RHS of (4.22)) is very close to its actual performance for a small to moderate number of message copies under the heterogeneous network settings, while it is the exact delay under the homogeneous network settings as in Remarks 1 and 4. Also, although an increasing behavior of the delay upper bound exists, it can be explained as

\(^\dagger\) Although an optimal two-hop forwarding policy under a constraint of $K$ message copies in any homogeneous network setting is to forward $K$ message copies to the first $K$ encountered nodes, its performance still cannot exceed the performance limit.
follows. Recall that the RHS of (4.22) can be written in a form of the product of $L_q$ norms as in (4.19), i.e., $\prod_{i=1}^{m} a[i](m)$ where $a_i(m) = \| f_i(T_{sd}) \|_m$ for $i = 1, \ldots, n$. Also, since $a_i(m)$ is monotone increasing in $m \geq 1$ and $a_i(m) \leq 1$ as mentioned in Section 4.3.1, it is possible that $\prod_{i=1}^{m} a[i](m) \leq \prod_{i=1}^{m} a[i](m+1) \cdot a[i+1](m+1)$ when delay reduction by adding $a[i+1](m+1)$ becomes not significant. However, as shown in Figure 4.3, the delay upper bound does not keep increasing and the delay upper bound for a large number of message copies is still useful when compared to its actual performance.

We further continue our investigation over a real Bluetooth contact trace (*Infocom*) [21] which was collected during the IEEE INFOCOM’05 conference. It contains 41 nodes’ contact information over 3 days where we here use 22 nodes’ information ($|N| = 22$). In order to adopt this *Infocom* trace under the individual model, we extract the average pairwise inter-contact time of all node pairs and use them under the individual model. Similar to previous test case, for the homogeneous network setting, we set $\mu = 18098$ sec as shown in Figure 4.5, where the overall average inter-contact time over all considered node pairs is 18098 sec.

Figure 4.4 shows analytical and simulation results for an average delay per a given number of message copies under a heterogeneous network setting based on the *Infocom* trace and its homogeneous counterpart. Both results are similarly obtained as done in the previous test case. In the event-driven simulation, random contacts of each node pair are generated according to a Poisson process with its contact rate extracted from the *Infocom* trace for the heterogeneous

Figure 4.3: Average delay achieved via the sub-optimal two-hop forwarding policy per each given number of message copies under heterogeneous and corresponding homogeneous network settings. The horizontal thick line indicates the optimal delay that any two-hop forwarding policy cannot exceed under the homogeneous settings.
Figure 4.4: Average delay achieved via the sub-optimal two-hop forwarding policy per each given number of message copies under a heterogeneous network setting (Infocom trace) and its homogeneous counterpart. The horizontal thick line indicates the optimal delay that any two-hop forwarding policy cannot exceed under the homogeneous setting.

Figure 4.5: Histogram of average pairwise inter-contact times over all node pairs in Infocom trace.

setting or with rate $1/\bar{\mu}$ for its corresponding homogeneous setting. As shown in Figure 4.4, we again achieve the significant performance improvement ($2$-copies are enough) as similarly observed in the previous case. This performance gain becomes apparent, since the average inter-
contact time is quite heterogeneous over different node pairs as depicted in Figure 4.5. Although we observed similar performance improvement using the sub-optimal forwarding policy for other heterogeneous network settings, we here omit them due to space constraint.

Note that the considerable performance gain is still shown through the delay upper bound of the sub-optimal two-hop forwarding policy. Moreover, it does not include the benefit of changing relay paths or choosing relay nodes on-the-fly upon encounter, as the forwarding policy works based on a predetermined set of relay nodes. In other words, an expected utility of each mobile node as a relay node is changing over time depending on when and who a source node encounters, and thus it can be taken into account in the design of new forwarding policy so as to minimize the message delivery delay. Therefore, with such a dynamic routing, the maximally achievable performance gain by exploiting the heterogeneity in mobile nodes' contact dynamics will be substantially higher than expected.
Chapter 5

Opportunistic Forwarding in Duty-Cycled WSNs

In Chapters 2–4, we have discussed our study on analyzing and improving forwarding performance under heterogeneous contact dynamics in MONs. We next move on to the second part of this dissertation – the design of smart/distributed duty-cycling for opportunistic forwarding in heterogeneous and dynamic WSNs to achieve faster information delivery and longer network lifetime. In this chapter, we provide preliminaries, for subsequent Chapters 6–8, on network model (Section 5.1), base setup for networking operations including opportunistic forwarding and duty cycling (Section 5.2), and the resulting simple random walk model (Section 5.3).

5.1 Network Model

Consider $n$ sensor nodes placed on a graph (or network) in which each edge corresponds to a reliable communication link between each pair of $n$ nodes, if exists. Let $G = (\mathcal{N}, \mathcal{E})$ be a graph where $\mathcal{N} = \{1, 2, \ldots, n\}$ is a set of sensor nodes and $\mathcal{E}$ is a set of edges with $|\mathcal{E}| = m$. If a sensor node $i \in \mathcal{N}$ can reliably communicate with other sensor node $j \in \mathcal{N}$, then an edge between sensor nodes $i, j$ exists, i.e., $(i, j) \in \mathcal{E} (i \neq j)$. Throughout the rest of this dissertation, we assume $G$ is an undirected and connected graph. In other words, each communication link is symmetric and there exists at least one routing path from each node to every other nodes. We also define by $N(i)$ a set of neighbors of node $i \in \mathcal{N}$ and by $d_i$ the degree of each node $i$, i.e., $d_i = |N(i)|$. Note that $\sum_{i \in \mathcal{N}} d_i = 2m$. 
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5.2 Random Duty Cycling and Opportunistic Forwarding

We explain a typical random duty cycling that each sensor node performs for energy/power conservation, and an opportunistic forwarding proposed in [11, 24] as a packet forwarding method, both of which will be used as a base setup for networking operations in Chapters 6–8. Note that this combination of the opportunistic forwarding and random duty cycling is originally introduced in [11, 24].

We consider a network operating in a synchronous mode, as assumed in [6, 7, 58, 11, 24]. Specifically, time is divided into slots and slot boundaries are synchronized (or can be re-synchronized). By the random duty cycling, we mean that each node independently wakes up (or turns on its RF transceiver) with probability $q > 0$ at each time slot; otherwise, it sleeps (or completely turns off its RF transceiver) for the time slot with probability $1 - q$. In addition, while each sensor node conducts this random duty cycling at each time slot, it forwards a packet, if it has, to one of its neighbors through the following opportunistic forwarding method. Whenever a sensor node having a packet wakes up, it opportunistically transmits the packet to any one of its neighbors if the neighbor also wakes up at the same slot; otherwise, the node having a packet looks for other next opportunities to forward the packet. When there are multiple neighbors waking up at the same slot, the tie will be randomly broken, i.e., one of the multiple awake neighbors will be chosen uniformly at random, as mentioned in [24]. This can be achieved via the exchange of RTS (request to send) and CTS (clear to send) with random waiting time as will be explained below, while this (practical) issue has been ignored in [24].

The (data) packet transmission/reception between two adjacent nodes can occur, only when they both wake up and each of them is aware that the other node is also ‘on’. Hence, whenever any node having a packet wakes up at a certain time slot, it transmits a RTS packet to notify its existence. If any of its neighbors wakes up and receives the RTS packet at the same slot, it transmits a CTS packet to acknowledge the reception of the RTS packet to the sender. Here, since it is still possible for many nodes to be awake at the same slot as mentioned before, each node waits for a short random amount of time before transmitting a RTS or CTS packet, while performing carrier sense on the channel, to avoid any possible collisions and to ensure successful packet transmission/reception.

Specifically, during the random waiting time, if an awake node having a (data) packet senses that the channel is busy, then it cancels RTS transmission and seeks next opportunities. If it correctly receives an RTS packet from its neighbor, then it rather prepares to receive a data packet from the sender and waits for another short random time to transmit a CTS packet to the sender. On the other hand, if any node receives a CTS packet from another neighbor during its random wait till its own CTS transmission, it goes to sleep. In this way, even if multiple nodes wake up at the same ‘slot’ and have the same purpose (waiting for transmission
or reception of a data packet), we can randomly break the tie. We here suppose that the duration of each time slot is suitably chosen so as to accommodate all these signalings required for the data transmission. We also suppose that traffic load in the network is light as assumed in [6, 7, 58, 11, 24]. Hence, the interference from concurrent data transmissions is not a critical issue, though the above RTS/CTS exchange with random waiting time can reduce the effect of such interference on the system performance. Figure 5.1 depicts an example of the operation of data communication through the opportunistic forwarding with random duty cycling.

![Figure 5.1: The operation of data transmission via the opportunistic forwarding under the random duty cycling. Here, nodes B and C are the neighbors of node A, and a (data) packet is transmitted from node A to node B.](image)

5.3 Simple Random Walk Model For Opportunistic Forwarding

We here explain how the ‘transitions’ of each packet over the network $G$, governed by the opportunistic forwarding with random duty cycling, can be considered as a SRW, while the packet stays at each node for some random amount of time before it is forwarded to another node. Suppose that node $i \in \mathcal{N}$ has a packet to transmit. Let $I_i \in N(i)$ be one of the neighbors of $i$ that receives the packet from $i$ or equivalently the first awake node in $N(i)$ that node $i$ can find for the first time, while performing the random duty cycling. Also let $W_i$ be the waiting time (in the number of time slots) for the packet at node $i$ until being forwarded to $I_i$. As mentioned in [24], for each node $i \in \mathcal{N}$ having a packet,

$$P\{I_i = k\} = \frac{1}{d_i} \quad (5.1)$$

*While the opportunistic forwarding can also work with a variant of the random duty cycling, called a pseudo-random duty cycling [11, 24], the transition of each packet over network $G$ here is still done in a SRW fashion.
if \( k \in N(i) \); otherwise, zero. In other words, the transition of each packet from a node to one of its neighbors over \( G \) is done in a SRW fashion.

Observe that at each time slot, node \( i \) independently wakes up with probability \( q \) and there is at least one awake neighbor with probability \( 1 - (1 - q)^{d_i} \) at each slot. In other words, node \( i \) having a packet can transmit the packet to any of its neighbors with probability \( q_i \triangleq q(1 - (1 - q)^{d_i}) \) at each time slot. Thus, the waiting time \( W_i \) is geometrically distributed with mean

\[
E\{W_i\} = \frac{1}{q_i} = \frac{1}{q(1 - (1 - q)^{d_i})}. \tag{5.2}
\]

Therefore, the transition of each packet from node \( i \) to one of its neighbors through the opportunistic forwarding follows a SRW, with heterogeneous random sojourn time [11, 24], where the heterogeneity comes from varying degrees \( d_i, i \in \mathcal{N} \).

Note that the opportunistic forwarding inherently inherits all the properties of random walks-based algorithms such as simplicity, scalability, load-balancing, and robustness to topology changes. It also operates without any topological or geographical information. In the second part of this dissertation, our goal is to demonstrate that it’s always possible to further improve the performance of opportunistic forwarding in both delay and network lifetime (power) together under the same setting as random walk-based algorithms, retaining all the aforementioned desirable properties while at the same time overcoming the problem of slow mixing (or diffusion) associated with all simple random walk-based algorithms in WSNs.
Chapter 6

**Smart Sleep:** Sleep More to Reduce Delay in Duty-Cycled WSNs

In this chapter, we propose a simple yet effective modification of random duty cycling, named *Smart Sleep*, for opportunistic forwarding, which achieves more power-saving as well as faster packet diffusion (or smaller delay) in WSNs. Section 6.1 presents the operation of Smart Sleep and discusses its behavior on a simple topology. In Section 6.2, we introduce a class of $p$-backtracking random walks along with its properties and analytically explain the fast packet diffusion induced by Smart Sleep under general network settings. We finally present representative simulation results in Section 6.3.

6.1 **Smart Sleep: How To Sleep More and Better**

In this section, we propose a simple modification on the random duty cycling (explained in Chapter 5), which we call *Smart Sleep*, whose operation is defined as follows. Whenever each node successfully forwards a packet to one of its neighbors, it goes to sleep and stays asleep for a constant amount of time slots $T \geq 0$ after which it resumes the random duty cycling, where the parameter $T$ is to be chosen later. Here, when each node goes into this sleep mode for the time duration $T$, we say that the node is in a ‘sleep mode’; otherwise, the node is in a ‘normal mode’ in which the node performs the random duty cycling. Note that if $T = 0$, then it reduces to the original setting of random duty cycling.

One can see that if $T$ is too long, then many sensor nodes would sleep for a quite long time and hence the packet would get delayed longer. In addition, very large value of $T$ would put more sensors into sleep longer, rendering those sleeping sensors unavailable for forwarding of other packets, if any, and thus affecting the transition behavior of those other packets over the network $G$. Observe that the power consumption of each sensor is monotonically decreasing as
$T$ increases, thus the advantage of Smart Sleep over the random duty cycling is obvious from the power saving point of view. For packet delay point of view, however, it may seem unclear at first sight whether forcing sensors into more sleep right after forwarding can actually lead to smaller delay in the network. Before going into the details for general set-up, for the rest of this section, we demonstrate using a simple network topology how our Smart Sleep influences the dynamics of packet forwarding/delay.

Consider 1-D ring with a set of nodes $N$. This topology is simple, yet able to capture key dynamics, and only used to obtain qualitative understanding. We look at how a packet of interest travels over 1-D ring in which all nodes are initially in a normal mode. Suppose that a packet of interest is generated at node $i$ and its destination is at least three-hop away from node $i$. This packet will be forwarded to one of two neighbors of $i$ with equal probability as in (5.1), as every node initially performs the random duty cycling. Then, suppose that node $i$ forwards the packet to node $j$ at time (slot) $t'$ as shown in Figure 6.1. From this time on, the packet will stay at $i$ for some random time until forwarding to one of its first awake neighbors. Since node $i$ will be in a sleep mode during $[t', t'+T]$, the packet will be more likely to be forwarded to node $k$ rather than back to $i$. In what follows, we make this argument precise by computing the probability of forwarding to $k$.

![Figure 6.1: A series of four nodes in 1-D ring](image)

From the definition of random duty cycling, nodes $j$ and $k$ both wake up at each slot with probability $q^2$. Thus, from time $t'$ onwards, the number of time slots $Y$ until both nodes are awake at the same slot (for possible transmission and/or reception of the packet) is geometrically distributed with mean $1/q^2$. Then, by noting that node $i$ remains asleep until time $t'+T$, the probability that the packet is forwarded to node $k$ (from node $j$) no later than time $t'+T$ is $P\{Y \leq T\}$. If the packet has not been yet forwarded to node $k$ by time $t'+T$, which happens with probability $P\{Y > T\}$, then from that time on both of nodes $i,k$ are in normal mode and equally likely to receive the packet as in (5.1). Hence, the probability that the packet is forwarded to node $k$ after $t'+T$ is $0.5 \cdot P\{Y > T\}$. Therefore, the (total) probability that the
packet will be eventually forwarded to node \( k \) is
\[
\hat{p} \triangleq \mathbb{P}\{Y \leq T\} + 0.5 \cdot \mathbb{P}\{Y > T\} = 1 - 0.5(1 - q^2)^T > 0.5,
\] (6.1)
and the probability that the packet will be forwarded back to node \( i \) is \( 1 - \hat{p} = 0.5(1 - q^2)^T < 0.5 \). Similarly, once the packet is forwarded from node \( j \) to node \( k \) with probability \( \hat{p} \), it will be further forwarded to neighbor \( l \) (rather than back to node \( j \)) with probability \( \hat{p} \). This operation continues until either the packet reaches its destination or it is not transmitted back to the node that previously forwarded the packet.

Now consider the case of packet being transmitted back to the previous sender. Specifically, the packet, which was forwarded to node \( l \), is now being transmitted back to node \( k \) at time (slot) \( t'' > t' \) as depicted in the bottom of Figure 6.1. This transition is possible only when node \( k \) is awake, i.e., its sleep time \( T \) (due to forced sleep mode from previous forwarding to \( l \)) must have passed by time \( t'' \). Thus, at \( t'' \), all nodes except node \( l \) are in a normal mode. Hence, once the packet is transmitted from node \( l \) back to node \( k \) which previously forwarded the packet, the transition of the packet over 1-D ring behaves as if the packet is newly generated at node \( l \) (in the network where all nodes in a normal mode) and is then forwarded to node \( k \).

From the above observation, one can see that for any node having the packet of interest, its neighbor that previously forwarded the packet is in a sleep mode, while one another neighbor is in a normal mode. Hence, the packet of interest keeps being forwarded to the nodes in the same direction that the packet has followed, with probability \( \hat{p} > 0.5 \); otherwise, with probability \( 1 - \hat{p} \), the packet is forwarded to the node which previously forwarded the packet in a reverse direction. This is exactly the same as the transition of a correlated random walk (CRW) \([9, 19]\) on 1-D ring. In the CRW on 1-D ring, the walk at a vertex moves to its neighbor in the same direction (right or left) that the walk has taken, with probability larger than 0.5; otherwise, it changes the direction and moves to its another neighbor (or the previously visited vertex). In particular, \([19]\) analytically showed that as the probability of the walk to follow the same direction that the walk has followed gets higher, the ‘diffusion’ of the walk over 1-D ring becomes faster. Observe that \( \hat{p} \) is increasing in \( T \) as shown in (6.1). Hence, if the sleep duration \( T \) is longer, we can achieve faster diffusion of the packet over the network, which in turn brings out smaller number of packet forwardings required until a packet reaches its destination.

However, we should not push this direction indefinitely. As mentioned before, if there are many other packets from different sources or from a single source, many sensor nodes will be unavailable for delivery of other packets for longer duration as \( T \) gets very large, and thus the reduction in the number of packet forwardings in the presence of multiple packets is not certain. More importantly, the CRW* is a discrete-time random walk where the walk spends one time

*In \([9, 19]\), the CRW was studied in the context of mobility modeling for applications of MANETs.
unit in every node. However, in our setup, while the transition of each packet over 1-D ring behaves as if it follows a CRW, the sojourn time at each node is no longer a constant. We next derive the average sojourn time at each node after packet forwarding as a function of $T$.

When a packet of interest is initially generated at node $i$ and all nodes are in a normal mode, the average waiting (sojourn) time for the packet at node $i$ is simply given by (5.2). However, once the packet is forwarded to one of neighbors of node $i$, the average sojourn time will be different. Let $\tilde{W}_i$ be the sojourn time of the packet at node $i$ (in the number of time steps) until being further forwarded, given that node $i$ has just received the packet from one of its neighbors. Then, it follows that

$$\mathbb{E}\{\tilde{W}_i\} = \mathbb{E}\{Y|Y \leq T\}\mathbb{P}\{Y \leq T\} + (T + \mathbb{E}\{W_i\})\mathbb{P}\{Y > T\}$$

$$= \frac{1}{q^2} - \frac{1}{q^2} \frac{(1-q)}{(2-q)}(1-q^2)^T,$$

(6.2)

The first equality can be obtained by conditioning on whether a neighbor of node $i$ in a normal mode will receive the packet within $T$ slots during which the other neighbor stays in a sleep mode. Due to the symmetry for 1-D ring, the average sojourn time does not depend on $i$. We refer to Appendix A.4 for the detailed derivation of (6.2). Here, observe that $\mathbb{E}\{\tilde{W}_i\}$ is increasing in $T$ starting from $\mathbb{E}\{\tilde{W}_i\} = \mathbb{E}\{W_i\}$ for the case of $T = 0$. In other words, as the sleep duration $T$ increases, the number of transitions till delivery is generally decreasing in $T$ but at the same time the average sojourn time at each node is now increasing. In addition, in the presence of multiple packets, very large value of $T$ prevents each node from being active in time to serve other upcoming packets, rendering the average sojourn time much longer than (6.2). Hence, one has to be careful in choosing $T$ to achieve reduction in actual packet delay. The observation here on a simple 1-D ring topology will be a starting point for our more in-depth discussion in Sections 6.2.4 and 6.3 as to how to suitably choose $T$ in Smart Sleep under general network topologies.

### 6.2 $p$-Backtracking Random Walk and Its Connection to Smart Sleep

In the previous section, we have shown that the transition of a packet of interest on 1-D ring caused by Smart Sleep is the same as that of CRW on 1-D ring. In particular, the packet of interest is less likely forwarded back to the node which previously forwarded the packet. In this section, we introduce $p$-backtracking random walk ($p$-BRW), a class of discrete-time random walks that capture such dynamics – less backtracking to the previous visited node, on general graphs. We then derive several properties of $p$-BRW and explain how to achieve faster diffusion
of $p$-BRW over the graph $G$. We finally discuss how the $p$-BRW is related to the transition of a packet of interest over $G$ under Smart Sleep.

6.2.1 $p$-Backtracking Random Walk

The $p$-BRW is a class of discrete-time random walks on $G$ and is defined as follows. A random walk at the current node $i \in N$ with $d_i > 1$ goes back to the previously visited node with probability $p_i$ (we called backtracking probability throughout the rest of this chapter); otherwise, the random walk moves to the next node, chosen uniformly at random among the neighbors of $i$ except the previously visited node. If the current node $i$ has only one neighbor ($d_i = 1$), the walk always returns back to the previously visited node, i.e., $p_i = 1$. At $t = 0$, the walk initially chooses one of its neighbors uniformly at random, and then continue to use the previously visited node as a ‘signpost’ to decide the next node that the walk will move to.

Let $X_t, t = 0, 1, 2, \ldots$ be the location of $p$-BRW over $G = (N, E)$. From the definition of $p$-BRW, its dynamics can be characterized by

$$
P\{X_{t+1} = k|X_t = j, X_{t-1} = i\} = \begin{cases} 
p_j & \text{if } k = i, \\
\frac{1-p_j}{d_j-1} & \text{if } (j, k) \in E, k \neq i, \\
0 & \text{otherwise,}
\end{cases}
$$

for $d_j > 1$ and $(i, j) \in E$ ($i \neq j$). If $d_j = 1$, then $P\{X_{t+1} = i|X_t = j, X_{t-1} = i\} = 1$ for $i \in N(j)$; otherwise, zero. To avoid triviality, we assume that $0 \leq p_j < 1$ for all nodes $j \in N$ with $d_j > 1$. Figure 6.2 depicts an example of possible transitions of $p$-BRW from a node to one of its neighbors.

The $p$-BRW includes the following random walks as special cases. If $p_j = 1/d_j$ in (6.3), then the $p$-BRW reduces to the SRW where the next node is chosen uniformly at random from the neighbors of the current node, i.e.,

$$
P\{X_{t+1} = k|X_t = j\} = P\{X_{t+1} = k|X_t = j, X_{t-1} = i\} = \frac{1}{d_j},
$$

for $(j, k) \in E$; otherwise, zero. If $p_j = 0$ for all node $j$ with $d_j > 1$, then the $p$-BRW reduces to the non-backtracking random walk (NBRW) [3] where the walk at the current node always moves to one of its neighbors except the previously visited node with equal probability if there is any other neighbor.† Moreover, if $G$ is 1-D ring and $p_j = p$ ($0 < p < 1$) for all $j$, then the $p$-BRW reduces to the CRW [9, 19] in which the walk continues in the same direction with probability $1 - p$; otherwise, it changes the direction with probability $p$. When $G$ is 2-D grid, however,

†In [3] the NBRW is considered only for regular graphs with $d_i = d > 3$ for all $i \in N$. 
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Figure 6.2: Illustration of transitions of \( p \)-BRW. (a) A \( p \)-BRW is located at node \( i \) at time \( t - 1 \) and is going to move to node \( j \). (b) At time \( t \), the \( p \)-BRW chooses one of the neighbors of node \( j \) according to the transition probability in (6.3) as the next node that it will move to.

The \( p \)-BRW is slightly different from the CRW on the same 2-D grid where the walk keeps the same direction (east, north, west, or south) with a certain probability; otherwise, it changes the direction to one of three remaining directions. We note that the CRW can be defined only on a grid structure [9, 19] since the notion of ‘direction’ becomes unclear on a non-grid topology. In contrast, the \( p \)-BRW can be defined on any general topology without such restriction, where its backtracking probability \( p_i \) at node \( i \) describes a relative direction to the previously visited node.

### 6.2.2 Properties of \( p \)-BRW

One can see that \( \{X_t\} \) with state space \( \mathcal{N} \) is not a Markov chain due to its memory of the previous state as shown in (6.3). However, by augmenting the state space, we can construct a Markov chain for the random sequences of nodes visited by the \( p \)-BRW as follows. We define by \( \mathcal{S} \) a set of directed edges, i.e., \( \mathcal{S} \equiv \{(i, j) : i \in \mathcal{N}, j \in N(i)\} \) and \( (i, j) \neq (j, i) \) in general. Note that \( |\mathcal{S}| = 2|\mathcal{E}| = 2m \). Let \( Z_t \equiv (X_{t-1}, X_t) \) for \( t \geq 0 \). Then, \( \{Z_t\}_{t \geq 1} \) becomes a Markov chain on the state space \( \mathcal{S} \) and its transition probability is given by

\[
p_{(i,j)(j,k)} \Delta \mathbb{P} \{Z_{t+1} = (j,k) \mid Z_t = (i,j)\} = \begin{cases} p_j & \text{if } (j,k) \in \mathcal{S} \text{ and } k = i, \\ \frac{1-p_j}{d_j-1} & \text{if } (j,k) \in \mathcal{S} \text{ and } k \neq i, \\ 0 & \text{otherwise,} \end{cases}
\]  (6.4)
Thus, it follows that \( \pi_j \) as the walk has to traverse one of those edges in \( A_d \). Theorem 4.

Let \( \{Z_t\}_{t \geq 0} \) be the probability of \( \{j\} \) over \( u \) each directed edge (\( p \) distribution transition probability \( p \)). Then, for \( 0 < p < 1 \) in finite time with positive probability, and the Markov chain \( Z_t \) be the stationary distribution of \( Z_0 = (i, j) \) given by (6.6).

Therefore, \( \{Z_t\}_{t \geq 0} \) is now a well-defined Markov chain on the state space \( S \) with its initial distribution \( P\{Z_0 = (i, j)\} \) given by (6.6).

Let \( \pi \triangleq [\pi(u, v), (u, v) \in S] \) be the stationary distribution of \( \{Z_t\} \) on \( S \) and \( \pi_A \triangleq \sum_{(u, v) \in A} \pi(u, v) \) be the probability of \( \{Z_t\} \) being in a subset \( A \subseteq S \) in the steady-state. For each \( j \in N \), let \( A_j \triangleq \{ (i, j) \in S : i \in N(j) \} \) be the set of directed edges incident to (and directed toward) node \( j \). Note that \( \{A_j\}_{j \in N} \) forms a partition of \( S \) and \( |A_j| = d_j \) in the original undirected graph \( G \).

Thus, it follows that \( \pi_{A_j} \) is the probability of the \( p \)-BRW being at node \( j \) in the steady-state, as the walk has to traverse one of those edges in \( A_j \) to reach node \( j \). We now have the following result.

**Theorem 4.** For any choice of \( p_j \in [0, 1) \), \( j \in N \), the stationary distribution of \( \{Z_t\} \) is uniform over \( S \), i.e., \( \pi(u, v) = \frac{1}{2m} \) for all \( (u, v) \in S \). Consequently, we also have

\[
\pi_{A_j} = \sum_{(u, v) \in A_j} \pi(u, v) = \frac{d_j}{2m}.
\]  

**Proof.** Recall that each state in the state space \( S \) is a directed edge. \( G \) is also connected, i.e., there is at least a path (a sequence of nodes) from node \( u \) to node \( v \) for all \( u, v \in N \) \( (u \neq v) \). Hence, there exists at least a directed path (a sequence of directed edges) connecting each directed edge \( (u', u) \) to every other directed edges \( (v, v') \), where \( u' \in N(u) \) and \( v' \in N(v) \). Then, for \( 0 < p_j < 1 \) at node \( j \in N \) with \( d_j > 1 \) in (6.4) in addition to \( p_j = 1 \) for \( d_j = 1 \), the transition probability \( p(i, j)(j, k) > 0 \) for any \( (i, j), (j, k) \in S \). Thus, every state in \( S \) is reachable in finite time with positive probability, and the Markov chain \( \{Z_t\} \) is irreducible. One can also
see that the case of $p_j = p(i,j)(i,i) = 0$ at node $j \in \mathcal{N}$ with $d_j > 1$ in (6.4), $i \in \mathcal{N}(j)$, does not affect the irreducibility of $\{Z_t\}$, because it is not necessary to traverse path $i \rightarrow j \rightarrow i$ to reach $(v, v')$ from $(u', u)$. Therefore, by noting that the state space $\mathcal{S}$ is finite, i.e., $|\mathcal{S}| = 2m < \infty$, the Markov chain $\{Z_t\}$ is positive recurrent and hence it has a unique stationary on $\mathcal{S}$ \cite{74, 2}. Due to this uniqueness, one can easily check that the stationary distribution of $\{Z_t\}$ is $\pi(i,j) = 1/2m$ for each $(i, j) \in \mathcal{S}$ satisfying the following balance equations.

$$\pi(j) = \sum_{(i,j) \in \mathcal{S}} \pi(i,j)p(i,j)(j,k) = \pi(k,j)p(k,j)(j,k) + \sum_{i \in \mathcal{N}(j) \setminus \{k\}} \pi(i,j)p(i,j)(j,k)$$

$$= \pi(k,j)p_j + \sum_{i \in \mathcal{N}(j) \setminus \{k\}} \pi(i,j) \frac{1 - p_j}{d_j - 1},$$

(6.8)

for each $(j, k) \in \mathcal{S}$, and $d_j > 1$. If $d_j = 1$ for any $j \in \mathcal{N}$, then $\pi(j,k) = \pi(k,j) \cdot 1$, where $k \in \mathcal{N}(j)$. Also, $\sum_{(j,k) \in \mathcal{S}} \pi(j,k) = 1$.

In addition, since $|A_j| = d_j$, it follows that

$$\pi_{A_j} = \sum_{(u,v) \in A_j} \pi(u,v) = \frac{d_j}{2m}$$

for each $j \in \mathcal{N}$. 

Theorem 4 says that $\{Z_t\}$ of the $p$-BRW has the same uniform stationary distribution on $\mathcal{S}$ regardless of the amount of backtracking at each node $j$, or equivalently, the stationary distribution is invariant with respect to $\{p_j\}_{j \in \mathcal{N}}$. In particular, the steady-state probability of the $p$-BRW being at node $j$, $\pi_{A_j} = d_j/2m$, is proportional to the degree ($d_j$) of node $i$, which is the same as that of SRW. This allows us to freely choose $\{p_j\}$ as desired while keeping their stationary distribution the same as if the walk is the SRW on the same graph. This invariance property is a fundamental building block based on which we can obtain other properties of $p$-BRW and develop methodology as to how to set the backtracking probability $p_j$ for each $j$, so as to achieve faster diffusion of $p$-BRW on $G$ and correspondingly smaller delay in our Smart Sleep protocol.

We suppose that the Markov chain $\{Z_t\}$ is a stationary Markov chain, i.e., $Z_0$ is chosen from the stationary distribution $\pi$ ($\mathbb{P}\{Z_0 = (u,v)\} = \pi(u,v) = 1/2m$). This is equivalent to assuming that the $p$-BRW on $\mathcal{N}$ starts from its stationary distribution. To see this, observe that $\mathbb{P}\{X_0 = v\} = \pi_{A_v}$ together with (6.6) and (6.7) gives $\mathbb{P}\{Z_0 = (u,v)\} = 1/2m$. Now, we define the following two stopping times (or the first hitting times) of $\{Z_t\}$ to the subset $A_j$:

$$T_{A_j}^+ \triangleq \min\{t > 0 : Z_t \in A_j\}, \text{ and } T_{A_j} \triangleq \min\{t \geq 0 : Z_t \in A_j\}.$$
Here, one difference between these two is that the former does not count the case of \( Z_0 \in A_j \), while the latter includes this case, i.e., \( T_{A_j} = 0 \) if \( Z_0 \in A_j \). We then define the mean return time of \( p \)-BRW to node \( j \in \mathcal{N} \) when starting at node \( j \) as

\[
E_{\pi_{A_j}} \{ T_{A_j}^+ \} \triangleq E \{ T_{A_j}^+ | Z_0 \in A_j \} = \sum_{(u,v) \in A_j} E \{ T_{A_j}^+ | Z_0 = (u, v) \} \pi_{A_j}(u, v), 
\]

(6.9)

where \( \pi_{A_j}(u, v) \triangleq \frac{\pi(u, v)}{\pi_{A_j}} = \frac{1}{d_j} \) for \( (u, v) \in A_j \), and the equality in (6.9) is from the fact that \( \{Z_t\} \) is a stationary chain. This is the average number of (discrete) time steps required for a \( p \)-BRW starting at node \( j \) to return to \( j \). Similarly, we define the second moment of return time of \( p \)-BRW to node \( j \) as

\[
E_{\pi_{A_j}} \{ (T_{A_j}^+)^2 \} \triangleq E \{ (T_{A_j}^+)^2 | Z_0 \in A_j \}.
\]

In addition, we define the mean first hitting time of \( p \)-BRW to node \( j \in \mathcal{N} \) from a stationary start as

\[
E_{\pi} \{ T_{A_j} \} \triangleq \sum_{(u,v) \in S} E \{ T_{A_j} | Z_0 = (u, v) \} \pi(u,v).
\]

(6.10)

Here, by the stationary start we mean that \( Z_0 \) is drawn from the stationary distribution of \( \{Z_t\} \), or equivalently, the \( p \)-BRW starts at node \( v \) with its stationary distribution \( \pi_{A_v} \). Note that \( \{Z_t\} \) is already a stationary chain. Thus, by consulting the properties of a stationary Markov chain [2], we have

**Proposition 8.** For any choice of \( p_j \in [0, 1), \ j \in \mathcal{N} \), we have

\[
E_{\pi_{A_j}} \{ T_{A_j}^+ \} = \frac{1}{\pi_{A_j}} = \frac{2m}{d_j}, \quad \text{and} \quad
E_{\pi} \{ T_{A_j} \} = \frac{1}{2} \frac{E_{\pi_{A_j}} \{ (T_{A_j}^+)^2 \} }{E_{\pi_{A_j}} \{ T_{A_j}^+ \} } - \frac{1}{2} = \frac{d_j}{4m} E_{\pi_{A_j}} \{ (T_{A_j}^+)^2 \} - \frac{1}{2} \quad \text{(6.11)}
\]

for each \( A_j, \ j \in \mathcal{N} \).

**Proof.** For any (finite) stationary Markov chain, the following holds [2, Ch.2.,pp.20–21]:

\[
E_{\pi_A} \{ T_{A}^+ \} = \frac{1}{\pi_A}, \quad \text{and} \quad E_{\pi} \{ T_A \} = \frac{1}{2} \frac{E_{\pi_A} \{ (T_{A}^+)^2 \} }{E_{\pi_A} \{ T_{A}^+ \} } - \frac{1}{2}
\]

for any subset \( A \) of the state space. Hence, from Theorem 4, (6.11)–(6.12) immediately follows. \( \square \)

Proposition 8 implies that the mean return time of \( p \)-BRW to node \( j \in \mathcal{N} \) is invariant regardless of the values of backtracking probabilities \( \{p_j\}_{j \in \mathcal{N}} \). Moreover, the mean first hitting
time of p-BRW from a stationary start to node \( j \) \( \langle \mathbb{E}_\pi(T_{A_j}) \rangle \), or the average delay of a packet generated from randomly chosen source to destination \( j \) under p-BRW, depends only on the first two moments of the return time of p-BRW to node \( j \).

### 6.2.3 How To Choose Each Backtracking Probability \( p_i \)?

From (6.12), observe that in order to reduce the average delay of a packet, we need to choose each backtracking probability \( p_i \) such that the second moment of return time to node \( j \) \( \mathbb{E}_\pi(\tau_{A_j}^+) \) gets smaller whenever possible. Unfortunately, however, computing the second or any higher moment of the return to a node in a closed form is extremely difficult even for a SRW on general graphs [2]. Even worse, the sequence of visited nodes under the p-BRW, \( \{X_t\} \), itself is not even a Markov chain. Nonetheless, we demonstrate below that it is still possible to ‘shape’ the distribution of the return time toward smaller second moment by resorting to the invariance result in our Theorem 4 and suitably choosing \( \{p_j\} \).

For notational convenience, we first denote the return time of p-BRW to node \( j \) as \( R_j \), defined by

\[
R_j = \min\{t > 0 : X_t = j | X_0 = j\},
\]

(6.13)

where \( X_t \) is the location of p-BRW on \( \mathcal{N} \) at time \( t \geq 0 \). Note that from (6.9) and (6.13), we have

\[
\mathbb{E}_\pi\{T_{A_j}^+\} = \mathbb{E}\{R_j\} = \sum_{t=1}^{\infty} \mathbb{P}\{R_j \geq t\} = \frac{2m}{d_j}
\]

(6.14)

\[
\mathbb{E}_\pi\{(T_{A_j}^+)^2\} = \mathbb{E}\{R_j^2\} = \sum_{t=1}^{\infty} 2t \cdot \mathbb{P}\{R_j \geq t\} - \mathbb{E}\{R_j\},
\]

(6.15)

where the last equality in (6.14) is from (6.11). While the precise relationship between \( \{p_j\}_{j \in \mathcal{N}} \) and \( \mathbb{P}\{R_j \geq t\} \) for all \( t \) is beyond reach, we can still locally control the shape of \( \mathbb{P}\{R_j \geq t\} \) for small \( t \), which in turn affects \( \mathbb{P}\{R_j \geq t\} \) for large \( t \) as well via the invariance property – the total sum \( \sum_{t=1}^{\infty} \mathbb{P}\{R_j \geq t\} \) in (6.14) does not depend on the choice of \( p_j \). To be precise, as the backtracking probability \( p_i \) gets smaller, the p-BRW at the current node is more unlikely to return to the previously visited node over the next few slots, implying that \( \mathbb{P}\{R_j \geq t\} \) for small \( t \) will be larger and thus \( \mathbb{P}\{R_j \geq t\} \) for large \( t \) will be smaller. In view of (6.15), this is always more advantageous toward smaller second moment of the return time \( \mathbb{E}\{R_j^2\} \).

Take a 2-D torus (a regular graph with \( d = 4 \)) with \( n \) nodes for example. From Proposition 8, the mean return time to each node \( j \) is \( \mathbb{E}\{R_j\} = n \). Let \( p_i = p \in [0, 1) \) for all \( i \in \mathcal{N} \). Then, from symmetry, \( \mathbb{P}\{R_j \geq t\} \) does not depend on \( j \) anymore, so we can conveniently drop the subscript \( j \) from our notation for the return time \( R_j \). Figure 6.3 shows the second moment.
of return time $E\{R^2\}$ and the mean first hitting time to any given node under a 2-D torus with $n=11 \times 11$, empirically obtained via numerical simulations while varying $p$. As mentioned before, if $p=0.25$, the $p$-BRW reduces to the SRW on a 2-D torus. Thus, we only consider the case of $0 \leq p \leq 0.25$ to see the behavior of $p$-BRW compared with that of the SRW. As seen from Figure 6.3, the aforementioned argument holds. In other words, the second moment of return time to a given node is increasing in the backtracking probability $p$, and so is the mean first hitting time to that node (from a stationary start).

### 6.2.4 From $p$-Backtracking Random Walk To Smart Sleep

We explain how the $p$-BRW is related to the transition of a packet of interest on $G$ under Smart Sleep protocol. Consider a packet of interest being forwarded from node $i$ to node $j$. Node $i$ then immediately goes to sleep for $T$ slots while all the other neighbors of $j$ (except node $i$), i.e., all nodes in $N(j) \setminus \{i\}$, are in a normal mode. Similarly as was done in Section 6.1, it follows that the number of time slots $Y_j$ until successful transmission from $j$ to a node in $N(j) \setminus \{i\}$, is geometrically distributed with mean $1/q_j'$, where $q_j' \triangleq q(1-(1-q)^{d_j-1})$. Also, if the packet has not been forwarded to any node in $N(j) \setminus \{i\}$ within $T$ slots (during which node $i$ has been in a sleep mode), i.e., $Y_j > T$, then node $i$ resumes its normal random duty cycling and the packet can be forwarded back to node $i$ with probability $1/d_j$. Hence, the probability that the packet backtracks to node $i$ is $\frac{1}{d_j}P\{Y_j > T\} < \frac{1}{d_j}$ for $T > 0$. Consequently, the packet will be forwarded to a node in $N(j) \setminus \{i\}$ with probability $\frac{1}{d_j-1}(1-\frac{1}{d_j}P\{Y_j > T\}) > \frac{1}{d_j}$. These transition probabilities are the same regardless of which node is the one that previously forwarded the packet to node $i$. 

Figure 6.3: Effect of different backtracking probabilities $p$ on the second moment of return time to a given node and the mean first hitting time to that node under a 2-D torus with $n=11 \times 11$. 

- (a) Second moment of return time 
- (b) Mean first hitting time
provided that all neighbors of node \( j \) except the previous forwarder are in a normal mode. One can also see that this transition behavior is the same as that of \( p \)-BRW from a node \( j \) to one of its neighbors, where the backtracking probability at node \( j \) is \( p_j = \frac{1}{d_j} \mathbb{P}\{ Y_j > T \} \). Note that \( p_j \) becomes smaller for larger \( T \), possibly leading to faster diffusion of the single packet over \( G \).

In a general (non-tree like) graph \( G \), situation is more subtle as there may exist several paths routed to each node, over which the packet can traverse before reaching its destination. Unlike the case of 1-D ring in Section 6.1, when a packet of interest reaches node \( l \), there might be multiple neighbors which are still in their sleep modes. Figure 6.4 shows an example of this case with large sleep duration \( T \), where the packet reaches node \( l \) after traversing path \( i \rightarrow j \rightarrow k \rightarrow l \), only to realize that in addition to node \( k \), node \( i \) is still in its sleep mode (caused by the packet itself earlier). The packet at node \( l \) now sees ‘less-than-usual’ transition probabilities to both nodes \( i \) and \( k \), whereby \( p \)-BRW allows only one such case (different probability of backtracking to its previously visited node while all others are equally likely).

![Figure 6.4](image-url)

Figure 6.4: A snapshot of a part of 2-D grid topology when a packet of interest reaches node \( l \) via path \( i \rightarrow j \rightarrow k \rightarrow l \). If \( T \) is very large, nodes \( i, j, k \) can be still in a sleep mode by the time the packet reaches \( l \).

However, we maintain that this case will be unlikely with reasonably chosen (not too large) value of \( T \). For example, in Figure 6.4, observe that the average sojourn time of the packet at each node is lower bounded by \( [q(1 - (1 - q)^4)]^{-1} \), achieved when \( T = 0 \). Thus, if \( T \leq 3[q(1 - (1 - q)^4)]^{-1} \), then the case in Figure 6.4 will not arise. This is even more so, considering that the probability of the packet traversing over the path \( i \rightarrow j \rightarrow k \rightarrow l \) (of length 3) is no larger than \( 1/3^3 \approx 0.038 \), and it is even more unlikely with the increase of path-length. Thus, for suitably chosen values of \( T \), the \( p \)-BRW can well approximate the transition behavior of the packet over a general graph in Smart Sleep, and all the previous results implying faster diffusion of packet under Smart Sleep still hold.
**Necessary condition for the sleep duration $T$:** As mentioned before, too large values of $T$ put many sensors consecutively inactive as relay nodes for the delivery of other packets for a long time, which in turn eventually leads to longer packet delay. On the other hand, too small values of $T$ would render Smart Sleep protocol behave just like the usual SRW-based forwarding, thus losing all the benefit of faster diffusion and smaller delay in $p$-BRW. A moment of thought here thus suggests that the sleep duration $T$ be long enough so that the packet that caused the sleep won’t backtrack for a while, but at the same time short enough such that the sensor can resume its normal mode before another packet comes in. To capture this idea precisely, let $\tau$ be the interval between two consecutive packet arrivals to sensor $i$. When there are multiple packets in the network, chances are that these two packets have different IDs. Then, the above argument leads to $T \approx \mathbb{E}\{\tau\}$. See Figure 6.5 for illustration.

![Figure 6.5: A relationship between the sleep duration $T$ and the interval $\tau$ between two consecutive packets arriving to sensor $i$.](image)

To capture the inter-dependency among $\tau$, $T$, and other network parameters, we define by $\Lambda$ the total aggregate packet arrival rate into the whole network, and by $D(T)$ the average packet delay under Smart Sleep with parameter $T \geq 0$. (This way, $D(0)$ is the average packet delay via SRW-based forwarding.) Then, by viewing $\Lambda$ and $D(T)$ as the exogenous arrival rate into the system (network) and the waiting time of each packet in the system, respectively, we see from Little’s Law that $\Lambda D(T)$ is the average number of packets in the network in the steady-state, where $\Lambda D(0) < n$ to ensure system stability or from light-traffic load condition.\footnote{The performance of SRW-based algorithms [6, 58, 11, 24] is typically measured based on the delivery of a single packet, i.e., $\Lambda D(0) \approx 1$.}

Consider a randomly tagged sensor node $i$. From the invariance property in Proposition 8 (see (6.11)), the mean return time of a packet to node $i$ (in the number of packet forwardings) is inversely proportional to the stationary probability of being at node $i$. If the network of $n$ nodes is roughly regular and if we let $\mathbb{E}\{\tilde{W}\}$ be the average sojourn time of the packet at each node (given that successively arrived different packets do not affect each other), then the actual mean return time to $i$ (in the number of time slots) is $n\mathbb{E}\{\tilde{W}\}$. Since there are $\Lambda D(T)$ number of packets in the network on average, we arrive at

\[\text{64} \]
\[ T \approx \mathbb{E}\{\tau\} \approx \frac{n\mathbb{E}\{\tilde{W}\}}{\lambda D(T)} = \frac{\mathbb{E}\{\tilde{W}\}}{\lambda D(T)}, \quad (6.16) \]

where \( \lambda := \frac{\Lambda}{n} \) is the exogenous packet arrival rate (as a source) per each sensor node. Note that obtaining a closed-form expression of \( D(T) \) under general topology and multiple packets would entail rigorous analysis of interacting non-Markovian processes on a general graph, which is clearly beyond the scope of this dissertation. Still, we find that (6.16) is informative, and in particular, we will show later in Section 6.3 that the optimal sleep duration \( T^* \) in minimizing packet delay is achieved roughly when \( T^* \approx \mathbb{E}\{\tau\} \) via extensive simulation results. This confirms our argument that each sensor can stay asleep as much as possible to prevent the return of the same previous packets while not holding off the delivery of other upcoming packets. We also find (6.16) practically useful in implementing distributed algorithms in which each sensor only needs to independently estimate \( \mathbb{E}\{\tau\} \) based on two consecutive incoming packets with different IDs and self-adjust \( T \) on the fly, which we leave as a future work.

### 6.3 Simulation Results

In this section, we present representative simulation results to demonstrate and quantify performance improvement of Smart Sleep under a large range of \( T > 0 \) compared with the SRW-based forwarding \((T = 0)\). Our metrics of interest are packet delay, transmission cost (total number of packet forwardings), and the amount of power-saving of each sensor. We conduct simulations over 1-D ring, 2-D grid, and random geometric graph on our custom event-driven simulator using C++. The random geometric graph, denoted as \( RGG(n, r) \), is a widely used graph in the literature \([6, 7, 11, 24]\), in which \( n \) nodes are uniformly and independently located in a square and two nodes are connected if they are within distance of \( r \).

We use the following common setups for simulations. First, as used in \([11, 24]\), we measure the performance for the farthest source-destination pair under each instance of graph, where the length between two nodes is the number of hops over the shortest path connecting the two nodes. We test under two different arrival rates \((1/\Lambda = 500 \text{ or } 1000 \text{ slots})\). Each simulation runs until 50 packets are delivered, and each data point reported here is the average of 300 independent simulations (i.e., average over 15000 packet deliveries). We also measure the average wake-up frequency per each sensor to quantify the amount of power-saving under Smart Sleep. In our scenario, we designate a sensor node as the destination simulating a situation without any powered sink \([56, 11, 24]\), but we note that the main feature of Smart Sleep doesn’t change even in the presence of powered sinks. Throughout the simulations, we set the default wake-up probability as \( q = 0.1 \). This can be easily programmed into each sensor before network deployment or reconfigured if necessary. Note that our focus here is to extend the sleep period
after forwarding for any given $q$, not to optimally choose $q$ under certain criteria, which is outside the scope of this dissertation.

Figure 6.6 shows the average delay $D(T)$ and transmission cost under a 1-D ring with $n=20$. Clearly, Smart Sleep offers significant improvement (more than 70%) for both metrics for all $T \in [200, 1000]$ compared with SRW-based one ($T=0$), though the average delay starts increasing slowly after around $T=600$ slots. It implies that for $T \lesssim 600$, the reduction in the number of total packet forwardings achieved through faster diffusion of each packet over the
network (the hallmark of p-BRW) weighs more than the slight increase in the average sojourn time of the packet at every node (see (6.2)). Note that the condition for the optimal $T^*$ in (6.16) can be rewritten as

$$D(T) \approx \frac{\mathbb{E}\{\tilde{W}\}}{\lambda} \cdot \frac{1}{T} \triangleq h(T). \quad (6.17)$$

Note that the average sojourn time of a packet at each sensor $\mathbb{E}\{\tilde{W}\}$ is also a function of $T$. In Figure 6.6(a), we overlay $h(T)$ where the average sojourn time $\mathbb{E}\{\tilde{W}\}$ here for 1-D ring can be computed from (6.2), and observe that the optimal $T^*$ in minimizing the average delay is located roughly around the intersection of $D(T)$ and $h(T)$, confirming the validity of the condition in (6.16).

Figs. 6.7 and 6.8 show the results for a 2-D grid with $n=100$ and for a sample topology of $RGG(200, 0.13)$ displayed in Figure 6.9(a) while $T$ varies, respectively, but now under two different values of $\Lambda$. For 2-D grid, the average delay reduces by around 30% and the transmission cost by 60% for $T \in [200, 600]$. For $RGG$, both performance metrics improve by more than 60% for $T \in [200, 700]$. Similarly as in Figure 6.6(a), we also plot $h(T)$ in all cases. We here use $\mathbb{E}\{\tilde{W}\} = 1/q^2$, corresponding to the case of only one awake neighbor (under duty-cycling with probability $q$) while all other neighbors are in sleep mode, which is roughly an upper bound of the actual average sojourn time. In all these cases, the plotted $h(T)$ is thus an upper bound of the true values, and the actual intersection point with more accurate value of $\mathbb{E}\{\tilde{W}\}$ would be smaller than what is shown in the figures, suggesting that the optimal sleep duration $T^*$ is again well approximated by the fixed point satisfying (6.16) or (6.17). Lastly, Figure 6.9(b)
shows the average wake-up frequency per each sensor to quantify the amount of power-saving through Smart Sleep measured during the simulation time for all the above topologies with $1/\Lambda = 500$. We see that the additional power-saving (compared with the SRW-based duty-cycling, i.e., $T = 0$) is around 20% for the estimated optimal values $T^*$. In other words, the observed 30% to 60% reduction in the average delay is achieved when each sensor turns off 20% more than the usual random duty-cycling. In addition, since the packet transmission itself also consumes power, the actual power-saving will be even greater by noting the reduction in the average number of packet forwardings in all cases. We also point out here that in all the simulations, the range of $T$ values for which we enjoy great improvement both in delay and power is fairly broad, implying that our Smart Sleep protocol allows easy configuration and offers robust and superior performance even under inaccurately estimated $T^*$. 

Figure 6.9: (a) A sample topology of $RGG(200, 0.13)$; (b) Measured wake-up frequency for a sensor under various topologies as $T$ varies.
In this chapter, we study another design of autonomous/distributed random duty cycling in WSNs, which is complementary to Smart Sleep presented in Chapter 6. In particular, we propose a distributed wake-up rate control scheme exploiting local heterogeneity structure for opportunistic forwarding, which achieves both smaller delay and longer network lifetime. In this chapter, we focus on the delay aspect, and will address the network lifetime aspect in the next chapter. Section 7.1 explains an asynchronous, heterogeneous random duty cycling which largely extends the homogeneous duty cycling (under synchronous network setting) in Chapter 5. We then provide the modeling and analysis for the delay performance of the opportunistic forwarding with the duty cycling in Section 7.2, and present our proposed wake-up rate control scheme with theoretically proven performance enhancement in Section 7.3. We finally provide numerical evaluations and independent simulation results in Section 7.4.

7.1 Opportunistic Forwarding under An Asynchronous, Heterogeneous Random Duty Cycling

We explain how an opportunistic forwarding performs under an asynchronous, heterogeneous random duty cycling. The principle of the opportunistic packet forwarding is the same as the one in [11, 24] (see Chapter 5), while the underlying duty cycling is different, but more beneficial.

In the asynchronous and heterogenous duty cycling, each node \( i \) sleeps (i.e., completely turns
off its RF transceiver or is in an ‘off’ state) and independently wakes up (i.e., turns on the RF transceiver or is in an ‘on’ state) according to a Poisson process with rate parameter $\lambda_i > 0$. In other words, the inter-wake-up time (the duration of ‘off’ state) for each sensor node $i$ is drawn from an independent exponential distribution with rate $\lambda_i$. Again, this asynchronous random duty cycling is self-configurable and does not need any (global) synchronization overhead and complexity, which is appealing for ad-hoc networking systems. Note also that in contrast to [11, 24], we allow different $\lambda_i$ for each sensor node $i$ rather than simply using the same $\lambda_i = \lambda$ for all nodes $i$. Recall the homogeneous duty cycling under synchronous network setting in Chapter 5.
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Figure 7.1: The operation of data transmission via an opportunistic forwarding under an asynchronous, heterogeneous random duty cycling

While performing this duty cycling, if any sensor node $i$ has a packet to transmit, it opportunistically forwards the packet to a first awake node among $N(i)$. Here, any packet transmission/reception between two adjacent sensor nodes can occur, only when they are both on and each of them is aware that the other node is also on. To this end, prior to data communication, when each sensor node $i$ has a packet to transmit, it simply performs an idle listening on the channel until to find a first awake node in $N(i)$. When a node without a packet wakes up, it first conducts a carrier sense on the channel, and then broadcasts a small hello message to notify its ‘on’ state to any neighboring node having a packet only if the channel is idle; otherwise, it goes to sleep. Figure 7.1 depicts the operation of data transmission between two nodes via this opportunistic forwarding. From Poisson process assumption for the beginning instants of ‘on’ state and short duration for the small hello message, it is unlikely that two or more sensor nodes wake up at the same time, and therefore ignored in our consideration. In addition, since a carrier sensing range (or interference range) is typically twice larger than a transmission range, any awake two-hop neighbors of a transmitting node can detect the presence of a packet transmission if it happens, and thus there will be no collision between a packet transmission and any hello message transmission.
Throughout the rest of this chapter, we suppose that traffic load in the network is light as assumed in [6, 7, 58, 11, 24]. Hence, an interference from concurrent data transmissions is not an issue, and we measure the delay performance based on the delivery of a single packet. Also, due to the light traffic load and small size of hello message, we assume that time duration required for a packet transmission/reception is relatively negligible compared with the duration of ‘off’ state for each node.

7.2 Performance Modeling and Analysis

In this section, we show that the random trajectory of a packet traveling over a given graph (network) $G$ under the opportunistic forwarding with asynchronous and heterogeneous duty cycling, can be interpreted as a continuous-time random walk (CTRW) on $G$, or equivalently, a discrete-time random walk (DTRW) on $G$ with heterogeneous sojourn time. Hence, the forwarding algorithm in our class also retains natural properties of random walk-based algorithms such as simplicity, scalability, load-balancing, and robustness to topology changes. We then define our performance metrics and provide analytical formulas to compute the metrics numerically.

7.2.1 Continuous-Time Random Walk on A Graph

We consider a packet of interest which travels over $G$ where its source and destination are not specified here, temporarily. Let $\{X(t)\in \mathcal{N}\}_{t\geq 0}$ be a continuous-time random sequence (or trajectory) of the packet, indicating where the packet is located at time $t$. One can observe that the sojourn time of $X(t)$ at node $i$ (say $W_i$), i.e., the waiting time for each node $i$ until to find any first awake node in $N(i)$, is independent of the index of the first awake node among $N(i)$ (say $I_i$), i.e., the node which receives the packet from node $i$. We refer to Appendix A.5 for details. Then, from this independence, $\{X(t)\}$ becomes a continuous-time Markov chain (CTMC) with state space $\mathcal{N}$ where each state $i$ corresponds to node $i$ currently holding the packet, and it can be also interpreted as a CTRW on $G$. Then, the transition rate from state $i$ to state $j$ is given by

$$q_{ij} = \begin{cases} 
\lambda_j & \text{if } (i,j) \in \mathcal{E} \\
0 & \text{otherwise}
\end{cases} \quad (7.1)$$

for $i \neq j$ and $q_{ii} = -\sum_{k \in N(i)} \lambda_k$. We define by $Q \triangleq \{q_{ij}\}_{i,j \in \mathcal{N}}$ the transition rate matrix of $\{X(t)\}$. Note that the amount of sojourn time the process spends in state $i$ before jumping into one of its neighboring nodes $j \in N(i)$ is simply the waiting time $W_i$ of the packet at sensor node $i$.

Equivalently, we can construct an embedded discrete-time Markov chain (DTMC) with transition probability $p_{ij}$ given by
\[ p_{ij} = \begin{cases} \mathbb{P}\{I_i = j\} = \frac{\lambda_i}{\sum_{k \in N(i)} \lambda_k} & \text{if } (i,j) \in \mathcal{E} \\ 0 & \text{otherwise} \end{cases} \]  

(7.2)

where \( \sum_{j \neq i} p_{ij} = 1 \) and \( p_{ii} = 0 \). We define by \( \{Y_m\}_{m \geq 0} \) the random sequence of nodes visited and by \( P \triangleq \{p_{ij}\}_{i,j \in \mathcal{N}} \) the transition probability matrix of \( \{Y_m\} \). Then, we can also interpret the random trajectory of the packet traveling over \( G \) as a DTRW on \( G \) with heterogeneous sojourn time \( W_i \) at state \( i \), where the state transition probability of DTRW is the same as \( p_{ij} \) of the embedded DTMC in (7.2). As a special case, if \( \lambda_i = \lambda \) for all \( i \in \mathcal{N} \), then the resulting DTRW on \( G \) becomes a simple random walk, i.e., \( p_{ij} = 1/d(i) \), if \( (i,j) \in \mathcal{E} \), otherwise \( p_{ij} = 0 \). Note that this is the case (homogeneous duty cycling) considered in [11, 24] (and also explained in Chapter 5) under the synchronous network setting.

### 7.2.2 Performance Metric and Analysis

Consider the hitting time (or first passage time) from state (node) \( i \) to state \( j \) on \( G \), which is defined as

\[ H_{ij} \triangleq \inf\{t > 0 : X(t) = j \mid X(0) = i\} \]  

(7.3)

for \( i, j \in \mathcal{N} \) and \( i \neq j \), and \( \bar{H}_{ij} \triangleq \mathbb{E}\{H_{ij}\} \). The hitting time represents the delay of unicast where the source node \( i \) sends a packet containing its local observation (e.g., temperature) to the destination node \( j \), as similarly used in [11, 24]. Note that the destination node can be a powered sink with Internet connection or a usual sensor node in the scenario [56] where the powered sink is not available due to geographical reasons. To be precise, (7.3) is proper for the latter case. For the former case, the powered sink may not need to perform the duty cycling and its neighboring nodes can be aware of its presence via a neighbor discovery process [89]. Hence, in this case, the delay of unicast becomes the time taken for a packet from the source node to reach any one of neighbors of the destination, and (7.3) can be properly modified as the hitting time to the set of neighbors of the destination.

For any given graph (network) \( G \), the mean hitting time \( \bar{H}_{ij} \) can be obtained as ‘mean time to absorption’ for an absorbing chain that can be constructed from the CTMC \( \{X(t)\} \). Specifically, suppose that state \( j \) is an absorbing state. We can re-label the set of states \( \mathcal{N} \) such that transient states \( \mathcal{N} \setminus \{j\} \) come first. Then, the transition rate matrix \( Q \) of \( \{X(t)\} \) can be rewritten as

\[
Q = \begin{bmatrix} T & T^0 \\ 0 & 0 \end{bmatrix},
\]

where \( T \) is a \((n-1)\times(n-1)\) transition rate matrix, \( T^0 \) is an \((n-1)\)-dimensional column vector, each of whose elements is the transition rate from state \( i \) to the absorbing state \( j \), and \( 0 \) is a
row vector of zeros. Then, $\overline{H}_{ij}$ can be obtained as [15]

$$H_{ij} = -\alpha T^{-1}e,$$  \hspace{1cm} (7.4)

where $\alpha$ is an initial distribution (row) vector in which an element of state $i$ is one and other elements are zeros, and $e$ is a column vector of ones. Hence, one can easily evaluate $\overline{H}_{ij}$ by numerically computing (7.4).

The performance of the mean hitting time $\overline{H}_{ij}$ depends on how to perform random duty cycling at each sensor node $i$, or specifically, how to control wake-up rate $\lambda_i$ of each sensor node $i$. Note that we do not assume any coordination in network operations and any node can be a source or destination node for the packet delivery. It is also desirable to avoid the extremely large end-to-end delay even for delay-tolerant applications. Hence, in the design of a distributed wake-up rate control, we will focus on improving the worst-case delay performance $\overline{H}_{\text{max}}$, defined as

$$\overline{H}_{\text{max}} \triangleq \max_{i,j \in \mathcal{N}, i \neq j} \overline{H}_{ij},$$  \hspace{1cm} (7.5)

i.e., the maximum mean hitting time over all possible source-destination pairs in the network.

### 7.3 A Distributed Wake-up Rate Control Based on Local Degree Information

In this section, we first examine how to control wake-up rate $\lambda_i$ of each node $i$ depending on the underlying structure of a given graph (network) $G$, and then propose a distributed wake-up rate control scheme in which each node $i$ autonomously controls its wake-up rate $\lambda_i$ based only on its own degree information in order to improve (shorten) the maximum mean hitting time $\overline{H}_{\text{max}}$ than the case with homogeneous random duty cycling $\lambda_i = \lambda$ for all $i$.

For a fair comparison among all possible heterogeneous duty cycling strategies, we set

$$\frac{1}{\lambda} = \frac{1}{n} \sum_{i=1}^{n} \frac{1}{\lambda_i}$$ \hspace{1cm} (7.6)

for all possible wake-up rates $\{\lambda_i, i \in \mathcal{N}\}$, and compare the delay performance under $\{\lambda_i\}$ with that under the homogeneous duty cycling with the same wake-up rate $\lambda$ given by (7.6) for all nodes in the network. Since sensor node $i$ consumes one unit amount of power whenever it wakes up every $1/\lambda_i$ seconds on average, the above condition implies that the average power consumption rate over the whole network is kept the same under heterogeneous duty cycling with $\{\lambda_i\}$ and under the corresponding homogeneous case with $\lambda$ in (7.6).

Recall that the embedded DTMC, $\{Y_m\}$, (or a DTRW on $G$) under any homogeneous duty
cycling becomes a simple random walk, as mentioned in Section 7.2. It is well known that the stationary distribution \( \pi'_i \) is proportional to the degree of node \( i \), i.e., \( \pi'_i = d(i)/\sum_{k\in\mathcal{N}} d(k) \), where \( \pi'_i \) is the stationary distribution of \( \{Y_m\} \). This implies that a packet of interest (a random walk) in the network visits more likely to a sensor node with higher degree. At the same time, if the underlying graph \( G \) is a regular graph where \( d(i) = d \) for all \( i \in \mathcal{N} \), then the stationary distribution is uniform, i.e., \( \pi'_i = 1/n \) for all \( i \). Hence, the packet of interest visits every node equally likely and there may not be any benefit by making the wake-up rates \( \lambda_i \) heterogeneous in shortening or minimizing the maximum mean hitting time \( \bar{H}_{\text{max}} \). This observation can be made rigorous for a complete graph \( G = K_n \) (a special case of regular graphs) as shown in the following.

**Theorem 5.** For a complete graph \( G = K_n \), and for a given \( \lambda > 0 \), \( \lambda_i = \lambda \) for all \( i \in \mathcal{N} \) is optimal in minimizing \( \bar{H}_{\text{max}} \) over all \( \{\lambda_i\} \) satisfying (7.6), i.e., \( 1/n \sum_{i=1}^{n} 1/\lambda_i = 1/\lambda \). \( \square \)

**Proof.** For a complete graph \( G = K_n \), and for a given \( \lambda > 0 \), we first fix \( \lambda_i > 0 \), \( i \in \mathcal{N} \), satisfying

\[
\frac{1}{n} \sum_{i=1}^{n} \frac{1}{\lambda_i} = \frac{1}{\lambda} \tag{7.7}
\]

Then, for \( G = K_n \), the transition rate of the CTMC, \( \{X(t)\} \), from each state \( i \) to any other state is

\[
q_i \triangleq \sum_{k \in \mathcal{N}(i)} \lambda_k = \sum_{k \in \mathcal{N}\setminus\{i\}} \lambda_k.
\]

Also, from (7.2), the transition probability of its embedded DTMC, \( \{Y_m\} \), from state \( i \) to state \( j \) is

\[
p_{ij} = \frac{\lambda_j}{\sum_{k \in \mathcal{N}(i)} \lambda_k} = \frac{\lambda_j}{q_i} \tag{7.8}
\]

for \( j \in \mathcal{N}\setminus\{i\} \), and \( p_{ii} = 0 \) (no self-loops).

We here use a technique of uniformization [74, 15] in which any CTMC with finite state space can be thought of as being a stochastic process or a uniformized CTMC that spends an exponential amount of time with rate \( q \) in every state \( i \) and then makes transition into state \( j \) with new transition probability \( p^*_ij \) (that is the transition probability of embedded DTMC of the uniformized chain), if the new transition rate \( q \) in the uniformized chain is not smaller than the transition rate at any state in the original chain.

Let \( \{X'(t)\} \) be an uniformized CTMC of the original CTMC \( \{X(t)\} \). Here, the new transition rate \( q \) of \( \{X'(t)\} \) is chosen to be

\[
q = \sum_{k \in \mathcal{N}} \lambda_k > q_i = \sum_{k \in \mathcal{N}\setminus\{i\}} \lambda_k
\]
for all $i \in \mathcal{N}$. The transition probability $p_{ij}^*$ of its embedded DTMC, denoted as $\{Y_m'\}_{m \geq 0}$, is given by [74, 15]

\[
p_{ij}^* = \begin{cases} 1 - \frac{q_i}{q} & \text{if } j = i \\ \frac{q_i}{q} \frac{\lambda_j}{\sum_{k \in \mathcal{N} \setminus \{i\}} \lambda_k} & \text{if } j \neq i. \end{cases}
\]

(7.9)

In addition, let $Z_k, k \geq 1$, be i.i.d. exponential random variables with rate $q$ to represent the sequence of the exponential sojourn times at every state $i$. We also define by $H_{ij}'$ hitting time from state $i$ to state $j$ for the embedded DTMC $\{Y_m'\}$, which is given by

\[
H_{ij}' \triangleq \min\{m > 0 : Y_m' = j \mid Y_0' = i\}
\]

for $i, j \in \mathcal{N}$ and $i \neq j$. Note that this hitting time is the number of state transitions (or discrete-time steps) that the embedded DTMC $\{Y_m'\}$ starting at state $i$ takes to reach state $j$.

From the definition of the above uniformized CTMC and the definition of hitting time $H_{ij}$ for the original CTMC $\{X(t)\}$ as in (7.3), we arrive at

\[
H_{ij} \overset{d}{=} \sum_{k=1}^{H_{ij}'} Z_k
\]

for $i, j \in \mathcal{N}$ and $i \neq j$. Note that $\{Z_k\}$ is independent of $H_{ij}'$, since the amount of time that the process $\{Y_m'\}$ spends in any current state, and the next state visited, are independent. Hence, we obtain

\[
\overline{\Pi}_{ij} = \mathbb{E}\{H_{ij}\} = \mathbb{E}\left\{\sum_{k=1}^{H_{ij}'} Z_k\right\} = \mathbb{E}\{H_{ij}'\}\mathbb{E}\{Z_1\},
\]

(7.10)

for $i, j \in \mathcal{N}$ and $i \neq j$.

From (7.9), observe that the transition probability of the embedded DTMC $\{Y_m'\}$ from any state $i$ to state $j$ is $p_{ij}^* = \lambda_j/q$ for any $i, j \in \mathcal{N}$. Hence, the embedded DTMC $\{Y_m'\}$ can be viewed as a DTRW on a complete graph $G = K_n$ with self-loops. Let $p_i' \triangleq \lambda_i/q$ for $i \in \mathcal{N}$. Then, the number of discrete-time steps that the DTRW takes from node $i$ until to reach node $j$, $H_{ij}'$, simply follows a geometric distribution with parameter $p_j'$ and thus

\[
\mathbb{E}\{H_{ij}'\} = \frac{1}{p_j'} = \frac{q}{\lambda_j},
\]

(7.11)

for any $i, j \in \mathcal{N}$ and $i \neq j$. Therefore, from (7.10)–(7.11) and by noting that $\mathbb{E}\{Z_1\} = 1/q$, we finally have

\[
\overline{\Pi}_{\text{max}} = \max_{i,j \in \mathcal{N}, i \neq j} \overline{\Pi}_{ij} = \max_{i,j \in \mathcal{N}, i \neq j} \mathbb{E}\{H_{ij}'\}\mathbb{E}\{Z_1\} = \max_{j \in \mathcal{N}} \frac{1}{\lambda_j}.
\]
Then, it is easy to see that $\lambda_i = \lambda$ for all $i \in \mathcal{N}$ is optimal in minimizing $\overline{H}_{\text{max}}$ over all $\{\lambda_i\}$ satisfying (7.7) and its resulting $\overline{H}_{\text{max}}$ is $1/\lambda$. ■

Note that the proof of optimality in Theorem 5 is still non-trivial, though it is straightforward to derive $\overline{H}_{\text{max}}$ under the homogeneous duty cycling for a complete graph $K_n$.

However, in general, unless one carefully designs a coordinated sensor network, sensor network topologies would be rather heterogeneous (i.e., the degree of each node is different) and form non-regular graphs. Since a packet of interest is more likely to visit a sensor node with higher degree as mentioned above, the homogeneous duty cycling may be no longer optimal. Instead, it would be helpful to control the wake-up rate $\lambda_i$ of each node $i$ such that the packet visits every node more evenly so as to shorten $\overline{H}_{\text{max}}$ under non-regular graphs.

In addition, a recent work [46] by Ikeda et al. addresses how to design a ‘better’ (discrete-time) random walk on a graph than a simple random walk, where the transition probability of the random walk is given by

\[
\tilde{p}_{ij} = \begin{cases} 
\frac{d(j)^{-\alpha}}{\sum_{k \in N(i)}^{} d(k)^{-\alpha}} & \text{if } (i, j) \in \mathcal{E} \\
0 & \text{otherwise,}
\end{cases} 
\] (7.12)

for some constant $\alpha$. In particular, they prove that if $\alpha = 1/2$ in (7.12), then the maximum mean hitting time, or the maximum average number of transitions taken to visit any given node (state), is $O(n^2)$ for any graph. Note that we here use different notation $\tilde{p}_{ij}$ to distinguish it from the transition probability $p_{ij}$ of the embedded DTMC, $\{Y_m\}$. This result suggests that a (proper) bias of a transition into a node with smaller degree can bring out an improvement of the maximum mean hitting time from $O(n^3)$ (guaranteed under the simple random walk [16, 46]) to $O(n^2)$ for any graph. Note that this asymptotic upper bound may be loose depending on underlying graphical structures. Also, (biased) random walks with transition probabilities in the form of (7.12) have been also studied in the physics literature (e.g., see [36]).

Inspired by the Ikeda et al.’s finding in [46], we propose a distributed wake-up rate control scheme in which each node $i$ autonomously controls its wake-up rate $\lambda_i$ based only on its own degree information as

\[
\lambda_i = \lambda_0 d(i)^{-\beta},
\] (7.13)

where $\lambda_0$ is an initial wake-up rate and $\beta$ is a tunable parameter. Note that the value of $\lambda_0$ can be programmed into each sensor system before bootstrapping, and the degree information can be easily obtained through a neighbor discovery process [89] which takes place right after the network is deployed, and remain up-to-date through data communications as time goes on. Then, from (7.2) and (7.13), the transition probability $p_{ij}$ of $\{Y_m\}$ becomes
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\[
\pi_{ij} = \begin{cases} 
\frac{\lambda_j}{\sum_{k \in N(i)} \lambda_k} \left( \frac{d(j)^{1/2}}{\sum_{k \in N(i)} d(k)^{-1/2}} \right) & \text{if } (i,j) \in \mathcal{E} \\
0 & \text{otherwise,} 
\end{cases}
\tag{7.14}
\]

where now this transition probability \(\pi_{ij}\) becomes identical to \(\tilde{\pi}_{ij}\) in (7.12). Hence, we arrive to the following asymptotic upper bound of \(\Pi_{\text{max}}\) achievable under our proposed algorithm by extending* the Ikeda et al.'s result \([46]\).

**Theorem 6.** For any graph \(G\), if \(\beta = 1/2\), then \(\Pi_{\text{max}} \leq \frac{3\sqrt{d_{\text{max}}}n^2}{\lambda_0}\), and hence \(\Pi_{\text{max}} = O\left(\sqrt{d_{\text{max}}}n^2\right)\), where \(d_{\text{max}} \triangleq \max_{i \in \mathcal{N}} d(i)\).

**Proof.** We first define by \(H'_{ij}\) hitting time from state \(i\) to state \(j\) for the embedded DTMC \(\{Y_m\}\), which is given by

\[
H'_{ij} \triangleq \min\{m > 0 : Y_m = j \mid Y_0 = i\}
\]

for \(i, j \in \mathcal{N}\) and \(i \neq j\). Also, recall that if \(\beta = 1/2\), then \(\lambda_i = \lambda_0/\sqrt{d(i)}\) as in (7.13), and the transition probability \(p_{ij}\) of \(\{Y_m\}\) in (7.14) becomes

\[
p_{ij} = \begin{cases} 
\frac{d(j)^{-1/2}}{\sum_{k \in N(i)} d(k)^{-1/2}} & \text{if } (i,j) \in \mathcal{E} \\
0 & \text{otherwise.} 
\end{cases}
\tag{7.15}
\]

Note that it is shown in \([46, \text{Theorem 2}]\) that for any graph \(G\), if this is the transition probability of a DTRW on \(G\), then

\[
\max_{i,j \in \mathcal{N}, i \neq j} \mathbb{E}\{H'_{ij}\} \leq 3n^2.
\tag{7.16}
\]

In addition, observe that

\[
\max_{k \in \mathcal{N}} \mathbb{E}\{W_k\} = \max_{k \in \mathcal{N}} \frac{1}{\sum_{j \in N(k)} \lambda_j} \leq \max_{k \in \mathcal{N}} \frac{1}{\lambda_k} = \frac{\sqrt{d_{\text{max}}} \lambda_0}{\lambda_0},
\tag{7.17}
\]

where \(d_{\text{max}} \triangleq \max_{i \in \mathcal{N}} d(i)\). Since \(\mathbb{E}\{W_i\} \leq \max_{k \in \mathcal{N}} \mathbb{E}\{W_k\}\) for all \(i \in \mathcal{N}\), it is also easy to see that

\[
\Pi_{ij} = \mathbb{E}\{H_{ij}\} \leq \mathbb{E}\{H'_{ij}\} \max_{k \in \mathcal{N}} \mathbb{E}\{W_k\},
\tag{7.18}
\]

for all \(i, j \in \mathcal{N}, i \neq j\). Note that the RHS of (7.18) is the mean (continuous-time) hitting time from state \(i\) to state \(j\) for a uniform CTMC where the sojourn time in every state is exponentially distributed with mean \(\max_{k \in \mathcal{N}} \mathbb{E}\{W_k\}\) and its state transition probability is same as (7.15).

*\([46]\) is based on a discrete-time random walk where the walk spends one time unit in every vertex. In contrast, we are dealing with the embedded DTMC \(\{Y_m\}\) whose sojourn time in node \(i\) is random and different over \(i\).
From (7.16)–(7.18), we finally have that for any graph $G$

$$\overline{H}_{\text{max}} = \max_{i,j \in \mathcal{N}, i \neq j} H_{ij} \leq \max_{(7.18) \atop i,j \in \mathcal{N}, i \neq j} \mathbb{E}\{H''_{ij}\} \max_{k \in \mathcal{N}} \mathbb{E}\{W_k\}$$

$$\leq \max_{(7.17) \atop i,j \in \mathcal{N}, i \neq j} \mathbb{E}\{H''_{ij}\} \frac{\sqrt{d_{\text{max}}}}{\lambda_0}$$

$$\leq 3n^2 \sqrt{d_{\text{max}}}.$$ (7.19)

Therefore, for any graph $G$, if $\beta = 1/2$, then $\overline{H}_{\text{max}} = O(\sqrt{d_{\text{max}}n^2})$.

Similarly, we can show that any homogeneous random duty cycling (or a simple random walk with random sojourn time) guarantees $\overline{H}_{\text{max}} = O(n^3)$ for any graph, based on the fact that a discrete-time simple random walk (one unit of sojourn time at every node) guarantees $O(n^3)$ maximum mean hitting time for any graph [16, 46]. Since $d_{\text{max}} < n$, we have $O(\sqrt{d_{\text{max}}n^2}) \leq O(n^{2.5}) < O(n^3)$, i.e., our proposed algorithm improves its guaranteed asymptotic upper bound of $\overline{H}_{\text{max}}$ from $O(n^3)$ to $O(\sqrt{d_{\text{max}}n^2})$ for any graph.

### 7.4 Numerical Evaluations and Simulation Results

In this section, we present the exact performance of $\overline{H}_{\text{max}}$ via numerical evaluations of (7.4) and provide independent simulation results to show that our proposed algorithm significantly outperforms pure homogeneous random duty cycling under random geometric graphs, which have been widely used in the literature [6, 7, 12, 11, 24] to model diverse wireless sensor or ad-hoc network topologies. The random geometric graph, denoted as $RGG(n,r)$, is a graph where $n$ nodes are uniformly and independently located in the unit square, and two nodes are connected if they are within distance of $r$. While $RGG(n,r)$ becomes regular asymptotically for sufficiently large $r$ [12], it typically exhibits heterogeneity in its resulting degree sequence for any given finite value of $r$. Thus, we set out to investigate the performance of our proposed algorithm or how the local degree information can be exploited in controlling the wake-up rate $\lambda_i$ of each node $i$ to improve $\overline{H}_{\text{max}}$ under various sample topologies of $RGG(n,r)$.

Figure 7.2 shows the numerical results of $\overline{H}_{\text{max}}$ by computing (7.4) and simulation results, obtained through our custom event-driven simulator using C++, for our proposed algorithm (heterogeneous random duty cycling) and its corresponding homogeneous duty cycling with $\lambda$ from (7.6), under 50 different sample topologies of $RGG(50,0.3)$. Here, the connectivity of each of 50 sample graphs is ensured, and $\beta = 1/2$ in (7.13) is set for our algorithm with $\lambda_0 = 0.02$. Since (7.4) is exact for CTMC, the simulation results precisely match with the numerical computations. Figure 7.2 clearly shows that our algorithm outperforms the pure
Figure 7.2: $\overline{\Pi}_{\text{max}}$ under 50 different sample topologies of $RGG(50, 0.3)$.

Figure 7.3: Statistics of node degrees of 50 different sample topologies of $RGG(50, 0.3)$ used in Figure 7.2.

Figure 7.4: Average performance improvement in $\overline{\Pi}_{\text{max}}$ over 500 different sample topologies of $RGG(50, 0.3)$ while varying $\beta$ in (7.13).

homogeneous duty cycling for all 50 different generations of $RGG(50, 0.3)$. Specifically, an average performance improvement over 50 generated graphs is about 35%, while some case (graph id: 15) exhibits 65% performance improvement (reduction in $\overline{\Pi}_{\text{max}}$).

To see any relationship between the heterogeneity of the graph topology and the amount of performance improvement of our proposed algorithm over the simple homogeneous duty-cycling, we plot in Figure 7.3 the average and standard deviation of degree sequence for each of 50 sample topologies of $RGG(50, 0.3)$ used in Figure 7.2. We observe that the pure homogeneous duty
cycling performs poorly under topologies with higher standard deviation of degree sequence (e.g., graph id: 15, 37, 46), while our algorithm not only outperforms the pure homogeneous duty cycling but also tend to ‘stabilize’ the delay performance regardless of such irregularity in the node degrees of the given topology.

So far we have set $\beta = 1/2$ in (7.13) as originally suggested by [46]. While our asymptotic worst-case delay guarantee $\mathcal{H}_{\text{max}} = O(\sqrt{d_{\text{max}}n^2})$ holds under $\beta = 1/2$, for finite sized graphs, it is still possible that our algorithm may perform better under different values of $\beta$. Figure 7.4 shows the average performance improvement of our proposed algorithm compared with its corresponding homogeneous duty cycling with $\lambda$ from (7.6) under various values of $\beta$ in (7.13). We use the same $\lambda_0 = 0.02$ as before, and each data point in this figure is obtained by averaging the performance improvements over 500 different sample topologies of $RGG(50, 0.3)$. As seen in Figure 7.4, it is possible to achieve close to 50% improvement when $\beta$ is around 0.9, although $\beta = 1/2$ still results in 38% performance improvement on average, along with asymptotic guarantee for delay reduction for any arbitrary graph as shown in Theorem 6.
Chapter 8

Exploiting Heterogeneity for Delay and Power Efficient WSNs – A Network Lifetime Perspective

In this chapter, we evaluate the network lifetime induced from our proposed distributed wake-up rate control scheme presented in Chapter 7. To this end, we adopt a more realistic metric for the network lifetime – the time instant at which the network (graph) becomes fragmented without a ‘giant cluster’ for the first time. Our approach here is to employ and extend the percolation technique tailored to time-varying graphs, whereby results only on simple degree-dependent site percolation for static graphs are available in literature. Section 8.1 describes the background for percolation theory. We review the existing results on degree-dependent site percolation for static graphs in Section 8.2. By extending such results to time-varying graphs, we show, in Section 8.3, that our proposed wake-up rate control leads to a proper control of node lifetime exploiting the heterogeneity over the node degrees to our advantage and in turn achieves longer network lifetime.

8.1 Background

8.1.1 A Generalized Random Graph Model

For analytical treatment, we consider a generalized random graph model with any given degree distribution (a.k.a. configuration model), which is widely used in statistical physics and computer science (e.g., [20, 67, 66, 85]). In this model, the degree of any randomly chosen node follows the given degree distribution in the limit of large graph size \( n \to \infty \). Also, nodes in \( G \) are inter-connected at random with their degrees so that the degrees of any two adjacent nodes
remain independent. Thus, the nodes in $G$ have degrees that are independently and identically distributed (i.i.d.) of one another in the large-$n$ limit. Since our focus is to investigate the behavior of network lifetime in such limit (or large-scale network) as studied in [54, 34, 94], it is enough to measure all relevant quantities from the viewpoint of a randomly chosen node. This model is simple yet versatile. First, one can assign any arbitrary degree distribution to properly capture or represent the level of heterogeneity over the node degrees, allowing us to examine the impact of degree-dependent node lifetime upon the network lifetime, which is defined below, under a wide range of scenarios. Also, under this model, we can recover the results for the network lifetime recently obtained in [94] where node lifetimes are assumed to be i.i.d. as a special case.

### 8.1.2 Definitions

We use the following definitions throughout the rest of this chapter. First, a **component** in $G$ is a subset of nodes in $G$ where each node is reachable from others, i.e., there exists at least one path from a node to any other in the component. Each component can be disconnected from other components. If the size of the largest component in $G$ (or the expected number of nodes in the component), say $\mathbb{E}\{C\}$, scales with $n$ ($\mathbb{E}\{C\} \to \infty$) as $n \to \infty$, we call it a **giant component** in $G$. There exists a critical point at which the size of the largest component in $G$ undergoes a sudden change, or **phase transition**, from a constant size, to being proportional to $n$ in the large-$n$ limit [62, 66]. In other words, a giant component forms in $G$ above the critical point of phase transition.

Each sensor node in $G$ is equipped with its own battery, and it only functions for a limited amount of time, or **node lifetime**. Here, the node lifetime can vary over the nodes due to the different battery drain rates. The size of the largest component consisting of alive nodes that correctly function in $G$, say $\mathbb{E}\{C(t)\}$, is now a function of time $t$. Assuming that there exists a giant component in $G$ at time $t=0$, as will be shown later, there exists a **critical time** $T_c$ before which such giant component remains to form, i.e., $\mathbb{E}\{C(t)\} \to \infty$ as $n \to \infty$ for $t<T_c$, while the existence of a giant component is not ensured or the network may be fully partitioned for $t>T_c$. In this chapter, we define the critical time $T_c$ as the **network lifetime** before which a majority of nodes in $G$ remain to work properly, and our main focus is to investigate the network lifetime when the lifetime of each node varies depending on its degree.

### 8.2 A Critical Point of Site Percolation

To analyze the network lifetime in the presence of degree-dependent node lifetime, we consult the theory of site percolation [20, 66]. When some fraction of nodes (or sites) are removed from
a graph (or network) in a certain way, from the percolation theory one can find a critical point of percolation transition or percolation threshold above which a giant component of remaining nodes forms or below which such giant component no longer exists.

Consider a random graph $G$ with a given degree distribution whose mean is finite. If a node is correctly functioning, we say that the node is occupied (or alive). Then, each node is occupied with some occupation probability, which is a function of its own degree. In this set-up, it was shown in [20, 66] that there exists a critical point of percolation transition at which a giant component consisting of occupied nodes first forms. Since the percolation threshold will be a basis for our subsequent analysis, we here provide a brief review on it.

Suppose that $G$ is below the critical point of percolation transition in the large-$n$ limit. Let $C$ be the number of occupied nodes in a component to which a randomly chosen node, say $i \in N$, belongs. In order to find the percolation threshold, we first need to know how many occupied neighbors node $i$ has and then how many alive neighbors those occupied neighbors also have, other than node $i$. Let $D$ be a nonnegative integer-valued random variable to denote the degree of randomly chosen node $i$ having the given degree distribution. We also define by $q_d$ the occupation probability that a node is occupied given that it has degree $d$. Then, the joint probability that node $i$ has degree $d$ and is also occupied, is $f_o(d) \triangleq \mathbb{P}\{D = d\} \cdot q_d$. Hence, the probability that node $i$ is occupied is $\sum_{d=0}^{\infty} f_o(d)$.

In addition, let $D_1$ be the number of edges of a neighbor of node $i$ other than the edge connecting node $i$ and the neighbor. It is just one less than the total number of edges of the neighbor. Then, by noting that a node with higher degree has higher chance to be connected to node $i$, one can see that $D_1$ is proportional to $d \cdot \mathbb{P}\{D = d\}$, and after a correct normalization, we have

$$
\mathbb{P}\{D_1 = d\} = \frac{(d + 1)\mathbb{P}\{D = d + 1\}}{\sum_{d=0}^{\infty}(d + 1)\mathbb{P}\{D = d + 1\}} = \frac{(d + 1)\mathbb{P}\{D = d + 1\}}{\mathbb{E}\{D\}}.
$$

Then, the joint probability that a neighbor of node $i$ has degree $d + 1$ and is also occupied, is $g_o(d) \triangleq \mathbb{P}\{D_1 = d\} \cdot q_{d+1}$. Thus, the probability that a neighbor of node $i$ is occupied is $\sum_{d=0}^{\infty} g_o(d)$. Note that $f_o(d) \neq g_o(d)$ in general.

Observe that if node $i$ is not occupied with probability $1 - \sum_{d=0}^{\infty} f_o(d)$, then $C = 0$. Also, occupied nodes in a component to which node $i$ belongs, if node $i$ has degree $d$ and is occupied with probability $f_o(d)$, are composed of node $i$ itself and other occupied nodes in $d$ different components originating from each of the $d$ neighbors of node $i$. Note that node $i$ is not included in any one of such $d$ components. Let $S_1, \ldots, S_d$ be the size of each of such $d$ different components. Since degrees of node $i$ and its neighbors are i.i.d., $S_1, \ldots, S_d$ are also i.i.d. with common distribution $F$.\footnote{More precisely, in the regime below the percolation threshold we assumed at the beginning, the size of any existing component in $G$ is finite. Since the degrees of any two adjacent nodes are i.i.d., in the large-$n$ limit, the degrees of any two adjacent nodes are i.i.d., in the large-$n$ limit,} Hence, for each $d \geq 0$, it follows that
\[
C \overset{d}{=} 1 + \sum_{k=1}^{d} S_k \text{ with probability } f_o(d), \quad (8.2)
\]

where \( \overset{d}{=} \) means equal in distribution. Subsequently,

\[
\mathbb{E}\{C\} = \sum_{d=0}^{\infty} f_o(d) + \mathbb{E}\{S_1\} \sum_{d=0}^{\infty} d \cdot f_o(d). \quad (8.3)
\]

We can compute \( \mathbb{E}\{S_1\} \) in terms of \( g_o(d) \) (or \( \mathbb{P}\{D = d\} \) and \( q_d \)) in a similar way. If a neighbor of node \( i \) is not occupied with probability \( 1 - \sum_{d=0}^{\infty} g_o(d) \), then \( S_1 = 0 \). Each component originating from the neighbor of node \( i \), if the neighbor has degree \( d+1 \) and is occupied with probability \( g_o(d) \), consists of the neighbor itself and other occupied nodes in \( d \) different components initiated from each of its \( d \) neighbors. Note that one of \( d+1 \) edges of the neighbor connects itself and node \( i \). Also, these \( d \) components do not include the neighbor of \( i \). Thus, if we let \( \tilde{S}_k \) (\( k = 1, 2, \ldots, d \)) be \( i.i.d. \) copy of \( S_1 \), after repeating the same argument above, \( S_1 \) must satisfy the following self-consistent relationship

\[
S_1 \overset{d}{=} 1 + \sum_{k=1}^{d} \tilde{S}_k \text{ with probability } g_o(d) \quad (8.4)
\]

for each \( d \geq 0 \), and so we have

\[
\mathbb{E}\{S_1\} = \sum_{d=0}^{\infty} g_o(d) + \mathbb{E}\{S_1\} \sum_{d=0}^{\infty} d \cdot g_o(d). \quad (8.5)
\]

From (8.3) and (8.5), we finally have

\[
\mathbb{E}\{C\} = \sum_{d=0}^{\infty} f_o(d) + \frac{\sum_{d=0}^{\infty} g_o(d)}{1 - \sum_{d=0}^{\infty} d \cdot g_o(d)} \sum_{d=0}^{\infty} d \cdot f_o(d). \quad (8.6)
\]

One can now observe that if \( \sum_{d=0}^{\infty} d \cdot g_o(d) = 1 \), then \( \mathbb{E}\{C\} \rightarrow \infty \), i.e., a giant component composed of occupied nodes first appears in \( G \) or the occupied nodes in \( G \) start to be percolated. By recalling \( g_0(d) = \mathbb{P}\{D_1 = d\} \cdot q_{d+1} \) and from (8.1), the critical point of percolation transition, \( \sum_{d=0}^{\infty} d \cdot g_o(d) = 1 \), can be written as

\[
\frac{\sum_{d=1}^{\infty} d(d-1) \mathbb{P}\{D = d\} q_d}{\mathbb{E}\{D\}} = 1. \quad (8.7)
\]

clustering coefficient – the probability that two neighbors of a node are also neighbors of one another, tends to zero, and thus all finite components do not contain loops and are rather tree-like, which in turn makes the sizes of such components be \( i.i.d. \) [20, 67, 66].
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This is exactly the same as the percolation threshold obtained in [66, pp.609–614] via a different method. See also [20].† Since the sum in the LHS of (8.7) monotonically increases as edges are added to the graph \( G \) for given \( q_d \), it follows that a giant component consisting of occupied nodes exists, if and only if the LHS of (8.7) is larger than one, i.e.,

\[
\sum_{d=1}^{\infty} d(d-1)\mathbb{P}\{D = d\}q_d > 1.
\] (8.8)

In what follows, we demonstrate how these percolation threshold and condition can be interpreted so as to obtain the network lifetime in the presence of degree-dependent node lifetime.

### 8.3 From Site Percolation To Network Lifetime

We first show there exists a critical time \( T_c \), or the network lifetime, after which a giant component composed of active nodes starts to disintegrate in a random graph \( G \) with a given degree distribution, provided that the existence of such giant component (or network connectivity) is initially ensured at \( t = 0 \). Then, we analytically examine how the degree-dependent node lifetime impacts the network lifetime through the comparison with the network lifetime driven from its comparable degree-independent node lifetime.

Let \( L(d) \) be a random variable denoting the lifetime of any node with degree \( d \) (degree-dependent node lifetime). Then, the lifetime of a randomly chosen node \( i \) becomes \( L(D) \), a function of random variable \( D \). If node \( i \) has degree \( d \), then the probability that it is alive or properly functioning at time \( t > 0 \) is given by

\[
\mathbb{P}\{L(D) > t \mid D = d\} = \mathbb{P}\{L(d) > t\},
\] (8.9)

where the equality is from the independence of \( L(d) \) and \( D \). In other words, the probability that node \( i \) has degree \( d \) and is alive at time \( t \), is \( \mathbb{P}\{D = d\} \cdot \mathbb{P}\{L(d) > t\} \).

Now, we fix \( t \geq 0 \) and set \( q_d = \mathbb{P}\{L(d) > t\} \), the probability that a node with degree \( d \) is alive (or occupied) at time \( t \). We define a function \( \mathcal{L}(t) \) as

\[
\mathcal{L}(t) \triangleq \sum_{d=1}^{\infty} d(d-1)\mathbb{P}\{D = d\}\mathbb{P}\{L(d) > t\} \mathbb{E}\{D\}.
\] (8.10)

It then follows from (8.8) that, for a given time \( t \), a giant component of active nodes exists if and only if \( \mathcal{L}(t) > 1 \). Observe that \( \mathbb{P}\{L(d) > t\} \) is decreasing in \( t \geq 0 \) for any given \( d \), \( \mathcal{L}(t) \) is also decreasing in \( t \). Hence, from (8.7), (8.8) and (8.10), the critical time \( T_c \), or the network

---

†A set of equations, obtained via a formalism of generating functions, to find the percolation threshold was first given in [20]. The percolation threshold is not clearly stated there, but can be obtained from Equations (1)–(4) therein.
lifetime, can be obtained as
\[ T_c = \inf \{ t \geq 0 : \mathcal{L}(t) = 1 \} \quad (8.11) \]
It implies that \( \mathcal{L}(t) > 1 \) for \( t < T_c \), or a giant component composed of functional (active) nodes remains to form in \( G \) for \( t < T_c \), while the existence of such giant component is not guaranteed and network may be fully partitioned for \( t > T_c \).

To avoid triviality, we assume that all the nodes are initially functioning (active) and there exists a giant component of active nodes at \( t = 0 \), i.e., \( \mathcal{L}(0) > 1 \). From (8.10), the condition \( \mathcal{L}(0) > 1 \) amounts to \( \mathbb{E}\{D^2\}/\mathbb{E}\{D\} > 2 \), which is the condition for a critical point of phase transition as mentioned in Section 8.1 for a static random graph with given degree distribution [62, 66]. Note that we are here dealing with a dynamic (time-varying) random graph in which each node with degree \( d \) will stop functioning and thus be removed from the network after its (degree-dependent) lifetime \( L(d) \).

### 8.3.1 Degree-independent Node Lifetime

We first discuss the network lifetime for the case of degree-independent node lifetime, i.e., the lifetime of every node is \( i.i.d. \) with common distribution, regardless of its degree, i.e. \( L = L(d) \) for all \( d \). Thus (8.10) becomes
\[ \mathcal{L}(t) = \frac{\mathbb{E}\{D^2\} - \mathbb{E}\{D\}}{\mathbb{E}\{D\}} \mathbb{P}\{L > t\}. \quad (8.12) \]
Here, from (8.11)–(8.12), one can easily see that for any given distribution of \( L \), the network tends to live longer (\( T_c \) gets larger) as the underlying network topology becomes more heterogeneous in the sense of larger \( \mathbb{E}\{D^2\} \) while \( \mathbb{E}\{D\} \) is kept the same. When \( D \) is Poisson distributed with \( \mathbb{E}\{D\} = \mu > 1 \) (to ensure the initial connectivity of the network, i.e. \( \mathcal{L}(0) > 1 \)) in the large-\( n \) limit, we have the following.

**Proposition 9.** If \( L \) is exponentially distributed with mean \( 1/\alpha \), i.e., \( \mathbb{P}\{L > t\} = e^{-\alpha t} \), then 
\[ T_c = \frac{1}{\alpha} \log(\mu) \]. In addition, if \( L \) follows a Pareto (or power-law) distribution, i.e., \( \mathbb{P}\{L > t\} = \left( \frac{t}{\eta} \right)^{-\rho} \) for \( \rho > 1 \), then 
\[ T_c = \eta(\mu)^{1/\rho} \].

**Proof.** Since \( D \) is Poisson distributed with \( \mathbb{E}\{D\} = \mu \), we have \( \mathbb{E}\{D^2\} = \mu^2 + \mu \) and thus \( \mathcal{L}(t) = \mu \mathbb{P}\{L > t\} \) from (8.12). Then, from (8.11), the results follow. \( \square \)

**Remark 5.** The Poisson degree distribution often arises in the modelling of wireless ad-hoc or sensor networks (e.g., [53, 94]). Specifically, \( n \) (sensor) nodes are uniformly distributed on a square area of size \( A \) and two nodes are connected if they are within distance of \( r \), which
is called a random geometric graph. Then, as \( n \to \infty \) and \( A \to \infty \) while the node density \( \nu = n/A \) is kept constant, the node degree approximately follows a Poisson distribution with mean \( \mu = \nu \pi r^2 \) \([27, 53]\).

**Remark 6.** It was shown in [94] that the last time until the network possesses a giant component composed of surviving nodes (i.e., network lifetime \( T_c \) in our definition) is \( \Theta(\log(\log n)) \) and \( \Theta((\log n)^{1/\rho}) \) for the exponential and Pareto node lifetime, respectively, under a random geometric graph where the node density \( \nu \) is fixed as in Remark 5, but \( \mu = \nu \pi r^2 = \Theta(\log n) \) (or \( r^2 = \Theta(\log n) \)) in the large-\( n \) limit. In this set-up, we can recover these results from Proposition 9, which clearly demonstrates the effectiveness of our approach based on a random graph model with a given degree distribution.

### 8.3.2 Degree-dependent Node Lifetime

We turn our attention to the network lifetime in the presence of degree-dependent node lifetime. Specifically, we examine how the network lifetime can be prolonged if one can control the lifetime of each node as a function of its degree. To this end, as used in Chapter 7, we consider the following scenario of WSNs with random duty-cycling which is adopted for energy/power conservation: each node wakes up according to a Poisson process with some wake-up rate to communicate with its awake neighbors.

Clearly, the lifetime of each node and the induced network lifetime both depend on the wake-up rate of each node since each node consumes certain amount of its battery power whenever it wakes up and stays on. We consider a class of wake-up rate controls in which the wake-up rate of each node with degree \( d \) is given by

\[
\lambda(d) = \lambda_0 d^{-\beta},
\]

where \( \lambda_0 \) is an initial wake-up rate (constant) and \( \beta \) is our control parameter. This set of wake-up rate controls is exactly the same as in Chapter 7, which addressed how to choose \( \beta \) to improve the delay performance of an opportunistic forwarding, but disregarding the lifetime aspect of the network. In contrast, our focus here is on which values of \( \beta \) lead to longer network lifetime when compared to that under its comparable degree-independent node lifetime as will be specified shortly.

---

\( ^1 \)As the average node degree is on the order of \( \log n \) while node density remains fixed, the network lifetime scales with the number of nodes \( n \).

\( ^2 \)This setting has been also used in \([53, 51]\), while the underlying packet-forwarding algorithm and the target in each work are different from others.
We assume that the lifetime of a node $L(d)$ with degree $d$ is given by

$$L(d) = \frac{B}{a\lambda(d)} = \frac{B}{a\lambda_0}d^{\beta},$$  

(8.14)

where $B$ is an initial battery power and $a$ is a common unit of battery consumption made whenever a node wakes up. This power consumption model and its resulting constant node lifetime were similarly used in [51]. This choice allows tractable analysis for the network lifetimes under various scenarios and their quantitative comparison while still capturing the inversely-proportional relationship between the node lifetime and its wake-up rate. We however note that more sophisticated power consumption models and their resulting random node lifetimes can be still considered in our framework at the cost of more complicated analysis. As a special case, if $\lambda(d) = \lambda$ (the same wake-up rate for every node), then the node lifetime in (8.14) becomes degree-independent, i.e. $L = L(d)$ for all $d$.

To find the values of $\beta$ in (8.13)–(8.14) leading to longer network lifetime, we compare each resultant network lifetime with the network lifetime $\bar{T}_c$ obtained under the degree-independent node lifetime. Since a randomly chosen node has a degree $D$, it follows that

$$\bar{T}_c = \mathbb{E}\{L(D)\} = \frac{B}{a\lambda_0} \mathbb{E}\{D^{\beta}\},$$  

(8.15)

where the expectation is with respect to $D$. It means that every node will be no longer functional at the same time $\bar{T}_c$. We use $\bar{T}_c$ for the network lifetime under this degree-independent node lifetime to be distinguished from the network lifetime $T_c$ under the more general degree-dependent case.

Now, we can obtain the desirable value of $\beta$ in (8.13)–(8.14) such that $T_c \geq \bar{T}_c$ by showing $\mathcal{L}(\bar{T}_c) \geq 1$. Observe that

$$\mathbb{P}\{L(d) > \bar{T}_c\} = 1_{\{L(d) > \bar{T}_c\}} = 1_{\{d > \mathbb{E}\{D^{\beta}\}^{1/\beta}\}},$$  

(8.16)

where $1_{\{\cdot\}}$ is an indicator function. Since $\mathbb{E}\{D^{\beta}\}^{1/\beta}$ is increasing in $\beta > 0$ [5], from (8.10) and (8.16), if one finds $\beta^*$ such that

$$\mathcal{L}(\bar{T}_c) = \frac{1}{\mathbb{E}\{D\}} \mathbb{E}\left\{D(D - 1)1_{\{D > \mathbb{E}\{D^{\beta^*}\}^{1/\beta^*}\}}\right\} \geq 1,$$  

(8.17)

then $T_c \geq \bar{T}_c$ for any given $\beta \in (0, \beta^*]$. By using this property, for a random graph $G$ with a Poisson degree distribution with mean $\mu > 1$, we show the following.

**Theorem 7.** For any given $\beta \in (0, 1]$, we have $T_c \geq \bar{T}_c$. □
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Proof. We set $\beta^* = 1$. After little algebraic computation, (8.17) becomes

$$
\mu \sum_{d=\lceil \mu \rceil - 1}^{\infty} \frac{\mu^d}{d!} e^{-\mu} \geq 1,
$$

(8.18)

which is equivalent to

$$
P\{D \leq \lfloor \mu \rfloor - 2\} \leq 1 - \frac{1}{\mu},
$$

(8.19)

where $\lfloor \mu \rfloor$ is the largest integer $n$ with $n \leq \mu$. For $1 < \mu < 3$, this trivially holds. To show that (8.19) holds for $\mu \geq 3$, we recall from [38, Theorem 1] that for $m \geq 2$ and $\mu \geq 2$,

$$
P\{D \leq \lfloor \mu \rfloor - m\} \leq e^{\frac{1}{2\mu}} \left(1 + \frac{1}{\mu}\right) Q\left(\frac{m - 3/2}{\sqrt{\mu}}\right),
$$

(8.20)

where $Q(x) \triangleq \frac{1}{\sqrt{2\pi}} \int_{x}^{\infty} e^{-y^2/2} dy$. Since $Q(x) \leq \frac{1}{2} e^{-x^2/2}$ for all $x \geq 0$, from (8.20), we have

$$
P\{D \leq \lfloor \mu \rfloor - 2\} \leq \frac{1}{2} \left(1 + \frac{1}{\mu}\right) \leq 1 - \frac{1}{\mu},
$$

(8.21)

where the second inequality holds for $\mu \geq 3$, and this completes the proof.

Note that the range of $\beta \in (0, 1]$ leading to longer network lifetime also results in smaller delay of opportunistic forwarding as shown in Chapter 7. That is, our proposed distributed wake-up rate control scheme achieves both smaller delay and longer network lifetime for opportunistic forwarding in heterogeneous duty-cycled WSNs.

To support our analysis, we also conduct simulations to numerically measure the network lifetime. To this end, whenever any sensor dies out (runs out of battery), we compute a relative giant component size – defined by the ratio of the number of surviving nodes in the largest component to the total number of surviving nodes at each observation time instant as used in [94], and plot this value over time. We use a sample topology of random geometric graph (defined in Remark 5) generated as follows: $n = 400$ nodes are uniformly distributed over a square area $[0, \sqrt{\frac{\pi}{\nu}}]^2$ with node density $\nu = 2$, and any two nodes are connected if they are within $r = 2$. For the degree-dependent node lifetime, we use $\frac{b}{a} = 100$ and $\lambda_0 = 0.01$ with $\beta = 0.2$ or $0.5$ in (8.14). The actual lifetime of each node with its wake-up rate $\lambda(d)$ in (8.13) is now the sum of 100 exponential inter-wake-up durations (from Poisson wake-up), whose mean is $L(d)$. For fair comparison, as was done in (8.15), the empirical average of the mean lifetime over $n = 400$ nodes under degree-dependent case is used as the mean lifetime of every node for the corresponding degree-independent case for each choice of $\beta$, while the lifetime of each node (with common wake-up rate) is still the sum of 100 exponential inter-wake-up durations.
Figure 8.1: The comparison between the network lifetime induced from the degree-dependent node lifetime with different $\beta$ and its corresponding network lifetime under the degree-independent node lifetime.

All simulation results are obtained by averaging over 10 independent trials. As shown in Figure 8.1, we can observe that the network lifetime driven from the degree-dependent node lifetime is prolonged for both $\beta = 0.2, 0.5$ (a majority of surviving nodes remains connected of one another for a longer period of time), which coincides with our analysis.
Chapter 9

Conclusion

We have studied the design and analysis of opportunistic forwarding in challenged networks. In the first part of this dissertation, we have presented our study on analyzing and improving the forwarding performance under heterogeneous contact dynamics in MONs.

In Chapter 3, we have mainly focused on how the underlying heterogeneity structure in mobile nodes’ contact dynamics impacts the performance of forwarding algorithms in MONs. Based upon two representative heterogeneous network models, we have investigated their non-Poisson contact dynamics and stochastically compared their delay performance of direct forwarding and multicopy two-hop relay protocol with those under the homogeneous model. In particular, our findings show that each heterogeneous model predicts an entirely opposite delay performance when compared with that under the homogeneous model. Simulation results including the delay performance of epidemic routing are also provided to support these findings. Our results call for much more careful studies on the forwarding performance under non-Poisson contacts, and perhaps more importantly, under properly chosen heterogeneous models.

In Chapter 4, we have showed the significant performance gain obtained from exploiting the heterogeneity in mobile nodes’ contact dynamics using the guaranteed delay bound of the sub-optimal two-hop forwarding policy. Thanks to the close-form expression of the guaranteed delay bound, we are able to show quantitative results for the performance improvement attainable through leveraging the underlying heterogeneity structure in the design of the forwarding policy, which cannot be captured in existing analytical studies based on the homogeneous network model. We expect that our analytical results will also complement the existing empirical studies on the design of forwarding algorithms which exploit the underlying heterogeneity in MONs.

In the second part of this dissertation, we have discussed the design of smart/distributed duty-cycling for opportunistic forwarding in heterogeneous and dynamic WSNs so as to achieve both faster information delivery and longer network lifetime.

In Chapter 6, we have demonstrated that our Smart Sleep protocol, a simple modification
of random duty cycling, can overcome the slow-mixing problem of SRW-based forwarding in randomly duty-cycled WSNs while achieving more power-saving at each sensor. To analytically address the packet dynamics in Smart Sleep, we introduce \( p \)-BRW, a variation of random walk with past memory, and establish several properties of \( p \)-BRW to explain why Smart Sleep leads to smaller delay of each packet over the network. Numerical simulations confirm our reasonings and reveal that Smart Sleep can be made very robust while yielding superior performance, with high potential for distributed and autonomous implementation under dynamic environments. We expect that our reasoning behind Smart Sleep and \( p \)-BRW for faster delivery can be also applicable to many other SRW-based algorithms in general networks beyond WSNs.

In Chapters 7–8, we have proposed a distributed wake-up rate control scheme exploiting local heterogeneity structure for opportunistic forwarding under an asynchronous, heterogeneous duty cycling in WSNs, and examined its resulting performance of (worst-case) delay and network lifetime. In particular, we prove that our proposed scheme leads to performance improvement from \( O(n^3) \) to \( O(\sqrt{d_{\text{max}}}n^2) \) in its guaranteed worst-case delay for any arbitrary graph. While our scheme already achieves significant reduction in delay performance for any network topology, we also show that it is still possible to extract even further performance improvement by carefully calibrating a tunable parameter in our scheme. Next, we studied the resulting network lifetime via our analytical framework developed based upon the percolation theory on a random graph model with an arbitrarily given degree distribution. We show that our proposed wake-up rate control (thus leading to a proper control of node lifetime taking advantage of the heterogeneity over the node degrees) indeed achieves longer network life, saving huge cost and effort for network maintenance. We expect that our framework can be easily extended to address the temporal characteristics of networks beyond WSNs with general degree distributions.
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Appendix A

A.1 Proof of Proposition 1

We here prove that the inter-contact time of any node pair which is uniformly chosen in \( \mathcal{I} \) has a hyper-exponential distribution under the spatial model. By the definition of the spatial model, the distribution of inter-contact time of a node pair is identical to the others, it is enough to show the inter-contact time distribution of a given node pair \( i \in \mathcal{I} \).

Let \( T_{AB} \) be inter-contact time between randomly chosen nodes \( A \) and \( B \). Without loss of generality, we assume that a contact between nodes \( A \) and \( B \) occurs at time 0. Let \( A(t), B(t) \in \Omega \) be the sites that nodes \( A \) and \( B \) belong to at time \( t \), respectively. By the definition of the spatial model, we know \( \{A(t)\}_{t \geq 0} \) and \( \{B(t)\}_{t \geq 0} \) are continuous time Markov chains with state space \( \Omega \). We hereafter use state \( i \), instead of state \( S_i \), for simplicity (\( \Omega = \{1, 2, \ldots, M\} \)). Since each of the Markov chains is irreducible and its state space is finite, it is ergodic and thus there exists a unique stationary distribution \( \vec{\pi} = [\pi_i, i \in \Omega] \) such that \( \vec{\pi} \mathbf{Q} = \vec{0} \) \([74, 15]\). We assume that the system is in the steady-state with its stationary distribution \( \vec{\pi} \). Recall that the transition rate matrix \( \mathbf{Q} \) of the Markov chains is given by

\[
\mathbf{Q} = \begin{bmatrix}
-q_1 & q_{12} & \cdots & q_{1M} \\
q_{21} & -q_2 & \cdots & q_{2M} \\
\vdots & \vdots & \ddots & \vdots \\
q_{M1} & q_{M2} & \cdots & -q_M
\end{bmatrix},
\]

where \( q_i = \sum_{k \neq i} q_{ik} \). We also define a matrix \( \mathbf{B} \) by \( \mathbf{B} = \text{diag}\{\beta_1, \beta_2, \ldots, \beta_M\} \). From the definition of the spatial model, we know that a contact process based on \( \mathbf{B} \) between nodes \( A \) and \( B \) is modulated by \( \{A(t)\} \) and \( \{B(t)\} \). In other words, a contact between nodes \( A \) and \( B \) happens according to a Poisson process with rate \( \beta_i \), only when two nodes reside in the same state \( i \in \Omega \). One can expect the similarity as a point process between the contact process under the spatial model and an arrival process governed by the Markov Modulated Poisson
Process (MMPP) [32] widely used in teletraffic engineering. In the MMPP, packet arrivals occur according to a Poisson process with a different rate which is modulated by an irreducible continuous time Markov chain.

Let \( C(t) \triangleq (A(t), B(t)) \in \Omega^2 \) to represent a pair of states that nodes \( A \) and \( B \) belong at time \( t \). Then, \( \{C(t)\}_{t \geq 0} \) is a continuous time Markov chain with state space \( \Omega^2 \) and its transition rate matrix \( \mathbf{Q} = \{q_{i,j}\}_{i,j} \in \Omega^2 \) is also written as

\[
\mathbf{Q} = \begin{bmatrix}
-q_1' & q_{12} & q_{13} & \cdots & 0 \\
q_{21} & -q_2' & q_{23} & \cdots & 0 \\
q_{31} & q_{32} & -q_3' & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & -q_{M^2}'
\end{bmatrix}.
\]

Here, the entries of the rate matrix \( \mathbf{Q}' \) are ordered lexicographically, i.e., \((1,1),(1,2),\ldots,(1,M),(2,1),(2,2),\ldots,(M,M)\), and \( q_{i,j}' = \sum_{k \neq i} q_{ik} + \sum_{k \neq j} q_{jk} \) for each \( l = M(i-1) + j \), where \( i, j \in \Omega \). Also, the stationary distribution \( \mathbf{\pi}' \) of \( \{C(t)\} \) is now given by \( \mathbf{\pi}' = [\pi_1^2 \pi_1 \pi_2 \cdots \pi_1 \pi_M \pi_2 \pi_1 \cdots \pi_M^2] \).

For notational convenience, we define another \( M^2 \times M^2 \) matrix \( \mathbf{B}' \) from the \( M \times M \) matrix \( \mathbf{B} \), as the rate matrix \( \mathbf{Q}' \) is a \( M^2 \times M^2 \) matrix. The \( \mathbf{B}' \) is a diagonal matrix with \( B'_{jj} = \beta_i \) if \( j = M(i-1) + i \), otherwise zero, where \( j \in \{1,2,\ldots,M^2\} \) and \( i \in \{1,2,\ldots,M\} \). Thus, the contact process based on \( \mathbf{B}' \) between nodes \( A \) and \( B \) is modulated by \( \{C(t)\} \). That is, when the Markov chain \( \{C(t)\} \) is in state \((i,i)\), contacts occur according to the Poisson process of \( \beta_i \).

Therefore, it has exactly the same structure of MMPP with \( (\mathbf{Q}', \mathbf{B}') \).

Consider the epochs of successive contacts in the MMPP with \( (\mathbf{Q}', \mathbf{B}') \) to obtain the pairwise inter-contact time distribution between nodes \( A \) and \( B \), i.e., \( \mathbb{P}\{T_{AB} > t\} \). As mentioned above, the contact process between nodes \( A \) and \( B \) starts at an “arbitrary contact epoch”, i.e., \( t = 0 \) is a contact epoch. It is called interval-stationary process in the MMPP [32]. We denote \( J_n, n \geq 0 \), to be the state of the Markov chain \( \{C(t)\} \) associated with the \( n^{th} \) contact \((J_0 = 0) \) is the state at \( t = 0 \). We also denote \( X_n, n \geq 1 \), to be the inter-contact time between the \((n-1)^{st}\) and the \( n^{th} \) contacts with \( X_0 = 0 \). Then, the sequence \( \{(J_n, X_n), n \geq 0\} \) is a Markov renewal sequence with transition probability matrix [32, 65]

\[
\mathbf{F}(t) = \int_0^t e^{(\mathbf{Q}' - \mathbf{B}')u} du \mathbf{B}' = \left[ \mathbf{I} - e^{(\mathbf{Q}' - \mathbf{B}')t} \right] (\mathbf{B}' - \mathbf{Q}')^{-1} \mathbf{B}' = \left[ \mathbf{I} - e^{(\mathbf{Q}' - \mathbf{B}')t} \right] \mathbf{F}(\infty), \tag{A.1}
\]

where the element \( F_{ij}(t) \) of \( \mathbf{F}(t) \) is the conditional probability \( \{J_n = j, X_n \leq t \mid J_{n-1} = i\} \) for any \( n \geq 1 \), and \( \mathbf{I} \) is a \( M^2 \times M^2 \) identity matrix.
The matrix $F(\infty) = (B' - Q')^{-1}B'$ is stochastic and its stationary vector $\vec{p}$ is given by [32, 65]

$$\vec{p} = \vec{p} (B' - Q')^{-1}B' = \frac{1}{\pi' / \beta'} \pi' B',$$

where $\beta_{M^2 \times 1} \equiv [\beta_1' \beta_2' \cdots \beta_{M^2}' ]^T$. Here, $\beta'_j = \beta_i$ if $j = M(i - 1) + i$, otherwise zero, where $j \in \{1, \ldots, M^2\}$ and $i \in \{1, \ldots, M\}$. Thus, an element of $\vec{p}$ is $\beta'_j / \sum_{k=1}^{M^2} \pi_k \beta_k$ if it corresponds to that of state $(i, i)$, otherwise 0. Here, since the contact process between nodes $A$ and $B$ governed by the MMPP with $(Q', B')$ is interval-stationary, the initial probability vector $\{J_0\}$ of the MMPP with $(Q', B')$ is chosen to be $\vec{p}$. Thus, since $P\{T_{AB} > t\} = P\{X_n > t\}$ for any $n \geq 1$, from (A.1) with $\vec{p}$, we have

$$P\{T_{AB} > t\} = \vec{p} e^{(Q' - B')t} (B' - Q')^{-1}B' \vec{e} = \vec{p} e^{(Q' - B')t} \vec{e}, \quad (A.2)$$

where $\vec{e}_{M^2 \times 1} = [1 \ 1 \ \cdots \ 1]^T$. The second equality is from the fact that the matrix $(B' - Q')^{-1}B'$ is stochastic. Note that (A.2) is the marginal distribution of an inter-contact time between two successive contact epochs.

Recall that $q_{ij} = q_{ji}$ in the rate matrix $Q$ of each of $\{A(t)\}$ and $\{B(t)\}$, where $i, j \in \Omega$. Hence, it is easy to see that the matrix $Q' - B'$ is symmetric, and thus its eigenvalues and eigenvectors are real. By the spectral theorem [86], the matrix $Q' - B'$ can be diagonalized by an orthogonal matrix. In other words, $Q' - B' = MUM^{-1}$, where $M$ is a $M^2 \times M^2$ orthogonal matrix containing orthonormal eigenvectors of $Q' - B'$, and $U$ is a $M^2 \times M^2$ diagonal matrix in which each diagonal element is its an eigenvalue. Thus, (A.2) becomes

$$P\{T_{AB} > t\} = \vec{p} e^{(Q' - B')t} \vec{e} = \vec{p} Me^{Ut} M^{-1} \vec{e}. \quad (A.3)$$

Here, since all the eigenvalues of $Q' - B'$ are real and $e^{(Q' - B')t} \rightarrow 0$ as $t \rightarrow \infty$ in (A.1), all the eigenvalues (in $U$) should be negative [86]. Therefore, (A.3) becomes a weighted sum of exponentials (i.e., hyper-exponential). This completes the proof.

A.2 Proof of Corollary 1

We here show that if $E\{T_{HO}^I\} = E\{T_{IN}^I\} = \sum_{i \in I} \frac{1}{1 / |I|}$, then $E\{D_{IN}^{[2]}\} \leq E\{D_{HO}^{[2]}\}$. First, observe that from the independence of $T_{ij}^{HO}$ over different node $(i, j)$ pairs, for any source and destination
pair, we have

\[
\mathbb{E}\{D^{[2]}_{\text{HO}}\} = \int_0^\infty \mathbb{P}\{\min\{T_{sr_1} + T_{rd}, \ldots, T_{sr_n} + T_{rd}\} > t\} dt
\]

\[
= \int_0^\infty \prod_{i=1}^n \mathbb{P}\{T_{sr_i} + T_{rd} > t\} dt = \int_0^\infty (1 + t/\tau) e^{-nt/\tau} dt
\]

\[
= \tau \sum_{i=0}^n \frac{n!}{(n-i)! n^{i+1}} = \tau f(n),
\]

(A.4)

where \(\tau = \mathbb{E}\{T_{\text{HO}}\}\) and \(f(n) \triangleq \sum_{i=0}^n \frac{n!}{(n-i)! n^{i+1}}\). Also, from Theorem 1, we know that if \(\tau = \frac{1}{2n} \sum_{i=1}^n [1/\lambda_{sr_i} + 1/\lambda_{rd}]\), then

\[
\mathbb{E}\{D^{[2]}_{\text{IN}(s,d)}\} \leq \mathbb{E}\{D^{[2]}_{\text{HO}}\} = \frac{1}{2n} \sum_{i=1}^n \left[ \frac{1}{\lambda_{sr_i}} + \frac{1}{\lambda_{rd}} \right] f(n),
\]

(A.5)

where the equality is from (A.4).

As mentioned earlier, the average delay for a uniform source and destination pair is the arithmetic mean of the average delays for all \(|\mathcal{N}|(|\mathcal{N}|-1)/2\) source and destination \((s,d)\) pairs. We hereafter use \((i,j)\), instead of \((s,d)\), to clearly distinguish each source and destination pair, where \(i, j \in \mathcal{N} \triangleq \{1, 2, \ldots, n+2\}\). Then, the average delay for a uniform source and destination pair is given by

\[
\mathbb{E}\{D^{[2]}_{\text{IN}}\} = \frac{2}{(n+2)(n+1)} \sum_{i=1}^{n+2} \sum_{j>i}^{n+2} \mathbb{E}\{D^{[2]}_{\text{IN}(i,j)}\} = \frac{1}{(n+2)(n+1)} \sum_{i=1}^{n+2} \sum_{j \neq i}^{n+2} \mathbb{E}\{D^{[2]}_{\text{IN}(i,j)}\}
\]

\[
\leq \frac{1}{(n+2)(n+1)} \sum_{i=1}^{n+2} \sum_{j \neq i}^{n+2} \frac{1}{2n} \sum_{k \neq i,j} \left( \frac{1}{\lambda_{ik}} + \frac{1}{\lambda_{kj}} \right) f(n)
\]

\[
= \frac{f(n)}{(n+2)(n+1)2n} \sum_{i=1}^{n+2} \sum_{j \neq i}^{n+2} \sum_{k \neq i,j} \left( \frac{1}{\lambda_{ik}} + \frac{1}{\lambda_{kj}} \right),
\]

(A.6)

where the first equality is from the symmetry of the contact process of each node pair \((\lambda_{ij} = \lambda_{ji})\) under the individual model, and the inequality is from (A.5). Further, the summation terms in (A.6) can be simplified as follows. Observe that

\[
\sum_{i=1}^{n+2} \sum_{j \neq i}^{n+2} \sum_{k \neq i,j} \frac{1}{\lambda_{ik}} = \sum_{i=1}^{n+2} \left( \sum_{k \neq i} \frac{n+1}{\lambda_{ik}} - \sum_{j \neq i} \frac{1}{\lambda_{ij}} \right) = \sum_{i=1}^{n+2} \sum_{j \neq i} \frac{n}{\lambda_{ij}},
\]
and
\[
\sum_{i=1}^{n+2} \sum_{j \neq k \neq i,j} \frac{1}{\lambda_{kj}} = \sum_{i=1}^{n+2} \sum_{j=1, k \neq i,j} \frac{1}{\lambda_{kj}} - \sum_{j=1, k \neq j} \frac{1}{\lambda_{kj}}
\]
\[
= \sum_{j=1}^{n+2} \left( \sum_{k \neq j} \frac{n+2 \lambda_{kj}}{\lambda_{kj}} - \sum_{k \neq j} \frac{1}{\lambda_{kj}} \right) - \sum_{j=1, k \neq j} \frac{1}{\lambda_{kj}}
\]
\[
= \sum_{j=1}^{n+2} \sum_{k \neq j} \frac{n}{\lambda_{kj}} = \sum_{j=1}^{n+2} \sum_{k \neq j} \frac{n}{\lambda_{jk}}.
\]

Thus, (A.6) can be rewritten as
\[
E\{D^{[2]}_{IN}\} \le \frac{f(n)}{(n+2)(n+1)} \sum_{i=1}^{n+2} \sum_{j \neq i} \frac{1}{\lambda_{ij}} = \left( \frac{2}{(n+2)(n+1)} \sum_{i=1}^{n+2} \sum_{j>1} \frac{1}{\lambda_{ij}} \right) f(n)
\]
\[
= \left( \sum_{i \in \mathbb{I}} \frac{1}{\lambda_{i}} \right) f(n) = E\{T^{[1]}_{I}\} f(n),
\]
(A.7)

where the equalities are from the definition of the individual model. Then, from the assumption that \(E\{T^{[1]}_{HO}\} = E\{T^{[1]}_{IN}\} = \sum_{i \in \mathbb{I}} \frac{1}{\lambda_{i}}\) and from (A.4) and (A.7), we have
\[
E\{D^{[2]}_{IN}\} \le E\{T^{[1]}_{I}\} f(n) = \tau f(n) = E\{D^{[2]}_{HO}\}.
\]

This completes the proof. \(\blacksquare\)

A.3 The closed-form expression of \(E\{\tilde{D}_{i}\}\)

Here, we derive the closed-form expression of \(E\{\tilde{D}_{i}\}\) as in (4.12). Recall that \(f_{0}(t)\) is the complementary cumulative distribution function (ccdf) of an exponential random variable with rate \(\lambda_{sd}\) and \(f_{i}(t)\) is the ccdf of the sum of two exponential random variables with rates \(\lambda_{sr_{i}}\) and \(\lambda_{r_{i}d}\). Then, observe that by using binomial theorem, for \(\lambda_{sr_{i}} \neq \lambda_{r_{i}d}\),
\[
[f_{i}(t)]^{K} = \left[ \frac{\lambda_{sr_{i}}}{\lambda_{sr_{i}} - \lambda_{r_{i}d}} e^{-\lambda_{r_{i}d} t} + \frac{\lambda_{r_{i}d}}{\lambda_{r_{i}d} - \lambda_{sr_{i}}} e^{-\lambda_{sr_{i}} t} \right]^{K}
\]
\[
= \frac{1}{(\lambda_{r_{i}d} - \lambda_{sr_{i}})^{K}} \sum_{j=0}^{K} \binom{K}{j} (-\lambda_{sr_{i}})^{j} e^{-j \lambda_{r_{i}d} t} \lambda_{r_{i}d}^{K-j} e^{-(K-j)\lambda_{sr_{i}} t},
\]

105
and for $\lambda_{sr_i} = \lambda_{ri,d}$,

$$
[f_i(t)]^K = (1 + \lambda_{sr_i} t)^K e^{-K\lambda_{sr_i} t} = \sum_{j=0}^{K} \binom{K}{j} (\lambda_{sr_i} t)^j e^{-K\lambda_{sr_i} t}.
$$

Thus, we have for $\lambda_{sr_i} \neq \lambda_{ri,d}$,

$$
E\{\tilde{D}_i\} = \int_0^\infty f_0(t)[f_i(t)]^K dt = \frac{1}{(\lambda_{ri,d} - \lambda_{sr_i})^K} \sum_{j=0}^{K} \binom{K}{j} \frac{(-\lambda_{sr_i})^j \lambda_{ri,d}^{K-j}}{\lambda_{sd} + j\lambda_{ri,d} + (K-j)\lambda_{sr_i}},
$$

and for $\lambda_{sr_i} = \lambda_{ri,d}$,

$$
E\{\tilde{D}_i\} = \frac{1}{\lambda_{sr_i}} \sum_{j=0}^{K} \frac{K!}{(K-j)!((K + \lambda_{sd}/\lambda_{sr_i})+1)}.
$$

### A.4 Derivation of the average waiting time $E\{\tilde{W}_i\}$

We here derive the average waiting time $E\{\tilde{W}_i\}$ in (6.2). First, observe that

$$
E\{\tilde{W}_i\} = E\{\tilde{W}_i|Y \leq T\}P\{Y \leq T\} + E\{\tilde{W}_i|Y > T\}P\{Y > T\}
$$

$$
= E\{Y|Y \leq T\}P\{Y \leq T\} + (T + E\{W_i\})P\{Y > T\}.
$$

The first equality is obtained by conditioning on whether a neighbor of node $i$ in a normal mode will receive the packet within $T$ slots during which the other neighbor remains asleep. Here, if the neighbor in a normal mode receives the packet from node $i$ within $T$, the average waiting time becomes $E\{\tilde{W}_i|Y \leq T\} = E\{Y|Y \leq T\}$. Otherwise, other neighbor which was in a sleep mode will in a normal mode after $T$, and both neighbors have an equal chance to receive the packet from node $i$. Hence, from memoryless property of geometric distributions, the average waiting time is $E\{\tilde{W}_i|Y > T\} = T + E\{W_i\}$. Then, after a little computation, we have

$$
E\{Y|Y \leq T\}P\{Y \leq T\} = \sum_{y=1}^{\infty} y \cdot P\{Y = y, Y \leq T\}
$$

$$
= \sum_{y=1}^{T} y \cdot P\{Y = y\} = \frac{1 - (1 - q^2)^T}{q^2} - T(1 - q^2)^T.
$$

(A.9)
By noting that \( E\{W_i\} = [q(1-(1-q)^2)]^{-1} \), we also have

\[
(T + E\{W_i\})P\{Y > T\} = \left[T + \frac{1}{q(1-(1-q)^2)}\right](1-q^2)^T. \tag{A.10}
\]

Thus, from (A.8)–(A.10), we finally have

\[
E\{\tilde{W}_i\} = \frac{1}{q^2} - \frac{1}{q^2} \frac{(1-q)}{(2-q)}(1-q^2)^T. \tag{A.11}
\]

### A.5 Independence of \( W_i \) and \( I_i \)

Suppose that a sensor node \( i \in \mathcal{N} \) has a packet of interest at any given time instant. Recall that \( W_i \) is a random variable to represent the sojourn time at node \( i \) or the waiting time for node \( i \) until to find any first awake node in \( N(i) \). Let \( X_i \) be inter-wake-up time (or the duration of ‘off’ state) for each node \( i \in \mathcal{N} \), which follows an independent exponential distribution with rate \( \lambda_i \). The waiting time \( W_i \) for node \( i \) to find any first awake node in \( N(i) \) is equivalent to looking at the residual (or remaining) time of \( X_j \) for each neighboring node \( j \in N(i) \) until to wake up, and then to taking the least or minimum residual time. Since the residual time of \( X_j \) from any given time instant is still the same as the original \( X_j \) for each node \( j \) due to the memoryless property of exponential distributions, we have

\[
W_i = \min_{j \in N(i)} X_j. \tag{A.12}
\]

Note that \( W_i \) becomes another exponential distribution with rate \( \sum_{j \in N(i)} \lambda_j \). In addition, recall that \( I_i \) is a random variable to denote the first awake node in \( N(i) \). It is easy to see that the probability distribution of \( I_i \) is given by

\[
P\{I_i = j\} = P\left\{X_j < \min_{k \in N(i) \setminus \{j\}} X_k\right\} = \frac{\lambda_j}{\sum_{k \in N(i)} \lambda_k}, \tag{A.13}
\]

for \( j \in N(i) \), or \((i,j) \in \mathcal{E}\). Then, as an immediate consequence of Competition Theorem in [15, pp. 328], we have

**Lemma 1.** For each \( i \in \mathcal{N} \), two random variables \( W_i \) and \( I_i \) are mutually independent. \( \square \)

Lemma 1 says that for any node \( i \in \mathcal{N} \) having a packet, the process that node \( i \) waits any first awake node \( I_i \) in \( N(i) \) to forward the packet is now equivalent to first randomly choosing
any neighbor $I_i$ with probability $\mathbb{P}\{I_i = j\}$ where $j \in N(i)$, as in (A.13), and then waiting the
sojourn time $W_i$ until the randomly chosen node $I_i$ wakes up.