ABSTRACT

KULKARNI, VINEET ASHOK. Social Distance Aware Resource Allocation. (Under the direction of Michael Devetsikiotis.)

Communication flows associated with human end-users will have an underlying social context which determines the importance of the communication. In other words, the network gives us the capability to communicate, but the reason to communicate is external to it. In order to facilitate communication flows, the network has to make decisions on resource allocation to the flows among several others (admission control, traffic policing and so on). If the network remains agnostic to the underlying social context of the communication flow, the resulting decisions will at best be sub-optimal when viewed along the social context dimension.

In this work, we measure the social context associated with a communication flow and incorporate it into resource allocation decisions at the network. We use the notion of social distance between end-users to measure corresponding context. We combine the social distance as declared by the end-user with the overall importance of the user in the social network to derive a social-network-wide social distance measure. Further, we define social distance aware utility functions by imposing maximum achievable utility bounds on the communication flows based on the social distance. This ensures that in an optimal allocation of resources, flows of the same traffic type get differentiated service based on the associated social distance.

We present the resultant resource allocations with respect to wireless networks. Specifically, we look at the case of voice flows competing for resources over an IEEE 802.11e QBSS, and provide theoretical as well as simulation results demonstrating that our social distance aware resource allocation (SDA) achieves higher network utility than IEEE 802.11e for every case considered. We also look at the case of both voice and video calls competing for resources and show that SDA achieves improved network utility as compared to IEEE 802.11e. The reason for this is that SDA allocates resources based on classifying flows through the social distance dimension, as compared to IEEE 802.11e which only takes into account the traffic type for classification.

When users are requesting content hosted on the network, the relationships between content can be used to determine relative importance of content. In the case of social content (Youtube), such relationships are well-defined and thus the social network is already determined. After defining a corresponding social distance measure for videos, we look at three centrality techniques (degree, closeness, betweenness) to determine which of the three performs optimally in determining the most accessed videos. Finally, we look at some of the applications we implemented to determine the feasibility of SDA in a campus environment.
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Chapter 1

Introduction

Communication flows over the network are initiated by human end-users for broadly one of two reasons: the need to communicate with another end-user through a real-time communication, or the need to view content hosted on the network which then necessitates transfer of content. The objective of the network is to achieve the desired level of service (QoS) for end-users through the available resources. The service differentiation among such competing flows is dependent on the media of communication (voice, video, text) and also on the importance of the flow to the end-users themselves. Not all voice flows competing for resources are equally important, and a service differentiation scheme which prioritizes flows solely based on traffic type will result in a sub-optimal allocation of resources. We look at the broader traffic engineering problem, and the role of resource allocation within this in determining network performance.

1.1 Motivation

Resource allocation algorithms have been traditionally designed to optimally allocate available resources among the competing flows while satisfying certain capacity and routing constraints imposed by the design of the computer network. In doing this, the algorithms are agnostic to the underlying real-world social context associated with the flow that is requesting resources. This is in agreement with a core philosophy of the Internet - that of preserving anonymity of flows. In order to accommodate inelastic flows, a degree of service differentiation is eventually enforced through classification of the flows based on traffic type. Since different inelastic traffic types (voice, video streams) have differing expectations of the QoS (defined in terms of delay, packet loss ratio, data rate), such a classification makes sense.

Networks have finite resources, and the allocation of these resources is FCFS (First Come First Serve), unless the network has the capability to pre-empt flows. We do not consider pre-emption in this work, and assume that the network tries to serve all the flows which have
been accepted. Service differentiation schemes help prioritize resources between accepted flows, differentiating based on the traffic type (inelastic/elastic, voice/video). Service differentiation alone can only provide graded service to the accepted flows. It cannot provide guarantees on the achieved QoS of a given inelastic flow because no resources are reserved beforehand. Call admission control schemes can be used to ensure that all accepted flows are allocated the minimum necessary resources, and none of the accepted flows are dropped due to scarcity.

In such a scenario, once the capacity of the network is attained, no more flows can be admitted until at least one flow leaves the system. This means that the instance in time at which a flow requests resources determines whether it is admitted into the network or not. More specifically, the network state at the time instant of the incoming resource request determines the outcome. Since the network is agnostic to the underlying social context of the flows, a high priority flow may be denied access when low priority flows are using the network (shown in Figure 1.1). Note that the low priority flows may also all be inelastic (e.g., voice) flows. When all the flows competing for resources belong to the same traffic type, e.g., voice (Figure 1.1a) a high priority voice call may get blocked due to low priority calls which are aggressive in requesting resources. The request rate (for resources) determines allocation rather than the perceived priority. Thus, knowledge of the social context can help identify the high priority flows (even among flows of the same traffic type) and can be used to improve service differentiation.

Classification by traffic type also treats some inelastic flows unfairly. In stating this, we are
assuming that elastic flows do not have any minimum quality requirement from the network, and use up whatever available resources there are. When there is an explicit priority for one type of inelastic traffic over another (voice is higher priority than video), voice calls can effectively starve video flows out of resources as shown in Figure 1.1b. Since the video flows have a minimum quality requirement, the flows begin to fail. When viewed along the social context dimension, the voice flows may actually be lower priority than the video flow requesting resources. A service differentiation scheme which prioritizes flows solely based on the traffic type cannot serve the high priority video flow at the expense of low priority voice calls. The implicit prioritization in these schemes is that voice traffic is always more important than video. Again, social context can be used in such a scenario to elicit the real-world priority of flows to provide improved service differentiation.

In situations where network resources are scarce, anonymity of flows (no knowledge of the social context) can in fact result in suboptimal and unfair allocations of resources. Thus, the social context needs to be determined and communicated to the network in order to achieve optimal allocation of resources. Current service differentiation schemes classify flows by simply looking at the traffic type dimension. Social context can viewed as a different dimension for ascertaining priority of competing flows. Incorporating both these dimensions into resource allocation algorithms will result in a much more fine-grained (and fairer) service differentiation among flows.

1.2 Objectives of Resource Allocation

Resource allocation algorithms are categorized as part of broader Traffic Engineering functions of the network [1]. The goal of Traffic Engineering is to provide an improved experience to end users of the network with the available resources. The various functions of Traffic Engineering include measuring network performance, identifying and alleviating bottlenecks, controlling resource allocation, dynamically updating flow routing to improve reliability of the network among others. Several of these functions are coupled, and thus a change in one of the functionalities affects other levels of Traffic Engineering. For example, a change in the determination of routes in the network will affect flow allocation decisions and hence bottlenecks in the network. In this section, we look at the objectives of resource allocation algorithms with respect to the broader Traffic Engineering problem.

1.2.1 Flow Allocation and Traffic Matrices

Flows requesting resources from the network are allocated paths based on routing decisions, when the resources are available. Traffic matrices are measurements of resource utilization over
Figure 1.2: The scope of our work within the broader area of Traffic Engineering.

time due to the flow allocation decisions [2][3]. They indicate the traffic flow from the ingress (point at which flow enters the network) to the egress (point at which flow leaves the network). This can then be used to improve route computation by updating link costs according to their utilization.

There have been studies which correlate social networks (and social context) to the resultant traffic demands from the network [4]. In other words, the relationships between users are used to predict frequency of communication between the users. Traffic matrices may then be predicted (instead of measured explicitly) and the network can pro-actively control and engineer the flows to improve performance rather than react to changes based on usage measurements. In this work, we do not study the traffic profiles (temporal behavior) generated due to social network relationships. Our focus is towards identification of the social context to prioritize competing flows for a given network state. We also claim that the relationships of a user change at a much higher timescale than the duration of a single flow. Thus, the social context associated with a flow between two given users is static for duration of the flow. The objective of social distance aware resource allocation is thus to provide a higher access probability depending on priority, and not to minimize traffic bottlenecks.

1.2.2 Routing and Resource Management

Traffic matrices are used to update link costs so as to reflect bottlenecks in the network. Routing algorithms then update the routes through the network to alleviate these bottlenecks. We do
not go into the details of timescales at which routing updates happen and their resultant effect on flow allocation. Both routing and flow allocation are thus coupled functions, and a change in routes will change the traffic matrix and vice versa. Routing decisions affect resource allocation decisions too. If the available capacity in the network is not reflected in the routes (route update timescales) flows will be blocked due to congestion in the shortest paths. As we can see, the problem of optimal operation of a network is highly coupled among several subproblems of Traffic Engineering. In this work, we look at the problem of allocating \textit{available} resources among competing flows. We do not consider the problem of identifying unused resources in the network, or the timescales at which such resources are reflected in available routes.

\subsection{1.2.3 Performance Measurement and Network Control}

Traffic measurements can be used to police flows, and prevent the network from becoming congested. Decisions at queue management, as well as at the scheduling component of routers will impact end user experience of the network. We do not look at the problem of determining
traffic profiles depending on end user applications as well as the social context. The focus of our work is categorization of competing flows at a given network state based on their social context, and subsequent differentiation in allocated resources based on the social context. As such, there are no guarantees on the achieved quality of service of a given flow. In order to provide service differentiation some amount of control is exerted over the network parameters. But such control is based on the static social context (of the external social network) given the state of the network, rather than controlling the network state itself. Our resource allocation algorithm augments traditional resource allocation with knowledge of the social context, and works along side traffic regulation policies to maintain a functional network. We do not change or replace the aspects of Traffic Engineering which deal with traffic regulation.

1.2.4 Resource Allocation

The traffic engineering problem encompasses several subproblems, which are highly coupled together in determining the optimal operational conditions for a network. Resource allocation is one part of the broader traffic engineering objectives. Resource allocation functions are augmented as part of the flow allocation problem, while resource management functions are part of the routing problem. As part of flow allocation, resource allocation algorithms are responsible for implementation of the following competing goals.

Fairness in allocation

When $n$ number of flows are requesting access to network resources, the resource allocation algorithm should be able to accommodate the most broad-based set of flows. This means that a single (or a set of) flow(s) should not be allowed to starve the other flows for resources just by virtue of being more aggressive.

Priority based differentiation

A competing goal to the previous one, is to be able to provide a level of service differentiation between flows depending on their differing expectations of QoS. This is necessary to accommodate real-time flows in the network competing alongside elastic flows for network resources. The real-time flows have a strict QoS requirement that needs to be met in order for the flow to be a useful communication.

Resource reservation

When the network is capable of reserving resources beforehand, the resource allocation algorithm should facilitate reservations for flows. Resources are reserved a-priori for flows which
demand guaranteed service from the network. Priority based differentiation can only provide a relative differentiation in access to resources.

1.2.5 Predicting Traffic Matrix

Due to the feedback-based control design of traffic engineering solutions, the decisions of resource allocation algorithms affect other problems which were discussed earlier in this section. Resource allocation directly influences the resulting traffic matrices, though predicting the changes in traffic matrix due to resource allocation is difficult. This is due to the variation in traffic profiles of individual flows over time, which may appear as a distinct characteristic in the multiplexed flow stream too. Thus, we only focus on the resource allocation algorithm goals of providing priority based differentiation between flows while ensuring fairness, and do not concern ourself in this work with predicting the resulting traffic matrices.

1.3 Implications of Social Context

There may not be an interaction of a human end user which could be classified as truly random, and completely devoid of any social context. The network gives us the capability to communicate, but the reason to communicate is external to it. While the end users can work with an abstraction of the network to achieve their objectives, the network would only function sub-optimally if it too works on an abstraction of incoming traffic (as all flows being equally important). Thus, a knowledge of the social context is important to classify flows based on their real-world priorities. Social context can impact more facets of traffic flows than simply identifying the relative priority. In this section, we look at some of the proposed applications of social distance (and its implications) in optimizing network performance.

1.3.1 Predicting Traffic Intensity

Perceived social distance in social networks between relationship peers has been used to predict the resulting traffic intensity between the associated peers. Specifically, communication flow intensity is predicted based on social relationship weights between users [4]. Call arrival rates in telephone networks are predicted based on social closeness of end users [5]. Understanding the instinctive properties of human communication is important to predict quantities such as the frequency of communication, time instants at which requests for communication usually arrive and so on. We do not focus on determining the existence of a correlation between relationship weights and the corresponding traffic flow properties. Our focus in this work is on classification of flows and not on prediction of their arrival times. Given a set of competing flows, we intend to use the social context to differentiate between them.
1.3.2 Deriving Social Graphs

The converse of the previous problem is to monitor traffic intensity between individuals on the network and predict the underlying social network which generates this traffic profile [6]. This is attractive in situations where explicit identification of users and their relationships is not feasible or desirable. In such a scenario, a correlation of traffic intensity to individuals can generate a (anonymized) social network with social distances, which can then be used to classify, profile and police resulting flows. We do not know of any studies which prove that the traffic-flow based (derived) social network is identical/$\beta$-approximate to the actual social network between the end users.

While every interaction of a human involves some social context, the influence of such social context on frequency of communication is not distinct. The parameters which completely determine flows in both social and temporal dimensions comprise more quantities than the social distance itself. In this work, we do not focus on predicting relationships based on traffic intensity between users.

1.3.3 Other Applications

Social network relationships are used to study the behavioral patterns of humans [7], such as the organizational patterns based on one or more distinguishing properties (age, profession, religion and so on). This is more the focus of social engineering and sociology fields of study. In terms of computer network performance, social distance has been used to identify spam [8], improve search [9], determine optimal next hops in delay tolerant networks [10] and so on.

1.4 Scope and Objectives

The scope of this work is limited to applying knowledge of social context between end users to resource allocation decisions in the underlying network in order to improve the network performance (Figure 1.4). The social context is not derived based on any traffic monitoring between end users of the network. In our work, social context is in fact represented through the notion of social distance between users. The social distance is just a measure of the perceived relative priorities of relationships (of a user) to him/her personally. We do not derive it from traffic intensity measurements, it is declared a-priori by the users themselves through choosing values from a common reference scale of social distance. In our work related to studying social relationships between content, social distance is correspondingly measured based on the relative popularity of content.

The network which we consider for our work is a wireless network, which works according to the IEEE 802.11 MAC standard. When considering service differentiation for real-time flows,
we consider the specific case of a IEEE 802.11e QBSS forming the underlying wireless network. We focus on the case of a single collision domain with all communication happening through an access point (AP).

1.4.1 Objectives

The objectives of our work are as follows:

**Service differentiation by social distance**

Flows should be differentiated based on their associated social distance, in addition to their traffic type. Traditional service differentiation algorithms classify flows solely based on the traffic type. By incorporating social distance into priority determination we intend to show that even flows belonging to the same traffic type are serviced differently by the network.
Increase network performance

By allocating resources based on the added dimension of social distance (in addition to traffic type), we intend to show that the network performance is improved for the same available resources. The end user experience is in line with their expectations which is determined based on the associated social distance.

Real-time flows differentiation

In an IEEE 802.11e QBSS, there is an explicit priority for voice traffic over video. We intend to classify all real-time flows based on the social distance associated with the flows instead of the traffic type, thereby ensuring a fair access to all real-time flows to the network.

Content distribution by social distance

Socially related content can be a good predictor of access patterns of end users. For the specific case when the content is invariant (e.g., video), caching decisions are relevant and can improve the end user experience along with network performance. We look at the problem of determining candidate content items for caching and distribution over the network.

1.5 Overview of Thesis

The thesis is organized as follows. In Chapter 2 we define the social distance associated with end-users, and propose a way to measure the social distance for all users in the network. This local measure of social distance is augmented with the global centrality measures of the end-users to derive a social-network-wide social distance measure. We define the generic form of a social distance aware utility function, and provide examples for the case of elastic traffic.

In Chapter 3 we look at the problem of determining a closed form expression for voice call capacity in wireless networks. We do this in order to derive some notional bounds for the maximum acceptable number of calls in a wireless network. Following this, in Chapter 4 we compare the performance of SDA with IEEE 802.11e QBSS for the case of voice calls. We provide theoretical as well as simulation results which demonstrate that SDA achieves increased network utility as compared to IEEE 802.11e for every case considered. In Chapter 5 we look at the case where voice and video calls are competing for the shared channel. We show that SDA allocates resources based on the social distance rather than solely based on traffic type (as is the case for IEEE 802.11e).

In Chapter 6, we look at the case where end users are accessing content hosted on the network, and there are inter-relationships between the content items. In such a scenario, the importance of individual items can determine the future user access patterns. We investigate
this for the case of three centrality measures (degree, closeness, betweenness), which are used to compute the relative importance for individual content items and cache them. Through a future access list, we determine which of the three centrality measures provide the best cache performance. Finally, in Chapter 7 we look at some of the applications that we implemented in order to demonstrate the feasibility of SDA in a campus environment.
Chapter 2

Social Networks and Social Distance

Users communicating through real-time flows over the network initiate those flows due to an underlying reason, a context associated with the flow. The arrival of such flows into the network is thus driven by the social interrelationships of a user, and the level of importance that he/she attaches to them. The expected level of quality is also different for incoming flows depending on the social context. Consider, for example, an organizational network where the users are categorized as managers and employees. Suppose that the users of this social network are communicating with each other over a shared network using voice calls. When two concurrent voice calls are competing for resources, the social context can provide a good measure of relative priority between the voice calls. For example, a call between two managers should be treated as more important than a call between two employees. When several such users are competing for resources over a shared network, eliciting the underlying social context enables the network to differentiate flows based on their real-world priorities irrespective of their traffic type.

In this chapter, we first provide a definition of social distance as used in this work. Social distance can be thought of as the edge weight (of a relationship) in the social graph. The social graph is determined by users declaring their relationship peers along with the perceived importance of these relationships (social distance) to them personally. All users identify the importance of their relationships using the same reference scale. This is done in order to keep the notion of social distance simple. Through this information, we then generate a social-network-wide social-distance measure, which combines the user’s personal preferences with their (the user’s) overall importance in the bigger social network. This is necessary to bring out the true relative priority of the relationships when looked at from the social network perspective. We illustrate this using a simple example of a social network. In order to incorporate social distance into resource allocation algorithms, we derive the generic form of a social distance aware utility function. We illustrate the effect of such a utility function on resource allocation for the case of elastic flows in the network.
Figure 2.1: An example organizational social network. Each user identifies his/her peers and the perceived priority of the corresponding relationship to him/her personally.

2.1 Motivation

We define the context associated with a flow to be the social distance between the users initiating that flow. This is motivated by the fact that most of our interactions through the network are guided by our social interrelationships and their perceived importance. Knowledge of the social distance can aid the network in categorizing flows according to their real-world priority, rather than solely based on the traffic type. At the macro level, traffic type based differentiation still works for distinguishing real-time flows from non real-time flows. But at a microscopic level, such as looking at just the real-time flows in the network, we believe that social distance provides a more reliable measure of priority determination as compared to the traffic type.

Social distance, as defined and used in Sociology, is variously used to measure both qualitative \cite{11,12} (degree of closeness, feeling of sympathy) as well as quantitative (frequency of interaction between social groups) information about an underlying social network. For our work, social distance is used to measure the relative priority or importance of a relationship to a user. Each user identifies his/her relationships with other users in the network. The user also provides a measure of the importance of this relationship to him/her relative to all of their remaining relationships. This does not mean that for a high priority relationship, the frequency of communication with this peer will always be high \cite{4,13}. The social distance is used only to distinguish between competing flows when the resources are limited and prioritization is necessary. In such a scenario, the real-world priority of the flow is the best indicator of desired
service rather than the traffic type. Thus, social distance is used as an indicator to the network about the real-world priority associated with the flow.

Social distance can be used to optimize current communication protocols by making the network aware of this implicit relative priority. In the next two sections we look at the case where human users are communicating through the network, and present an example of how social distance can be used to improve resource allocation in such a scenario.

2.2 Social Distance

Communication between any two (human) end users of a network will, in most situations, be determined first by the existence of a social relationship between them, and second by its weight in the bigger social network. The existence of a social relationship can be ascertained by an explicit acknowledgement by the end users themselves. Each user a-priori declares all of his/her peers in the social network. The mere existence of a relationship does not indicate frequency of communication. This is also why inferring a social network by observing traffic on the network may not provide us with the real-world priorities of social relationships. Such an activity would provide us with information about the traffic profile and hotspots, and aid in load balancing in the network. However, our goal is to differentiate between flows based on their real-world priorities.

Along with the social relationships, end users will provide a measure of the perceived importance of the relationship to them, personally. Since the perception may indeed be different for peers of the same relationship (employee-manager), the resulting social graph is asymmetric. Each user will choose the social distance (importance) of the relationship from a common reference scale. Since the user indicates distance of a peer to him/her, a smaller social distance denotes higher importance, and thus higher real-world priority. Thus, we need a common reference scale with a notion of closeness to define the social graph.

**Definition** Given a community overlay network \( S \), there exists a real number scale \( \zeta \) together with a notion of closeness (or proximity) which can be used to define relationships. We can identify the relationship between a pair of communicating entities \( i \) and \( j \) in this community overlay network by choosing a representative element \( \chi_{ij} \in \zeta \). We call this representative element \( \chi_{ij} \) the **social distance** between entities \( i \) and \( j \).

The social distance scale \( \zeta \) is common for all the users, and so is the definition of closeness. In Figure 2.1 for example, the social distance scale is the set \( \zeta = \{1, 2, 3\} \), where 1 is the closest (highest priority) social relationship and 3 is the farthest (lowest priority). From this information, we can distinguish between the relationships of a single user. However, when two different sets of peers are competing for network resources, we do not have a global measure.
to differentiate between such flows. The priority of the relationship to the peers has been ascertained, but its importance in the wider social network has still not been measured. We achieve this by including the centrality of the end users in the definition of the social distance.

2.2.1 Centrality and Social Distance

As the social network is usually represented as a graph (Figure 2.1), where the nodes are the users and the edges represent relationships, centrality measures can be defined for nodes in the social network. In fact, social network analysis uses the centrality of a node to quantify its relative importance in the social network, with a node having higher centrality perceived as being more important in the social network. Social networks are also known as scale free networks, because a few nodes will have a high number of connections (called hubs). A centrality measure helps identify such nodes, and hence the scale free nature of the graph itself.

There are several centrality measures defined in literature, such as degree, closeness, betweenness [14][15][16][17]. We use one such measure called the eigenvector centrality. This measure was proposed by Bonacich [18], and it is based on the idea that the eigenvector corresponding to largest eigenvalue of the adjacency matrix (of the social network) is a good measure of the relative weights of nodes in the network. Eigenvector centrality measures the importance of a node in terms of the centrality of its neighbors.

We compute the importance of nodes in Figure 2.1 by evaluating eigenvector centrality based on the chosen relationship weights. This results in the hubs getting a higher centrality measure, and delineating them from the rest of the users. The eigenvector centrality is computed by first determining all the eigenvalues for the adjacency matrix of Figure 2.1. The largest eigenvalue is chosen, and the eigenvector corresponding to this eigenvalue is computed. This eigenvector represents the relative weights of nodes in the social network.

For a given node, we now have two measures which we need to combine. First, the self assessed (in isolation by the node) relationship distances, and second the eigenvector centrality of the node. Continuing with the convention of a smaller social distance representing higher priority we define the network-wide social distance to be:

\[ \chi^I_{ij} = \left( \frac{\chi_{ij}}{C_i} \right) \]  

(2.1)

where, \( \chi_{ij}^I \) is the self-assessed relationship weight by node \( i \), \( C_i \) is the eigenvector centrality of node \( i \) and \( \chi_{ij}^I \) is the corresponding global social distance measure for node \( i \). We omit the superscript on \( \chi_{ij} \), and it is in fact \( \chi_{ij}^I \) which is being compared between competing flows. The modified social distance matrix looks as follows:
χ = \begin{bmatrix}
0 & 3.4 & 0 & 3.4 & 10.3 & 0 & 0 & 0 & 0 \\
1.6 & 0 & 3.4 & 6.8 & 0 & 0 & 0 & 0 & 0 \\
0 & 3.4 & 0 & 3.4 & 0 & 0 & 0 & 0 & 10.3 \\
1.0 & 6.8 & 3.4 & 0 & 0 & 0 & 6.8 & 10.3 & 0 \\
2.5 & 0 & 0 & 0 & 0 & 6.8 & 0 & 0 & 0 \\
1.5 & 0 & 0 & 0 & 6.8 & 0 & 10.3 & 0 & 0 \\
0 & 0 & 0 & 3.4 & 0 & 6.8 & 0 & 6.8 & 0 \\
0 & 0 & 0 & 3.4 & 0 & 0 & 6.8 & 0 & 10.3 \\
0 & 0 & 0 & 3.4 & 0 & 0 & 0 & 6.8 & 0 \\
\end{bmatrix}

The distances in the matrix are normalized by the lowest value, which we take to be the social distance 1. Note that the matrix reflects the two-tier nature of the graph. The nodes index the rows of the matrix, from node A representing row 1, to node I representing row 9.

Suppose there are two voice calls competing for resources in the network. Call 1 is being requested by node A for node B. Call 2 is being requested by node F for node G. The social distances for these calls can be found to be:

\[
\chi_1 = \min(\chi_{AB}, \chi_{BA}) = 1.6 \\
\chi_2 = \min(\chi_{FG}, \chi_{GF}) = 6.8
\]

Summarizing, the users choose their perceived social distance to all their relationship peers in the network by selecting values from \( \zeta \). \( \zeta \) is kept very simple, and is the same for all the users of the network. Looking at these distances it would not be possible to identify the relative priorities which exist at the global level due to the social network structure. We use the eigenvector centrality of the nodes to rank the users by importance, and compute the modified social distance matrix. The values from this matrix can clearly bring out the scale free nature of social network, and are used in the resource allocation algorithm for prioritization of flows.

### 2.3 Utility Optimization

Resource allocation problems in networks have been modeled in theory as utility optimization problems [19], with the objective being to optimize the total utility of the network. Utility functions are defined for transport and application layer flows in terms of the network resources allocated to them. They are a mapping from the resource set to the real number scale, with the value of the utility function denoting the relative profit to the flow. Several theoretical utility functions have been defined in literature which achieve a particular objective [20] (e.g., proportionally fair allocation, throughput maximization). At the same time, network protocol implementations (variants of TCP) have been mapped to approximate utility maximization.
Utility functions for real-time flows (voice and video) are interesting in that they are subjective, that is they depend on the end user’s opinion about how they perceived the quality of the flow. Thus, these utility functions are derived through user surveys based on several versions of the received (and reconstructed) real-time flow. In defining our social distance aware resource allocation problem (SDA), we first look at a simple theoretical extension of the classical utility maximization problem. We follow this up with a discussion of how the social distance aware component of the modified utility function can be determined for real-time flows (since their utility is by definition subjective).

Let \( S \) denote the set of all flows in the network. Then the utility \( \{ U_s | s \in S \} \) is defined to be,

\[
U_s : c_s \rightarrow \mathbb{R} \quad | \quad c_s \subseteq N_R
\]

where \( c_s \) is the subset of network resources \( N_R \) currently allocated to flow \( s \). The utility is usually a non-decreasing function of the resources allocated to the flow.

The classical network utility optimization problem (in the case of a wired network) for our example social network (Figure 2.1) is as follows:

\[
\begin{align*}
\text{maximize} & \quad \sum_s U_s(c_s) \\
\text{subject to} & \quad \sum_s c_s \leq N_R
\end{align*}
\]  

(2.3)

Since the utility function of similar flows will be the same, resources are shared equally among the flows without regard to the real-world priority of the flow. In a scenario where the network resources are constrained, the resource allocation according to Problem 2.3 would not be optimal because all the competing flows lose resources equally, when in fact some of them are at a lower priority than the others. Also, the solution to Problem 2.3 under current service differentiation schemes (classifying by traffic type) would produce unfair allocations for scenarios where a high priority flow is using a non-high priority traffic type.

We therefore incorporate the social distance of a flow into the definition of its utility. One way to achieve this is by introducing per-flow social distance dependent utility bounds, which restrict the maximum achievable utility of a flow with increasing resources. The idea behind this is that by suitably modifying the maximum achievable utility (with increasing resources), the original solution algorithm for Problem 2.3 could produce the desired (social distance determined) service differentiation. We note here that for the case of real-time flows, there can
also be a bound on the minimum utility acceptable to the flow so as to create a threshold on
the received quality. We denote the maximum utility bound for flow $s$ by $U_{\text{max}}^s$. This bound
depends on the social distance of the flow. For lower social distances (high priority) the bound
will be high. The mathematical form of $U_{\text{max}}^s$ is dependent on $U_s$ as well as $\chi_s$. Thus, the
modified utility maximization problem can be defined as:

$$
\text{maximize } \sum_s U_s(c_s) \\
\text{subject to } \sum_s c_s \leq N_R \\
U_s(c_s) \leq U_{\text{max}}^s(\chi_s)
$$

This problem can be decomposed because the maximum utility bound constraint is a per-
flow constraint. Dual decomposition of this problem gives us the per-flow optimization problem
to be:

$$
\text{maximize } (U_s(c_s) - \lambda(U_s(c_s) - U_{\text{max}}^s(\chi_s))) - \mu_s(c_s) \\
\text{subject to } c_s \in C
$$

The utility function of the flow is now a function of both the resources allocated to it, as
well as the social distance associated with the flow. More generally, in order to incorporate the
social distance into resource allocation decisions at the network, we define a modified utility
function $\hat{U}_s$ for flow $s$ which depends on $c_s$ as well as $\chi_s$. Let flow $s$ originate at node $i$ and the
destination be node $j$. Then the modified utility function takes the form,

$$
\hat{U}_s(c_s, \chi_s) = U_s(c_s) - \beta f(\chi_s, c_s) \\
\text{where } \chi_s = \min(\chi_{ij}, \chi_{ji})
$$

This social distance aware utility function can then inform the network of its ability to
accept suboptimal resource allocations. Flows with higher social distances do not need the
highest resource allocation, and the acceptable allocations can be suboptimal with respect to
the original utility function $U_s$. Through $\hat{U}_s$ we make this fact explicit in the formulation,
thereby allowing the original solution algorithm to work without any change.

We now provide a generic example in order to illustrate how social distance affects the
optimal resource allocation problem. Let all the flows have the logarithmic utility function
which results in proportionally fair resource allocation between the flows.

\[ U_s(c_s) = \log(c_s) \]  
\[ (2.7) \]

We consider \( n = 3 \) flows in the system. For the case of \( N_R = 20 \), the optimal solution to Problem 2.3 is \( c_s = 6.67 \) for \( S = \{s_1, s_2, s_3\} \). Now consider the social network graph for the users is such that \( \chi(S) = \{1, 2, 3\} \). We define the social distance aware utility function as,

\[ \bar{U}_s(c_s, \chi_s) = \log(c_s) - 0.5 \left( (\chi_s - 1) \left( e^{-k} \right) \right) \]
\[ \text{where} \quad k = \frac{15 - c_s}{2} \]  
\[ (2.8) \]

Such a definition produces scaled utility functions for the same traffic type depending on \( \chi_s \). The resulting utility functions and the optimal solutions for the three flows are shown in Figure 2.2. The optimal allocation of resources for the three flows is evaluated to be \( \{8.87, 6.21, 4.92\} \). Compare this to the original optimal point for the three flows \( \{6.67, 6.67, 6.67\} \), also shown in the figure. The prioritized resource allocation was achieved without changing anything in the solution algorithm.
2.3.1 The function $f$

The choice of $f$ is necessary to the definition of utility in terms of the social distance. By looking at the form of $\hat{U}_s$ (2.6) we know that $f$ has to be convex in order for the modified utility function to remain concave. The social distance matrix will remain constant for a much longer timescale than resource allocation decisions for the span of a flow. Thus, $\chi_s$ can be assumed to be constant in $f$ for a given flow (a specific source-destination pair). Equation 2.6 can be interpreted as reducing the incremental increase in utility for a unit increase in the allocated resources. Such a definition should produce different versions of the utility function as shown in Figure 2.2. Thus, the exact definition of $f$ in terms of $c_s$ and $\chi_s$ depends on $U_s$, and hence on the traffic type.

For the case of real-time flows, the utility functions are subjective measures dependent on the perception of the end user about received quality. The mean opinion score for voice is one such utility function. Similar functions are defined for video traffic (e.g., peak signal to noise ratio). The utility function is defined in terms of thresholds on received quality such as a mean opinion score of 5 is excellent quality and so on. Such a utility function can also then be used to set bounds on expected quality at the receiver depending on the social distance. For example, a call with higher social distance (lower priority) will demand received quality only up to a mean opinion score of 4. Once the acceptable thresholds of the utility function are mapped to corresponding resource demands from the network, we can define $f$ as the function which achieves conversion from social distance to the expected utility bounds.

The assumption that we have such thresholds of the utility function is necessary to accommodate inelastic traffic optimally. The reasoning is that maximizing resource allocation without changing the utility threshold is of no use to the inelastic flow. It can do without the extra resources and still achieve the same perceived quality at the receiver. The extra resources can then be allocated to other inelastic/elastic flows.

The definition of $\hat{U}_s$ also helps identify the real-world priority of flows irrespective of traffic type. In wireless networks with a MAC layer capable of delivering quality of service (IEEE 802.11e QBSS), voice is prioritized higher than video traffic. This works to the detriment of video flows when the system (QBSS) is working at capacity. Through social distance aware utility functions for both voice and video, we can prioritize flows by their perceived importance rather than traffic type.

The choice of $f$ is guided by the utility function of the flow, and by the mapping from network resources to achievable utility. It will thus be different for each traffic type. It also depends on the social distance matrix of the network. We focus on the specific case of users communicating through voice and video traffic, for the social network shown in Figure 2.1, over a wireless network capable of providing QoS differentiation (QBSS).
2.4 Social Distance in Content

The objective of end users accessing the network can broadly be either to communicate with other users through real-time flows, or to receive content of their interest hosted on the network. For the case of content, the quality of service is determined by the transfer times needed to deliver content to the user. This can be obviously improved for the case of invariant content through replication and distribution at various levels in the network. It is thus important to determine the probability of access for content in order to bring it closer to end users.

Relationships between content data have been used to determine the importance and relevance of individual datum (e.g., web pages) within the content space. This is the predominant feature of search algorithms which rank web pages based on the weight of links which refer to them (incoming links). With the increasing popularity of social media (e.g., Youtube), such relationships between content are now explicit. The set of relationships can actually be used to determine the user’s future access patterns. In the case of video content, the data does not change over time and thus is suitable for caching at various levels in the network. The decision to bring content closer to the user is also a part of Traffic Engineering, since it improves the end user’s experience of the network without changing his/her access network’s resources.

2.4.1 Rank Distribution

The characteristics of user access patterns about related video content, especially for the case of Youtube, have been studied in literature [22][23]. The properties of rank distributions (access counts) for video items have also been studied [24], and compared to the Zipf distribution which has been shown to be applicable to web pages. It is this property of web pages (Zipf distribution) which makes caching attractive.

There are publicly available data traces about Youtube content [25] for videos belonging to particular “categories” in Youtube. We look at the feasibility of caching for video data by studying the rank distributions of the available data traces. The two categories for which traces have been made available are the Science and Technology category, and the Entertainment category.

In the data traces, for each video, information about its popularity, rating, size, duration and several other properties are compiled. We extract the number of views properties for all the videos in these traces to determine the rank distributions for these videos. The results are shown in Figure 2.3. Videos are ranked starting from 1, with the video with the highest number of views ranked as 1. The rank distribution follows power law, which is a characteristic of social networks. It is close to Zipf distribution for static web pages, except that the tail of the curve tapers off exponentially.

The popular videos are all present at the head of the curve, which follows Zipf distribution,
and thus video content is suitable for caching. We determine the social distance between related videos by making it inversely proportional to the popularity of a video. Thus, a highly popular video file will have low cost edges from all its neighbors. The result of this is a social network of videos, structured by social distances which are in turn determined by the popularity of individual videos.

### 2.4.2 Content Caching and Distribution

For the case of invariant content, distribution and caching of content can improve the network performance by reducing repetitive requests over the network for the same content. It can also improve the perceived end user experience of the network by bringing the content closer to the user, and thus reducing transfer times without changing anything in the user’s access network. We focus on the problem of identifying important content in Chapter 6, and evaluate different centrality measures in terms of their effectiveness in identifying the most queried content over the network.

### 2.5 Summary

In this chapter, we proposed a way to measure the social distance between users by determining the relative importance that a user attaches to his/her relationships. From such a localized measure of social distance, we showed how a global social-network-wide social distance measure
can be generated by combining the user’s preferences with his/her overall importance in the wider social network. The importance of a user is measured in terms of his/her eigenvector centrality.

We then incorporated the social distance measure into the definition of utility function for a communication flow. We initially demonstrated how this could be done through imposing social distance aware utility bounds on flows, and then provided a generic definition of a social distance aware utility function. We also provide an example of social distance aware resource allocation for the case of elastic traffic.

Finally, we looked at the case of social distance between content, and how this can be used to study the relevance/popularity of content in the content space. We showed rank distributions for the case of publicly available data traces for Youtube videos, which demonstrate that video content access also follows the Zipf distribution for the popular videos. This means that the content is a good candidate for caching and distribution, which can be used to improve network performance, as well as improve the end-user’s experience of the network.
Chapter 3

Voice Call Capacity Analysis

The original IEEE 802.11 standard for a wireless LAN did not have any capability to provide differentiated services to real-time flows. It is only through the IEEE 802.11e extension to the original standard that such service differentiation can be achieved between flows of differing traffic types. Accommodating real-time flows into a wireless network while meeting their quality of service requirements necessitates the need for estimating capacity of wireless networks for such real-time flows. Unless there is a way to measure when the capacity will be reached, or at least to predict how many flows can be concurrently accommodated while meeting their individual service requirements, some of the flows will fail. Thus, capacity analysis of a wireless network can help provide theoretical thresholds for the number of concurrent real-time flows which can be accommodated.

In this chapter, we look at the problem of developing a closed form equation for wireless channel capacity, for the specific case of voice traffic. It is important to have an estimate of the number of voice calls that can be accommodated in a wireless network such that all the calls receive acceptable service (mean opinion score). We do this for the case of the standard IEEE 802.11b wireless LAN with a maximum data rate of 11Mbps.

The channel capacity will differ based on the achieved data rate of the channel, as well as the source coding which is used for voice calls. We define the voice call capacity of the channel in terms of these variables, and perform simulations for every combination of the variables to determine the achieved call capacity. We then fit the data to our proposed model using linear regression fitting. Using the closed form equation for capacity, we determine the degree of dependence of voice call capacity on the chosen source coding. An explicit knowledge of how the choice of source coding affects voice call capacity can help in choosing the optimal value for this variable.
3.1 Background

In the literature, voice call capacity has been studied for different wireless network configurations, specifically for the case of a wireless mesh network [26][27]. The focus of these works is on performance optimizations for voice calls such as packet aggregation and header compression for improving the capacity in the case of wireless mesh networks. Another related work [28] deals with the challenges faced by voice calls at different layers of the protocol stack – MAC layer, routing layer and mobility management. There are also studies which look at the QoS challenges and pitfalls for wireless mesh networks based on the 802.16 mesh mode [29].

In a related previous work [30], the authors had looked at the effect of the Wireless LAN on the voice service. Response surface modeling methodology was applied to derive the throughput and voice call capacity for Wireless LAN’s. In a later work [31], an extended model which took into account cross layer interactions through layer interface parameters was proposed.

3.2 Simulation Setup

We use the simple chain topology for our simulations (Figure 3.1), with number of hops varying from 1 to 3. The distance between nodes is set to be 250m, and the transmission range is set to be slightly greater than 250m. There are mainly two parameters of interest in determining the voice call capacity. They are the channel data rate, and the voice call packetization interval. The channel data rate is set to be one of \{1, 2, 5.5, 11\}. For a \(n\) hop topology, this gives us \(4n\) possible combinations.

The second parameter of interest is the voice packetization interval. We use the G.711 codec for voice calls [32], which is the pulse code modulation standard for voice traffic. Voice calls encoded using G.711 have a data rate of 64Kbps with each packet containing 10ms of voice data.
This is the basic packetization interval (10ms). It can be changed so as to aggregate more voice samples into the same packet, and such a choice sets up a tradeoff between delay and packet loss. For high packetization intervals, loss of a single packet can result in a significant loss of quality. We vary the packetization interval between 10ms to 100ms for our simulations, which results in a total of 10 possible combinations for voice calls. The relation between packetization interval and the packet stream generated is as follows:

\[
\begin{align*}
\text{PI} & = 0.01 \times k, \quad 1 \leq k < 10 \\
\text{PacketSize} & = 80 \times k \text{ bytes} \\
\text{IARate} & = 0.01 \times k \\
\end{align*}
\] (3.1)

where PI represents the chosen packetization interval, and IARate is the inter-arrival rate for voice packets.

The voice traffic is generated using CBR traffic generator in ns-2 with the parameters given by Eq. 3.1, with the duration of the voice calls set to be 3 minutes. We compute the achieved QoS of a given voice call through the mean opinion score. In order to do this, we first compute the R-value of the call [33], and then translate it to the mean opinion score [34].

Starting from a single voice call, we increase the number of calls until at least one call fails. We do this for every combination of data-rate and packetization interval. At the end of the simulations we have the set of system responses for all the different combinations of input parameters. This data forms the input to the SAS GLM procedure to derive the metamodels for call capacity.

### 3.3 Call Capacity Models

In order to determine voice call capacity models, we first formulate a generic function in terms of all the chosen system variables (which were varied during the simulation). The call capacity of a wireless channel is a non-linear function of our chosen variables, mainly due to the shared broadcast channel coupled with the exponential backoff mechanism. In order to apply linear regression fitting for our proposed call capacity functions (with the simulation data), we transform the variables. We use the natural logarithm of the variables in place of the variable itself, and thus use the logarithm to linearize the non-linear form of channel capacity.
3.3.1 Single Hop Wireless Network

This is the equivalent of the downlink from an AP to the station, and thus determines the capacity of the maximum capacity of the downlink in the absence of any interfering flows. There are only two variables in this scenario, the channel data rate \( x_1 \) and the voice packetization interval \( x_2 \). We define the following sets for easy characterization of these variables:

\[
D = \{1, 2, 5.5, 11\} \quad (3.2)
\]

\[
PI = \{0.01 \times k \mid 1 \leq k < 10\} \quad (3.3)
\]

\[
I_1 = \{1, 2\} \quad (3.4)
\]

Now we can define our variables to be \( x_1 \in D \), and \( x_2 \in PI \). The voice call capacity is defined in terms of \( x_1 \) and \( x_2 \) as:

\[
N = \beta_0 + \sum_{i \in I_1} \beta_i \ln(x_i) + \sum_{i,j \in I_1, j > i} \beta_{(i+j)} \ln(x_i) \ln(x_j) \quad (3.5)
\]

We obtain an estimate of the beta’s from SAS GLM, and the fitted values are shown in Eq. 3.6. The ANOVA R-square measure for this fit is 0.987911. A value closer to 1 is desired, and thus this is a good fit for the voice call capacity.

\[
\beta_0 = 20.203, \quad \beta_1 = 28.490
\]

\[
\beta_2 = 3.728, \quad \beta_3 = 6.724 \quad (3.6)
\]

3.3.2 Two Hop Wireless Network

This is representative of a single collision domain wireless network (with reference to the AP), where communication between clients is achieved through the AP. In this case, we have two link data rates to consider. We represent these by \( x_1 \) and \( x_2 \). The packetization interval is represented by \( x_3 \). The variables can be defined as, \( x_1 \in D \), \( x_2 \in D \) and \( x_3 \in PI \) (Eq. 3.4). We define the following set, \( I_2 = \{1, 2, 3\} \). The function for voice call capacity is of the form:

\[
N = \beta_0 + \sum_{i \in I_2} \beta_i \ln(x_i) + \sum_{i,j \in I_2, j > i} \beta_{(i+j+1)} \ln(x_i) \ln(x_j) + \sum_{i,j,k \in I_2, k > j > i} \beta_{(i+j+k+1)} \ln(x_i) \ln(x_j) \ln(x_k) \quad (3.7)
\]
Figure 3.2: System Response for 2 Hops (Figure 3.2a) and 3 Hops (Figure 3.2b) are shown. For both cases, one of the links is set to have the data rate of 11Mbps, while the other data rates are varied.

From the SAS GLM procedure, we obtain an estimate of the beta’s which are shown in Eq. 3.8. The ANOVA R-square measure for this fit is 0.980833.

$$
\begin{align*}
\beta_0 &= 12.339, \beta_1 = 2.983, \beta_2 = 3.114, \beta_3 = 2.531 \\
\beta_4 &= 3.639, \beta_5 = 0.638, \beta_6 = 0.669, \beta_7 = 0.875
\end{align*}
$$

(3.8)

3.3.3 Three Hop Wireless Network

In this scenario, we have 3 link data rates as part of the variables. These are represented by $x_1, x_2, x_3$ respectively. The packetization interval is represented by $x_4$. The variables are defined as follows: $x_1, x_2, x_3 \in D$, $x_4 \in PI$ (Eq. 3.4). The new variable set is defined to be $I_3 = \{1, 2, 3, 4\}$. The function for voice call capacity is of the form:

$$
N = \beta_0 + \sum_{i \in I_3} \beta_i \ln(x_i) + \sum_{i,j \in I_3, j > i} \beta_{(i,j)} \ln(x_i) \ln(x_j) \\
+ \sum_{i,j,k \in I_3, k > i} \beta_{(i,j,k)} \ln(x_i) \ln(x_j) \ln(x_k) \\
+ \sum_{i,j,k,l \in I_3, l > k > j > i} \beta_{(i,j,k,l)} \ln(x_i) \ln(x_j) \ln(x_k) \ln(x_l)
$$

(3.9)
Figure 3.3: Partial derivatives of the call capacity (for 3 hops) with respect to the packetization interval.

From the SAS GLM procedure, we obtain an estimate of the beta’s which are shown in Eq. 3.10. The ANOVA $R$-square measure for this fit is 0.972616.

\[
\begin{align*}
\beta_0 &= 7.335, \beta_1 = 0.898, \beta_2 = 0.905, \beta_3 = 1.393, \beta_4 = 1.516, \beta_{1,2} = 0.256 \\
\beta_{1,3} &= 0.202, \beta_{1,4} = 0.205, \beta_{2,3} = 0.517, \beta_{2,4} = 0.534, \beta_{3,4} = 0.303, \beta_{1,2,3} = 0.504 \\
\beta_{1,2,4} &= 0.049, \beta_{1,3,4} = 0.119, \beta_{2,3,4} = 0.121, \beta_{1,2,3,4} = 0.125
\end{align*}
\]  

(3.10)
3.4 Sensitivity Analysis of the Call Capacity

Sensitivity analysis of the call capacity with respect to different parameters can be computed using partial derivatives of the system response metamodel. As an example, we focus here on the choice of Packetization interval. We want to observe the effect of choice of packetization interval on the system response and thus compute the partial derivative of $N$ with respect to $x_4$ for the three hop topology. Using the metamodel built in the previous section, we can calculate the sensitivity w.r.t. $x_4$ as:

$$\frac{\partial N}{\partial x_4} = \frac{\beta_4}{x_4} + \frac{\beta_{(1,4)} * \ln(x_1)}{x_4} + \frac{\beta_{(2,4)} * \ln(x_2)}{x_4} + \frac{\beta_{(3,4)} * \ln(x_3)}{x_4}$$

$$+ \frac{\beta_{(1,2,4)} * \ln(x_1) * \ln(x_2)}{x_4} + \frac{\beta_{(1,3,4)} * \ln(x_1) * \ln(x_3)}{x_4}$$

$$+ \frac{\beta_{(2,3,4)} * \ln(x_2) * \ln(x_3)}{x_4} + \frac{\beta_{(1,2,3,4)} * \ln(x_1) * \ln(x_2) * \ln(x_3)}{x_4}$$ (3.11)

The results are shown in Figure 3.3a, Figure 3.3b, Figure 3.3c and Figure 3.3d.

We can observe from the plots that at lower values of packetization interval (less than 20ms), the parameter affects the system capacity to a larger extent. After the packetization interval increases above 30ms, the effect is not as prominent as it was in the previous case. Thus, packet aggregation at intermediate hops can only be useful when the packets are received at a lower packetization rate (less than 20ms). Aggregation for packetization rates above this threshold will not increase the system capacity by a large extent.

3.5 Summary

Call capacity models for multiple hops in a wireless network were determined for the case of voice calls in an IEEE 802.11b network. In deriving these models we used measurements from simulations to generate linear regression fitted functions for call capacity. Depending on the choice of variables in terms of which the call capacity is defined, we can then look at the influence the parameter settings for these variables that vary the achieved call capacity. We looked at one such source coding option for voice calls, namely the packetization interval. The inference is that packetization interval above 20ms does not significantly increase the network call capacity.
Chapter 4

Resource Allocation for Voice Calls

Social distance aware resource allocation can help increase network utility by allocating resources based on social distance for competing flows of the same traffic type. In this chapter we look at the problem of social distance aware resource allocation for voice calls in a wireless network. The wireless network is assumed to be IEEE 802.11e QBSS, capable of differentiating between flows by traffic type.

In the case of wireless networks, channel resource allocation is important due to the broadcast nature of communication. The shared channel forces a contention-driven channel access mechanism with stations performing a backoff to resolve collisions. The MAC layer in a wireless network is thus the prime determinant of the resulting resource allocation to the stations. Since every flow has to contend for the same channel resource, there can be no guarantees on the quality of service extended to particular flows. However, service differentiation can be provided by using separate queues for different types of traffic.

4.1 Overview

We first formulate the theoretical utility maximization problem for voice calls in an IEEE 802.11e QBSS. We extend it to social distance aware resource allocation (SDA), and explain the way the highly coupled utility function can be decomposed. The theoretical problem is solved using Matlab for both IEEE 802.11e and SDA. Following this, we present the simulation results for the same scenario which show that the network utility increases due to SDA as compared to standard IEEE 802.11e.

The basic premise of SDA is as shown in Figure 4.1. The network is made aware of the social distance aware utility of the flow, due to which it can allocate differentiated resources to the flows based on their perceived priority. The resource allocation is in fact achieved by correctly setting the IEEE 802.11e QBSS parameters on the nodes, as well as the AP. The value of these
parameters are determined statically by IEEE 802.11e, whereas SDA chooses the parameters based on the social distance.

4.2 IEEE 802.11e QBSS and SDA Theoretical Analysis

The IEEE 802.11e extension to the IEEE 802.11 WLAN standard provides for service differentiation using four access categories (AC). The AC’s are parameterized, with each AC capable of accepting four parameters. These are the AIFS (Arbitration Inter Frame Spacing) which determines the mandatory wait times for an AC before it can transmit, Contention window (CWMin, CWMax) values which determine the length of a backoff duration, and TXOP which determines the number of consecutive packets that can be transmitted after a successful contention period. We only focus on the first three parameters for our work.

While AC based channel access can distinguish between voice and best effort traffic, it cannot make a distinction between two voice flows with different relative priorities. This is however possible if we use the social distance associated with the voice flows to distinguish them. Video flows are treated at a lower priority than voice due to the AC separation. Thus, when the wireless network is working at capacity, video flows are starved when compared to voice calls. Allocating AC’s by the social distance can overcome both these shortcomings. In the following two sections, we compare IEEE 802.11e with SDA in terms of their resource allocation algorithms.

In this section, we provide a theoretical formulation of SDA for voice calls, solve the resulting optimization problem using Matlab and compare the achieved network utility with standard IEEE 802.11e. In the next section, we provide simulation results comparing the performance
of IEEE 802.11e and SDA when voice traffic competes for resources with best-effort traffic.

4.2.1 Utility Maximization

Consider the case where the users from Figure 2.1 communicate through an IEEE 802.11e QoS WLAN (QBSS), with the IEEE 802.11g PHY supporting data rates up to a maximum of 54Mbps. The users communicate using voice calls through the wireless network. There is HTTP traffic present in the network which uses the best-effort AC. We will formulate a utility optimization problem for voice calls, with a social distance aware utility function defined for voice traffic, to determine AC parameters for each flow depending on the social distance.

The utility function of a voice call is defined in terms of the latency and packet loss ratio of the call [33][34]. The latency of a call is given by the average access delay of the voice AC, which depends not only on parameters of the AC itself, but also on those of all other AC’s. It is also dependent on the number of flows in each AC competing for the channel. Thus, the voice utility is highly coupled with the AC parameters of all the flows in the network. For simplicity of presentation, we only look at determining the AIFS parameter in this section. Let the utility of a voice call $i$ in the system be represented by $U_i(AIFS_i, \{AIFS\}_{j \neq i})$.

In order to accommodate the social distance into resource allocation decisions, we tie the social distance to expected minimum ($U_{vo_{min}}(\chi_i)$) and maximum ($U_{vo_{max}}(\chi_i)$) utility bounds on the voice flow.

$$U_{vo_{min}}(\chi_i) > U_{vo_{min}}(\chi_j) \quad \forall \; \chi_i < \chi_j$$

$$U_{vo_{max}}(\chi_i) > U_{vo_{max}}(\chi_j) \quad \forall \; \chi_i < \chi_j$$

With the voice utility expressed in terms of the mean opinion score (value from 1 to 5, with 5 representing the best experience), $U_{vo_{max}}$ defines the best and $U_{vo_{min}}$ the least acceptable values for the mean opinion score. These will differ between calls depending on the social distance because not all calls are equally important.

The utility maximization problem for voice calls in the network can be formulated as:

$$\begin{align*}
\text{maximize} \quad & \sum_i U_i(AIFS_i, \{AIFS\}_{j \neq i}) \\
\text{subject to} \quad & AIFS_i \in VO\_AC \\
& U_i \leq U_{vo_{max}}(\chi_i) \\
& U_i \geq U_{vo_{min}}(\chi_i)
\end{align*}$$

(4.1)

The set VO\_AC contains AIFS values \{2, 3, 4, 5, 6, 7\} for our SDA problem, instead of just \{2\} as specified by the IEEE 802.11e standard.
Problem 4.1 would easily decompose into sub-problems at each user if the utility function was not so highly coupled. A dual-decomposition could have been used to solve the problem efficiently.

In order to eliminate the high coupling in the utility function, the preferred solution is to introduce local copies of the global variables [35][36]. New equality constraints are introduced to correspond to the original problem, so that the local and global variables take the same value in any feasible solution. The problem thus becomes:

\[
\begin{align*}
\text{maximize} & \quad \sum_i U_i(AIFS_i, \{AIFS\}_{ij \neq i}) \\
\text{subject to} & \quad AIFS_i \in VO_{AC} \\
& \quad U_i \leq U^{\text{vo}}_{\text{max}}(\chi_i) \\
& \quad U_i \geq U^{\text{vo}}_{\text{min}}(\chi_i) \\
& \quad AIFS_{ij} = AIFS_j \quad \forall j \neq i \\
\end{align*}
\]

The problem can now be decoupled, and can be simplified using a dual decomposition approach.

\[
\begin{align*}
\text{maximize} & \quad \sum_i U_i(AIFS_i, \{AIFS\}_{ij \neq i}) \\
& \quad + \sum_{i, j \neq i} \gamma_{ij}(AIFS_j - AIFS_{ij}) \\
\text{subject to} & \quad AIFS_i \in VO_{AC} \\
& \quad U_i \leq U^{\text{vo}}_{\text{max}}(\chi_i) \\
& \quad U_i \geq U^{\text{vo}}_{\text{min}}(\chi_i) \\
\end{align*}
\]

The $\gamma_{ij}$’s are called consistency prices. The original problem decouples into per-flow sub-problems involving only local variables of the flow.
maximize \( U_i(AIFS_i, \{AIFS\}_{ij \neq i}) \)
\[
+ \left( \sum_{j \neq i} \gamma_{ji} \right) (AIFS_i) - \sum_{j \neq i} \gamma_{ij} (AIFS_{ij})
\]
subject to
\[
AIFS_i \in VO_{AC} \\
U_i \leq U_{vo}^{\max}(\chi_i) \\
U_i \geq U_{vo}^{\min}(\chi_i)
\]

The master dual problem, \( g(\{\gamma_{ij}\}) \), is to minimize the value of the Lagrangian in Problem 4.3 for a given set of \( \gamma_{ij} \)'s.

\[
\text{minimize } \{\gamma_{ij}\} \quad g(\{\gamma_{ij}\})
\]

The master problem is solved using the following update of the consistency prices:

\[
\gamma_{ij}(t+1) = \gamma_{ij}(t) - \alpha(AIFS_j - AIFS_{ij})
\]

Due to the local copies of global variables, the per-flow optimization problem (Problem 4.4) is fully determined and can be solved if utility of the flow can be computed. For this, the latency experienced by the call, given by the average access delay of the AC, needs to be determined.

For a given set of AIFS values (own AIFS, and local copies of global variables) the average access delay of the AC is still a non-linear function of the parameters of all AC’s in the system. This is because the access delay depends on the collision probability, as well as the average backoff duration of the AC. Both of these parameters depend on the state of the system, that is the number of flows competing for resources at each AC, and the AC parameters themselves. There are several theoretical models which have been proposed to estimate the average access delay of an AC [37, 38, 39, 40, 41]. We implement one such proposed approximation [41], where the average access delay for an AC \( k \) is given by,

\[
d_k \approx \left( \frac{2c_k \Gamma}{p_k q_k} \right)
\]

where \( c_k \) is the collision probability of AC \( k \), \( p_k \) is the transmission probability of AC \( k \),
Figure 4.2: Comparison of the total network utility achieved for IEEE 802.11e vs Social Distance Aware Resource Allocation (SDA). SDA outperforms IEEE 802.11e for every case.

and:

\[ \Gamma = \{ AIFS_1 + t_{data} + SIFS + t_{ack} \} \]

\[ q_1 = 1 \]

\[ q_k = \left( \cdots \left( (1 - p_1)^{n_1} h_1 (1 - p_2)^{n_2} \right)^{h_2 - h_1} \cdots \right) \]

\[ (1 - p_{k-1})^{n_{k-1}} h_k^{h_k - h_{k-1}} \]

\[ h_k = \left( \frac{AIFS_k - AIFS_1}{t_{slot}} \right) \]

(4.8)

The collision and transmission probabilities are expressed in terms of each other in a non-linear fashion [41]. These are solved numerically using Matlab for our theoretical results. However, an access point (AP) can accurately track the collision probability of each AC since it is a local measure. The equations for \( p_i \) and \( q_i \) can then be solved very quickly and the delay estimated. It should be noted however that the theoretical access delay models are derived for the case of saturation traffic conditions.

4.2.2 Comparing IEEE 802.11e and SDA

We can solve the optimization problem in (4.3) for SDA if we know the call distribution pattern for various social distances. To do this we first classify user flows into social distance classes as follows:
\[ \chi^1 = \{ \chi_s \mid 1 \leq \chi_s < 4 \} \]
\[ \chi^2 = \{ \chi_s \mid 4 \leq \chi_s < 7 \} \]
\[ \chi^3 = \{ \chi_s \mid 7 \leq \chi_s < 11 \} \] (4.9)

The number of voice calls are assumed to be distributed among the social distance classes as:

\[ \chi^1 : \chi^2 : \chi^3 = 3 : 2 : 1 \] (4.10)

In SDA, the highest priority flows will be mapped to the original VO.AC (of the IEEE 802.11e standard). The other flows will be mapped to lower AC's depending on their utility bounds. For the case of IEEE 802.11e, VO.AC is set to \{2\}, and the utility bounds are all set to the maximum and minimum (feasible) mean opinion score values. For SDA, VO.AC is set to \{2, 3, 4, 5, 6, 7\}, and the utility bounds for the social distance classes are set to be:

\[ \chi^1 : U^{vo}_{\text{min}}(\chi_s) = 3.8, \ U^{vo}_{\text{max}}(\chi_s) = 4.5 \]
\[ \chi^2 : U^{vo}_{\text{min}}(\chi_s) = 3.5, \ U^{vo}_{\text{max}}(\chi_s) = 4.1 \]
\[ \chi^3 : U^{vo}_{\text{min}}(\chi_s) = 3.0, \ U^{vo}_{\text{max}}(\chi_s) = 4.1 \] (4.11)

We consider a total of 7 best-effort flows competing for resources along with the voice calls. For a best effort flow, the utility is measured as \( \log(x_s) \), where \( x_s \) is the datarate achieved by the flow. The total utility of the network is measured as a sum of utilities of all flows in the network.

We solve the optimization problem in (4.3) for the above parameter settings using Matlab. The results of resource allocation through IEEE 802.11e and SDA are shown in Figure 4.2, which compares the total network utility achieved. We see that allocating resources according to social distance outperforms standard IEEE 802.11e in every instance. The reason is that fewer resources are allocated to voice calls at a higher social distance, thereby allowing the best effort traffic to achieve better datarates, thus increasing the total network utility.

The detailed results are presented in Table 4.1. As we can see, under IEEE 802.11e all voice calls achieve the highest possible mean opinion score, with the best effort traffic getting fewer resources as the voice calls increase. The theoretical delay model predicts a slight increase in the average access delay for VO.AC with increasing number of voice calls, which is reflected
Table 4.1: Network performance comparison for IEEE 802.11e vs SDA when voice calls are competing with best-effort traffic.

<table>
<thead>
<tr>
<th>Number of Voice Calls</th>
<th>IEEE 802.11e</th>
<th>Social Distance Aware</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Avg MOS</td>
<td>Best Effort</td>
</tr>
<tr>
<td>3</td>
<td>4.1141</td>
<td>3.6980</td>
</tr>
<tr>
<td>9</td>
<td>4.1078</td>
<td>2.7785</td>
</tr>
<tr>
<td>12</td>
<td>4.1060</td>
<td>2.4769</td>
</tr>
<tr>
<td>15</td>
<td>4.1049</td>
<td>2.2176</td>
</tr>
<tr>
<td>18</td>
<td>4.1042</td>
<td>1.9820</td>
</tr>
</tbody>
</table>

in the marginal decrease in achieved mean opinion score values. The best-effort flows see a marked increase in their average access delay (and correspondingly reduced throughput) as the number of voice calls increase (Equation 4.7). Thus IEEE 802.11e allocates resources to voice calls at the expense of best-effort flows. It also tries to allocate equal resources to all the voice calls in the system.

In SDA, we can see that voice calls are differentiated based on their social distance, thereby allowing best effort traffic a comparably higher share of the resources (compared to IEEE 802.11e). The utility bounds allow SDA to determine an optimal AIFS value for each voice call depending on $\chi_s$, thereby allocating differentiated resources to the calls. Since the calls get distributed over different AC’s, the increase in average access delay for an AC is also limited. This can be seen in the utilities achieved by best-effort flows under SDA. According to our chosen call distribution, 50% of all voice calls are high priority, while the other 50% can be allocated to lower AC’s. We see that calls in $\chi^2$ and $\chi^3$ achieve lower mean opinion scores, but they are still within the bounds we set for the calls.

SDA consistently achieves higher network utility than IEEE 802.11e (Figure 4.2) according to our theoretical results. The difference in average utility for a best-effort flow gets multiplied by a factor of 7, since that is the number of best-effort flows in the system. This increase in utility is greater than the decrease in utility of voice calls, due to allocation at lower AC’s. Considering that the higher social distance calls expected the lower utility (expressed through utility bounds), we have increased the network utility by allocating resources according to the social distance rather than simply focusing on the traffic type.
In this section, we look at simulation results comparing IEEE 802.11e and SDA. The results are based on simulations done using ns-2.

### 4.3.1 Simulation Setup

The traffic stream generated by VoIP sources is CBR, with packet size determined by the parameter of voice packetization interval. It can vary from 10 ms to 100 ms. The quality requirements for a voice call are those of less delay (< 100 ms) and less packet loss (< 3%). The utility of the received stream is computed using the mean opinion score (MOS) [42].

A MOS value greater than 4.5 represents excellent quality, 4 is fair, 3 is annoying, 2 is very annoying, and 1 represents that no communication is possible. We let the social context between users to be represented by an element from the set \{1, 2, 3\}, with \(\chi = 1\) representing the closest distance or in other words the highest priority call. This means that a call with \(\chi = 1\) is very important to the users, and optimum resources need to be allocated to this call. We modify the MOS to include the social distance \(\chi\) as follows:

\[
MOS^*(R) = MOS(R) - \beta(\chi - 1)
\]  

(4.12)

where \(\beta\) represents the effect of distance on acceptable quality. It can be seen that equation Eq. 4.12 is a special case of equation Eq. 2.6. Table 4.2 gives the modified MOS values for the case of \(\beta = -0.25\).
Algorithm 1: Resource Allocation Algorithm at AP

1: procedure Algorithm

2: INPUT: New call request for $\chi_j$.

3: INIT: Get current $N_i$ calls for $\chi_i$, $i\in\{1,2,3\}$.

4: Solve Allocation, let $AIFS_j$ be the optimal value.

5: Compute new delay and loss values:

6: $x = N_1$, $y = N_2$, $z = N_3$, $ax = AIFS_1$ etc

7: For $D, p_x = D[1][ax]/D[x][ax]$

8: For $D, p_x = D[1][ax]/D[x][ax]$

9: $p_x = p_{x+y+z}^a + \frac{x}{x+y} p_{x+y}^a + \left(\frac{x}{x+y+z}\right) p_{x+y+z}^a$

10: $p_y = p_{x+y+z}^a - \frac{x}{x+y} p_{x+y}^a + \left(\frac{y}{x+y+z}\right) p_{x+y+z}^a$

11: $p_z = p_{x+y+z}^a - \frac{x}{x+y+z} p_{x+y}^a + \left(\frac{y}{x+y+z}\right) p_{x+y+z}^a$

12: $d_x = \frac{D[1][ax]}{p_x}, l_x = p_x$

13: Compute new utilities $U_i$ for all calls

14: IF ($U_i < 4.0$) return "Do not accept call"

15: return Assign $AIFS_j$ to call.

16: end procedure

We look at the control of MAC layer parameter AIFS for selective resource allocation. We consider the case of an 802.11b WLAN operating at 11Mbps. We first determine the utility of VoIP traffic in terms of the AIFS value assigned to the voice AC (VO AC) through extensive ns-2 simulations.

4.3.2 Utility in terms of AIFS

The resource allocation decision will be based on the following formula:

$$\text{maximize } U(d, l, \chi) - \text{cost}(d, l, \chi)$$

The delay and loss in the equation above are not directly controllable parameters in a WLAN. We thus focus on the MAC layer parameter AIFS, and use it as the control parameter in our resource allocation problem. AIFS, CWMin and CWMax together determine the average access delay for a packet, with AIFS having the most pronounced effect. The resource allocation decision is now based on:

$$\text{maximize } U(AIFS, \chi) - \text{cost}(AIFS, \chi)$$

subject to

$$1 \leq AIFS \leq 7$$

$$1 \leq \chi \leq 3$$
We refer to this henceforth as the Allocation problem. The function \( U(AIFS, \chi) \) can be evaluated if the values of average end-to-end delay and loss can be estimated from AIFS. We thus compute the delay and loss matrices using extensive simulations in ns-2.

VoIP traffic will have the highest priority in an 802.11e WLAN, but there will always be some background traffic which competes with the voice flows for resources. Thus, for all our simulations we consider background HTTP traffic to be present. HTTP traffic generators are provided as part of the ns-2 simulator. The synthetic HTTP traffic that we use is generated using PackMime [43] in ns-2. The important parameter for this traffic generator is the number of new connection requests per second which arrive at the HTTP servers. We use a connection rate of 5 connections/sec for our simulations. We assign HTTP traffic to the BK AC, with a constant AIFS value of 15. The \( \{CWMin,CWMax\} \) values for BK are set to be \( \{31,1023\} \) respectively. For the VO AC, we assign \( \{CWMin,CWMax\} \) to be \( \{7,15\} \) respectively.

The delay (\( D \)) and loss (\( L \)) matrices are as shown below. The columns are indexed by the AIFS value ranging from 1 to 7, and the rows are indexed by the number of calls in the system ranging from 1 to 10. Note that the values are only for successfully placed calls at a particular AIFS for a given number of calls.

\[
D = \begin{bmatrix}
0.0015 & 0.0018 & 0.0021 & 0.0024 & 0.0028 & 0.0036 & 0.0038 \\
0.0021 & 0.0025 & 0.0029 & 0.0033 & 0.0039 & 0.0045 & 0.0051 \\
0.0046 & 0.0035 & 0.0178 & 0.0177 & 0.0084 & 0.0138 & 0.0185 \\
0.0225 & 0.0099 & 0.0211 & 0.0069 & 0.0079 & 0.0134 & 0.0176 \\
0.0435 & 0.0148 & 0.0116 & 0.0095 & 0.0093 & 0.0144 & 0.0322 \\
0.0202 & 0.0080 & 0.0091 & 0.0087 & 0.0145 & 0.0413 & 0.0641 \\
0.0104 & 0.0087 & 0.0133 & 0.0161 & 0.0398 & 0.0820 & 0.1123 \\
0.0162 & 0.0130 & 0.0147 & 0.0413 & 0.0950 & 0.1316 & 0.1645 \\
0.0163 & 0.0140 & 0.0386 & 0.0888 & 0.1199 & 0.1594 & 0.1626 \\
0.0115 & 0.0347 & 0.0915 & 0.1448 & 0.1368 & 0.1810 & 0.2464
\end{bmatrix}
\]

\[
L = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0.0000 & 0.0000 \\
0.0001 & 0.0001 & 0.0000 & 0 & 0.0012 & 0.0000 & 0.0000 \\
0.0008 & 0.0001 & 0.0092 & 0.0053 & 0.0022 & 0.0053 & 0.0033 \\
0.0113 & 0.0054 & 0.0084 & 0.0006 & 0.0025 & 0.0032 & 0.0019 \\
0.0251 & 0.0118 & 0.0044 & 0.0027 & 0.0046 & 0.0033 & 0.0050 \\
0.0075 & 0.0024 & 0.0025 & 0.0017 & 0.0031 & 0.0166 & 0.0240 \\
0.0049 & 0.0025 & 0.0043 & 0.0040 & 0.0141 & 0.0339 & 0.0318 \\
0.0045 & 0.0043 & 0.0030 & 0.0217 & 0.0223 & 0.0430 & 0.0512 \\
0.0044 & 0.0041 & 0.0232 & 0.0283 & 0.0243 & 0.0557 & 0.0632 \\
0.0024 & 0.0177 & 0.0427 & 0.0428 & 0.0346 & 0.0988 & 0.0593
\end{bmatrix}
\]

The utility of a VoIP call can now be computed using the definition for MOS (equation 4.12). The delay and loss values may need to be derived from the matrices \( D \) and \( L \) when the system has a mix of calls belonging to different \( \chi \). The formulae for doing this are presented as part of Algorithm 1.
Figure 4.3: Maximum Call Capacity, 802.11e vs Distance-aware. 802.11e VoIP call capacity saturates at 4 calls, hence it can accommodate no calls at distances of 2 and 3 respectively. Total network utility for VoIP calls, plain 802.11e vs distance-aware. As it can be seen, the network can almost double its utility to the users.

We define the cost function to be the parabolic function:

$$
cost(AIFS, \chi) = \frac{(AIFS - 2\chi)^2}{2} + 1
$$

This choice of the cost function helps distribute the calls from distinct $\chi$ values to distinct AIFS values.

### 4.3.3 Social Graph

To obtain the conditions of a social-connectivity graph, we used a combination of social mobility trace generators and Second Life traces. The social community model was created with the CMM (community mobility model) [44]. Since we are considering the single collision domain case, mobility does not have much of an impact on the achievable utility. The social distance was calculated using Second Life traces, which we assume is imposed on the WLAN as an overlay. Furthermore, we apply the inverse-square law for voice intensity to determine thresholds at which voice communication should be possible. For all the results tabulated below, we considered a scenario with 15 nodes situated in a grid of $350m \times 350m$. 
### 4.3.4 Comparing IEEE 802.11e and SDA

IEEE 802.11e assigns the constant value of 2 to the AIFS of VO AC. SDA assigns calls with different social distance to different AIFS. Figure 4.3a shows that 802.11e call capacity saturates at a maximum of 4 voice calls in the case of 802.11b 11Mbps links. SDA can accommodate 4 voice calls at $\chi = 1$ (as in the case of 802.11e), 3 voice calls at $\chi = 2$ and 2 voice calls at $\chi = 3$ concurrently. This effectively means that we have increased the capacity to 9 voice calls by being aware of the social distance associated with the voice calls.

This also means that the achievable network utility for VoIP calls (sum of MOS of all calls) is always greater in the distance-aware algorithm than that of 802.11e. This can be seen in Figure 4.3b which plots the total utility for the Second Life trace that we are using. The variability is due to the instantaneous mix of calls with different $\chi$ competing for the resources.

### 4.4 Summary

In this chapter, we looked at social distance aware resource allocation for the case of voice calls competing for resources in an IEEE 802.11e QBSS. We defined the social distance aware utility function for voice calls by imposing utility bounds on flows based on the social distance. Since the utility of voice flows is measured in terms of mean opinion score, imposing such utility bounds is eventually subjective and can be interpreted to mean that for a high social distance call (low priority), good call quality can be taken to be the best and so forth.

We formulated the theoretical utility maximization problem for voice calls in a wireless network. By using the social distance aware utility function, this same problem becomes the social distance aware resource allocation problem. The original problem is the model for IEEE 802.11e QBSS. We solve both these optimization problems (after necessary transformation of the problem to decouple it), and compare the achieved network utility for IEEE 802.11e and SDA. Our results show that SDA outperforms standard IEEE 802.11e for every case considered. We also present simulation results for IEEE 802.11e and SDA for the case of voice calls competing for resources with best effort traffic. Our results show that SDA outperforms IEEE 802.11e in terms of achieved network utility by accommodating more voice calls for the same resources.
Chapter 5

Resource Allocation for Voice and Video Flows

According to the IEEE 802.11e QBSS standard, voice traffic is always considered high priority compared to video flows. This means that in scenarios where traffic is approaching system capacity, voice flows can effectively starve video flows out of resources. Differentiating solely based on the traffic type (prioritizing real-time over non real-time, voice over video), the network provides preferential access to flows which actually may be low priority when viewed along the social distance dimension. Allocating resources using SDA enables differentiation of flows based on their social distance (for the case of real-time flows) rather than solely based on traffic type.

In this chapter, we present simulation results comparing performance of IEEE 802.11e and SDA when a mix of voice and video calls are competing for network resources in the presence of best-effort HTTP traffic. The utility function for video flows does not have a closed form equation, and thus we do not present theoretical comparisons for the case of voice and video traffic competing for resources. Our simulation results show that SDA, while allocating resources according to social distance, does not unfairly allocate resources solely based on the traffic type when network resources are scarce. Under SDA, the aggregate network utility as well as the saturation capacity are higher than that of standard IEEE 802.11e.

5.1 Using Social Distance for Voice and Video Traffic

The social distance aware utility function for voice was defined in the previous section using maximum and minimum utility bounds on the mean opinion score. This was possible due to the subjective interpretation of received quality by the end user in terms of the mean opinion score. For the case of video traffic, the utility is measured using peak signal to noise ratio (PSNR). The utility of a video flow is also dependent on user perception of received quality, and as such
is a subjective metric. We convert the achieved PSNR for video flows into corresponding mean opinion score values (as in the case of voice calls). On this mean opinion score, we can then define social distance aware utility functions for video using maximum and minimum utility bounds.

We begin with a look at the simulation setup, followed by a detailed discussion of the results for IEEE 802.11e and SDA. In order to further clarify the difference between the two, we present resource allocation patterns of both IEEE 802.11e and SDA for a specific case of voice and video flows competing together for resources.

5.1.1 Simulation Setup

The results in this section are based on simulations done using the IEEE 802.11e model in ns-2. The network topology used for the simulations is shown in Figure 5.1a. The distance from any station to the AP is 100m, and the transmission range of each station is 250m. All the nodes (and the AP) are using the IEEE 802.11g PHY with a datarate of 54Mbps.

In order to simulate SDA using ns-2, we modify the IEEE 802.11e model to accommodate 8 AC’s as shown in Figure 5.1b. The social distance from our example network (Figure 2.1) is mapped to the AC’s in Figure 5.1b for voice (video) traffic as:

\[
\begin{align*}
\chi^1 & \rightarrow \text{VO (VI)} \\
\chi^2 & \rightarrow \text{VO(2) (VI(2))} \\
\chi^3 & \rightarrow \text{VO(3) (VI(3))}
\end{align*}
\]  

(5.1)

Voice calls are assumed to be using the G.711 [32] codec with a 20ms packetization interval. This is simulated using a CBR traffic generator with a data rate of 64kbps and packet size of 160 bytes. The utility of a voice call is measured using the mean opinion score. This is computed by first determining the R-value of the voice call [33], and then converting it to the mean opinion score [34].

For video flows, we use the Foreman video trace [45] for all simulated video flows. We use the MPEG codec to transform the original YUV for transmission. The utility of a video flow is computed using the PSNR (peak signal to noise ratio) metric. PSNR is computed on the received, and decoded video flow as compared to the original YUV. We map the PSNR to a mean opinion score, so that we have a consistent measure to compute the total network utility. It also facilitates the use of utility bounds for video, as in the case of voice (4.1). We use the following mapping between PSNR and mean opinion score:
Figure 5.1: The network topology used for simulation is shown in 5.1a. Nodes are placed around a circle of radius 100m with the AP at the centre. Transmission range of all the nodes is set to 250m. 5.1b shows the modification of IEEE 802.11e AC’s to include social distance aware traffic AC’s. The corresponding AC parameters are also listed.

\[
\begin{align*}
37 \leq \text{PSNR} < 40 & \implies \text{MOS} = 5 \\
31 \leq \text{PSNR} < 37 & \implies \text{MOS} = 4 \\
25 \leq \text{PSNR} < 31 & \implies \text{MOS} = 3 \\
20 \leq \text{PSNR} < 25 & \implies \text{MOS} = 2 \\
\text{PSNR} < 20 & \implies \text{MOS} = 1
\end{align*}
\] (5.2)

We use PackMime [43] to simulate the best effort HTTP flows. Three PackMime streams are initialized in the network at the Best Effort AC. The average connection rate for each stream is set to 1.5, which is the rate at which new HTTP connections arrive every second. In order to measure the utility of the HTTP flows, we use the logarithmic function, \(\log(x_s)\), where \(x_s\) is the datarate achieved by the best effort flow \(s\).

The distribution of the social distance for voice (video) flows is given by Equation 4.10. The total network utility is computed as the sum of the utilities of voice, video and best effort traffic achieved during a simulation run.
Table 5.1: IEEE 802.11e vs SDA performance comparison for a traffic mix consisting of both voice and video flows.

<table>
<thead>
<tr>
<th>NV,NVI</th>
<th>IEEE 802.11e</th>
<th></th>
<th>SDA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Voice</td>
<td>Video</td>
<td>Best Effort</td>
</tr>
<tr>
<td></td>
<td>$\sum$ MOS</td>
<td># Calls</td>
<td>$\sum$ MOS</td>
</tr>
<tr>
<td>1,2</td>
<td>4.11642</td>
<td>1</td>
<td>7.84155</td>
</tr>
<tr>
<td>2,4</td>
<td>8.21285</td>
<td>2</td>
<td>15.6706</td>
</tr>
<tr>
<td>3,6</td>
<td>12.2881</td>
<td>3</td>
<td>23.4463</td>
</tr>
<tr>
<td>4,8</td>
<td>16.3526</td>
<td>4</td>
<td>30.8995</td>
</tr>
<tr>
<td>5,10</td>
<td>20.3642</td>
<td>5</td>
<td>7.84155</td>
</tr>
<tr>
<td>6,12</td>
<td>24.2192</td>
<td>6</td>
<td>1.8381</td>
</tr>
</tbody>
</table>

5.1.2 Voice and Video Traffic Performance

The IEEE 802.11e standard prioritizes voice traffic over video by specifying a smaller contention window size for voice (Figure 5.1b). This means that video traffic gets blocked before voice when total traffic in the system approaches capacity. Through the mapping of social distance to wireless MAC AC’s (5.1), SDA prioritizes real-time traffic first by the social distance, and then by traffic type. Hence, high priority (low social distance) flows of both voice and video traffic will have access to the channel when total traffic approaches capacity. We look at three cases of the traffic mix (of voice and video calls) to demonstrate the difference between IEEE 802.11e and SDA. In the following discussion NV denotes the number of voice calls, and NVI the number of video flows.

NV=NVI

Equal number of voice calls and video flows make up the real-time traffic in this case. Figure 5.2a shows the simulation results for this scenario. The x-axis shows the number of competing real-time flows in the network. The y-axis shows the number of voice and video flows accepted for both standard IEEE 802.11e and SDA.

For low traffic intensity (as compared to the system capacity), we see that both IEEE 802.11e and SDA perform identically. As the traffic intensity approaches capacity, SDA allocates resources (among voice and video flows) according to social distance rather than traffic type.
Figure 5.2: Network Performance for a mix of voice and video calls competing for the shared channel. Results for NV=NVI, NV=2NVI and 2NV=NVI are shown in Figure 5.2a, Figure 5.2b, Figure 5.3a respectively. SDA performs better during saturation traffic conditions as compared to IEEE 802.11e.

As the number of calls exceeds 12, in the case of IEEE 802.11e we see that voice call traffic begins to overwhelm video flows. The worst case is when absolutely no video flows are able to access the network for the case of 18 (9 voice calls, 9 video flows) flows in the system. However, SDA still prioritizes by social distance, hence both voice and video flows in $\chi^1$ are able to access the network. In SDA, the peak capacity of the system is reduced by one call, but the ratio of flows accessing the system is always closer to the incoming traffic profile (1:1) as compared to IEEE 802.11e. Also, SDA achieves resource distribution closer to the real-world priority of flows than IEEE 802.11e for traffic at system capacity.

The peak capacity of the system is reduced by one call in SDA due to the AC design. The call in VO(3) fails to meet the delay requirement and the mean opinion score falls below acceptable levels. In standard 802.11e however, this call is placed at VO and hence achieves desired quality. This can be alleviated by a different AC design than the one we have chosen here.

**NV=2NVI**

Figure 5.2b shows the simulation results for the scenario when the number of voice calls are twice the number of video flows in the system. The IEEE 802.11e MAC again prioritizes voice calls over video flows, with absolutely no video flows admitted when there are 18 flows in the system. SDA maintains the ratio of calls accepted close to the incoming traffic profile (2:1).
This is due to the allocation of resources by social distance rather than traffic type. Even at 18 calls, SDA accommodates 3 video calls as against none in the case of IEEE 802.11e. When the system is operating at capacity, both voice and video flows in $\chi^1$ are allocated resources before voice (video) flows in $\chi^2$ and so on.

2NV=NVI

The simulation results for the scenario where the number of video flows are twice the number of voice calls are shown in Figure 5.3a. When video calls outnumber voice calls by a 2:1 ratio, we can clearly see the unfairness of IEEE 802.11e in allocating resources. As the traffic approaches system capacity, voice calls can still starve the video flows out of resources. For calls exceeding 12 (4 voice calls) in the system, IEEE 802.11e barely accommodates any video flows at acceptable quality. SDA is able to serve both voice and video for every case, and it does not starve the voice flows in the process. All voice and video flows in $\chi^1$ are allocated resources for every data point in the graph. SDA prioritizes flows by their social distance ($\chi^1$ over $\chi^2$), and then by the traffic type (VO,AC over VI,AC).

5.1.3 Discussion of Detailed Results

The detailed results for the scenario 2NV=NVI are shown in Table 5.1. For each scenario, we show the number of competing voice and video flows (NV,NVI), along with the number of them accepted into the system (# Calls, # Flows). For both voice and video traffic, we tabulate the aggregated mean opinion score for all the accepted flows. We compute the aggregate utility for best-effort HTTP flows too, followed by computation of the total network utility - which is the sum of utilities of voice, video and best-effort traffic.

As we can see from Table 5.1, IEEE 802.11e allocates all requested resources to voice flows first, followed by allocation to video flows, and the leftover capacity is used up by the best-effort traffic. As the number of voice calls increase, the total voice utility increases at the expense of video and best-effort traffic. IEEE 802.11e starts dropping video flows from 15 flows onwards, even though there are actually 10 video flows competing with 5 voice calls for resources. The packet loss ratio for video flows is too high, and almost none of the video flows achieve acceptable mean opinion score values.

SDA, on the other hand, allocates resources by the social distance. Therefore, with both voice calls and video flows competing for resources, all flows in $\chi^1$ are allocated resources first, followed by flows in $\chi^2$ and so on. The best-effort traffic uses up any leftover capacity. We see that beyond 12 flows in the system, video flows are still able to access the channel and achieve acceptable mean opinion scores. This happens at the expense of lower priority voice calls. We see that for high traffic intensities, voice flows in $\chi^2$ do not achieve acceptable mean opinion
Figure 5.3: Specific resource allocation patterns for 5.3a are shown in 5.3b for IEEE 802.11e, and in 5.3c for SDA. White cells represent resources were allocated, black cells represent no resources were allocated, and grey cells represent no resources were requested. It can be seen that IEEE 802.11e allocates all requested resources to voice while starving video flows beyond 8 flows. SDA allocates resources to both voice and video flows in χ^1 before allocating resources to voice and video flows in χ^2 and so on.

score values. This happens due to the AC design in Figure 5.1b. Both voice calls and video flows in χ^2 are assigned to the same AC, and hence compete for the same resources. Eventually, even video flows in χ^2 cannot meet the quality requirements, but every flow (both voice and video) in χ^1 has access to the channel for every case shown in Table 5.1.

The total network utility achieved is higher in SDA for saturation traffic conditions as compared to IEEE 802.11e. We see that the peak utility (for a total of 12 flows) is higher for IEEE 802.11e, but it drops drastically with any increase in the number of voice/video flows. In case of SDA, the reduction in total utility is limited, and the total network utility achieved is always higher than IEEE 802.11e during saturation traffic conditions.

5.1.4 Resource Allocation Patterns

In order to further clarify the difference between IEEE 802.11e and SDA, we present a comparison of their resource allocation patterns for the scenario in Figure 5.3a. The resource allocation patterns are shown in Figure 5.3b and Figure 5.3c. In the patterns shown, we have one row of cells (rectangles) for each case (number of competing calls) in Figure 5.3a. The cells for voice and video flows are segregated, with the separator in the middle delineating the voice calls in the lower half from the video flows.

Each row is made up of 6 cells, with the first three cells representing flows in χ^1, the next
two in $\chi^2$ and the last cell represents flows in $\chi^3$. A white cell signifies that resources were allocated to the flows, a black cell signifies no resources were allocated, and a grey cell signifies there were no flows in that social distance class requesting resources.

Figure 5.3b shows the allocation through IEEE 802.11e for the scenario of 2NV=NVI. We see that the voice calls get all the requested resources for every scenario (1-6 calls). For the video flows, IEEE 802.11e is able to service up to 8 flows. For the case of 10 and 12 video flows, almost no resources are allocated to any video flow irrespective of the social distance. This would be an unfair allocation if the video flows were at a higher social distance than some of the voice flows in the system.

Figure 5.3c shows the allocation pattern for SDA for the same scenario. We see that video (and voice) flows in $\chi^1$ are allocated resources for all cases (2-12 video flows, 1-6 voice calls). Video flows in $\chi^2$ gain at the expense of voice calls in $\chi^2$ because both of these share the same AC. Overall, there is a much more fairer allocation of resources across voice and video flows for all the cases considered. SDA allocates resources primarily along the dimension of social distance (horizontal in Figure 5.3b and Figure 5.3c) rather than along the traffic type (vertical in Figure 5.3b and Figure 5.3c).

5.2 Social Distance and Fairness

Social distance, as we have defined it, is always at the background of most real-time communication flows on the network. Resource allocation algorithms can benefit by being aware of the usually implicit social distance, and incorporate it into the microscopic flow-level decisions. Such a differentiation is bound to affect the degree of fairness (of the network) towards the flows accessing the network. However, when viewed along the social distance dimension, an equal allocation of resources during saturation traffic conditions would be considered as unfair. This is because all the flows lose resources equally, when some of the flows were at lower priority than the others.

This is true especially in the case of a wireless network due to the shared wireless channel. As shown in our theoretical as well as simulation results, equal distribution of resources results in unfair treatment of higher priority flows. This also results in a lowered total network utility at saturation traffic conditions. In such a scenario, fairness should indeed be measured by how differently the various priority flows are treated by the network. As we can see from our results, SDA performs much better than IEEE 802.11e in terms of service differentiation for higher priority flows. It also achieves a higher total network utility as compared to standard IEEE 802.11e.
5.3 Summary

Social distance can be used to measure the relative priority of a flow regardless of the traffic type. The corresponding social distance aware utility optimization problem (SDA) does not necessitate any change to the solution algorithm itself. However, in terms of implementation, more access categories may be needed to incorporate flows classified by social distance as well as by the traffic type. In a given QBSS, SDA allocates resources based on the social distance, as compared to IEEE 802.11e which allocates resources based on the traffic type. When the QBSS is functioning at capacity, both SDA and IEEE 802.11e block flows. Neither algorithm can attain the peak capacity in such a scenario, mainly due to the broadcast channel coupled with the backoff mechanism. The difference between SDA and IEEE 802.11e is regarding the choice of flows which are accepted into the QBSS. In the case of 802.11e, all traffic other than voice is eventually blocked from accessing the channel. This is due to the AC design which prioritizes voice traffic over everything else. SDA services all flows in $\chi^1$ before allocating resources to flows in $\chi^2$ and so on. Both voice and video flows in $\chi^1$ are treated as high priority when compared to voice and video flows in $\chi^2$. Since the measured social distance represents the perceived real-world priority of the flow, high priority flows will always have access to the channel, irrespective of the traffic type.
Chapter 6

Social Distance Aware Content Distribution

The communication flows on the network can be broadly classified into two categories: end users communicating with each other using real-time flows (voice, video) and end users requesting content (text, video) hosted on the network. In the previous chapters we saw how to exploit the social graph structure in order to prioritize competing real-time flows between users. In this chapter, we will look at the problem of exploiting social graph structure of content in order to improve end user experience of the network. We specifically look at video content with inter-relationships (e.g., Youtube), which can also be categorized as multimedia content delivered over HTTP. The reason for this is that video content is invariant and thus a candidate for caching/distribution for faster access. In effect, content is being brought closer to the end user so as to improve the transfer times without changing anything in the user’s access network.

The performance of such a caching system will depend on identifying the videos which should be cached and the appropriate duration of caching. We look at both of these questions from a social network perspective. Videos are inter-related through explicit relationships (related videos) which also determine, to an extent, the future access patterns of end users. To determine social distance between individual videos, we use the popularity of videos (number of views) as a measure of social distance. Specifically, we use the reciprocal of popularity as the edge weight for the relationship between two videos.

We propose that the decision to cache a video should be based on the combined popularity of the individual as well as related videos rather than simply based on individual popularity of a video. We identify timescales at which the inter-relationships between the videos can change through a longitudinal data set. Using the concepts of centrality of nodes, we rank the set of videos in the data set according to their perceived importance. In doing so, we compare three centrality techniques - degree, closeness and betweenness. We evaluate how these centralities
affect the performance of a cache. We show that “Closeness” centrality performs better than
the other two in most cases. It performs at least as well as the other two in all cases. Finally,
we show that a distributed cache mechanism employing the centrality method to rank videos
can reduce the load on the network significantly for even moderate content cache sizes.

6.1 Motivation

A recent study [46] of traffic characteristics of the Internet found that HTTP dominates the
traffic share accounting for 68% of the trace. Of this, around 34% traffic was found to be
multimedia. With so much of the traffic on the Internet determined by HTTP-based multimedia,
there exists a realistic possibility for caching videos, such as those from Youtube, to reduce traffic
flows.

There have been several recent studies focusing on the characteristics of Youtube-like mul-
timedia content. This includes video popularity analysis [22], usage patterns at the local level
[23], category specific content request analysis etc. Popularity analysis of videos is done to
analyze whether they follow the popular Zipf distribution similar to traditional web traffic. In
particular [24] states that media access patterns on the Internet follow a stretched exponential
distribution rather than a Zipf like distribution. In [22], the popularity analysis restricted to
Youtube videos reveals that the distribution has a Zipf waist with a truncated tail similar to
an exponential cutoff.

Our focus is on the design of a distributed cache, similar in principle to a Content Distri-
bution Network (CDN) or a P2P distribution system. The objective is to select some of the
most “valuable” videos and bring them closer to the clients requesting them so that redundant
load on the network is reduced. We believe that the vast majority of such caching decisions
will happen at head of the popularity curve as this is the region where the most popular videos
(of the millions of videos of the data set) are present. Hence the Zipf properties should hold
in the case of selecting videos for a content cache, since all these decisions happen where the
popularity curve for media files follows Zipf behavior.

The design of a cache for local Youtube usage was studied in [50]. They infer that the local
Youtube usage has no correlation with global popularity of videos. The decisions of caching
were based mainly on the local popularity of individual videos. In this work, we are focused
on the caching of videos at the global level. The emphasis here is to include the relationships
between videos as a prime indicator of their value for caching. These relationships play an
important part in determining end user access patterns. There is an inherent social structure
between the videos and we believe that this should be included when making decisions related
to content distribution and caching.

Our methodology is as follows. We first collect information on some of the globally popular
Youtube videos. Through this we can construct a network graph of the relationships between the videos themselves. We then apply social network analysis techniques to the resulting graph in order to identify the value of a video as compared to the others. Based on the ranking obtained, we then proceed to evaluate the performance of a caching mechanism selecting videos according to their ranks. In the process we compare three techniques of measuring the value of a video, and point out the suitability (or not) of each of the three techniques.

6.2 Data Collection

Youtube provides the Data API [51] which can be used to incorporate a lot of its functionalities in stand-alone applications. The use of the Data API is simplified through available library implementations in a number of programming languages (Java, Python etc). We used the Python based interface to implement our data collection application. We can collect information on several parameters for a given video entry using the API calls. Specifically we retrieve information about the number of views, average rating, number of raters and related videos for every candidate video entry. We collect information about the upload date and duration for every candidate video once separately since these are invariant. The candidate videos themselves are videos that belong to either of the following two sources: standard video feeds provided by Youtube or traces made publicly available from [47].

Some of the standard video feeds provided by Youtube are the “Top Rated” videos, “Most recent” or “Most viewed” videos among others. A complete list can be found at the website [51]. We use all the three feeds mentioned above as candidate sources. An API call querying one of the feeds, say Top Rated videos, returns a list of 25 videos in that feed. We compile a list of the related videos for two levels of depth for every video entry returned. For example, suppose candidateA is a video entry in the list of 25 videos returned. We find the set of related videos for candidateA, say \{related1, related2,\ldots\}. We then find the related videos for related1, related2, etc. The complete list of all these videos along with their parameter information forms the output of a single data collection run. Each such run gives us information about more than 16,000 videos.

We use the “Science and Technology” category trace from [47] made available publicly at [25]. This trace contains information for more than 250,000 videos from this category. This information is more comprehensive than our traces for the standard feeds. We use this trace as a cross check, since this data has not been collected primarily for the relationships. The results that we obtain from this trace will serve as further proof in favor of our claim that the inter-relationships do play a role in determining the value of a video.
Figure 6.1: Structurally Figure 6.1b has more impact on design and performance decisions than Figure 6.1a, but both have the same ex-or counts. Variations in the inter-relationships are plotted against time for Top Rated (Figure 6.1c), Most Viewed (Figure 6.1d) and Most Recent (Figure 6.1e) videos.

6.3 Timescales

Here, we try to gain an understanding of the time scale at which the structure of the videos’ inter-relationship changes significantly. This will be useful in identifying suitability for caching of a given source, as well as timescales at which the content cache will need to be updated. We conducted multiple data collection runs for each of the standard feeds for consecutive hours in a day. We did this for a total of 5 hours. We also gathered data on different days for 5 consecutive days. Through the Data API we can also collect information for the previous week, previous month and the previous year for the standard feeds. This gives us the longitudinal data set necessary to study the timescales for standard feeds.

As the reader might have realized, the output of a single data collection run is actually a graph. Our analysis is mainly looking at the difference between the graphs of the outputs. To
study the difference between any two graphs $G_1$ and $G_2$, we compute the Exclusive-OR of $G_1$ and $G_2$. Specifically,

$$G_1 \oplus G_2 = (V_1 \cup V_2, E_1 \oplus E_2)$$

This operation will result in a graph with zero or more connected components.

To quantify the difference between the two graphs, we compute the sum of the orders of all connected components. The order is given by the cardinality of the vertex set. This is just one of the ways of measuring the difference between the two graphs. It is simplistic in that the same numerical value is returned for the two very different results in Figure 6.1a and Figure 6.1b. The implication of these two structures will be vastly different for detailed design decisions. However, we think this measure is sufficiently detailed for our purposes of determining timescales of variations and suitability for caching.

We compute the graphical exclusive-or's of the longitudinal data that we gathered for the standard feeds and the results are shown in Figure 6.1. Figure 6.1c shows the variations across the hours for the Top Rated videos feed. The important feature of this set of captured data is that the structure changes significantly at the 5-hour mark. Note how the sum of connected components remains small when the first four hours of data are being compared with each other. However, the last data set has significant difference with all of the remaining four. This means that periodic cache updation may be necessary for this category of videos.

The variations for the Most Viewed videos feed, shown in Figure 6.1d, remain almost constant for the 5 hour period. However, the average is higher than that of the Top Rated feed. This points to the content cache size and its importance in the case of videos belonging to this category.

The Most Recent videos feed (Figure 6.1e) shows the largest variations of all the three. Intuitively, this should be the case for the first set of 25 videos. However, we expected the two levels of related videos to have something in common. This feed was selected since new videos are considered to be the ones visited the most. As we can see from the graph, this feed is not suitable for caching even on an hourly time scale.

### 6.4 Centrality

The most important decision in Youtube-like media content caching is the selection of videos to cache. In classical cache design, the concept of locality of reference says that the very fact of a variable being referenced is enough to place it in the cache. In case of multimedia content which is socially inter-related, there are additional parameters (popularity, ranking) associated with every video which make them different from each other. The process of deciding which
video to cache has to take these parameters into account. We think that in addition to the parameters, the structure (related videos) also has to be considered when designing content caches or deciding on content distribution throughout the network.

We need a method of mathematically quantifying the position/value of a node in a network. The metrics for this have been proposed in Social Network Analysis (SNA) techniques. We use one such important concept from SNA and try to analyze how beneficial the structure (taken in combination with the parameters) will be in arriving at a content caching decision.

The importance of a node in a social network graph is determined in terms of its centrality. Several methods have been proposed to measure the centrality of a node. We will use and compare three different methods to rank the nodes of the graph by their centrality, namely, degree, closeness and betweenness.

### 6.4.1 Degree Centrality

As the name suggests, the degree of a node determines the rank of the node in this definition of centrality. In case of a directed graph it is the out degree of the node. For the case of the standard feeds, the degree of every node is almost always constant at 25 because of the way we have collected the data. Thus, for the standard feeds, degree centrality will place most videos at the same rank.

### 6.4.2 Closeness Centrality

The closeness centrality of a node is a measure of how quickly one can reach all the connected nodes. The edge weights determine the cost of traversing a link to an adjacent node. We set the weight of an edge as follows:

\[
\text{weight}_{(v_1 \rightarrow v_2)} = \frac{1}{\text{views}_{v_2}}
\]

where \(\text{views}_{v_2}\) is the number of views recorded for the video \(v_2\). The closeness centrality is computed using the following formula [10]:

\[
C_C(v_i) = \frac{N - 1}{\sum_{j=1}^{N} w(v_i, v_j)} \tag{6.1}
\]

where \(N\) is the number of reachable nodes from \(v_i\) and \(w(v_i, v_j)\) is the weight of the shortest path from \(v_i\) to \(v_j\). The nodes which are related to videos with the highest views will be ranked higher according to this measure.
Figure 6.2: Comparison of the three centrality methods for the Top Rated videos feed. Betweenness centrality saturates earlier than the other two, it also performs poorly at choosing the best videos as compared to closeness centrality. Also, at small content cache sizes, closeness centrality performs exceptionally well than the other two.

6.4.3 Betweenness Centrality

Betweenness centrality is defined to be a measure of how involved a node is in the shortest paths in the network. Specifically, for a given node, betweenness centrality is the count of the number of shortest/geodesic paths which traverse through the node. If \( P_{ij} \) is the number of geodesic paths from \( i \) to \( j \), and \( P_{ikj} \) of these pass through the node \( k \), then the betweenness centrality of node \( k \) is given by:

\[
\sum_{i} \sum_{j} \frac{P_{ikj}}{P_{ij}}, \quad i \neq j \neq k
\] (6.2)

These are three different ways of measuring the value of a node. We now compare these three centrality schemes based on which of them performs the best at identifying the most valuable videos.

6.5 Performance Analysis

In order to evaluate how the different measures of centrality affect the content cache performance, we rank the nodes according to their centrality (degree, closeness or betweenness). The
content cache chooses videos according to their rank and limited by the cache size measured in number of videos. From the longitudinal data that we have collected, we construct a working set of the future accesses for all the videos in the data set. We can now measure the number of hits, and also compare the three centrality techniques to see which of them can better identify the most valuable videos.

6.5.1 Standard Feeds

The performance of the cache for Top Rated standard feed can be seen in Figure 6.2. From Figure 6.2 we can see the number of hits in the content cache for all the three centrality schemes, and for varying cache sizes. There are several interesting things to note here. Firstly, for small content cache sizes, from 10 and up to 200 videos, Closeness centrality far outperforms the other two. The ranking according to Closeness identifies the set of valuable videos better than the other two. Note also that at large content cache sizes degree centrality catches up with closeness. Degree centrality performs worse at small sizes because of the fact that many nodes have the same degree, thereby all of them being flat ranked into a single category. In our results we see that every node has a unique Closeness centrality measure.

Betweenness centrality in Figure 6.2 tends to saturate earlier than the other two techniques. It cannot achieve the maximums that Closeness centrality is able to achieve. This may be due to the fact that these results are for the Top Rated Videos standard feed. Because of the way we are collecting the data, it is not a complete snapshot of the Youtube video graph, but rather a snapshot of a subgraph. Betweenness may work better if the entire graph information is available. We go into more detail to see why the difference between the Closeness and Betweenness centralities exists.

Figure 6.3a and Figure 6.3b show how Closeness and Betweenness make their video choices for a content cache size of 5000 videos. The working set (set of videos accessed) contains \( \sim 1600 \) videos. The figures show us how well the two centrality techniques can select the most accessed videos. Each square in the figure represents 1% of the videos accessed (\( \sim 16 \)). Furthermore, some videos of the working set get more views than the others. The bottom-left square in both these graphs represents the top 1% of the views. We move left-to-right and bottom-to-top, and the videos with the least 1% of views are grouped together at the top-right square. Gray and Black squares mean less videos were chosen from this group. As we can see, Closeness centrality does a much better job overall of choosing videos. Betweenness performs poorly in almost every group. Note that this is for the Top Rated Videos standard feed.
Figure 6.3: Figure 6.3a shows the number of hits for cached videos ranked by closeness centrality. Each cell (square) represents 16 videos, with the lower-left cell representing the most viewed and the upper-right representing the least viewed videos. Figure 6.3b shows that betweenness centrality performs poorly in choosing the right videos, since the number of hits is low across the board.

6.5.2 Science and Technology Category Trace

The plot for the number of hits in this category is shown in Figure 6.4a. This is a much more detailed trace than the standard feeds and has more of the complete graph information. We see that Betweenness centrality does not tend to saturate in this case though it still does not perform as well as Closeness. At low content cache sizes, Closeness centrality still trumps both Degree and Betweenness. Hence we infer that Closeness centrality is the best of the three in identifying the most valuable videos.

6.5.3 Number of videos served

With a content cache size of 2500 videos, we can see from Figure 6.2 that more than 2 million requests for the Top Rated videos could be served from the content cache. For the Science and Technology trace the average number of hits for video requests in the content cache is around 100,000. In the absence of a content cache all these requests will be directed to the content servers.
Figure 6.4: The performance of cache for Science and Technology trace is shown in Figure 6.4a. Figure 6.4b shows a proposed L2 distributed content cache.

6.6 Proposed L2 Distributed Content Cache

An actual implementation of a second level distributed content cache may look as shown in Figure 6.4b. This is modeled on the structured P2P distributed hash-table based system [52]. The L2 content cache has a total of $N$ servers with each server uniquely labeled. Addition of new servers is thus very simple in this case. The overlay network for the L2 servers is assumed to be a fully connected graph.

The location of the videos in the distributed cache is deterministic. Given a total of $M$ videos, each server will hold an equal fraction of the videos $\frac{M}{N}$. A video with rank $k$ according to the centrality scheme will be cached at the server $\lfloor \frac{kN}{M} \rfloor + 1$. Such a fixed video distribution scheme ensures a $O(1)$ lookup time in the content cache.

The centrality list may be computed from the global views of the multimedia data source. It can also be based on the local viewing patterns of an organization or autonomous system. In fact, there may be two concurrent lists for both the global and local viewing patterns, and the content cache can be shared equally between these two lists of videos. Our results are applicable for the global viewing patterns of Youtube-like videos. But we emphasize that the proposed L2 content cache is only dependent on the centrality based rank list, and not on the source of this rank information.
6.7 Summary

Social inter-relationships between content can predict the future access patterns of users. We look at the social graph of videos, which are invariant and hence suitable for caching, to determine feasibility of bringing content closer to the user. We also proposed a methodology to study the timescales for changes in inter-relationships of Youtube-like videos in general.

The social distance between content items is chosen to be inversely dependent on the popularity of the video. Thus, a highly popular video will have a low cost from its neighboring (related) videos. Using the resulting social network structure, we perform centrality analysis to determine the most important videos in the social graph. We used three different centrality methods to quantify the value of a video and compared their performance over different data sets. We conclude that Closeness centrality performs close to the best of the three at all content cache sizes in both the scenarios. Hence it is the best measure to use for ranking videos. We believe this can be used in improving the design and performance of distributed caching solutions, content distribution systems. We provide one possible design of an actual L2 distributed content cache based on the centrality scheme of ranking.
Chapter 7

Experimental Data Trace Collection for SDA

Implementation of SDA in a real-world scenario requires identification of the underlying social network, along with the perceived social distances. We create this scenario for our campus using specific applications written for mobile phones, and use these applications to capture data traces regarding user interactions and experience (QoS). In addition to capturing the flow level interactions between users, we also log information about their physical locations in the building. We achieve this by implementing our own WiFi-based localization algorithm which can place users inside the building in the absence of GPS. Users are involved in group activities using static itineraries communicated through a Longbow server to the client applications. We monitor statistics of usage such as end-to-end delay, packet loss, data transferred and so on, and log all this information. This can be used to construct a social distance aware utility function for our mobile phone application. If the access point can be made aware of the social structure, it can differentiate between competing flows depending on the social distance as well as the traffic type.

7.1 WiFi Localization

Physical location of users can influence their communication patterns, and an explicit knowledge of the location can be used to predict a user’s resource requirements from the network. As a first step, it is necessary to include location information along with the traffic traces to understand if there are any correlations between the two. At the same time, location-dependent applications have been implemented which present a different interface to the end user based on the physical location. For both these cases, it is thus necessary to locate the user accurately.

We consider the case of portable hand-held devices being used by the end users to com-
municate with each other or request content from the network. In such devices, the location of a user can be ascertained through GPS (most mobile phones today are GPS-capable) when they are located outdoors. However, inside a building the phones cannot get a lock on the GPS satellite(s) and thus localization is not possible using GPS indoors. To overcome this, we implement our own wireless signal strength based localization for users situated inside a building.

7.1.1 Generation of the wireless map

The idea of WiFi localization is to create a wireless signal map of the building through off-line measurements and use it for locating end-users during the online phase. Such a localization scheme will only work for buildings which have a wireless local area network installed. The off-line phase involves accumulating measurements taken at a few chosen locations in the building, followed by generation of a finer-grained map using filtering techniques.

We used the actual end-user devices themselves to capture the wireless signal measurements (Figure 7.1). The data which is recorded for each chosen location consists of tuples, where each tuple is made up of a MAC address (of a wireless access point) and the corresponding received signal strength (RSSI). The RSSI is usually expressed in dbM, but there is no standard way of measuring RSSI in the IEEE standard. Thus, each device implements its own version of
computing RSSI. This is the reason why we used the target end-user devices to take the off-line measurements too.

The collected data regarding RSSI signatures for various locations in the building is saved in a database. The signal strength fingerprint of a location is associated with the corresponding location co-ordinates, which are expressed in (Latitude, Longitude) format. To achieve this with the target end-user devices, we implemented a stand-alone application for the device which presents the user with overlays for each floor of the building. When the user taps on any location on the floor overlay, the application converts the screen co-ordinates to (Latitude, Longitude) format. This is done using an affine transform, which is determined by performing linear regression fitting for a few landmarks in the building (correlating screen co-ordinates for these landmarks with their corresponding latitude,longitude values). Following this, the application measures the wireless signal strength information and relays the combined (Location,RSSI) information to our location server.

The procedure to capture RSSI-signatures is repeated at several locations in the building (multiple points on each floor, one point for each room and so on). All of this information is stored in a database. The localization algorithm accesses this database to determine location of an end-user device during the online phase of WiFi localization.

7.1.2 Localization of a user

When a device requests for positioning information, it sends to our location-server the RSSI-signature for its current physical location. The server (implemented in Python) then accesses the database to determine the closest match to the received signal strength signature from among the measurements which are present in the database. The closest match is implemented as a range matching algorithm, with all tuples matching within a given range (of the measured RSSI) being identified as possible candidates for the location of the end-user.

Upon identifying candidate physical locations in the building, we then evaluate a majority function on the candidates to determine the candidate location with the highest probability (of the mobile device being there). This location is returned to the client device, which then displays it on the user interface. This process is repeated every 5 seconds for each device. The most recent location of a user is saved at the location server, and can be provided to relationship peers of this user when they request for it.

With the location of an end-user determined inside the building, we now implement phone-based applications which augment this functionality with group activities or scenarios involving group communication over the network. This is done in order to demonstrate the feasibility of social distance aware resource allocation when communication patterns explicitly involve group communication over the network.
7.2 Client Applications

We designed two separate client applications for different end-user devices (iPhone and Android). The objectives of both these applications was to provide the end-user with a way to declare the social relationships and the corresponding relationship weights. Since the client applications augment WiFi localization, the ability to locate a user is already in-built. The applications provide capabilities to display locations of all relationship peers within the building.

Following the identification of social groups and relationships by the end user, the client application has the capability to instantiate group activities between related users. The activities may involve actions like going to a given location in the building, answering questions regarding that location, taking pictures of landmarks at the location and so on. While the users are doing all of this through the wireless network, our client application logs information about the current state of the social network, the achieved network performance for the group activity (QoS) etc.

The activities are statically coded and stored in XML format on a Longbow server. The reason for doing this is that, eventually, the Longbow server may be used to deliver adaptable itineraries. The activity changes dynamically based on the choices that the end-users make. This can be achieved through Longbow, but for our work, we implement static itineraries stored on the Longbow server.

Another key feature of the client applications is the ability to display paths between different
locations in the building. This is implemented using the PathFinder module, which takes a
weighted geographical graph of the building as input along with source and destination points,
and generates a shortest path route to get to the destination from the source location. The
weighted graph of geographical points in the building was generated off-line for each floor of
the building.

A sequence of events for the Android application can be seen in Figure 7.2.
Chapter 8

Conclusion

The flows initiated by end users over the network can be broadly classified as either being a real-time communication between two end-users, or a request for transfer of content hosted on the network. In both cases, the mode of communication (voice, video, text) determines a desired service differentiation for this flow with respect to other competing flows. The desired level of service is expressed in terms of quality of service (QoS) requirements from the network. However, the quality of service (QoS) differentiation in networks has been traditionally designed to be attending to only the traffic type of the requesting flow. Since the individuals communicating over the network are human end users, there is an underlying social context which drives the communication requests. When the network is agnostic to this important attribute of end-user communication, it forgoes the ability to provide a finer distinction between the quality of service delivered to competing flows.

We propose a way to measure the social context associated with communication flows using the concept of social distance. The end users of a shared communication network identify their relationship peers in the wider social network. They also provide a measure of how important the relationship is to them, when compared to all of their other relationships. This is the social distance, as chosen by the end user based on the importance of a relationship to them personally. Using this, we create a global social-network-wide social distance measure by combining the user’s preference with their overall importance in the wider social network. This is done by measuring the centrality of users in the social network. This was discussed in detail in Chapter 2, where we also gave an example social network for which this process was applied to generate the social distance matrix.

Following the measurement of social distance between users, we need to incorporate it into network resource allocation decisions in order to provide better service differentiation among competing flows. We do this by introducing utility bounds on flows depending on their social distance. Thus, a flow with a higher social distance (lower priority) will have a lower maximum
utility bound than a flow with lower social distance. Through such bounds, the network can
differentiate between flows of the same traffic type, but different social distance. We formulated
the generic social distance aware utility function in Chapter 2, and we also provide an example
for the case of elastic traffic in the network.

In our work, we focus on resource allocation decisions in a wireless network mainly due to
the resource constrained medium which makes resource allocation particularly important, but
also due to the ability to control allocation using discrete parameters at the wireless MAC layer.
In Chapter 4, we discuss social distance aware resource allocation (SDA) for voice flows in a
QoS capable wireless network (IEEE 802.11e QBSS). We show, through theoretical analysis as
well as simulation results, that SDA increases the total network utility achieved for every case
considered when compared to IEEE 802.11e. Following this, in Chapter 5 we consider the case
of both voice and video flows competing for shared resources over an IEEE 802.11e QBSS. Our
simulation results again show that the total network utility is increased by SDA as compared to
standard IEEE 802.11e. This happens because the resource allocation decisions are determined
by looking at the dimension of social distance in the case of SDA, rather than solely based on
the traffic type as in the case of IEEE 802.11e.

Following this, we look at the case of communication flows which involve content transfer
from the network. We propose that relationships between content can be used to determine
the relative importance of individual content within the wider content-space. In the case where
such relationships are explicit, such as social content (Youtube), the social network is already
determined. The weights of the relationship edges are determined in our work by measuring
the popularity of content and maintaining the weights of edges going to popular content (in
the social network) at a lower distance. In Chapter 6, we use centrality measures on such a
social graph for content to determine the most relevant data and cache it using a distributed
caching mechanism. We provide performance results about how many requests for content were
satisfied through the cache for the different centrality measures. We conclude that closeness
centrality is the best measure for determining the most relevant content from analyzing the
social content graph.

Finally, we provide details of some mobile phone applications that we implemented to mea-
sure the effect of social networks and social distance on the resulting communication. The
important components of these applications are the WiFi localization module, the itinerary
generation module and the PathFinder module. Working in tandem, these modules create sce-
narios where a group of users communicate due to certain underlying social context determined
by the itinerary server. We measure the traffic profile generated, the network performance for
duration of the group activity, location information for the users and store all of this information
in a central database.
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