
ABSTRACT

JAYNE, REBECCA LINN. Maximal Dominant Weights of Some Integrable Modules for the
Special Linear Affine Lie Algebras and Their Multiplicities. (Under the direction of Kailash
Misra.)

Kac-Moody algebras were discovered by Victor Kac and Robert Moody in the 1960’s. A par-

ticular class of infinite dimensional Kac-Moody algebras, known as affine Kac-Moody algebras,

have been an important area of study. In particular, mathematicians study the irreducible in-

tegrable highest weight modules of Kac-Moody algebras. A useful tool in studying Kac-Moody

algebras are crystal bases. The notion of a crystal base was introduced by Masaki Kashiwara

and George Lusztig in the study of quantum groups. In crystal base theory, we use combinato-

rial objects to study highest weight modules of Kac-Moody algebras.

In this thesis, we study a particular affine Kac-Moody algebra, ŝl(n), an infinite dimensional

analog of the Lie algebra of traceless n × n matrices. In particular, we consider irreducible

integrable highest weight ŝl(n)-modules. In the weight structure of these modules, the maximal

weights form something of a roof. That is, all other weights occur on strings stemming from

the maximal weights. We determine the maximal dominant weights of certain ŝl(n)-modules.

In addition, we study the multiplicity of particular maximal dominant weights using crystal

base theory. We find a relationship between the multiplicity of these weights and avoiding

permutations.
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Chapter 1

Introduction

Lie algebras were originally discovered by their namesake, Sophus Lie, during the nineteenth

century. Lie was studying symmetries of solutions to differential equations at the time. Since

then, Lie algebras have been studied quite extensively outside of the context of differential

equations.

By the end of the nineteenth century, Wilhelm Killing and Élie Cartan had classified simple

finite dimensional Lie algebras (c.f. [5]). In the 1960’s, Victor Kac [8] and Robert Moody

[18] independently discovered Kac-Moody algebras, generalizing finite dimensional semisimple

Lie algebras. In general, they constructed a Kac-Moody algebra by beginning with an n × n

integer matrix (generalized Cartan matrix) with special properties. They then constructed Kac-

Moody algebras using 3n generators and relations dependent upon the entries of the symmetric

generalized Cartan matrices [10].

Requiring additional restrictions on the Cartan matrix gives an affine Kac-Moody algebra.

These affine Kac-Moody algebras are infinite dimensional and can be constructed using finite

dimensional simple Lie algebras. In this thesis, we will primarily consider ŝl(n), the affine Kac-

Moody algebra constructed from the finite dimensional sl(n), which is the simple Lie algebra

of traceless n× n matrices.

An important area of study is that of integrable highest weight modules of Kac-Moody
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algebras, which were introduced by Kac [9] in the 1970’s. It can be shown that for a dominant

weight Λ and a Kac-Moody algebra g, there is a unique, up to isomorphism, irreducible inte-

grable highest weight module, which we will denote by V (Λ). An area of interest is the weight

structure of these modules. The words “highest weight” in the description of the module are

motivated by the fact that every other weight of the module is less than the highest weight,

Λ, under a particular ordering. Given a weight, we can often consider other weights by adding

or subtracting a null root, δ. There are certain weights, called maximal weights, to which we

can add δ and no longer have a weight. That is to say, these maximal weights form something

like a ceiling over all other weights. In this thesis, we determine the set of maximal dominant

weights for certain ŝl(n) modules.

Another area of interest in the study of integrable highest weight modules is the study of

the dimensions of the weight spaces of V (Λ), known as weight multiplicities. As a tool to

determine these weight multiplicities, we use crystal base theory, which comes from the study

of quantum groups. In the 1980’s, Vladimir Drinfel’d [2] and Michio Jimbo [6] introduced the

notion of a quantum group. We can view quantum groups as neither groups nor Lie algebras,

but as Hopf algebras. Quantum groups are deformations of universal enveloping algebras of

Kac-Moody algebras. For a symmetrizable generalized Cartan matrix, a Kac-Moody algebra g

can be constructed. Associated with g, a quantum group Uq(g), where q is an indeterminate,

can be constructed. A very useful fact is that the representation theory of Uq(g) is parallel to

the representation theory of g [13]. In particular, dimensions of weight spaces remain invariant

under q-deformations.

In the early 1990’s, Masaki Kashiwara [11], [12] and George Lusztig [14] independently

developed crystal base theory. In this theory, we can use combinatorial objects to study the

weight multiplicities of Uq(g)-modules and hence g-modules. Around this same time, Kailash

Misra and Tetsuji Miwa [16] introduced the notion of combinatorial objects known as extended

Young diagrams to give an explicit realization of the crystal basis for level one representations of

Uq(ŝl(n)). Jimbo, Misra, Miwa, and Masato Okado [7] later generalized this theory to arbitrary
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integrable highest weight Uq(ŝl(n))-modules.

In this thesis, we use and build on this work. In Chapter 2, we will review a more detailed

construction of Kac-Moody algebras and quantum groups. Then in Chapter 3, we will dis-

cuss crystal base theory and the combinatorial realization of crystals in the form of extended

Young diagrams. Next, in Chapter 4, we determine the maximal dominant weights of specific

ŝl(n)-modules. Finally, in Chapter 5, we consider the multiplicity of certain maximal domi-

nant weights using crystal base theory. Specifically, we conjecture a relationship between the

multiplicity of these weights and pattern avoiding permutations and provide some evidence to

justify our conjecture.
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Chapter 2

Kac-Moody Algebras and Quantum

Groups

In this chapter, we describe Lie algebras and then focus specifically on a particular class of Lie

algebras known as Kac-Moody algebras. We discuss the construction of Kac-Moody algebras

as well as their representation theory. In addition, we describe quantum groups.

Unless otherwise noted, we will consider our underlying field to be C.

2.1 Lie Algebras

Definition 2.1.1 A Lie algebra g is a vector space over a field C, upon which is defined a

product: [, ] : g× g→ g such that for all x, y, z ∈ g and a, b ∈ C,

1. [ax+ by, z] = a[x, z] + b[y, z] and [x, ay + bz] = a[x, y] + b[x, z] (C-bilinear)

2. [x, x] = 0

3. [x, [y, z]] + [y, [z, x]] + [z, [x, y]] = 0. (Jacobi identity)

Many examples of important finite dimensional Lie algebras are Lie algebras of matrices.

In these Lie algebras, we define the product as the commutator [A,B] = AB −BA via matrix
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multiplication. For example, particularly important are Lie algebras of trace zero n×n matrices.

We will first look at the case of trace zero 2× 2 matrices.

Example 2.1.2 We denote the Lie algebra of 2× 2 traceless matrices over C by sl(2). A basis

of sl(2) is given by:




h =




1 0

0 -1


 , e =




0 1

0 0


 , f =




0 0

1 0








We see that [h, e] = 2e, [h, f ] = −2f, [e, f ] = h.

For general n, we denote the Lie algebra of trace zero n × n matrices over C by sl(n). A

basis of sl(n) is given by: {hi = Eii − Ei+1,i+1, Ejk | 1 ≤ i ≤ n− 1, 1 ≤ j 6= k ≤ n}, where Eij

is an n× n matrix of all zeros except for a one in the i-th row and j-th column. Notice that as

in Example 2.1.2, diagonal elements are denoted with an h, though in the n× n case, we must

index these elements.

Definition 2.1.3 An associative algebra A over C is a ring A which can also be viewed as

a vector space over C, where the underlying addition and 0 element are the same in the ring

and the vector space and a(x · y) = (ax) · y = x · (ay), for all a ∈ C, x, y ∈ A.

The set of all n × n matrices over a field C is an associative algebra. Additionally, if we

consider an associative algebra A over C, we can define a bracket on A such that [x, y] = x·y−y·x

and can now view A as a Lie algebra.

We define a Lie subalgebra to be a subset of a Lie algebra that is itself a Lie algebra. Note

that for sl(n), the set of all diagonal elements is a Lie subalgebra of sl(n). This is a particularly

important subalgebra called the Cartan subalgebra, which we will denote h.

We are also concerned with subspaces of Lie algebras called ideals. A subspace M of a

Lie algebra g is an ideal if [x, y] ∈ M for all x ∈ g, y ∈ M . A Lie algebra is simple if it is

nonabelian and its only ideals are {0} and itself. Another important class of Lie algebras are
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semisimple Lie algebras. To define semisimple, we will consider the derived series of g,

g ⊇ g(1) ⊇ g(2) ⊇ g(3) ⊇ . . . ,

where g(m) = [g(m−1), g(m−1)]. If g(m) = {0} for some m, then g is said to be solvable. A

Lie algebra is semisimple if it has no nonzero solvable ideals. Equivalently, a Lie algebra is

semisimple if it can be written as a direct sum of simple ideals.

As in the study of groups and rings, in the study of Lie algebras we develop the notion of ho-

momorphisms. In this thesis, we will be especially interested in a special type of homomorphism

known as a representation.

Definition 2.1.4 Let g1 and g2 be Lie algebras. A linear transformation ϕ : g1 → g2 is a Lie

algebra homomorphism if ϕ([x, y]) = [ϕ(x), ϕ(y)] for all x, y ∈ g1.

Definition 2.1.5 A homomorphism ϕ : g → gl(V ) is a Lie algebra representation of the

Lie algebra g on the vector space V , where gl(V ) is the set of all linear transformations from

V to V .

Representations are very closely related to modules.

Definition 2.1.6 Let g be a Lie algebra over C. A vector space V over C is a g-module if

there is an operation · : g× V → V such that for all x, y ∈ g, u, v ∈ V, and a, b ∈ C:

1. x · (au+ bv) = a(x · u) + b(x · v),

2. (ax+ by) · v = a(x · v) + b(y · v),

3. [x, y] · v = x · (y · v)− y · (x · v).

It is important to notice that modules for a Lie algebra and Lie algebra representations

are equivalent. Suppose V is a g-module with an operation we will denote ·. If we define

ϕ : g → gl(V ) by ϕ(x)v = x · v, it can be shown that ϕ is a Lie algebra representation.

6



Similarly, we can reverse this process to obtain a module from a Lie algebra representation. For

this reason, we will often use either term to refer to the same construction, though representation

will refer to the map and module will refer to the vector space.

We consider various properties of modules. For a g-module V , a subspace U of V is a

submodule if x · u ∈ U for all x ∈ g and u ∈ U . A nonzero g-module V is irreducible if V

has no proper nonzero submodules.

An important representation is the adjoint representation. In the adjoint representation,

we view the Lie algebra g as a representation onto itself; that is, g is itself a g-module. We also

consider the adjoint action on subalgebras of a Lie algebra g. For the following examples, note

that when we look at the module action on the Cartan subalgebra, we find behavior similar to

eigenvalue and eigenvector pairs.

Definition 2.1.7 The adjoint representation for a Lie algebra g is Ψ: g → gl(g), defined

by Ψ(x)(y) = adx(y) = [x, y] for all x, y ∈ g.

To see that Ψ does preserve the bracket, consider the following:

[Ψ(x),Ψ(y)](z) = Ψ(x)Ψ(y)(z)−Ψ(y)Ψ(x)(z)

= Ψ(x)[y, z]−Ψ(y)[x, z]

= [x, [y, z]]− [y, [x, z]]

= [x, [y, z]] + [y, [z, x]]

= −[z, [x, y]]

= [[x, y], z]

= Ψ([x, y])(z)

Example 2.1.8 Consider the adjoint representation of the Cartan subalgebra of sl(2) on sl(2).

• Ψ(h)(e) = [h, e] = 2e

• Ψ(h)(f) = [h, f ] = −2f

7



Notice that e and f are behaving like eigenvectors and 2 and −2, respectively, are the cor-

responding eigenvalues.

Now let us consider the adjoint representation of the Cartan subalgebra of sl(3) on sl(3).

Example 2.1.9 We consider the adjoint representation of the Cartan subalgebra on sl(3).

Recall that the Cartan subalgebra is h = {h1 = E11 − E22, h2 = E22 − E33}. We obtain the

relationships in Table 2.1.

Table 2.1: Adjoint Representation of h on sl(3)

z Ψ(h1)(z) Ψ(h2)(z)

E12 2E12 −E12

E13 E13 E13

E23 −E23 2E23

E21 −2E21 E21

E31 −E31 −E31

E32 E32 −2E32

Note that if we define α1 and α2 ∈ h∗ such that,

α1(h1) = 2 α1(h2) = −1

α2(h1) = −1 α2(h2) = 2,

we can rewrite the table above as in Table 2.2. Here, α1 and α2 are called roots.

Definition 2.1.10 Let gα = {x ∈ g | [h, x] = α(h)x ∀x ∈ g} for α ∈ h∗

1. For α 6= 0, if gα is nonzero, α is a root of g.

2. For α 6= 0, if gα is nonzero, gα is called the root space of α in g

Consider our example of g = sl(3). The space {adh | h ∈ h} is a space of simultaneously

diagonalizable linear operators on g and we can write g as a direct sum of its root spaces

8



Table 2.2: Adjoint Representation of h on sl(3) with Roots

z Ψ(h1)(z) Ψ(h2)(z)

E12 α1(h1)E12 α1(h2)E12

E13 (α1 + α2)(h1)E13 (α1 + α2)(h2)E13

E23 α2(h1)E23 α2(h2)E23

E21 −α1(h1)E21 −α1(h2)E21

E31 −(α1 + α2)(h1)E31 −(α1 + α2)(h2)E31

E32 −α2(h1)E32 −α2(h2)E32

(including g0 = h). That is,

g = h⊕ gα1 ⊕ gα2 ⊕ gα1+α2 ⊕ g−α1 ⊕ g−α2 ⊕ g−(α1+α2).

We call this the root space decomposition of g.

Often when we consider a module, we will not be using the adjoint representation. An

example of another representation follows.

Example 2.1.11 Let g = sl(3) and let V = C3. We will define the representation by φ(x)(v) =

xv for x ∈ g, v ∈ V , where the juxtaposition here is just the usual matrix-vector multiplication.

Note that φ(h) : V → V is diagonalizable for all h ∈ h. Since 0 = φ([h, h′]) = [φ(h), φ(h′)] for

all h, h′ ∈ h, the set {φ(h) | h ∈ h} is a space of simultaneously diagonalizable linear operators

on V . Note that a basis of V is




v1 =




1

0

0



, v2 =




0

1

0



, v3 =




0

0

1







.

We have the following relationships:

h1 · v1 = v1 h2 · v1 = 0

h1 · v2 = −v2 h2 · v2 = v2

h1 · v3 = 0 h2 · v3 = −v3

9



Definition 2.1.12 Let gλ = {x ∈ g | h · v = λ(h)x ∀x ∈ g} for λ ∈ h∗.

1. If gλ is nonzero, λ is a weight.

2. If gλ is nonzero, gλ is called the λ-weight space.

Example 2.1.13 Continuing Example 2.1.11, if we define λ1, λ2, λ3 ∈ h∗, by the following:

λ1(h1) = 1 λ1(h2) = 0

λ2(h1) = −1 λ2(h2) = 1

λ3(h1) = 0 λ3(h2) = −1.

We obtain the weight space decomposition: V = Vλ1 ⊕ Vλ2 ⊕ Vλ3

Notice that in all of these examples, we were able to give a weight space or root space

decomposition of the given module. This was related to our ability to create a set of simulta-

neously diagonalizable linear operators. We guarantee this by our selection of Lie algebra. In

fact, Weyl’s Theorem states that when g is a finite dimensional semisimple Lie algebra, any

g-module can be written as a direct sum of irreducible submodules.

2.2 Kac-Moody Algebras

We discuss the construction of finite and affine Kac-Moody algebras. We begin with an exam-

ination of specific matrices called generalized Cartan matrices.

Definition 2.2.1 A generalized Cartan matrix (GCM) is an (n − 1) × (n − 1) matrix

A = (aij)
n−1
i,j=1 such that

1. aii = 2 for i = 1, . . . n− 1,

2. aij is a nonpositive integer for i 6= j,

3. aij = 0 =⇒ aji = 0

If A is positive definite as well, A is called a Cartan matrix.
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A GCM is decomposable if there exists some σ ∈ Sn−1 such that σ(A) = (aσ(i),σ(j))
n−1
i,j=1

is in block diagonal form. Otherwise, A is indecomposable. In this sense, we need only

consider indecomposable GCM’s. We can classify these indecomposable GCM’s according to

the following theorem.

Theorem 2.2.2 [10] Let A be an indecomposable GCM. Then one and only one of the the

following is true.

1. (Finite) det(A) 6= 0, ∃u > 0 such that Au > 0, Av ≥ 0 =⇒ v > 0 or v = 0,

2. (Affine) corank(A) = 1, ∃u > 0 such that Au = 0, Av ≥ 0 =⇒ Av = 0,

3. (Indefinite) ∃u > 0 such that Au < 0, Av ≥ 0, v ≥ 0 =⇒ v = 0.

We take u and v to be column vectors in Zn−1 and take u > 0 to mean that ui > 0 for

i = 1, 2, . . . n− 1.

It is worth noting that the GCM’s can be further described by associating each with a

Dynkin diagram. For an indecomposable (n − 1) × (n − 1) GCM, the Dynkin diagram is a

connected graph with n− 1 vertices connected according to the following conditions: [10]

• If aijaji ≤ 4, we connect vertices i and j by max{|aij |, |aji|} lines with an arrow pointing

toward i if |aij | > 1.

• If aijaji > 4, we connect vertices i and j by a bold line marked with (|aij |, |aji|).

Example 2.2.3 The following GCM and Dynkin diagram are in correspondence.

A =




2 −1 0
−1 2 −1

0 −2 2


 u u u

1 2 3
〉

Figure 2.1: A Corresponding GCM and Dynkin diagram
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A GCM is called symmetrizable if there exists a matrix S = diag(s1, s2, . . . , sn−1) such

that the product SA is a symmetric matrix (i.e. (SA)T = SA). From now on, we will consider

only symmetrizable GCM’s. We wish to construct Lie algebras using information from GCM’s.

More specifically, we wish to construct finite and affine Kac-Moody Lie algebras. Though the

process of constructing these Lie algebras is very similar for the finite case and the affine case,

we will examine them separately.

We begin with an (n−1)× (n−1) GCM, A, of finite type. We define a realization of A to

be a triple (̊h,Π,Π∨). Here, h̊ is a vector space of dimension n−1; Π = {α1, α2, . . . , αn−1} ⊂ h̊∗;

Π∨ = {h1, h2, . . . , hn−1} ⊂ h̊. Π and Π∨ are linearly independent sets such that αj(hi) = aij

for i, j = 1, 2, . . . n− 1. The elements of Π are the simple roots and those of Π∨ are called the

simple coroots. For convenience, we will use I = {1, 2, . . . , n− 1} as an index set.

Using this notation, we can construct a finite dimensional Lie algebra as follows.

Theorem 2.2.4 (Serre) [5] Let A be a Cartan matrix and (̊h,Π,Π∨) a realization of A. Then

g̊, the Lie algebra generated by {ei, fi, hi | i ∈ I} satisfying the following relations, is a finite

dimensional Kac-Moody Lie algebra.

1. [hi, hj ] = 0 (i, j ∈ I)

2. [ei, fj ] = δijhi (i, j ∈ I),

3. [hi, ej ] = aijej (i, j ∈ I),

4. [hi, fj ] = −aijfj (i, j ∈ I),

5. (ad ei)
1−aijej = 0, i 6= j,

6. (ad fi)
1−aijfj = 0, i 6= j.

For more information about the proof of this theorem, refer to [5]. h̊ is the Cartan subalge-

bra. We call ei, fi (i ∈ I) the Chevalley generators. Note that if we let n̊+ be the subalgebra
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of g̊ generated by the e′is and n̊− that generated by the f ′is, we obtain the decomposition:

g̊ = n̊+ ⊕ h̊⊕ n̊−.

We call Q = Zα1 ⊕ Zα2 ⊕ . . . ⊕ Zαn−1 the root lattice. We define a partial ordering on

elements on h∗ by stating that λ ≥ µ when λ− µ ∈ Q+ = Z≥0α1 ⊕ Z≥0α2 ⊕ . . .⊕ Z≥0αn−1.

In addition, every root is an integral linear combination of elements of Π. It can be shown

that to be a root, coefficients of the αi’s in a particular linear combination are either all positive

or all negative. If they are all positive, we say that a root α > 0. If they are all negative, we say

that α < 0. For a root α, it can also be shown that if α > 0, gα ∈ n̊+ and gα ∈ n̊− for α < 0.

Example 2.2.5 Consider the generalized Cartan matrix of finite type and its corresponding

Dynkin diagram below.

A =




2 −1 0 0 . . . 0
−1 2 −1 0 . . . 0

0 −1 2 −1 0
...

. . .
...

0 0 0 −1 2




u u u u u
1 2 3 n-2 n-1

Figure 2.2: GCM and Dynkin diagram for sl(n)

The Kac-Moody Lie algebra associated with A is g̊ = sl(n). As we discussed in the first

section, we can have many roots of g̊ = sl(n). We find that the highest root is θ =
n−1∑

i=1

αi. That

is to say, if we add to θ some αi, i ∈ I, αi + θ is not a root.

Now, we wish to associate a Lie algebra with each symmetrizable affine GCM. By def-

inition, an affine GCM has corank 1. Let A be an n × n symmetrizable GCM and S =

diag(s0, s1, . . . , sn−1) be a diagonal matrix such that SA is symmetric. Note that we are index-

ing from 0 to n− 1 and we will let I = {0, 1, . . . , n− 1}. Though we could define a realization

as in the finite case, we may be interested in more information and describe the following.
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• Let P∨ be the free abelian group of rank n+ 1 with basis {h0, h1, . . . , hn−1, d}, where d is

a derivation. Then P∨ =

(
n−1⊕

i=0

Zhi

)
⊕

(Zd). P∨ is known as the dual weight lattice.

• Set h = C ⊗Z P
∨ = spanC{h0, h1, . . . hn−1, d}. This space h is known as the Cartan

subalgebra.

• Define P = HomZ(P∨,Z) = {λ ∈ h | λ(P∨) ⊂ Z}. P is called the weight lattice.

• Let Π∨ = {h0, h1, . . . , hn−1} ⊂ P∨. The elements of Π∨ are the simple coroots.

• Define Π = {α0, α1, . . . , αn−1} where the αj ’s are linearly independent and defined so that

αj(hi) = aij (i, j ∈ I). The elements of Π are the simple roots.

The set (A,P∨, P,Π∨,Π} is called the Cartan datum associated with A.

Definition 2.2.6 [4] Let A be a symmetrizable n × n affine GCM. Then the affine Kac-

Moody Lie algebra, g, associated with the Cartan datum (A,P∨, P,Π∨,Π} is the Lie algebra

generated by {ei, fi | i ∈ I} ∪ P∨ satisfying the following relations:

1. [hi, hj ] = 0 (i, j ∈ I),

2. [ei, fj ] = δijhi (i, j ∈ I),

3. [hi, ej ] = aijej (i, j ∈ I),

4. [hi, fj ] = −aijfj (i, j ∈ I),

5. (ad ei)
1−aijej = 0, i 6= j

6. (ad fi)
1−aijfj = 0, i 6= j

As in the finite case, ei, fi (i, j ∈ I) are the Chevalley generators. Note that we used g̊

to describe the finite dimensional Kac-Moody algebra, but we removed the circle in the affine

case. We will continue to use this distinction in notation when relevant. For example, we obtain

the decomposition g = n+ ⊕ h⊕ n− for the affine Kac-Moody Lie algebra as an affine analog of
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the statement g̊ = n̊+ ⊕ h̊⊕ n̊−. In addition, similar to the finite case, Q =

n−1∑

i=0

Zαi is the root

lattice.

Example 2.2.7 Consider the generalized Cartan matrix of affine type and its associated Dynkin

diagram below.

A =




2 −1 0 0 . . . 0 −1
−1 2 −1 0 . . . 0

0 −1 2 −1 0
...

. . .
...

0 0 0 2 −1
−1 0 0 −1 2




u u u
u

u u�
�
�
�
�
�Z

Z
Z
Z
Z
Z

1 2 3 n-2 n-1

0

Figure 2.3: GCM and Dynkin diagram for ŝl(n)

The GCM A is associated with the affine Kac-Moody Lie algebra g = ŝl(n). Note the

similarities between this matrix and the matrix in Example 2.2.5. In particular, we have taken

the Cartan matrix for g̊ = sl(n) and appended a row at the top and a column at the left. Just

as the GCM’s for g̊ and g are closely related, so are the Lie algebras.

In fact, we can state the following relationship between g̊ = sl(n) and g = ŝl(n):

g = g̊⊗ C[t, t−1]⊕ Cc⊕ Cd,where

• c is a central element,

• d is the derivation 1⊗ t ddt ,

• [x⊗ ti, y ⊗ tj ] = [x, y]⊗ ti+j + iδi+j,0tr(xy)c,

• [c, x⊗ ti] = 0,

• [d, c] = 0, and

15



• [d, x⊗ ti] = i(x⊗ ti).

Also note that h = h̊⊗ 1⊕Cc⊕Cd = span{h0, h1, h2, . . . hn−1, d} is the Cartan subalgebra.

In addition, we define an element of Q to be the null root. For g = ŝl(n), δ =
n−1∑

i=0

αi is the null

root.

We also wish to define a nondegenerate, symmetric, invariant bilinear form on h and h∗ for

g = ŝl(n). We begin by defining the bilinear form (·|·) on h by

(hi|hj) = aij , i, j ∈ I (hi|d) = αi(d), i ∈ I.

Now, we wish to extend this form to h∗. Consider ν : h→ h∗ such that ν(h)(h′) = (h|h′) ∀h ∈ h.

ν is a vector space isomorphism. For α, β ∈ h∗, define (α|β) = (ν−1(α)|ν−1(β)). We can see

that ν(hi) = αi and so

(αi|αj) = aij .

Whether we consider the form on h or on h∗, we call this nondegenerate, symmetric, invariant

bilinear form and denote it by (·|·).

2.3 The Universal Enveloping Algebra

In this section, we wish to construct the universal enveloping algebra of a Lie algebra g, denoted

U(g). We first define a tensor algebra by defining a sequence of spaces:

T 0(g) = C, T 1(g) = g, T 2(g) = g⊗ g, . . . , Tn(g) = g⊗ g⊗ · · · ⊗ g︸ ︷︷ ︸
n

.

Now define

T (g) =
⊕

n≥0

Tn(g).

T (g) is a free associative algebra and for the inclusion map i, any associative algebra A and

any linear map φ, there exists a map ψ such that the following diagram commutes.
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g
i
> T (g)

A

∃! ψ
∨

φ

>

Consider the ideal J =< i(x)⊗ i(y)− i(y)⊗ i(x)− i([x, y]) | x, y ∈ g > of T (g). We define

the universal enveloping algebra of g to be the Lie algebra U(g) = T (g)/J . Now define

j : g → U(g) to be j(x) = i(x) + J ; j is a Lie algebra homomorphism. For any associative

algebra A and any linear map φ : g→ A satisfying φ([x, y]) = φ(x)φ(y)−φ(y)φ(x), there exists

a unique homomorphism ψ : U(g)→ A such that the following diagram commutes.

g
j
> U(g)

A

∃! ψ
∨

φ

>

Alternately, we can construct the universal enveloping algebra of a Kac-Moody algebra g

with generators and relations.

Theorem 2.3.1 [4] U(g) is the associative algebra over C generated by ei, fi (i ∈ I) and h

subject to the following:

1. hh′ = h′h for h, h′ ∈ h,

2. eifj − fjei = δijhi for i, j ∈ I,

3. hei − eih = α(h)ei for h ∈ h, i ∈ I,

4. hfi − fih = −α(h)fi for h ∈ h, i ∈ I,

5.

1−aij∑

k=0

(−1)k
(

1− aij
k

)
e

1−aij−k
i eje

k
i = 0 for i 6= j,

6.

1−aij∑

k=0

(−1)k
(

1− aij
k

)
f

1−aij−k
i fjf

k
i = 0 for i 6= j.
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We wish to understand the universal enveloping algebra a bit more deeply. To do this, we

will consider the Poincaré-Birkhoff-Witt Theorem.

Theorem 2.3.2 (c.f. [5])

1. The map j : g→ U(g) is injective.

2. Let {xα | α ∈ Ω} be an ordered basis of g. Then {xα1xα2 · · ·xαk
| k ≥ 0, α1 ≤ α2 ≤ · · · ≤

αk} is a basis for U(g).

That is to say, we have a basis for U(g) and we can view g as a subspace of U(g).

Example 2.3.3 Consider g̊ = sl(2) = span{f, h, e}. Then a basis for U (̊g) is

{f `hkem|`, k,m ∈ Z≥0}.

We also have the following proposition.

Proposition 2.3.4 Let g be a Lie algebra and let g1, g2, . . . , gk be subalgebras of g such that

g = g1 ⊕ g2 ⊕ . . .⊕ gk. Then U(g) = U(g1)⊗ U(g2)⊗ . . .⊗ U(gk).

Note that if we have a triangular decomposition of a Kac-Moody algebra g = n+ ⊕ h⊕ n−,

we can write U(g) = U(n+)⊗ U(h)⊗ U(n−).

One reason that the universal enveloping algebra U(g) of a Lie algebra g is important to us

concerns representations. Consider a g-module V. Since elements of g generate U(g), we can

define the action of U(g) on V using the module action of g on V as follows:

(xα1xα2 · · ·xαk
) · v = xα1 · (xα2 · · · (xαk

· v)).

Thus, we can extend a representation of g to a representation of U(g). By the Poincaré-

Birkhoff-Witt Theorem, we think of g as a subspace of U(g) and so a representation of U(g) is

a representation of g as well. It is important to realize that when we study the representations

of a Lie algebra g, we are also studying the representations of U(g) and vice versa.
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2.4 Integrable Highest Weight Modules

In a previous section, we developed the notion of a g-module for a Lie algebra g. We wish to

study specific g-modules called integrable highest weight g-modules, where g is a Kac-Moody

algebra. In this section, we will show the existence and uniqueness (up to isomorphism) of

integrable highest weight modules of Kac-Moody algebras.

A g-module V is a weight module if we can write V as a direct sum of its weight spaces,

i.e.

V =
⊕

λ∈h∗
Vλ.

We are often concerned with the dimension of a weight space Vλ. We call this the multiplicity

of λ. We call an element x of g locally nilpotent on V if for each v ∈ V , there exists a positive

integer N such that xN (v) = 0. When all ei, fi of a weight module are locally nilpotent on V ,

the module is called integrable.

An important class of modules are highest weight modules. We define a highest weight

module as follows.

Definition 2.4.1 A weight module V is a highest weight module with highest weight Λ

if there exists a nonzero vΛ ∈ V such that

1. ei(vΛ) = 0 for all i ∈ I,

2. h(vΛ) = Λ(h)vΛ for all h ∈ h (ie Λ is a weight of V ),

3. U(g)(vΛ) = V .

It follows that every other weight λ of V is less than Λ and the multiplicity of each weight

is finite.

Now, we consider Verma modules, a specific type of highest weight modules. If a highest

weight g-module M(Λ) with highest weight Λ is such that every highest weight g-module with

highest weight Λ is a quotient of M(Λ), we call M(Λ) a Verma module. To show that for a
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given Λ, the Verma module M(Λ) exists, consider again the universal enveloping algebra U(g)

and take the left ideal J(Λ) of U(g) generated by the ei’s and h−Λ(h) for h ∈ h. Then we can

take

M(Λ) = U(g)/J(Λ).

Since this construction of M(Λ) is a highest weight module and any other highest weight module

with highest weight Λ can be written as a quotient of M(Λ), M(Λ) is a Verma module. In

addition, there exists a unique proper maximal submodule, N(Λ), of M(Λ). Thus, there is a

unique, up to isomorphism, irreducible highest weight module with highest weight Λ:

V (Λ) = M(Λ)/N(Λ).

Now we have constructed a unique irreducible highest weight module for a particular highest

weight. Recall that we want to study modules that have these properties and in addition are

integrable. We need to determine a condition to ensure that V (Λ), as constructed above, is

also integrable. Consider the following sets.

Definition 2.4.2 [10] Let g be a Kac-Moody algebra and h its Cartan subalgebra.

1. P = {λ ∈ h∗ | λ(hi) ∈ Z, i ∈ I} is the weight lattice. Elements in this set are known as

integral weights.

2. P+ = {λ ∈ P | λ(hi) ∈ Z, i ∈ I} is the set of dominant integral weights.

Proposition 2.4.3 [10] The g-module V (Λ) is integrable if and only if Λ ∈ P+.

Thus, we now have constructed unique, irreducible, integrable highest weight modules for

every dominant integral weight. From now on, when we consider V (Λ) we will assume that

Λ ∈ P+, unless explicitly stated otherwise. Also, we will denote the set of weights of V (Λ) by

P (Λ). Note that P (Λ) ⊂ P .

Now, take g = ŝl(n). We denote the canonical central element c = h0 + h1 + . . . + hn−1.

Note that c commutes with other elements of g. We define the level of Λ ∈ h∗ or of the
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module V (Λ) to be

k =
n−1∑

i=0

Λ(hi).

When Λ ∈ P+, the level of Λ is a positive integer. We define the fundamental weights

Λi ∈ h∗ for i ∈ I to be such that Λi(hj) = δij and Λi(d) = 0.

2.5 Quantum Groups

In this section, we discuss the quantum deformations of the universal enveloping algebras of

Kac-Moody algebras. These quantum deformations are also known as quantum groups and

are denoted Uq(g). There is an important relationship between the representation theory of

Kac-Moody algebras and the representation theory of quantum groups.

Let q be any indeterminate. For any integer n, we define the following:

• [n]q =
qn − q−n

q − q−1
∈ Z[q, q−1] are q-integers;

• [0]q! = 1, [n]q! = [n]q[n− 1]q[n− 2]q · · · [1]q for n ∈ Z>0;

•
[
m

n

]

q

=
[m]q!

[n]q![m− n]q!
for m,n ∈ Z≥0,m ≥ n are q-binomial coefficients.

As usual, let A be a symmetrizable GCM with D = diag(si ∈ Z>0|i ∈ I).

Definition 2.5.1 [4] The quantum group or the quantized universal enveloping alge-

bra Uq(g) associated with Cartan datum (A,Π,Π∨, P∨, P ) is the associative algebra over C(q)

with unity generated by ei, fi (i ∈ I) and qh (h ∈ P∨) subject to the following relations.

1. q0 = 1, qhqh
′

= qh+h′ for h, h′ ∈ P∨,

2. qheiq
−h = qαi(h)ei for h ∈ P∨, i ∈ I,

3. qhfiq
−h = q−αi(h)fi for h ∈ P∨, i ∈ I,

4. eifj − fjei = δij
qsihi − q−siqi
qsi − q−si

for i, j ∈ I,
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5.

1−aij∑

k=0

(−1)k
[
1− aij
k

]

qsi

e
1−aij−k
i eje

k
i = 0 for i 6= j,

6.

1−aij∑

k=0

(−1)k
[
1− aij
k

]

qsi

f
1−aij−k
i fjf

k
i = 0 for i 6= j.

Since the above relations are homogeneous, Uq(g) has the following root space decomposi-

tion:

Uq(g) =
⊕

α∈Q
Uq(g)α,

where Uq(g)α = {u ∈ Uq(g) | qhuq−h = qα(h)u ∀h ∈ P∨}.

Define Uq(g)+ to be the subalgebra of Uq(g) generated by the elements ei, Uq(g)− to be

that generated by the fi’s, Uq(g)0 to be the subalgebra generated by qh for h ∈ P∨. Then, as

we have had triangular decompositions of other spaces, we also have the following triangular

decomposition for Uq(g). (c.f. [4].)

Uq(g) ∼= Uq(g)+ ⊗ Uq(g)0 ⊗ Uq(g)−.

Quantum groups are neither groups nor Lie algebras. They have the structure of a Hopf

algebra.

Proposition 2.5.2 [4] Uq(g) has a Hopf algebra structure with comultiplication ∆, counit ε,

and antipode S as follows

1. ∆(qh) = qh ⊗ qh, ∆(ei) = ei ⊗ q−sihi + 1⊗ ei, ∆(fi) = fi ⊗ 1 + qsihi ⊗ fi,

2. ε(qh) = 1, ε(ei) = ε(fi) = 0,

3. S(qh) = q−h, S(ei) = −eiqsihi , S(fi) = q−sihifi.

We now will discuss the representation theory of quantum groups. It is important to notice

that there are many similarities to the representation theory of Kac-Moody algebras. To dis-

tinguish between the theories, we will often include a superscript or subscript q to emphasize
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that we are discussing Uq(g)-modules, not U(g)-modules. We call a Uq(g)-module V q a weight

module if it can be written

V q =
⊕

λ∈P
V q
λ , where V q

λ = {v ∈ V q | qhv = qλ(h)v ∀ h ∈ P∨}.

As might be expected, if V q
λ is nonzero, λ is called a weight of V q and V q

λ is the weight space

associated with λ ∈ P . The dimension of the weight space is called the weight multiplicity

of λ.

Definition 2.5.3 A highest weight module with highest weight Λ ∈ P is a weight module

V q such that

1. eivΛ = 0 for all i ∈ I,

2. qhvΛ = qΛ(h)vΛ for all h ∈ P∨

3. V q = Uq(g)vΛ,

and vΛ is called the highest weight vector.

Again, it follows that the multiplicity of any weight is finite and all weights are less than Λ.

As in the representation theory for Kac-Moody algebras, we wish to study unique irreducible,

integrable highest weight modules. We follow a similar procedure to construct modules of this

form. Let Λ ∈ P and let ei (i ∈ I) and qh − qΛ(h) generate the left ideal Jq(Λ). As before, we

define the Verma module

M q(Λ) = Uq(g)/Jq(Λ).

It can be shown that M q(Λ) is a highest weight module and that every highest weight Uq(g)-

module is a homomorphic image of M q(Λ). Additionally, M q(Λ) has a unique maximal sub-

module N q(Λ) and we can obtain an irreducible highest weight module

V q(Λ) = M q(Λ)/N q(Λ).
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As before, V q(Λ) is integrable if all ei and fi are locally nilpotent on V q.

Proposition 2.5.4 [4] V q(Λ) is integrable if and only if Λ ∈ P+.

Thus, we are able to construct a unique irreducible integrable highest weight Uq(g)-module

for each Λ ∈ P+. Again, we must emphasize the relationship between g-modules and Uq(g)-

modules.

Proposition 2.5.5 The multiplicity of λ in V q(Λ) is equal to the multiplicity of λ in V (Λ).
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Chapter 3

Crystal Base

Crystal base theory is useful as a tool for studying representations of Kac-Moody algebras.

By using a combinatorial description of crystal bases, the multiplicity of weights for particular

representations can be found.

3.1 Crystal Base

Let V q =
⊕

λ∈P
V q
λ be an integrable Uq(g)-module such that all weight multiplicities are finite

and the set of all weights of V q is contained in D(λ1) ∪ · · · ∪D(λs), where λ1, . . . , λs ∈ P and

D(λ) = {µ ∈ P | µ ≤ λ}. Let λ be a weight of V q so that V q
λ is nonzero. Then for each i,

v ∈ V q
λ , it is known that v can be written as

v = v0 + f
(1)
i v1 + f

(2)
i v2 + . . .+ f

(N)
i vN ,

where N is a nonnegative integer, vk ∈ V q
λ+kαi

∩ ker ei, and f
(k)
i =

1

[k]q!
fki . (c.f. [4])
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We define the Kashiwara operators ẽi, f̃i : V
q → V q such that:

ẽi(v) =
N∑

k=1

f
(k−1)
i vk,

f̃i(v) =
N∑

k=0

f
(k+1)
i vk.

Note that for all v ∈ V q
λ , ẽi(v) ∈ V q

λ+αi
and f̃i(v) ∈ V q

λ−αi
.

Now, consider the integral domain A0 with fraction field C(q) defined as follows:

A0 =

{
g(q)

h(q)

∣∣∣∣ g(q), h(q) ∈ C[q], h(0) 6= 0

}
.

We have the following definitions:

Definition 3.1.1 [4] A free A0-submodule L of V q is a crystal lattice if

1. L generates V q as a vector space over C(q),

2. L =
⊕

λ∈P
Lλ, where Lλ = L ∩ V q

λ , and

3. ẽi(L) ⊂ L, f̃i(L) ⊂ L for all i.

Note that < q > is a maximal ideal of A0. There is a field isomorphism from A0/ < q >

onto C, given by f(q)+ < q > 7→ f(0). Thus, we have C⊗A0 L
∼= L/qL.

Definition 3.1.2 [4] A pair (L,B) is a crystal base for V q if

1. L is a crystal lattice,

2. B is a C basis for L/qL,

3. B =
⋃

λ∈P
Bλ, where Bλ = B ∩ (Lλ/qLλ),

4. ẽi(B), f̃i(B) ⊂ B ∪ {0}, and
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5. For b, b′ ∈ B, f̃i(b) = b′ ⇐⇒ b = ẽi(b
′).

Here, we call B a crystal.

As we are particularly interested in irreducible highest weight modules, we wish to describe

a crystal base for this type of module. Let Λ be a dominant integral weight and V q(Λ) the

irreducible integrable Uq(g)-module with highest weight Λ and highest weight vector vΛ. Then

the following theorem holds.

Theorem 3.1.3 [17] (L(Λ), B(Λ)) is a crystal base of V q(Λ), where

L(Λ) =
∑

`≥0,
i1,i2,...i`∈I

A0f̃i1 f̃i2 . . . f̃i`vΛ,

B(Λ) =
{
f̃i1 f̃i2 . . . f̃i` mod qL(Λ) | ` ≥ 0, i1, i2, . . . , i` ∈ I

}

An important utility of crystal bases and crystal base theory lies in the following theorem.

Theorem 3.1.4 Let V q(Λ) be an integrable Uq(g)-module and let (L,B) be a crystal base of

V q. Then for all λ ∈ P ,

mult λ = #Bλ.

That is, to find the multiplicity of a weight λ, we need only determine the number of

elements in Bλ. To do this, we often use combinatorial objects to realize the crystal. For our

purposes, we will use objects known as extended Young diagrams.

3.2 Extended Young Diagrams

The crystal base structures that we will need can be realized through extended Young diagrams.

We will define these objects as constructed in [7] and as described in [17], [1].

Definition 3.2.1 An extended Young diagram Y = (yk)k≥0 is a weakly increasing sequence
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with integer entries such that there exists some fixed y∞ with yk = y∞ for k � 0. y∞ is called

the charge of Y .

With each sequence (yk)k≥0, we can draw a unique diagram, Y , in the Z × Z right half

plane. For each element yk of the sequence, we draw a column with depth y∞ - yk, aligned so

the top of the column is at y = y∞. We fill in square boxes for all columns from the depth to

the charge. That is, for the k-th sequence element, there will be a column of height y∞ − yk

filled in with boxes. We obtain a diagram with a finite number of boxes.

Example 3.2.2 Y = (−4,−4,−3,−2,−2, 0, 0, 0, . . .) is an extended Young diagram. The as-

sociated diagram is given in Figure 3.1.

Figure 3.1: Extended Young Diagram in Diagram Form

Note that we will always have columns that decrease in height as we move from left to right.

Given an extended Young diagram, Y , we assign a color to each box. There are n possible

colors, indexed i = 0, 1, . . . , n − 1. For ease of notation, we often refer to color (n − j) by −j.

To determine the color of any box, consider the coordinates (a, b) of the lower right corner of

the box. We color a box color i when (a+ b) ≡ i mod n. Note that boxes on the same diagonal

(upper left to lower right) will have the same color.

We define the weight wt(Y ) of an extended Young diagram Y of charge j to be wt(Y ) =

Λj −
n−1∑

i=0

ciαi, where ci is the number of boxes of color i in the diagram.
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Example 3.2.3 The diagram Y = (yk)k≥0 = (−4,−4,−3,−2,−2, 0, 0, 0, . . .) with colored boxes

is given in Figure 3.2. wt(Y ) = Λ0 − 3α0 − 2α1 − 2α2 − 2α3 − α4 − αn−3 − 2αn−2 − 2αn−1.

0 1 2 3 4

−1 0 1 2 3

−2 −1 0

−3 −2

Figure 3.2: Extended Young Diagram in Tableau Form With Colored Boxes

The weight of a k-tuple Y = (Y1, Y2, . . . , Yk) is the sum of the weights of its elements, i.e.

wt(Y) =

k∑

i=1

wt(Yi). Let Λ = Λγ1 + Λγ2 + . . . + Λγk , where 0 ≤ γ1 ≤ γ2 ≤ . . . ≤ γk ≤ n − 1.

Then Y(Λ) = {Y = (Yj)1≤j≤k | Yj has charge γj}. We also define Y [n] = (yk + n)k≥0, which

can be visualized as a vertical shift by n units of the Young diagram Y .

The following theorem shows the relationship between extended Young diagrams and the

crystal base B(Λ).

Theorem 3.2.4 [7] Let g = ŝl(n, F ), and let Λ = Λγ1 + · · ·+ Λγk , 0 ≤ γ1 ≤ · · · ≤ γk ≤ n− 1.

Then, B(Λ) = {Y = (Y1, . . . , Yk) ∈ Y(Λ)|Y1 ⊇ Y2 ⊇ · · · ⊇ Yk ⊇ (Yk+1 = Y1[n]) ⊇ (Yk+2 =

Y2[n]) ⊇ · · · ⊇ (Y2k = Yk[n]), and for each j ≥ 0, ∃ i ≥ 1 s.t. (Yi+1)j > (Yi)j+1}

Notice that when i > k, Yi = Yi (mod n)[n]. Note that when comparing two diagrams of equal

charge, the containment condition may be easier to visualize with the diagrams associated

with sequences. However, when comparing diagrams of unequal charge, it may be easier to

consider the sequences. The inequality condition is typically more understandable when viewing

sequences as well.

Example 3.2.5 We will let n = 3 and Λ = 3Λ0. Let us look specifically at the elements of

B(Λ) of weight µ = Λ − 3α0 − 4α1 − 3α2. That is, we must consider 3-tuples of extended
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Young diagrams containing 3 boxes of color 0, 4 boxes of color 1, and 3 boxes of color 2. These

boxes must be oriented correctly to match the color rules. For example, the upper left box in

each extended Young diagram must be of color 0. We wish to find the diagrams that fit the

conditions of Theorem 3.2.4. To best illustrate the conditions of the theorem, we give examples

of diagrams that fail at least one condition. For each example, we include each extended Young

diagram both in diagram form and in sequence form. We then give several diagrams that meet

all of the conditions.




0 1

2

,

0 1 2

2

1

, 0 1




Y1 = (-2, -1, 0, 0, 0, 0, . . . )
Y2 = (-3, -1, -1, 0, 0, 0, . . . )
Y3 = (-1, -1, 0, 0, 0, 0, . . . )
Y4 = (1, 2, 3, 3, 3, 3, . . . )




0 1

2

1

,

0 1 2

2 0

1

,




Y1 = (-3, -1, 0, 0, 0, 0, . . . )
Y2 = (-3, -2, -1, 0, 0, 0, . . . )
Y3 = (0, 0, 0, 0, 0, 0, . . . )
Y4 = (0, 2, 3, 3, 3, 3, . . . )

Figure 3.3: Diagrams That Fail Y1 ⊇ Y2




0 1

2

,
0 1

2

,

0 1

2

1




Y1 = (-2, -1, 0, 0, 0, 0, . . . )
Y2 = (-2, -1, 0, 0, 0, 0, . . . )
Y3 = (-3, -1, 0, 0, 0, 0, . . . )
Y4 = (1, 2, 3, 3, 3, 3, . . . )




0 1 2

2

1

, 0 1 ,
0 1

2




Y1 = (-3, -1,-1, 0, 0, 0, . . . )
Y2 = (-1, -1, 0, 0, 0, 0, . . . )
Y3 = (-2, -1, 0, 0, 0, 0, . . . )
Y4 = (0, 2, 2, 3, 3, 3, . . . )

Figure 3.4: Diagrams That Fail Y2 ⊇ Y3
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0 1 2

2

1

0

,

0 1

2

1

,




Y1 = (-4, -1, -1, 0, 0, 0, . . . )
Y2 = (-3, -1, 0, 0, 0, 0, . . . )
Y3 = (0, 0, 0, 0, 0, 0, . . . )
Y4 = (-1, 2, 2, 3, 3, 3, . . . )




0 1 2

2 0 1

1 2

0 1

, ,




Y1 = (-4, -4, -2, 0, 0, 0, . . . )
Y2 = (0, 0, 0, 0, 0, 0, . . . )
Y3 = (0, 0, 0, 0, 0, 0, . . . )
Y4 = (-1, -1, 1, 3, 3, 3, . . . )

Figure 3.5: Diagrams That Fail Y3 ⊇ Y4 = Y1[3]




0 1 2

2

1

,

0 1

2

1

, 0




Y1 = (-3, -1, -1, 0, 0, 0, . . . )
Y2 = (-3, -1, 0, 0, 0, 0, . . . )
Y3 = (-1, 0, 0, 0, 0, 0, . . . )
Y4 = (0, 2, 2, 3, 3, 3, . . . )




0 1

2

1

,

0 1

2

1

,
0

2




Y1 = (-3, -1, 0, 0, 0, 0, . . . )
Y2 = (-3, -1, 0, 0, 0, 0, . . . )
Y3 = (-2, 0, 0, 0, 0, 0, . . . )
Y4 = (0, 2, 3, 3, 3, 3, . . . )

Figure 3.6: Diagrams That Fail ∀ j ≥ 0,∃ i ≥ 1 s.t. (Yi+1)j > (Yi)j+1
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0 1 2 0 1

2 0 1

1 2

, ,




Y1 = (-3, -3, -2, -1, -1, 0, . . . )
Y2 = (0, 0, 0, 0, 0, 0, . . . )
Y3 = (0, 0, 0, 0, 0, 0, . . . )
Y4 = (0, 0, 1, 2, 2, 3, . . . )




0 1 2 0 1

2

1

,
0 1

2

,




Y1 = (-3, -1, -1, -1, -1, 0, . . . )
Y2 = (-2, -1, 0, 0, 0, 0, . . . )
Y3 = (0, 0, 0, 0, 0, 0, . . . )
Y4 = (0, 2, 2, 2, 2, 3, . . . )




0 1 2 0

2

1

,

0 1

2

1

,




Y1 = (-3, -1, -1, -1, 0, 0, . . . )
Y2 = (-3, -1, 0, 0, 0, 0, . . . )
Y3 = (0, 0, 0, 0, 0, 0, . . . )
Y4 = (0, 2, 2, 2, 3, 3, . . . )




0 1 2

2

1

,
0 1

2

, 0 1




Y1 = (-3, -1, -1, 0, 0, 0, . . . )
Y2 = (-2, -1, 0, 0, 0, 0, . . . )
Y3 = (-1, -1, 0, 0, 0, 0, . . . )
Y4 = (0, 2, 2, 3, 3, 3, . . . )




0 1 2

2 0 1

1 2

, 0 1 ,




Y1 = (-3, -3, -2, 0, 0, 0, . . . )
Y2 = (-1, -1, 0, 0, 0, 0, . . . )
Y3 = (0, 0, 0, 0, 0, 0, . . . )
Y4 = (0, 0, 1, 3, 3, 3, . . . )




0 1 2

2 0 1

1

,
0 1

2

,




Y1 = (-3, -2, -2, 0, 0, 0, . . . )
Y2 = (-2, -1, 0, 0, 0, 0, . . . )
Y3 = (0, 0, 0, 0, 0, 0, . . . )
Y4 = (0, 1, 1, 3, 3, 3, . . . )




0 1 2

2 0

1

,

0 1

2

1

,




Y1 = (-3, -2, -1, 0, 0, 0, . . . )
Y2 = (-3, -1, 0, 0, 0, 0, . . . )
Y3 = (0, 0, 0, 0, 0, 0, . . . )
Y4 = (0, 1, 2, 3, 3, 3, . . . )

Figure 3.7: Diagrams That Satisfy Theorem 3.2.4
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Chapter 4

Maximal Dominant Weights

In this chapter, we determine the maximal dominant weights of V (kΛ0) and of V ((k−1)Λ0+Λs),

where 1 ≤ s ≤
⌊
n
2

⌋
.

4.1 Preliminaries

From now on, we will take g = ŝl(n). The Cartan datum is (A, P̌ , P, Π̌,Π), where

• A = (aij)
n−1
i,j=0, with aii = 2, aij = −1 for |i − j| = 1, a0,n−1 = an−1,0 = −1, and aij = 0

otherwise,

• P̌ =

(
n−1⊕

i=0

Zhi

)
⊕ Zd,

• P = HomZ(P̌ ,Z),

• Π̌ = {h0, h1, . . . , hn−1}, and

• Π = {α0, α1, . . . , αn−1}.

A is of affine type and h = {h0, h1, . . . , hn−1, d} is the Cartan subalgebra. Let Å = (aij)
n−1
i,j=1

be the matrix A with the first row and column deleted. Note that Å is the Cartan matrix for

sl(n).
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Consider the integrable highest weight module V (Λ) where Λ ∈ P+ and let P (Λ) denote

the set of weights of V (Λ). Although the number of weights of modules of this type is infinite,

there are only finitely many maximal dominant weights. The maximal weights of V (Λ) are

those weights λ ∈ P (Λ) such that λ+ δ 6∈ P (Λ). We denote the set of maximal weights of V (Λ)

by max(Λ). A proposition from [10] states that

P (Λ) =
⋃

λ∈max(Λ)

{λ− nδ|n ∈ Z≥0}.

Thus, the maximal weights are those that, when we consider the weight structure, form some-

thing like a roof; other weights occur on strings stemming from the maximal weights. Now, we

wish to determine the maximal dominant weights of various highest weight modules V (Λ). To

do this, we can use the following proposition found in [10].

Proposition 4.1.1 The map λ 7→ λ is a bijection from max(Λ)∩P+ to kCaf ∩ (Λ +Q), where

k is the level of Λ. In particular, the set of dominant maximal weights of V (Λ) is finite.

To understand this proposition we need to define the following:

• ¯: h∗ → h̊∗, where λ 7→ λ = λ− λ(c)Λ0 − (λ|Λ0)δ

• h̊∗R = spanR{h1, h2, . . . , hn−1} ⊂ h.

• kCaf = {λ ∈ h̊∗R | λ(hi) ≥ 0, (λ|θ) ≤ k}

Note that Proposition 4.1.1 shows that the set of maximal dominant weights of V (Λ) is

finite. Since the set kCaf ∩ (Λ + Q) is known, we can use information about the map ¯ to

determine the set of maximal dominant weights explicitly.

Example 4.1.2 It is useful to examine the map ¯ in a little more depth.

α0 = α0 − α0(c)Λ0 − (α0|Λ0)δ
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= α0 − 0−
∑̀

i=0

αi

= −
∑̀

i=1

αi

i 6= 0 : αi = αi − αi(c)Λi − (αi|Λ0)δ

= αi − 0− 0

= αi

Λ0 = Λ0 − Λ0(c)Λ0 − (Λ0|Λ0)δ

= Λ0 − Λ0 − 0

= 0

i 6= 0 : Λi = Λi − Λi(c)Λ0 − (Λi|Λ0)δ

= Λi − Λ0 − 0

= Λi − Λ0

Recall that the Dynkin diagram for g is as in Figure 4.1.

u u u
u

u u�
�
�
�
�
�Z

Z
Z
Z
Z
Z

1 2 3 n-2 n-1

0

Figure 4.1: Dynkin Diagram for g.

That is to say, the diagram has a cycle. We will first be considering the maximal dominant

weights of V (kΛ0). Notice that our results can just be shifted around the diagram to give the

maximal dominant weights of V (kΛi) for (i ∈ I). Next, we will examine the maximal dominant

weights of V ((k− 1)Λ0 + Λs), where 1 ≤ s ≤
⌊
n
2

⌋
. Because of the cyclic nature of the diagram,

we need not consider values of s greater than
⌊
n
2

⌋
. In addition, finding the maximal dominant

weights of V ((k − 1)Λi + Λs) for i 6= 0 can be done by just shifting indices.
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In [21], Tsuchioka examines the maximal dominant weights for the ŝl(p)-modules V (2Λ0)

and V (Λ0 + Λs), 1 ≤ s ≤
⌊
n
2

⌋
. He stipulates that p be prime, a restriction we have removed

here. In the same paper, he finds the multiplicity of the maximal dominant weights as well.

These results become a special case of the results that follow in this thesis.

4.2 Maximal dominant weights of V (kΛ0)

Theorem 4.2.1 Let n ≥ 2, k ≥ 1, λ ∈ max(kΛ0) ∩ P+. Then λ = kΛ0 −
n−1∑

i=0

(`− xi)αi, where

`, xi ∈ Z≥0, `− xi ≥ 0, x0 = 0,

Then the elements of (x1, x2, . . . , xn−1) are as follows:

• (x1, x2, . . . xp) =

(x1, 2x1, . . . , x1jx1 ,

x1jx1 + (x1 − 1), x1jx1 + 2(x1 − 1), . . . , x1jx1 + (x1 − 1)jx1−1

...

1 +

x1−2∑

m=0

(x1 −m)jx1−m, 2 +

x1−2∑

m=0

(x1 −m)jx1−m, . . . , `− 1)

• xp+1 = xp+2 = . . . = xq−1 = `

• (xq, xq+1, . . . xn−1) =

(`− 1, `− 2, . . . , 1 +

xn−1∑

m=2

mim,

xn−1∑

m=2

mim,

xn−1∑

m=2

(mim)− 2, . . . , 2 +

xn−1∑

m=3

mim,

...

xn−1ixn−1 , xn−1ixn−1 − xn−1, . . . , xn−1),
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satisfying

– x1 + xn−1 ≤ k

– Let β =
x1xn−1

x1 + xn−1
. Then 0 ≤ ` ≤ (bβnc −min{bβnc mod x1, bβnc mod xn−1}).

– p = `− 1−
x1∑

m=2

(m− 1)jm

– q = n− (`− 1) +

xn−1∑

m=2

(m− 1)im

– 0 ≤ jm ≤
⌊
`
m

⌋
, 1 ≤ m ≤ x1

– 0 ≤ im ≤
⌊
`
m

⌋
, 1 ≤ m ≤ xn−1

–

xn−1∑

m=1

mim =

x1∑

m=1

mjm = `

– max{2`− n, 0} ≤
k−1∑

m=2

(m− 1)(im + jm)

Explanation of Terms: We let im be the number of times that we decrease by m in

consecutive coefficients of the xi’s. In this count, we add one if xn−1 is equal to m. Similarly,

jm will be the number of times that we increase by m in consecutive coefficients of the xi’s and

we add one to jm if x1 is equal to m.

As previously mentioned, a special case of this theorem was proved by Tsuchioka in [21].

This matches Theorem 4.2.1 when k = 2 and n is prime. The weights listed here will be

important as we continue our study.

Corollary 4.2.2 [21] Let n be prime and n ≥ 2,Λ = 2Λ0. Then max(Λ)∩P+ = {Λ}∪{Λ−γ` |

1 ≤ ` ≤
⌊
n
2

⌋
}, where

γ` = `α0+(`− 1)α1 + (`− 2)α2 + . . .+ α`−1

+αn−`+1 + 2αn−`+2 + . . .+ (`− 1)αn−1.

Corollary 4.2.3 For fixed n, if (2Λ0− γ) ∈ max(2Λ0)∩P+, then (kΛ0− γ) ∈ max(kΛ0)∩P+

for k ≥ 2.
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Proof Suppose (2Λ0−γ) ∈ max(2Λ0)∩P+. Then γ is associated with a specific x1, xn−1, and

`. All but one boundary condition depends only on these values and not on k, and so are easily

satisfied. We need only recognize that since x1 + xn−1 ≤ 2, we also have x1 + xn−1 ≤ k. Thus,

γ satisfies the required conditions for (kΛ0 − γ) ∈ max(kΛ0) ∩ P+.

This result will allow us to look at certain types of weights that appear in V (kΛ0) for various

k. We wish to prove Theorem 4.2.1, but to do so, there is more groundwork to be done.

Remark 4.2.4 The following facts about ceiling and floor functions are well known, but may

not be familiar to the reader. Assume n,m ∈ Z, x, y ∈ R, n positive. (c.f. [3])

1.

⌊
x+m

n

⌋
=

⌊
bxc+m

n

⌋

2.

⌈
x+m

n

⌉
=

⌈
dxe+m

n

⌉

3. bxc+ byc ≤ bx+ yc ≤ bxc+ byc+ 1

4. dxe+ dye − 1 ≤ dx+ ye ≤ dxe+ dye

5.
⌈m
n

⌉
=

⌊
m− 1

n

⌋
+ 1

6.
⌊m
n

⌋
=

⌈
m+ 1

n

⌉
− 1

Lemma 4.2.5 Let x, a, j ∈ N, a ≡ j mod x, 0 ≤ q ≤ (j − 1). Then

⌈
x− q
a

⌉
=
⌊x
a

⌋
+ 1.

Proof.

⌈
x− q
a

⌉
=

⌊
x− q − 1

a

⌋
+ 1 =

⌊x
a

⌋
+ 1.

Lemma 4.2.6 Let a, b, n ∈ N, n ≥ 2. Let ` be the maximum integer satisfying

⌈
`

a

⌉
+

⌈
`

b

⌉
≤ n.

Then ` =

⌊
abn

a+ b

⌋
−min

{⌊
abn

a+ b

⌋
mod a,

⌊
abn

a+ b

⌋
mod b

}

Proof. Without loss of generality, assume j = min
{⌊

abn
a+b

⌋
mod a,

⌊
abn
a+b

⌋
mod b

}
=
⌊
abn
a+b

⌋
mod

a.

38



First, we will show that ` =
⌊
abn
a+b

⌋
− j satisfies

⌈
`

a

⌉
+

⌈
`

b

⌉
≤ n and then we will show that

` is the maximum such integer.

⌈
`

a

⌉
+

⌈
`

b

⌉
=

⌈
b abna+bc − j

a

⌉
+

⌈
b abna+bc − j

b

⌉

=

⌊
b abna+bc − j

a

⌋
+

⌊
b abna+bc − (j + 1)

b

⌋
+ 1

=

⌊
abn
a+b − j
a

⌋
+

⌊
abn
a+b − (j + 1)

b

⌋
+ 1

≤
⌊
abn− j(a+ b)

a(a+ b)
+
abn− (j + 1)(a+ b)

b(a+ b)

⌋
+ 1

=

⌊
ab2n− jb(a+ b) + a2bn− a(j + 1)(a+ b)

ab(a+ b)

⌋
+ 1

=

⌊
n− jb(a+ b) + a(j + 1)(a+ b)

ab(a+ b)

⌋
+ 1

= n+

⌊
−a(j + 1) + jb

ab

⌋
+ 1

≤ n

Now suppose we add 1 to the value of `, i.e.

⌈
`+ 1

a

⌉
+

⌈
`+ 1

b

⌉
=

⌈
b abna+bc − (j − 1)

a

⌉
+

⌈
b abna+bc − (j − 1)

b

⌉

=



⌊
abn
a+b

⌋

a

+ 1 +



⌊
abn
a+b

⌋

b

+ 1 (Lemma 4.2.5)

=

⌊
abn

a(a+ b)

⌋
+ 1 +

⌊
abn

b(a+ b)

⌋
+ 1

≥
⌊

abn

a(a+ b)
+

abn

b(a+ b)

⌋
+ 1

= n+ 1, and `+ 1 is too large, as desired.
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Now let m ∈ Z>1, as follows

⌈
`+m

a

⌉
+

⌈
`+m

b

⌉
=

⌈
b abna+bc − j +m

a

⌉
+

⌈
b abna+bc − j +m

b

⌉

≥

⌈
b abna+bc − (j − 1)

a

⌉
+

⌈
m− 1

a

⌉
− 1 +

⌈
b abna+bc − (j − 1)

b

⌉
+

⌈
m− 1

b

⌉
− 1

=



⌊
abn
a+b

⌋

a

+

⌈
m− 1

a

⌉
+



⌊
abn
a+b

⌋

b

+

⌈
m− 1

b

⌉
(Lemma 4.2.5)

≥ n− 1 +

⌈
m− 1

a

⌉
+

⌈
m− 1

b

⌉

≥ n+ 1 when m > 1.

Thus, ` =
⌊
abn
a+b

⌋
− j is the value we desired.

Lemma 4.2.7 For n ≥ 2,

{x = (x1, x2, . . . , xn−1)T |x1 = a ∈ Z>0, xn−1 = b ∈ Z>0 with (Åx)i ≥ 0, and xi ∈ Z for i =

1, 2, . . . n− 1} is equal to the following set.

{γ = (a, 2a, . . . , aja, aja + (a− 1), aja + 2(a− 1), . . . , aja + (a− 1)ja−1

...

(a− j) +

j−1∑

m=0

(a−m)ja−m, 2(a− j) +

j−1∑

m=0

(a−m)ja−m, . . . ,

j∑

m=0

(a−m)ja−m,

...

1 +
a−2∑

m=0

(a−m)ja−m, 2 +
a−2∑

m=0

(a−m)ja−m, . . . , `− 1,

`<n−2`+1+
∑k−1

m=2(m−1)(im+jm)>,

`− 1, `− 2, . . . , 1 +

b∑

m=2

mim,

b∑

m=2

mim,

b∑

m=2

(mim)− 2, . . . , 2 +

b∑

m=3

mim,

...
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b∑

m=j

mim,
b∑

m=j

(mim)− j, . . . , j +
b∑

m=j+1

mim,

...

bib, bib − b, . . . , b)}

where `<m> is defined as `, `, . . . , `︸ ︷︷ ︸
m

and the following bounds are satisfied:

• Let β be the fraction
ab

a+ b
. Then

max{a, b} ≤ ` ≤ (bβnc −min{(bβnc mod a), (bβnc mod b)}),

• 0 ≤ im ≤
⌊
`

m

⌋
, 1 ≤ m ≤ b, 1 ≤ ib, with im ∈ Z≥0,

• 0 ≤ jm ≤
⌊
`

m

⌋
, 1 ≤ m ≤ a, 1 ≤ ja,with jm ∈ Z≥0,

• max{2`− n, 0} ≤
max{a,b}∑

m=2

(m− 1)(im + jm),

•
b∑

m=1

mim =
a∑

m=1

mjm = `.

Proof. Since Å is a Cartan Matrix of finite type, xi ≥ 0 for i = 1, 2, . . . , n− 1.

Claim 4.2.8 If xk−1 > xk, then xk > xk+1.

Proof. xk−1 > xk =⇒ xk + xk−1 > 2xk =⇒ xk > 2xk − xk−1.

0 ≤ −xk−1 + 2xk − xk+1 < xk − xk+1, and thus xk > xk+1.

Claim 4.2.9 If xk = xk−1, then xj ≤ xk, k ≤ j ≤ n− 1.

Proof. Let xk = xk−1. Then 0 ≤ −xk−1 + 2xk − xk+1 = xk − xk+1 =⇒ xk+1 ≤ xk. Using

Claim 4.2.8, we obtain the desired result.
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From these two claims and using the symmetry of Å, we see that as the index k increases,

the values of xk increase for each successive xk, attaining a maximum value which we will call

` and which may repeat. Then the values of xk decrease (if necessary) to xn−1 = b.

Claim 4.2.10 If xk − xk−1 ≤ m, then xk+1 − xk ≤ m, where m ∈ Z.

Proof. Suppose xk − xk−1 ≤ m. Then

0 ≤ −xk−1 + 2xk − xk+1 ≤ m+ xk − xk+1 =⇒ xk+1 − xk ≤ m.

Claim 4.2.10 describes how the values of xk increase and decrease. Moving from left to right,

we can increase some number of times by a, then by a−1, a−2, and so on. By symmetry, if we

decrease, we decrease some number of times (possibly zero) by 1, then by 2, and so on until we

decrease by b from xn−1 to xn = 0. Thus the coefficients of the xk’s follow the pattern stated

in the lemma.

Now that we have determined the coefficients, we must describe the bounds.

• For a particular k and n, the maximum value of ` will be attained in the n− 1 tuple that

increases by a and decreases by b as many times as possible. Otherwise, the maximum

value of ` would not be attained. By this reasoning, we make the relation
⌈
`−a
a

⌉
+

1 +
⌈
`−b
b

⌉
≤ n − 1, which is equivalent to

⌈
`
a

⌉
+
⌈
`
b

⌉
≤ n. Thus the upperbound for

` must satisfy this relation. By the Lemma 4.2.6, we see that the upperbound for ` is⌊
abn

a+ b

⌋
−min

{⌊
abn

a+ b

⌋
mod a,

⌊
abn

a+ b

⌋
mod b

}

• If we were to increase by m more than
⌊
`
m

⌋
times, then ` would no longer be the maximum

value attained. Similar for decreasing by jm. This gives us the conditions involving im

and jm.

• Since 2`−
max{a,b}∑

m=2

(m−1)(im+ jm)−1 ≤ n−1, and each im and jm must be nonnegative,

we obtain max{2`− n, 0} ≤
max{a,b}∑

m=2

(m− 1)(im + jm).
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• Consider x0 = 0. Then from x0 to x1, we increase by a one time. Each time we increase

by any number, we are getting closer to `. Thus ` is the summation of the number of times

we increase by each value multiplied by that value. We obtain
b∑

m=1

mim =
a∑

m=1

mjm = `.

�

Proof of Theorem 4.2.1

By Proposition 4.1.1, max(Λ)∩P+ is bijective to kCaf ∩Q via the map λ 7→ λ. We will find all

λ ∈ kCaf ∩Q and use the inverse of this bijective map to list all elements of max(Λ) ∩ P+. If

λ = Λ+
n−1∑

j=0

qjαj ∈ max(Λ)∩P+ (with qj ∈ Z≤0, 1 ≤ j ≤ n−1) maps to λ =
n−1∑

j=1

xjαj ∈ kCaf∩Q

via the above bijection, we can use this map to obtain the relation xj = qj − q0, 1 ≤ j ≤ n− 1.

(c.f. [21].)

By definition,

kCaf ∩Q =



λ =

n−1∑

j=1

xjαj

∣∣∣∣∣∣
λ(hj) ≥ 0, 1 ≤ j < n, (λ|θ) ≤ k



 .

Thus the elements λ ∈ kCaf ∩Q satisfy the following conditions:





λ(h1) = 2x1 − x2 ≥ 0,

λ(h2) = −x1 + 2x2 − x3 ≥ 0,

...
...

λ(hn−2) = −xn−3 + 2xn−2 − xn−1 ≥ 0,

λ(hn−1) = −xn−2 + 2xn−1 ≥ 0,

(λ|θ) = x1 + xn−1 ≤ k.

This is equivalent to the set of all n − 1 tuples (x1, x2, . . . , xn−1) such that x1 + xn−1 ≤ k

and Åx = 0. Since Å is of finite type, λ(hj) ≥ 0, j ∈ {1, 2, . . . , n − 1} implies that xj ≥ 0, j ∈

{1, 2, . . . , n − 1}. It is easy to see that x1 = 0 ⇐⇒ x2 = 0 ⇐⇒ . . . ⇐⇒ xn−1 = 0, so that
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either x1 = x2 = . . . = xn−1 = 0 or x1, xn−1 ∈ Z>0 and x1 + xn−1 ≤ k.

From Lemma 4.2.7, we are able to define the set of (n−1)-tuples (x1, x2, . . . , xn−1) satisfying

these conditions. Since xj = qj − q0 and thus qj = xj + q0, we have

(q1, q2, . . . , qn−1) = (x1 + q0, x2 + q0, . . . , (`+ q0)<n−2`+1+
∑k−1

m=2(m−1)(im+jm)>,

. . . , xn−2 + q0, xn−1 + q0).

q0 ≤ 0 implies that q0 = −`− r for some r ∈ Z≥0. Then λ = λ̃− rδ, where

λ̃ = Λ− `α0 − (`− x1)α1 − (`− x2)α2 − . . . α`−1−
∑k−1

m=2(m−1)jm

− αn−(`−1)+
∑k−1

m=2(m−1)im
− . . .− (`− xn−1)αn−1.

We claim that r = 0. Suppose r 6= 0, i.e. r ≥ 1. Then λ + δ ≤ Λ and λ + δ ∈ P+. This

implies that λ+ δ ∈ P (Λ), which contradicts that λ ∈ max(Λ). Therefore, λ = λ̃. �

Example 4.2.11 For k = 3, n = 8, we find all elements of max(Λ)∩P+, where Λ = 3Λ0. We

must consider all cases for which x1 + x7 ≤ k.

• Case: x1 + x7 = 0. Here, x1 = x7 = 0. Thus, we have ` = 0 and we contribute the weight

Λ.

• Case: x1 + x7 = 1. Then we must have either x1 = 0 and x7 = 1 or x1 = 1 and x7 = 0,

neither of which can happen, so we contribute no weights.

• Case: x1 + x7 = 2. If either x1 or x7 is 2, the other must be 0, which cannot occur. So

we just have the case x1 = x7 = 1. Now, 1 ≤ ` ≤ 4. See Table 4.1.

In this table, the column labeled −αi gives the negative coefficient of αi in the weight.

• Case: x1 + x7 = 3. We have two viable new cases here: x1 = 1 and x7 = 2 and the

reverse: x1 = 2 and x7 = 1. We will first examine x1 = 1 and x7 = 2 as in Table 4.2.
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Table 4.1: Maximal Dominant Weights: k = 3, n = 8, x1 = x7 = 1
` i1 j1 −α0 −α1 −α2 −α3 −α4 −α5 −α6 −α7

1 1 1 1 0 0 0 0 0 0 0

2 2 2 2 1 0 0 0 0 0 1

3 3 3 3 2 1 0 0 0 1 2

4 4 4 4 3 2 1 0 1 2 3

Table 4.2: Maximal Dominant Weights: k = 3, n = 8, x1 = 1, x7 = 2
` i1 i2 j1 j2 −α0 −α1 −α2 −α3 −α4 −α5 −α6 −α7

2 0 1 2 0 2 1 0 0 0 0 0 0

3 1 1 3 0 3 2 1 0 0 0 0 1

4 2 1 4 0 4 3 2 1 0 0 1 2

4 0 2 4 0 4 3 2 1 0 0 0 2

5 1 2 5 0 5 4 3 2 1 0 1 3

By symmetry, we can obtain the weights when x1 = 2 and x7 = 1. The weights are as in

Table 4.3.

Table 4.3: Maximal Dominant Weights: k = 3, n = 8, x1 = 2, x7 = 1
` i1 i2 j1 j2 −α0 −α1 −α2 −α3 −α4 −α5 −α6 −α7

2 2 0 0 1 2 0 0 0 0 0 0 1

3 3 0 1 1 3 1 0 0 0 0 1 2

4 4 0 2 1 4 2 1 0 0 1 2 3

4 4 0 0 2 4 2 0 0 0 1 2 3

5 5 0 1 2 5 3 1 0 1 2 3 4

We have satisfied all cases and have thus listed the elements of max(Λ) ∩ P+.

4.3 Maximal dominant weights of V ((k − 1)Λ0 + Λs)

We will now consider the maximal dominant weights of V ((k− 1)Λ0 + Λs), where 1 ≤ s ≤
⌊
n
2

⌋
.

Recall that we include the stipulation that 1 ≤ s ≤
⌊
n
2

⌋
not because other values of s are

invalid, but because other values of s are redundant. The Dynkin diagram for ŝl(n) is cyclic

and we can move around the diagram shifting indices if necessary to find the maximal dominant

45



weights for different weights of the same form.

Theorem 4.3.1 Let n ≥ 2, Λ = (k − 1)Λ0 + Λs, k ≥ 2, 1 ≤ s ≤
⌊
n
2

⌋
. Then max(Λ) ∩ P+ ={

Λ−
n−1∑

i=0

(`− xi)αi

}
where the possible values of xi are described in the following cases. Note

that in every case, xi ∈ Z≥0, `−xi ≥ 0. We take x1 = a, xn−1 = b and stipulate that a+b ≤ k−1.

Case 1 a = b = 0: {(0, 0, . . . , 0)}, ` = 0.

Case 2 n = 2: {(x1)|1 ≤ x1 ≤
⌊
k−1

2

⌋
}, ` = x1.

Case 3 a = 0, b > 0, n ≥ 3

{(0, 0, . . . ,
s
0, 1, 2, . . . , `<n−2`−s+1+

∑b
m=2(m−1)̄im>,

`− 1, `− 2, . . . , 1 +
b∑

m=2

mīm,

b∑

m=2

mīm,
b∑

m=2

(mīm)− 2, . . . , 2 +
b∑

m=3

mīm,

...

b∑

m=j

mīm,
b∑

m=j

(mīm)− j, . . . , j +
b∑

m=j+1

mīm,

...

b̄ib, b̄ib − b, . . . , b)},

satisfying:

• b ≤ ` ≤
⌊
b(n−s)

1+b

⌋
,

• 0 ≤ īm ≤
⌊
`

m

⌋
, 1 ≤ m ≤ b, 1 ≤ īb, with īm ∈ Z≥0,

• max{2`− (n− s), 0} ≤
b∑

m=2

(m− 1)(̄im),
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•
b∑

m=1

mīm = `.

Case 4 a > 0, b = 0, n ≥ 3

{(a, 2a, . . . ,aja, aja + (a− 1), aja + 2(a− 1), . . . , aja + (a− 1)ja−1

...

(a− j) +

j−1∑

m=0

(a−m)ja−m, 2(a− j) +

j−1∑

m=0

(a−m)ja−m, . . . ,

j∑

m=0

(a−m)ja−m,

...

1 +
a−2∑

m=0

(a−m)ja−m, 2 +
a−2∑

m=0

(a−m)ja−m, . . . , `− 1,

`<n−2l−s+1+
∑a

m=2(m−1)jm>,

`− 1, `− 2, . . . , 1,
s
0, 0, . . . 0)},

satisfying

• a ≤ ` ≤
⌊
as
a+1

⌋
,

• 0 ≤ jm ≤
⌊
`
m

⌋
, 1 ≤ m ≤ a, 1 ≤ ja, with jm ∈ Z≥0,

• max{2`− s, 0} ≤
a∑

m=2

(m− 1)(jm),

•
a∑

m=1

mjm = `.

Case 5 a > 0, b > 0 and the leftmost xi that holds the maximum value (`) occurs to the left of

the sth position, n ≥ 3.

{(a, 2a, . . . ,aja, aja + (a− 1), aja + 2(a− 1), . . . , aja + (a− 1)ja−1
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...

(a− j) +

j−1∑

m=0

(a−m)ja−m, 2(a− j) +

j−1∑

m=0

(a−m)ja−m, . . . ,

j∑

m=0

(a−m)ja−m,

...

1 +

a−2∑

m=0

(a−m)ja−m, 2 +

a−2∑

m=0

(a−m)ja−m, . . . , `− 1,

`<s−2`+¯̀+
∑max{a,b}

m=2 (m−1)(im+jm)+q>

`− 1, `− 2, . . . , `− i1, `− i1 − 2, `− i1 − 4, . . . , `− i1 − 2i2,

...

`−
m=j−1∑

m=1

im − j, `−
m=j−1∑

m=1

im − 2j, . . . , `−
m=j−1∑

m=1

im

...

¯̀+ ziz, ¯̀+ z(iz − 1), . . . , ¯̀+ z,

s
¯̀, ¯̀<n−s−¯̀+

∑b
m=2 īm>,

¯̀− q, ¯̀− 2q, . . . , ¯̀− qīq,

¯̀− qīq − (q + 1), ¯̀− qīq − 2(q + 1), . . . , ¯̀− qīq − (q + 1)̄iq+1,

...

b̄ib, b̄ib − b, . . . , b)},

satisfying

• max{a, b} ≤ ` ≤ min{(s− 1)a,
⌊
a(bn+s)
a+b+1

⌋
− j}, where

– bn+ s ≡ m mod (a+ b+ 1),

– if m ≤ b, j = m−
⌈
m(b+1)
a+b+1

⌉
,

– if m > b, j = b+ 1−
⌈
m(b+1)
a+b+1

⌉
,

• max{b,
⌈
`
a

⌉
+ `− s} ≤ ¯̀≤ min{`, b(n− s)},
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• 0 ≤ jm ≤
⌊
`
m

⌋
, 1 ≤ m ≤ a, 1 ≤ ja, jm ∈ Z≥0,

• 0 ≤ īm ≤
⌊

¯̀

m

⌋
, 1 ≤ m ≤ b, 1 ≤ īb, īm ∈ Z≥0,

• (z = min{m|̄im > 0}+ 1) ≤ im ≤
⌊
`−¯̀

m

⌋
, 1 ≤ m ≤ b, im ∈ Z≥0,

•
b∑

m=1

m(im + īm) =

a∑

m=1

mjm = `,

• q = z − 1 if ¯̀ is not repeated and is equal to 1 otherwise.

Case 6 The leftmost xi that holds the maximum value (`) occurs to the right of or at the sth

position, n ≥ 3. We will denote the value of xs by ¯̀ and let t = xs − xs−1 .

{(a, 2a, . . . ,aja, aja + (a− 1), aja + 2(a− 1), . . . , aja + (a− 1)ja−1

...

¯̀− tjt, ¯̀− t(jt − 1), . . . , ¯̀− t,

¯̀<s−¯̀+
∑a

m=2(m−1)jm>,
s
¯̀

¯̀+ (t+ 1), ¯̀+ 2(t+ 1), . . . , ¯̀+ j̄t+1(t+ 1),

¯̀+ j̄t+1(t+ 1) + t, ¯̀+ j̄t+1(t+ 1) + 2t, . . . , ¯̀+ j̄t+1(t+ 1) + j̄tt,

...

`− j̄1, `− j̄1 + 1, . . . , `− 1,

`<n−s−1−`−(`−¯̀)+
∑max{a+1,b}

m=2 (m−1)(im+j̄m)>,

`− 1, `− 2, . . . , 1 +
b∑

m=2

mīm,

b∑

m=2

mīm,

b∑

m=2

(mīm)− 2, . . . , 2 +

b∑

m=3

mīm,

...

b∑

m=j

mīm,

b∑

m=j

(mīm)− j, . . . , j +
b∑

m=j+1

mīm,

...

b̄ib, b̄ib − b, . . . , b)},
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satisfying

• max{a, b− n+ s+ 1} ≤ ¯̀≤ min{as, b(n− s)},

• ¯̀≤ ` ≤
⌊
b((t+1)(n−s)+¯̀)

t+b+1

⌋
− j, where

– ((t+ 1)(n− s) + ¯̀) ≡ m mod (t+ b+ 1),

– if m ≤ t, j = m−
⌈
m(t+1)
t+b+1

⌉
,

– if m > t, j = t+ 1−
⌈
m(t+1)
t+b+1

⌉
,

• 0 ≤ jm ≤
⌊

¯̀

m

⌋
,max{t, 1} ≤ m ≤ a, 1 ≤ ja, jm ∈ Z≥0,

• 0 ≤ j̄m ≤
⌊
`−¯̀

m

⌋
, 1 ≤ m ≤ t+ 1, j̄m ∈ Z≥0,

• 0 ≤ īm ≤
⌊
`
m

⌋
, 1 ≤ m ≤ b, 1 ≤ ib, im ∈ Z≥0,

•
a+1∑

m=1

m(jm + j̄m) =
b∑

m=1

mīm = `,

•
a∑

m=t

mjm = ¯̀.

Explanation of Terms: As in Theorem 4.2.1, we have that xi = ` for some i, allowing the

coefficient of at least one αi to be zero. This ` is the maximum value of any xi and sometimes

repeats. Because we now have s as a contributing factor, we now have another value which

may repeat. This value occurs in position s and will be denoted xs = ¯̀. To accommodate this,

we modify our use of indices a bit. We use jm to denote the number of times we increase by

m in consecutive xi’s to the left of position s. If there is an additional increase to the right

of position s, we use j̄m for the number of times we increase by m to the right of position s.

Similarly, we use īm to denote any decreases that occur to the right of position s and im for

any that occur to the left of position s.

In order to prove this theorem, we need several lemmas, which follow.

Lemma 4.3.2 The largest value of ` satisfying
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⌈
`

a

⌉
+

⌈
`− b(n− s)

b+ 1

⌉
≤ s (4.3.1)

is
⌊
a(bn+s)
a+b+1

⌋
− j, where

• bn+ s ≡ m mod (a+ b+ 1)

• if m ≤ b+ 1, j = m−
⌈
m(b+1)
a+b+1

⌉

• if m > b+ 1, j = b+ 1−
⌈
m(b+1)
a+b+1

⌉

Proof: Let q be such that bn+s = (a+b+1)q+m. Then ` =
⌊
a(bn+s)
a+b+1

⌋
−j =

⌊
a((a+b+1)q+m)

a+b+1

⌋
−

j = aq +
⌊

am
a+b+1

⌋
− j

Case 1 m ≤ b

We wish to show that ` = aq +
⌊

am
a+b+1

⌋
−m +

⌈
m(b+1)
a+b+1

⌉
satisfies (4.3.1) and is the maximum

integer that does so.

⌈
`

a

⌉
+

⌈
`− b(n− s)

b+ 1

⌉
=

=




aq +
⌊

am
a+b+1

⌋
−m+

⌈
m(b+1)
a+b+1

⌉

a




+




aq +
⌊

am
a+b+1

⌋
−m+

⌈
m(b+1)
a+b+1

⌉
− b(n− s)

b+ 1




= q +




⌊
am

a+b+1

⌋
−m+

⌈
m(b+1)
a+b+1

⌉

a




+




aq +
⌊

am
a+b+1

⌋
−m+

⌈
m(b+1)
a+b+1

⌉
− bn+ b(q(a+ b+ 1) +m− bn)

b+ 1




= q +




⌊
am

a+b+1

⌋
−m+

⌈
m(b+1)
a+b+1

⌉

a
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+




q(a+ b)(b+ 1)− b(b+ 1)n+ (b− 1)m+
⌊

am
a+b+1

⌋
+
⌈
m(b+1)
a+b+1

⌉

b+ 1




= q +




⌊
am

a+b+1

⌋
−m+

⌈
m(b+1)
a+b+1

⌉

a




+ q(a+ b)− bn+




(b− 1)m+
⌊

am
a+b+1

⌋
+
⌈
m(b+1)
a+b+1

⌉

b+ 1




= q(a+ b+ 1)− bn+




⌊
am

a+b+1

⌋
−m+

⌈
m(b+1)
a+b+1

⌉

a




+




(b− 1)m+
⌊

am
a+b+1

⌋
+
⌈
m(b+1)
a+b+1

⌉

b+ 1




= q(a+ b+ 1)− bn+

⌈
am+1
a+b+1 − 1−m+ m(b+1)

a+b+1

a

⌉
+

⌈
(b− 1)m+ am+1

a+b+1 − 1 + m(b+1)
a+b+1

b+ 1

⌉

= q(a+ b+ 1)− bn+

⌈
am+ 1− (a+ b+ 1)(1 +m) +m(b+ 1)

a(a+ b+ 1)

⌉

+

⌈
(b− 1)m(a+ b+ 1) + am+ 1− (a+ b+ 1) +m(b+ 1)

(a+ b+ 1)(b+ 1)

⌉

= q(a+ b+ 1)− bn+

⌈
−a− b

a(a+ b+ 1)

⌉
+

⌈
mb(a+ b+ 1)− a− b

(a+ b+ 1)(b+ 1)

⌉

= q(a+ b+ 1)− bn+ 0 +

⌈
mb

b+ 1
+

−(a+ b)

(b+ 1)(a+ b+ 1)

⌉

= q(a+ b+ 1)− bn+m

= s

Thus ` as described above satisfies 4.3.1. Suppose we add a positive integer, r, to the value

of ` given. That is, suppose ` = aq +
⌊

am
a+b+1

⌋
− m +

⌈
m(b+1)
a+b+1

⌉
+ r. Then, following similar

steps as above, we obtain the following:

⌈
`

a

⌉
+

⌈
`− b(n− s)

b+ 1

⌉
=

=




aq +
⌊

am
a+b+1

⌋
−m+

⌈
m(b+1)
a+b+1

⌉
+ r

a




+




aq +
⌊

am
a+b+1

⌋
−m+

⌈
m(b+1)
a+b+1

⌉
+ r − b(n− s)

b+ 1




= q(a+ b+ 1)− bn+

⌈
−a− b+ r(a+ b+ 1)

a(a+ b+ 1)

⌉
+

⌈
mb(a+ b+ 1)− a− b+ r(a+ b+ 1)

(a+ b+ 1)(b+ 1)

⌉
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≥ q(a+ b+ 1)− bn+ 1 +m

> s

Case 2 m > b

We wish to show that ` = aq+
⌊

am
a+b+1

⌋
− (b+ 1) +

⌈
m(b+1)
a+b+1

⌉
satisfies 4.3.1 and is the maximum

integer that does so.

⌈
`

a

⌉
+

⌈
`− b(n− s)

b+ 1

⌉
=

=




aq +
⌊

am
a+b+1

⌋
− (b+ 1) +

⌈
m(b+1)
a+b+1

⌉

a




+




aq +
⌊

am
a+b+1

⌋
− (b+ 1) +

⌈
m(b+1)
a+b+1

⌉
− b(n− s)

b+ 1




= q +




⌊
am

a+b+1

⌋
− (b+ 1) +

⌈
m(b+1)
a+b+1

⌉

a




+




aq +
⌊

am
a+b+1

⌋
− (b+ 1) +

⌈
m(b+1)
a+b+1

⌉
− bn+ b(q(a+ b+ 1) +m− bn)

b+ 1




= q +




⌊
am

a+b+1

⌋
− (b+ 1) +

⌈
m(b+1)
a+b+1

⌉

a




+




q(a+ b)(b+ 1)− b(b+ 1)n+ bm− (b+ 1) +
⌊

am
a+b+1

⌋
+
⌈
m(b+1)
a+b+1

⌉

b+ 1




= q +




⌊
am

a+b+1

⌋
− (b+ 1) +

⌈
m(b+1)
a+b+1

⌉

a




+ q(a+ b)− bn− 1 +




bm+
⌊

am
a+b+1

⌋
+
⌈
m(b+1)
a+b+1

⌉

b+ 1




= q(a+ b+ 1)− bn− 1 +




⌊
am

a+b+1

⌋
− (b+ 1) +

⌈
m(b+1)
a+b+1

⌉

a




+




bm+
⌊

am
a+b+1

⌋
+
⌈
m(b+1)
a+b+1

⌉

b+ 1




= q(a+ b+ 1)− bn− 1 +

⌈
am+1
a+b+1 − 1− (b+ 1) + m(b+1)

a+b+1

a

⌉
+

⌈
bm+ am+1

a+b+1 − 1 + m(b+1)
a+b+1

b+ 1

⌉

= q(a+ b+ 1)− bn− 1 +

⌈
am+ 1− (a+ b+ 1)(b+ 2) +m(b+ 1)

a(a+ b+ 1)

⌉
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+

⌈
bm(a+ b+ 1) + am+ 1− (a+ b+ 1) +m(b+ 1)

(a+ b+ 1)(b+ 1)

⌉

= q(a+ b+ 1)− bn− 1 +

⌈
m− (b+ 2)

a
+

1

a(a+ b+ 1)

⌉
+m+

⌈
−a− b

(a+ b+ 1)(b+ 1)

⌉

≤ q(a+ b+ 1)− bn− 1 + 1 +m+ 0

= q(a+ b+ 1)− bn+m

= s

Thus ` as described above satisfies 4.3.1. As in the previous case, suppose we add a positive

integer, r, to the value of ` given. That is, suppose ` = aq +
⌊

am
a+b+1

⌋
− (b+ 1) +

⌈
m(b+1)
a+b+1

⌉
+ r.

Then, following similar steps as above, we obtain the following:

⌈
`

a

⌉
+

⌈
`− b(n− s)

b+ 1

⌉
=

=




aq +
⌊

am
a+b+1

⌋
− (b+ 1) +

⌈
m(b+1)
a+b+1

⌉
+ r

a




+




aq +
⌊

am
a+b+1

⌋
− (b+ 1) +

⌈
m(b+1)
a+b+1

⌉
+ r − b(n− s)

b+ 1




= q(a+ b+ 1)− bn− 1 +

⌈
m+ r − (b+ 2)

a
+

1

a(a+ b+ 1)

⌉
+m+

⌈
r(a+ b+ 1)− a− b
(a+ b+ 1)(b+ 1)

⌉

≥ q(a+ b+ 1)− bn− 1 + 1 +m+ 1

> s

Lemma 4.3.3 The largest value of ` satisfying

⌈
`− ¯̀

t+ 1

⌉
+

⌈
`

b

⌉
≤ n− s (4.3.2)

is:
⌊
b((t+1)(n−s)+¯̀)

t+b+1

⌋
− j, where
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• ((t+ 1)(n− s) + ¯̀) ≡ m mod (t+ b+ 1)

• if m ≤ t, j = m−
⌈
m(t+1)
t+b+1

⌉

• if m > t, j = t+ 1−
⌈
m(t+1)
t+b+1

⌉

Proof: Let q be such that (t+1)(n−s)+ ¯̀= (t+ b+1)q+m. Then ` =
⌊
b((t+1)(n−s)+¯̀)

t+b+1

⌋
− j =

⌊
b((t+b+1)q+m)

t+b+1

⌋
− j = bq +

⌊
bm

t+b+1

⌋
− j.

Case 1 m ≤ t

We wish to show that ` = bq +
⌊

bm
t+b+1

⌋
− m +

⌈
m(t+1)
t+b+1

⌉
satisfies 4.3.2 and is the maximum

integer that does so.

⌈
`− ¯̀

t+ 1

⌉
+

⌈
`

b

⌉

=




bq +
⌊

bm
t+b+1

⌋
−m+

⌈
m(t+1)
t+b+1

⌉
− ¯̀

t+ 1




+




bq +
⌊

bm
t+b+1

⌋
−m+

⌈
m(t+1)
t+b+1

⌉

b




=




bq +
⌊

bm
t+b+1

⌋
−m+

⌈
m(t+1)
t+b+1

⌉
− ((t+ b+ 1)q +m− (t+ 1)(n− s))

t+ 1




+




bq +
⌊

bm
t+b+1

⌋
−m+

⌈
m(t+1)
t+b+1

⌉

b




= n− s− q +




⌊
bm

t+b+1

⌋
− 2m+

⌈
m(t+1)
t+b+1

⌉

t+ 1




+ q +




⌊
bm

t+b+1

⌋
−m+

⌈
m(t+1)
t+b+1

⌉

b




= n− s+

⌈
bm+1
t+b+1 − 1− 2m+ m(t+1)

t+b+1

t+ 1

⌉
+

⌈
bm+1
t+b+1 − 1−m+ m(t+1)

t+b+1

b

⌉

= n− s+

⌈
bm+ 1− (1 + 2m)(t+ b+ 1) +m(t+ 1)

(t+ 1)(t+ b+ 1)

⌉

+

⌈
bm+ 1− (m+ 1)(t+ b+ 1) +m(t+ 1)

(t+ b+ 1)b

⌉

= n− s+

⌈
−m(t+ b+ 1)− (t+ b)

(t+ 1)(t+ b+ 1)

⌉
+

⌈
−(b+ t)

b(t+ b+ 1)

⌉
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= n− s+

⌈
−m
t+ 1

+
−(t+ b)

(t+ 1)(t+ b+ 1)

⌉
+

⌈
−(b+ t)

b(t+ b+ 1)

⌉

= n− s

Thus ` as described above satisfies 4.3.2. As in the previous case, suppose we add a positive

integer, r, to the value of ` given. That is, suppose ` = bq+
⌊

bm
t+b+1

⌋
−m+

⌈
m(t+1)
t+b+1

⌉
+ r. Then,

following similar steps as above, we obtain the following:

⌈
`− ¯̀

t+ 1

⌉
+

⌈
`

b

⌉

=




bq +
⌊

bm
t+b+1

⌋
−m+

⌈
m(t+1)
t+b+1

⌉
+ r − ¯̀

t+ 1




+




bq +
⌊

bm
t+b+1

⌋
−m+

⌈
m(t+1)
t+b+1

⌉
+ r

b




= n− s+

⌈
bm+ 1− (1 + 2m)(t+ b+ 1) + r(t+ b+ 1) +m(t+ 1)

(t+ 1)(t+ b+ 1)

⌉

+

⌈
bm+ 1− (m+ 1)(t+ b+ 1) + r(t+ b+ 1) +m(t+ 1)

(t+ b+ 1)b

⌉

= n− s+

⌈
−m(t+ b+ 1)− (t+ b) + r(t+ b+ 1)

(t+ 1)(t+ b+ 1)

⌉
+

⌈
r(t+ b+ 1)− (b+ t)

b(t+ b+ 1)

⌉

= n− s+

⌈
r −m
t+ 1

+
−(t+ b)

(t+ 1)(t+ b+ 1)

⌉
+

⌈
r(t+ b+ 1)− (b+ t)

b(t+ b+ 1)

⌉

≥ n− s+ 1

Case 2 m > t

We wish to show that ` = bq+
⌊

bm
t+b+1

⌋
− (t+ 1) +

⌈
m(t+1)
t+b+1

⌉
satisfies 4.3.2 and is the maximum

integer that does so.

⌈
`− ¯̀

t+ 1

⌉
+

⌈
`

b

⌉

=




bq +
⌊

bm
t+b+1

⌋
− (t+ 1) +

⌈
m(t+1)
t+b+1

⌉
− ¯̀

t+ 1




+




bq +
⌊

bm
t+b+1

⌋
− (t+ 1) +

⌈
m(t+1)
t+b+1

⌉

b
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=




bq +
⌊

bm
t+b+1

⌋
− (t+ 1) +

⌈
m(t+1)
t+b+1

⌉
− ((t+ b+ 1)q +m− (t+ 1)(n− s))

t+ 1




+




bq +
⌊

bm
t+b+1

⌋
− (t+ 1) +

⌈
m(t+1)
t+b+1

⌉

b




= n− s− q − 1 +




⌊
bm

t+b+1

⌋
−m+

⌈
m(t+1)
t+b+1

⌉

t+ 1




+ q +




⌊
bm

t+b+1

⌋
− (t+ 1) +

⌈
m(t+1)
t+b+1

⌉

b




= n− s− 1 +

⌈
bm+1
t+b+1 − 1−m+ m(t+1)

t+b+1

t+ 1

⌉
+

⌈
bm+1
t+b+1 − 1− (t+ 1) + m(t+1)

t+b+1

b

⌉

= n− s− 1 +

⌈
bm+ 1− (1 +m)(t+ b+ 1) +m(t+ 1)

(t+ 1)(t+ b+ 1)

⌉

+

⌈
bm+ 1− (t+ 2)(t+ b+ 1) +m(t+ 1)

(t+ b+ 1)b

⌉

= n− s− 1 +

⌈
1− (b+ t+ 1)

(t+ 1)(t+ b+ 1)

⌉
+

⌈
(m− t− 2)(t+ b+ 1) + 1

b(t+ b+ 1)

⌉

= n− s− 1 +

⌈
−(b+ t)

(t+ 1)(t+ b+ 1)

⌉
+

⌈
m− t− 2

b
+

1

b(t+ b+ 1)

⌉

≤ n− s− 1 + 1

= n− s

Thus ` as described above satisfies 4.3.2. As in the previous case, suppose we add a positive

integer, r, to the value of ` given. That is, suppose ` = bq +
⌊

bm
t+b+1

⌋
− (t+ 1) +

⌈
m(t+1)
t+b+1

⌉
+ r.

Then, following similar steps as above, we obtain the following:

⌈
`− ¯̀

t+ 1

⌉
+

⌈
`

b

⌉

=




bq +
⌊

bm
t+b+1

⌋
− (t+ 1) +

⌈
m(t+1)
t+b+1

⌉
+ r − ¯̀

t+ 1




+




bq +
⌊

bm
t+b+1

⌋
− (t+ 1) +

⌈
m(t+1)
t+b+1

⌉
+ r

b
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= n− s− 1 +

⌈
bm+ 1− (1 +m)(t+ b+ 1) +m(t+ 1) + r(t+ b+ 1)

(t+ 1)(t+ b+ 1)

⌉

+

⌈
bm+ 1− (t+ 2)(t+ b+ 1) +m(t+ 1) + r(t+ b+ 1)

(t+ b+ 1)b

⌉

= n− s− 1 +

⌈
−(b+ t) + r(t+ b+ 1)

(t+ 1)(t+ b+ 1)

⌉
+

⌈
(r +m− t− 2)(t+ b+ 1) + 1

b(t+ b+ 1)

⌉

= n− s− 1 +

⌈
−(b+ t) + r(t+ b+ 1)

(t+ 1)(t+ b+ 1)

⌉
+

⌈
(r +m− t− 2)

b
+

1

b(t+ b+ 1)

⌉

≥ n− s+ 1

Lemma 4.3.4 For n ≥ 2,

{x = (x1, x2, . . . , xn−1)T |x1 + xn−1 ≤ (k − 1), (A′x)i ≥ 0, except (A′x)s ≥ −1, (1 ≤ s ≤
⌊
n
2

⌋
), and xi ∈ Z for i = 1, 2, . . . n− 1} is equal to the union of the following sets. For conve-

nience, we will set a = x1 and b = xn−1.

Case 1 a = b = 0: {(0, 0, . . . , 0)}.

Case 2 n = 2: {(x1)|1 ≤ x1 ≤
⌊
k−1

2

⌋
}.

Case 3 a = 0, b > 0, n ≥ 3

{(0, 0, . . . ,
s
0, 1, 2, . . . , `<n−2`−s+1+

∑b
m=2(m−1)̄im>,

`− 1, `− 2, . . . , 1 +
b∑

m=2

mīm,

b∑

m=2

mīm,

b∑

m=2

(mīm)− 2, . . . , 2 +

b∑

m=3

mīm,

...

b∑

m=j

mīm,

b∑

m=j

(mīm)− j, . . . , j +

b∑

m=j+1

mīm,

...

b̄ib, b̄ib − b, . . . , b)},
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satisfying:

• b ≤ ` ≤
⌊
b(n−s)

1+b

⌋
,

• 0 ≤ īm ≤
⌊
`

m

⌋
, 1 ≤ m ≤ b, 1 ≤ īb, with īm ∈ Z≥0,

• max{2`− (n− s), 0} ≤
b∑

m=2

(m− 1)(̄im),

•
b∑

m=1

mīm = `.

Case 4 a > 0, b = 0, n ≥ 3

{(a, 2a, . . . ,aja, aja + (a− 1), aja + 2(a− 1), . . . , aja + (a− 1)ja−1

...

(a− j) +

j−1∑

m=0

(a−m)ja−m, 2(a− j) +

j−1∑

m=0

(a−m)ja−m, . . . ,

j∑

m=0

(a−m)ja−m,

...

1 +

a−2∑

m=0

(a−m)ja−m, 2 +

a−2∑

m=0

(a−m)ja−m, . . . , `− 1,

`<n−2l−s+1+
∑a

m=2(m−1)jm>,

`− 1, `− 2, . . . , 1,
s
0, 0, . . . 0)},

satisfying

• a ≤ ` ≤
⌊
as
a+1

⌋
,

• 0 ≤ jm ≤
⌊
`
m

⌋
, 1 ≤ m ≤ a, 1 ≤ ja, with jm ∈ Z≥0,

• max{2`− s, 0} ≤
a∑

m=2

(m− 1)(jm),

59



•
a∑

m=1

mjm = `.

Case 5 a > 0, b > 0 and the leftmost xi that holds the maximum value (`) occurs to the left of

the sth position, n ≥ 3.

{(a, 2a, . . . ,aja, aja + (a− 1), aja + 2(a− 1), . . . , aja + (a− 1)ja−1

...

(a− j) +

j−1∑

m=0

(a−m)ja−m, 2(a− j) +

j−1∑

m=0

(a−m)ja−m, . . . ,

j∑

m=0

(a−m)ja−m,

...

1 +

a−2∑

m=0

(a−m)ja−m, 2 +

a−2∑

m=0

(a−m)ja−m, . . . , `− 1,

`<s−2`+¯̀+
∑max{a,b}

m=2 (m−1)(im+jm)+q>

`− 1, `− 2, . . . , `− i1, `− i1 − 2, `− i1 − 4, . . . , `− i1 − 2i2,

...

`−
m=j−1∑

m=1

im − j, `−
m=j−1∑

m=1

im − 2j, . . . , `−
m=j−1∑

m=1

im

...

¯̀+ ziz, ¯̀+ z(iz − 1), . . . , ¯̀+ z,

s
¯̀, ¯̀<n−s−¯̀+

∑b
m=2 īm>,

¯̀− q, ¯̀− 2q, . . . , ¯̀− qīq,

¯̀− qīq − (q + 1), ¯̀− qīq − 2(q + 1), . . . , ¯̀− qīq − (q + 1)̄iq+1,

...

b̄ib, b̄ib − b, . . . , b)},

satisfying
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• max{a, b} ≤ ` ≤ min{(s− 1)a,
⌊
a(bn+s)
a+b+1

⌋
− j}, where

– bn+ s ≡ m mod (a+ b+ 1),

– if m ≤ b, j = m−
⌈
m(b+1)
a+b+1

⌉
,

– if m > b, j = b+ 1−
⌈
m(b+1)
a+b+1

⌉
,

• max{b,
⌈
`
a

⌉
+ `− s} ≤ ¯̀≤ min{`, b(n− s)},

• 0 ≤ jm ≤
⌊
`
m

⌋
, 1 ≤ m ≤ a, 1 ≤ ja, jm ∈ Z≥0,

• 0 ≤ īm ≤
⌊

¯̀

m

⌋
, 1 ≤ m ≤ b, 1 ≤ īb, īm ∈ Z≥0,

• (z = min{m|̄im > 0}+ 1) ≤ im ≤
⌊
`−¯̀

m

⌋
, 1 ≤ m ≤ b, im ∈ Z≥0,

•
b∑

m=1

m(im + īm) =
a∑

m=1

mjm = `,

• q = z − 1 if ¯̀ is not repeated and is equal to 1 otherwise.

Case 6 The leftmost xi that holds the maximum value (`) occurs to the right of or at the sth

position, n ≥ 3. We will denote the value of xs by ¯̀ and let t = xs − xs−1 .

{(a, 2a, . . . ,aja, aja + (a− 1), aja + 2(a− 1), . . . , aja + (a− 1)ja−1

...

¯̀− tjt, ¯̀− t(jt − 1), . . . , ¯̀− t,

¯̀<s−¯̀+
∑a

m=2(m−1)jm>,
s
¯̀

¯̀+ (t+ 1), ¯̀+ 2(t+ 1), . . . , ¯̀+ j̄t+1(t+ 1),

¯̀+ j̄t+1(t+ 1) + t, ¯̀+ j̄t+1(t+ 1) + 2t, . . . , ¯̀+ j̄t+1(t+ 1) + j̄tt,

...

`− j̄1, `− j̄1 + 1, . . . , `− 1,

`<n−s−1−`−(`−¯̀)+
∑max{a+1,b}

m=2 (m−1)(im+j̄m)>,
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`− 1, `− 2, . . . , 1 +
b∑

m=2

mīm,
b∑

m=2

mīm,
b∑

m=2

(mīm)− 2, . . . , 2 +
b∑

m=3

mīm,

...

b∑

m=j

mīm,
b∑

m=j

(mīm)− j, . . . , j +
b∑

m=j+1

mīm,

...

b̄ib, b̄ib − b, . . . , b)},

satisfying

• max{a, b− n+ s+ 1} ≤ ¯̀≤ min{as, b(n− s)},

• ¯̀≤ ` ≤
⌊
b((t+1)(n−s)+¯̀)

t+b+1

⌋
− j, where

– ((t+ 1)(n− s) + ¯̀) ≡ m mod (t+ b+ 1),

– if m ≤ t, j = m−
⌈
m(t+1)
t+b+1

⌉
,

– if m > t, j = t+ 1−
⌈
m(t+1)
t+b+1

⌉
,

• 0 ≤ jm ≤
⌊

¯̀

m

⌋
,max{t, 1} ≤ m ≤ a, 1 ≤ ja, jm ∈ Z≥0,

• 0 ≤ j̄m ≤
⌊
`−¯̀

m

⌋
, 1 ≤ m ≤ t+ 1, j̄m ∈ Z≥0,

• 0 ≤ īm ≤
⌊
`
m

⌋
, 1 ≤ m ≤ b, 1 ≤ ib, im ∈ Z≥0,

•
a+1∑

m=1

m(jm + j̄m) =

b∑

m=1

mīm = `,

•
a∑

m=t

mjm = ¯̀.

Proof We begin by adjusting our previous claims from Lemma 4.2.7 to examine the behavior

at and around the sth position, as this is the only condition that has changed.
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Claim 4.3.5 If xs−1 > xs, then xs ≥ xs+1.

Proof. xs−1 > xs =⇒ xs + xs−1 > 2xs =⇒ xs > 2xs − xs−1.

0 ≤ 1− xs−1 + 2xs − xs+1 < 1 + xs − xs+1, and thus xs ≥ xs+1.

Claim 4.3.6 If xs = xs−1, then xs+1 ≤ xs + 1.

Proof. Let xs = xs−1. Then 0 ≤ 1− xs−1 + 2xs − xs+1 = 1 + xs − xs+1 =⇒ xs+1 ≤ xs + 1.

Claim 4.3.7 If xs − xs−1 ≤ m, then xs+1 − xs ≤ m+ 1, where m ∈ Z.

Proof. Suppose xs − xs−1 ≤ m. Then

0 ≤ 1− xs−1 + 2xs − xs+1 ≤ 1 +m+ xs − xs+1 =⇒ xs+1 − xs ≤ m+ 1.

Claim 4.3.8 If xs − xs+1 ≤ m, then xs−1 − xs ≤ m+ 1.

Proof. Suppose xs − xs+1 ≤ m. Then

0 ≤ 1− xs−1 + 2xs − xs+1 ≤ 1− xs−1 + xs +m =⇒ xs−1 − xs ≤ m+ 1.

Armed with these claims, we can determine the sets as above. It is easy to see that if

x1 = 0, then x2 = x3 = . . . = xs = 0. Then by Claim 4.3.7 and symmetry, if xn−1 > 0, then

xs+1 = 1 and thus we can treat the values of xs+1 = 1, xs+2, . . . , xn−1(= b > 0) as the case

x1 = 1, xn−1 = b from Theorem 4.2.1 with n = n− s. By this reasoning and by symmetry, we

obtain sets in Case 3 (x1 = 0, xn−1 = b) and Case 4 (x1 = a, xn−1 = 0) . We also obtain Case

1. Case 2 can be found in [21].

The other cases are not quite as simple. Both arise from cases in which both x1 and xn−1

are nonzero. It is convenient to divide up the cases based on whether the maximum xi value `

is attained at or to the right of position s or if ` is attained to the left of position s.

Now let us consider Case 5, in which ` is attained somewhere to the left of position s. The

pattern found in the xi’s is generally familiar. We begin with x1 > 0 and increase as usual as
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we move to the right, attaining the maximum value, `, in a position less than s. ` may repeat,

but then may decrease to obtain xs = ¯̀. This decrease from ` to ¯̀ begins in the usual manner

and then by Claim 4.3.5, ¯̀ may repeat and then may decrease to b = xn−1. We will use im

to indicate the number of decreases by m between ` and ¯̀ and īm for decreases to the right of

xs = ¯̀. Note that the maximum decrease to the left of xs = ¯̀ is one more than the minimum

decrease to the right of xs = ¯̀ if ¯̀ does not repeat.

The upperbound for ` in this case requires a bit of work. Note that the maximum value of

` possible will occur when we increase and decrease by the maximum possible amounts while

adhering to our required conditions. Through these conditions, this maximum value of ` must

satisfy the following equation.

⌈
`− a
a

⌉
+ 1 +

⌈
`− b(n− s)− (b+ 1)

b+ 1

⌉
+ 1 + n− 1− s ≤ n− 1

•
⌈
`− a
a

⌉
: the number of xi’s needed to increase to `;

• 1: `;

•
⌈
`− b(n− s)− (b+ 1)

b+ 1

⌉
: the number of xi’s needed to decrease from ` at the fastest rate

possible (increments of b+ 1);

• 1: ¯̀;

• n− 1− s: positions to the right of s;

• n− 1: total number of xi’s.

This equation can be simplified to

⌈
`

a

⌉
+

⌈
`− b(n− s)

b+ 1

⌉
≤ s. By Lemma 4.3.2, we obtain

the upperbound for `. The other bounds are straightforward.

Now, we will consider the final case, Case 6. In this case, we stipulate that the maximum

value ` is attained somewhere at or to the right of position s. As expected, we begin with

x1 > 0 and increase as we move to the right. When we reach position s, either we have attained
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` or we have not. If we have not attained `, we continue to increase, though we may begin by

increasing by one more than the difference between xs and xs−1. We increase in the usual way,

by smaller and smaller differences until we attain `. After attaining `, we may repeat and then

will decrease as usual to xn−1 = b. We will use j̄m to denote the number of times we increase

by m between position xs and the position where we finally attain `. We use t to refer to the

difference between xs and xs−1. We first determine the upper and lower bounds for ¯̀ and then

fix ¯̀ to determine possible values of `. The largest possible value of ¯̀ comes from increasing

only by a s times. Thus, ¯̀≤ as. However, ¯̀ cannot always reach this value, as there must be

a decrease to xn−1 = b according to our pattern. Thus, we note that
⌈

¯̀−b
b

⌉
≤ n − s − 1, or

equivalently, ¯̀≤ b(n− s). To determine the upperbound for `, note that the largest value of `

occurs when we both increase and decrease by the largest values possible. Thus, the maximum

value of ` must satisfy:

⌈
`− ¯̀− (t+ 1)

t+ 1

⌉
+ 1 +

⌈
`− b
b

⌉
≤ n− s− 1

•
⌈
`− ¯̀− (t+ 1)

t+ 1

⌉
: The number of xi’s needed to increase from ¯̀ to ` at the fastest rate

possible (increasing by t+ 1);

• 1: `;

•
⌈
`− b
b

⌉
: The number of xi’s needed to decrease from ` to b;

• n− s− 1: The number of positions to the right of s.

This equation simplifies to ⌈
`− ¯̀

t+ 1

⌉
+

⌈
`

b

⌉
≤ n− s.

From Lemma 4.3.3, we obtain the maximum value of ` as described. �

We now wish to prove Theorem 4.3.1. The technique will be similar to that in the proof of

Theorem 4.2.1, which involves the maximal dominant weights of V (kΛ0).
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Proof of Theorem 4.3.1 By Proposition 4.1.1, max(Λ) ∩ P+ is bijective to kCaf ∩ (Λs +Q)

via the map λ 7→ λ. Note that Λs is equal to Λs − Λ0.

As in the proof of Theorem 4.2.1, we will find all λ ∈ kCaf ∩ (Λs+Q) and use the inverse of

this bijective map to list all elements of max(Λ) ∩ P+. Again, we will map λ = Λ +

n−1∑

j=0

qjαj ∈

max(Λ) ∩ P+ (with qj ∈ Z≤0, 1 ≤ j ≤ n− 1) to λ = Λs +

n−1∑

j=1

xjαj ∈ kCaf ∩ (Λs +Q). We can

use this map to obtain the relation xj = qj − q0, 1 ≤ j ≤ n− 1. (c.f. [21])

Note that

kCaf ∩ (Λs +Q) =



λ = Λs +

n−1∑

j=1

xjαj

∣∣∣∣∣∣
λ(hj) ≥ 0, 1 ≤ j < n, (λ|θ) ≤ k



 .

Thus the elements λ ∈ kCaf ∩ (Λs +Q) satisfy the following conditions:





λ(h1) = 2x1 − x2 ≥ 0

λ(h2) = −x1 + 2x2 − x3 ≥ 0

...
...

λ(hs−1) = −xs−2 + 2xs−1 − xs ≥ 0

λ(hs) = 1− xs−1 + 2xs − xs+1 ≥ 0

λ(hs+1) = −xs + 2xs+1 − xs+2 ≥ 0

...
...

λ(hn−2) = −xn−3 + 2xn−2 − xn−1 ≥ 0

λ(hn−1) = −xn−2 + 2xn−1 ≥ 0

(λ|θ) = 1 + x1 + xn−1 ≤ k

(4.3.3)
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Note that as in [21], if n = 2 we have





λ(hi) = 1 + 2x1 ≥ 0

(λ|θ) = 1 + 2x1 ≤ k

Thus, when n = 2, 1 ≤ x1 ≤
⌊
k−1

2

⌋
.

Therefore, we may now assume that n ≥ 3. By the reasoning in [21], xi ∈ Z≥0 for i =

1, 2, . . . , n − 1. As before, we will examine possible pairs (x1, xn−1) where x1 + xn−1 ≤ k − 1.

Once we select x1 and xn−1, we find x2, x3, . . . , xn−2 satisfying 4.3.3. Note that this gives the

same (x1, x2, . . . , xn−1) that satisfy (Åx)i ≥ 0, except (Åx)s ≥ −1. Thus, Lemma 4.3.4 gives

exactly the xi satisfy 4.3.3. As in the proof of Theorem 4.2.1, we obtain −` as the coefficient

of α0 and each other αi has coefficient −(`− xi). �

In [21], Tsuchioka proves the level 2 case when n is prime.

Corollary 4.3.9 [21] Let n ≥ 2, n prime , 1 ≤ s < n, Λ = Λ0 + Λs. Then max(Λ) ∩ P+ =

{Λ} ∪
{

Λ− γs` | 1 ≤ ` ≤
⌊
n−s

2

⌋}
∪
{

Λ− µs` | 1 ≤ ` ≤
⌊
s
2

⌋}
, where

γs` =`α0 + `α1 + · · ·+ `αs

+ (`− 1)αs+1 + (`− 2)αs−2 + · · ·+ α`+s−1

+ αn−`+1 + · · ·+ (`− 2)αn−2 + (`− 1)αn−1

µs` =(`− 1)α1 + (`− 2)α2 + · · ·+ α`−1

+ αs−`+1 + · · ·+ (`− 2)αs−2 + (`− 1)αs−1

+ `αs + · · ·+ `αn−1.

Example 4.3.10 For k = 3, n = 8, and s = 3, we find all elements of max(Λ) ∩ P+, where

Λ = 2Λ0 + Λ3. We must consider all cases for which x1 + x7 ≤ k − 1.

• Case: x1 + x7 = 0. Here, x1 = x7 = 0. Thus, we have ` = 0 and we contribute the weight

Λ.
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• Case: x1 + x7 = 1. Then we must have either x1 = 0 and x7 = 1 or x1 = 1 and x7 = 0.

In the case x1 = 0 and x7 = 1, we apply Case 3. Note that 1 ≤ ` ≤ 2. The results are in

Table 4.4.

Table 4.4: Maximal Dominant Weights: k = 3, n = 8, s = 3, x1 = 0, x7 = 1
` ī1 −α0 −α1 −α2 −α3 −α4 −α5 −α6 −α7

1 1 1 1 1 1 0 0 0 0

2 2 2 2 2 2 1 0 0 1

When x1 = 1 and x7 = 0, we apply Case 4. In this case, we can only have ` = 1. We

obtain the results in Table 4.5.

Table 4.5: Maximal Dominant Weights: k = 3, n = 8, s = 3, x1 = 1, x7 = 0
` j1 −α0 −α1 −α2 −α3 −α4 −α5 −α6 −α7

1 1 1 0 0 1 1 1 1 1

• Case: x1 + x7 = 2. We have three possibilities: (x1, x7) = (0, 2), (2, 0) or (1, 1). In the

first case, (x1, x7) = (0, 2), we enter Case 3. Here 2 ≤ ` ≤ 3 and we obtain Table 4.6.

Table 4.6: Maximal Dominant Weights: k = 3, n = 8, s = 3, x1 = 0, x7 = 2
` ī1 ī2 −α0 −α1 −α2 −α3 −α4 −α5 −α6 −α7

2 0 1 2 2 2 2 1 0 0 0

3 1 1 3 3 3 3 2 1 0 1

When (x1, x7) = (2, 0), we apply Case 4. Here, we only have the possibility that ` = 2.

Thus, the only possibility is given in Table 4.7.

In the case where (x1, x7) = (1, 1), we split into two different subcases for ease of expla-

nation. First, we will refer to Case 5, which is the case in which the maximum xi falls to
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Table 4.7: Maximal Dominant Weights: k = 3, n = 8, s = 3, x1 = 2, x7 = 0
` j1 j2 −α0 −α1 −α2 −α3 −α4 −α5 −α6 −α7

2 0 1 2 0 1 2 2 2 2 2

the left of the sth position. We obtain 1 ≤ ` ≤ 2. When ` = 1, we can only have ¯̀ = 1.

However, when ` = 2, 1 ≤ ¯̀≤ 2. We obtain Table 4.8.

Table 4.8: Maximal Dominant Weights: k = 3, n = 8, s = 3, x1 = 1, x7 = 1, ` left of s
` ¯̀ j1 i1 ī1 −α0 −α1 −α2 −α3 −α4 −α5 −α6 −α7

1 1 1 0 1 1 0 0 0 0 0 0 0

2 2 2 1 1 2 1 0 1 1 1 1 1

2 2 2 0 2 2 1 0 0 0 0 0 1

Now, we consider the case where ` occurs for the first time at or to the right of position

s. In this case, we have 1 ≤ ¯̀≤ 3. When ¯̀= 1, we have t = 0 and ` ranges from 2 to 3.

When ¯̀= 2, ` = 3. Finally, when ¯̀= 3, we have 3 ≤ ` ≤ 4. We obtain the Table 4.9.

Table 4.9: Maximal Dominant Weights: k = 3, n = 8, s = 3, x1 = 1, x7 = 1, ` right of or at s
¯̀ ` j1 j̄1 ī1 −α0 −α1 −α2 −α3 −α4 −α5 −α6 −α7

1 2 1 1 2 2 1 1 1 0 0 0 1

1 3 1 2 3 3 2 2 2 1 0 1 2

2 3 2 1 3 3 2 1 1 0 0 1 2

3 3 3 0 3 3 2 1 0 0 0 1 2

3 4 3 1 4 4 3 2 1 0 1 2 3

We have satisfied all cases and have thus listed the elements of max(Λ) ∩ P+.

Additional examples of Cases 5 and 6 may be helpful to understand these more complex

cases.

Example 4.3.11 Let k ≥ 6, n = 8, s = 3, x1 = 3, xn−1 = 2 and consider Case 5, in which `

occurs for the first time to the left of s. We see that 3 ≤ ` ≤ 6. We will create a separate table
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for each value of `. See Tables 4.10 to 4.13.

Table 4.10: Maximal Dominant Weights: k ≥ 6, n = 8, s = 3, x1 = 3, x7 = 2, ` = 3
¯̀ j1 j2 j3 i1 ī1 ī2 −α0 −α1 −α2 −α3 −α4 −α5 −α6 −α7

2 0 0 1 1 0 1 3 0 0 1 1 1 1 1

3 0 0 1 0 1 1 3 0 0 0 0 0 0 1

Table 4.11: Maximal Dominant Weights: k ≥ 6, n = 8, s = 3, x1 = 3, x7 = 2, ` = 4
¯̀ j1 j2 j3 i1 ī1 ī2 −α0 −α1 −α2 −α3 −α4 −α5 −α6 −α7

3 1 0 1 1 1 1 4 1 0 1 1 1 1 2

4 1 0 1 0 2 1 4 1 0 0 0 0 1 2

4 1 0 1 0 0 2 4 1 0 0 0 0 0 2

Table 4.12: Maximal Dominant Weights: k ≥ 6, n = 8, s = 3, x1 = 3, x7 = 2, ` = 5
¯̀ j1 j2 j3 i1 ī1 ī2 −α0 −α1 −α2 −α3 −α4 −α5 −α6 −α7

4 0 1 1 1 2 1 5 2 0 1 1 1 2 3

4 0 1 1 1 0 2 5 2 0 1 1 1 1 3

5 0 1 1 0 3 1 5 2 0 0 0 1 2 3

5 0 1 1 0 1 2 5 2 0 0 0 0 1 3
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Table 4.13: Maximal Dominant Weights: k ≥ 6, n = 8, s = 3, x1 = 3, x7 = 2, ` = 6
¯̀ j1 j2 j3 i1 ī1 ī2 −α0 −α1 −α2 −α3 −α4 −α5 −α6 −α7

5 0 0 2 1 3 1 6 3 0 1 1 2 3 4

5 0 0 2 1 1 2 6 3 0 1 1 1 2 4

6 0 0 2 0 4 1 6 3 0 0 1 2 3 4

6 0 0 2 0 2 2 6 3 0 0 0 1 2 4

6 0 0 2 0 0 3 6 3 0 0 0 0 2 4
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Example 4.3.12 We will do the same example, but follow Case 6, in which ` occurs for the

first time at or to the right of position s. Again, let k ≥ 6, n = 8, s = 3, x1 = 3, xn−1 = 2. We

see that 3 ≤ ¯̀≤ 9. We will create a separate table for each value of ¯̀. See Tables 4.14 to 4.20.

Table 4.14: Maximal Dominant Weights: k ≥ 6, n = 8, s = 3, x1 = 3, x7 = 2, ¯̀= 3
` t j1 j2 j3 j̄1 j̄2 ī1 ī2 −α0 −α1 −α2 −α3 −α4 −α5 −α6 −α7

4 0 0 0 1 1 0 2 1 4 1 1 1 0 0 1 2

4 0 0 0 1 1 0 0 2 4 1 1 1 0 0 0 2

5 0 0 0 1 2 0 1 2 5 2 2 2 1 0 1 3

Table 4.15: Maximal Dominant Weights: k ≥ 6, n = 8, s = 3, x1 = 3, x7 = 2, ¯̀= 4
` t j1 j2 j3 j̄1 j̄2 ī1 ī2 −α0 −α1 −α2 −α3 −α4 −α5 −α6 −α7

5 0 1 0 1 1 0 3 1 5 2 1 1 0 1 2 3

5 0 1 0 1 1 0 1 2 5 2 1 1 0 0 1 3

6 0 1 0 1 2 0 0 3 6 3 2 2 1 0 2 4

Table 4.16: Maximal Dominant Weights: k ≥ 6, n = 8, s = 3, x1 = 3, x7 = 2, ¯̀= 5
` t j1 j2 j3 j̄1 j̄2 ī1 ī2 −α0 −α1 −α2 −α3 −α4 −α5 −α6 −α7

6 0 0 1 1 1 0 2 2 6 3 1 1 0 1 2 4

6 0 0 1 1 1 0 0 3 6 3 1 1 0 0 2 4

5 1 2 0 1 0 0 3 1 5 2 1 0 0 1 2 3

5 1 2 0 1 0 0 1 2 5 2 1 0 0 0 1 3

6 1 2 0 1 1 0 2 2 6 3 2 1 0 1 2 4

6 1 2 0 1 1 0 0 3 6 3 2 1 0 0 2 4

7 1 2 0 1 0 1 1 3 7 4 3 2 0 1 3 5
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Table 4.17: Maximal Dominant Weights: k ≥ 6, n = 8, s = 3, x1 = 3, x7 = 2, ¯̀= 6
` t j1 j2 j3 j̄1 j̄2 ī1 ī2 −α0 −α1 −α2 −α3 −α4 −α5 −α6 −α7

7 0 0 0 2 1 0 1 3 7 4 1 1 0 1 3 5

6 1 1 1 1 0 0 4 1 6 3 1 0 1 2 3 4

6 1 1 1 1 0 0 2 2 6 3 1 0 0 1 2 4

6 1 1 1 1 0 0 0 3 6 3 1 0 0 0 2 4

7 1 1 1 1 1 0 1 3 7 4 2 1 0 1 3 5

8 1 1 1 1 0 1 0 4 8 5 3 2 0 2 4 6

Table 4.18: Maximal Dominant Weights: k ≥ 6, n = 8, s = 3, x1 = 3, x7 = 2, ¯̀= 7
` t j1 j2 j3 j̄1 j̄2 ī1 ī2 −α0 −α1 −α2 −α3 −α4 −α5 −α6 −α7

7 1 1 0 2 0 0 3 2 7 4 1 0 1 2 3 5

7 1 1 0 2 0 0 1 3 7 4 1 0 0 1 3 5

8 1 1 0 2 1 0 0 4 8 5 2 1 0 2 4 6

7 2 0 2 1 0 0 3 2 7 4 2 0 1 2 3 5

7 2 0 2 1 0 0 1 3 7 4 2 0 0 1 3 5

8 2 0 2 1 1 0 0 4 8 5 3 1 0 2 4 6

Table 4.19: Maximal Dominant Weights: k ≥ 6, n = 8, s = 3, x1 = 3, x7 = 2, ¯̀= 8
` t j1 j2 j3 j̄1 j̄2 ī1 ī2 −α0 −α1 −α2 −α3 −α4 −α5 −α6 −α7

8 2 0 1 2 0 0 2 3 8 5 2 0 1 2 4 6

8 2 0 1 2 0 0 0 4 8 5 2 0 0 2 4 6

Table 4.20: Maximal Dominant Weights: k ≥ 6, n = 8, s = 3, x1 = 3, x7 = 2, ¯̀= 9
` t j1 j2 j3 j̄1 j̄2 ī1 ī2 −α0 −α1 −α2 −α3 −α4 −α5 −α6 −α7

9 3 0 0 3 0 0 1 4 9 6 3 0 1 3 5 7
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Chapter 5

Multiplicity of kΛ0 − γ` in V (kΛ0)

In this chapter we will consider weights of V (kΛ0) that are of the form kΛ0 − γ`, where γ` =

`α0 + (` − 1)α1 + (` − 2)α2 + . . . + α`−1 + αn−`+1 + 2αn−`+2 + . . . + (` − 1)αn−1. We use

extended Young diagrams from crystal base theory to determine the multiplicity and to find a

relationship between multiplicity of these weights and avoiding permutations.

5.1 Multiplicity of Maximal Dominant Weights of V (2Λ0)

We will first consider the weights found in max(2Λ0) ∩ P+ and then examine the weights that

carry over to max(kΛ0) ∩ P+ as described in Corollary 4.2.3.

From Theorem 4.2.1, we can write max(2Λ0)∩P+ = {2Λ0}∪{2Λ0−γ`|1 ≤ ` ≤
⌊
n
2

⌋
}, where

γ` = `α0+(`− 1)α1 + (`− 2)α2 + . . .+ α`−1

+αn−`+1 + 2αn−`+2 + . . .+ (`− 1)αn−1

Note that the multiplicity of 2Λ0 in V (2Λ0) is known to be one, so we will not mention it

again and will focus on the other weights.

We will find a relationship between the multiplicities of these weights and avoiding permu-
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tations. A common notation for a permutation of [n] = {1, 2, . . . n} is

w =




1 2 . . . n

w1 w2 . . . wn


 ,

where 1 7→ w1, 2 7→ w2, . . . , n 7→ wn. We wish to use a slightly different notation and will take

the bottom row from the above as a sequence with n terms. That is, w = w1w2 . . . wn will

mean 1 7→ w1, 2 7→ w2, . . . , n 7→ wn. A (j, j − 1, . . . , 1)-avoiding permutation is a permutation

whose sequence does not have a decreasing subsequence of length j. For example, w = 1342 is

a 321-avoiding permutation because it has no decreasing subsequence of length three. However,

w = 1342 is not a 21-avoiding permutation because it has decreasing subsequences of length

two, namely 32 and 42. In addition, v = 51342 is not a 321-avoiding permutation (because 532

and 542 are decreasing subsequences of length three) but is a 4321-avoiding permutation.

Theorem 5.1.1 The multiplicity of 2Λ0 − γ` is equal to the number of 321-avoiding permuta-

tions of [`].

Remark 5.1.2 In [21], Tsuchioka finds the multiplicity of 2Λ0− γ` to be 1
`+1

(
2`
`

)
, which is the

`th Catalan number. It is known that the `th Catalan number is equal to the number of 321-

avoiding permutations of [`] (c.f. [20]). We directly exhibit a bijection between the 321-avoiding

permutations and the elements of B(2Λ0) of weight 2Λ0 − γ`. As before, Tsuchioka’s result

depends on n being prime, a restriction removed here.

Recall that the multiplicity of a weight λ of V (Λ) can be found by finding the number of

tuples of extended Young diagrams that satisfy the conditions of Theorem 3.2.4.

Proof First, we will show that the multiplicity of 2Λ0−γ` for some ` is equal to the number of

lattice paths in an `×` square that can touch but not cross the diagonal line from the lower left

corner to the upper right corner of the square. Then, we will show directly that this number of

lattice paths is equal to the number of 321-avoiding permutations of [`].
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Consider the `× ` square in Figure 5.1. Note that this square has ` boxes of color 0, `− 1

boxes each of color 1 and -1, `−2 boxes each of color 2 and -2, and so on, until we have 1 box each

of colors `−1 and −(`−1). That is, if we consider this square as an extended Young diagram, it

has weight 2Λ0−(`α0+(`−1)α1+(`−2)α2+. . .+α`−1+αn−`+1+2αn−`+2+. . .+(`−1)αn−1) =

2Λ0 − γ`.

0 1 2 . . . `− 1

−1 0 1 . . . `− 2

...
...

...
...

1− ` 2− ` 3− ` . . . 0

Figure 5.1: `× ` Extended Young Diagram

We create Y = (Y1, Y2) by drawing a lattice path that does not cross the diagonal in

the extended Young diagram above. We then take the boxes below the path, reflect over the

diagonal, and place these boxes in Y2. The square with the boxes removed becomes Y1. This

new ordered pair of extended Young diagrams Y has weight 2Λ0 − γ`. For example, we have

the correspondence in Figure 5.2.




0 1 2 3

−1 0 1

−2 −1 0

−3 −2

,
0 1 2

−1




.

Figure 5.2: Lattice Path to Extended Young Diagram
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Every pair Y = (Y1, Y2) in B(2Λ0)2Λ0−γ` can be constructed in this manner. Each Y must

have exactly the same number of boxes of each color as the square in Figure 5.1 and thus Y1

and Y2 can be combined to make the square. The corresponding lattice path is the path that

follows the bottom edge of Y1.

Now we must show that every such ordered pair of extended Young diagrams Y is contained

in B(2Λ0). To show this, we will use Theorem 3.2.4. We need to show the following:

1. Y1 ⊇ Y2

2. Y2 ⊇ Y3 = Y1[n]

3. For each j > 0, there is some i such that (Yi+1)j > (Yi)j+1

By not allowing our path to cross the diagonal, we obtain (1). For (2) and (3), we will think

about the diagrams as sequences, rather than as boxes. Since Y2 has charge zero, the maximum

value of any sequence element of Y2 is zero. The minimum value of any sequence element of Y1

is −`. Thus because n ≥ 2`, the minimum value of any element of Y3 = Y1[n] is n− ` ≥ `. We

obtain (2). By setting i = 2, we satisfy (3) for all j.

Now, we wish to show that the number of lattice paths in an `× ` square that do not cross

the diagonal from the lower left to upper right corner is equal to the number of 321-avoiding

permutations of [`]. (Note: This construction is adapted from [20].)

Let P`,W` be the set of all lattice paths that do not cross y = x and 321-avoiding permuta-

tions, respectively, described above. We will show that there exists a bijection between P` and

W`. To make calculations a little neater, we orient the square so that its lower left corner is at

the origin. First, define the map f : P` →W` as follows: let p ∈ P`. Let L = [`] = {1, 2, . . . , `}.

As the path moves from (0, 0) to (`, `), let (v1, j1) be the coordinates of the point on p at the top

of the first vertical move. For i ∈ [j1− 1], let wi = i and set L = L\[j1− 1]. Note that since the

path must stay below the diagonal, v1 + 1 ≥ j1 and v1 + 1 ∈ L. Now, set wj1 = v1 + 1 and take

L = L\{v1 + 1}. We continue traversing the path p. For each vertical move, take (vk, jk) to be

the point at the top of the move. For i ∈ {jk−1 + 1, . . . , jk − 1}, set wi = min{L}, L = L\{wi}.
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Set wjk = vk + 1 and take L = L\{wjk}. We continue this process until we reach the last

vertical move, which ends at (`, `). Suppose there have been s − 1 places already filled. For

i = {js, . . . , `}, set wi = min{L}, L = L\{wi}. We obtain a permutation of `, w = w1w2 . . . w`.

We must show that w is a 321-avoiding permutation. Suppose w has a decreasing subse-

quence of length 3; that is, for some a < b < c, wa > wb > wc. Then, by our construction,

A = (wa − 1, a) and B = (wb − 1, b) must be points on p. Since wa > wb, a < b, the point A is

below and to the right of B. These points cannot be on the same lattice path, so we reach a

contradiction. Thus w is a 321-avoiding permutation. It is clear to see that f is injective.

Now, we define a map g : W` → P` in the following manner. Let w = w1w2 . . . w`. Let

Ci = {j | j > i, wj < wi}, ci = |Ci|, J = {j1, j2, . . . , jr}< = {j | cj > 0}. We define a path as in

Table 5.1.

Table 5.1: Rules for Drawing Lattice Path
Direction From To

Horizontal (0, 0) (cj1 + j1 − 1, 0)
Vertical (cj1 + j1 − 1, 0) (cj1 + j1 − 1, j1)

Horizontal (cj1 + j1 − 1, j1) (cj2 + j2 − 1, j1)
Vertical (cj2 + j2 − 1, j1) (cj2 + j2 − 1, j2)

...
...

...
Vertical (cjr + jr − 1, jr−1) (cjr + jr − 1, jr)

Horizontal (cjr + jr − 1, jr) (`, jr)
Vertical (`, jr) (`, `)

This gives a path p from (0, 0) to (`, `). We must show that p is indeed a lattice path

that does not cross the diagonal. By construction, we can see that all ordered pairs have first

coordinate greater than or equal to second coordinate, and so the lattice path never crosses the

diagonal. Since J is an ordered set, we see that all vertical moves go up. Other than the first

and last horizontal moves, it is not as clear that all horizontal moves are to the right, so we

want to show that cja + ja − 1 < cjb + jb − 1 for ja < jb. This is clear if cja ≤ cjb so we need

only consider when cja > cjb . We have two cases:
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Case 1 wja > wjb: Suppose j ∈ Cjb. Then j > jb > ja and wj < wjb < wja is a decreasing

subsequence of length 3, a contradiction.

Case 2 wja < wjb: Let j ∈ Cja. Then wj < wja < wjb. If j > jb, then j ∈ Cjb. If j < jb,

then j 6∈ Cjb . There are at most jb − ja − 1 values j such that j ∈ Cja and j 6∈ Cjb. Then

cja ≤ cjb + jb − ja − 1 and we obtain cja + ja − 1 < cjb + jb − 1.

It is straightforward to see that g is one-to-one. We have described a bijection between P`

and W` and thus these sets have the same cardinality. �

Example 5.1.3 Let ` = 4. We begin with a 4 × 4 square. We then draw a lattice path from

the lower left to upper right corner that does not cross the diagonal y = x as in Figure 5.3.

Figure 5.3: Construction of Lattice Path in Square

From the path, we can uniquely obtain a 321-avoiding permutation by using the construction

above. Begin with L = {1, 2, 3, 4}.

• The first vertical move on the path takes us to (2, 2). Thus, we let w1 = 1 and now

L = {2, 3, 4}. Set w2 = 3 and L = {2, 4}.

• The next vertical move ends at (3, 3). Now, w3 = 4 and L = {2}

• This leaves w4 = 2.

• w = 1342 is a 321-avoiding permutation.
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Now, suppose we begin with the permutation and want to obtain the path. When we begin

with w = 1342, we obtain the values of ci in Table 5.2, which give us the path coordinates in

Table 5.3.

Table 5.2: Computation of ci’s for 1342
i 1 2 3 4

Ci - 4 4 0

ci 0 1 1 0

Table 5.3: Path Coordinates for 1342
Dir From To

H (0, 0) (2, 0)
V (2, 0) (2, 2)
H (2, 2) (3, 2)
V (3, 2) (3, 3)
H (3, 3) (4, 3)
V (4, 3) (4, 4)

This path and permutation correspond to the ordered pair of extended Young diagrams in

Figure 5.4.



0 1 2 3

−1 0 1

−2 −1

−3 −2

,
0 1 2

−1 0


.

Figure 5.4: Diagram for 1342

Here are the correspondences of diagrams and 321-avoiding permutations for various values

of `.
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Table 5.4: Diagram/Permutation Correspondence: ` = 3
Row Diagram Perm. Diagram Perm.

1




0 1 2

−1 0 1

−2 −1 0

,


 123




0 1 2

−1 0 1

−2 −1

, 0


 312

2




0 1 2

−1 0 1

−2

,
0

−1


 213




0 1 2

−1 0

−2 −1

, 0 1


 132

3




0 1 2

−1 0

−2

,
0 1

−1


 231
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Table 5.5: Diagram/Permutation Correspondence: ` = 4
Row Diagram Perm. Diagram Perm.

1




0 1 2 3

−1 0 1 2

−2 −1 0 1

−3 −2 −1 0

,


 1234




0 1 2 3

−1 0 1 2

−2 −1 0 1

−3 −2 −1

, 0


 4123

2




0 1 2 3

−1 0 1 2

−2 −1 0 1

−3 −2

,
0

−1


 3124




0 1 2 3

−1 0 1 2

−2 −1 0

−3 −2 −1

, 0 1


 1423

3




0 1 2 3

−1 0 1 2

−2 −1 0 1

−3

,
0

−1

−2


 2134




0 1 2 3

−1 0 1

−2 −1 0

−3 −2 −1

, 0 1 2


 1243

4




0 1 2 3

−1 0 1 2

−2 −1 0

−3 −2

,
0 1

−1


 3412




0 1 2 3

−1 0 1 2

−2 −1

−3 −2

,
0 1

−1 0


 1324

5




0 1 2 3

−1 0 1 2

−2 −1 0

−3

,
0 1

−1

−2


 2413




0 1 2 3

−1 0 1

−2 −1 0

−3 −2

,
0 1 2

−1


 3142

6




0 1 2 3

−1 0 1 2

−2 −1

−3

,
0 1

−1 0

−2


 2314




0 1 2 3

−1 0 1

−2 −1

−3 −2

,
0 1 2

−1 0


 1342

7




0 1 2 3

−1 0 1

−2 −1 0

−3

,
0 1 2

−1

−2


 2143




0 1 2 3

−1 0 1

−2 −1

−3

,
0 1 2

−1 0

−2


 2341
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Table 5.6: Diagram/Permutation Correspondence: ` = 5 Part I
Row Diagram Perm. Diagram Perm.

1




0 1 2 3 4

−1 0 1 2 3

−2 −1 0 1 2

−3 −2 −1 0 1

−4 −3 −2 −1 0

,




12345




0 1 2 3 4

−1 0 1 2 3

−2 −1 0 1 2

−3 −2 −1 0 1

−4 −3 −2 −1

, 0




51234

2




0 1 2 3 4

−1 0 1 2 3

−2 −1 0 1 2

−3 −2 −1 0 1

−4 −3 −2

,
0

−1




41235




0 1 2 3 4

−1 0 1 2 3

−2 −1 0 1 2

−3 −2 −1 0

−4 −3 −2 −1

, 0 1




15234

3




0 1 2 3 4

−1 0 1 2 3

−2 −1 0 1 2

−3 −2 −1 0 1

−4 −3

,
0

−1

−2




31245




0 1 2 3 4

−1 0 1 2 3

−2 −1 0 1

−3 −2 −1 0

−4 −3 −2 −1

, 0 1 2




12534

4




0 1 2 3 4

−1 0 1 2 3

−2 −1 0 1 2

−3 −2 −1 0

−4 −3 −2

,
0 1

−1




45123




0 1 2 3 4

−1 0 1 2 3

−2 −1 0 1 2

−3 −2 −1

−4 −3 −2

,
0 1

−1 0




14235

5




0 1 2 3 4

−1 0 1 2 3

−2 −1 0 1 2

−3 −2 −1 0 1

−4

,

0

−1

−2

−3




21345




0 1 2 3 4

−1 0 1 2

−2 −1 0 1

−3 −2 −1 0

−4 −3 −2 −1

, 0 1 2 3




12354

6




0 1 2 3 4

−1 0 1 2 3

−2 −1 0 1 2

−3 −2 −1 0

−4 −3

,
0 1

−1

−2




35124




0 1 2 3 4

−1 0 1 2 3

−2 −1 0 1

−3 −2 −1 0

−4 −3 −2

,
0 1 2

−1




41523

7




0 1 2 3 4

−1 0 1 2 3

−2 −1 0 1 2

−3 −2 −1

−4 −3

,
0 1

−1 0

−2




34125




0 1 2 3 4

−1 0 1 2 3

−2 −1 0 1

−3 −2 −1

−4 −3 −2

,
0 1 2

−1 0




14523
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Table 5.7: Diagram/Permutation Correspondence: ` = 5 Part II
Row Diagram Perm. Diagram Perm.

8




0 1 2 3 4

−1 0 1 2 3

−2 −1 0 1 2

−3 −2 −1 0

−4

,

0 1

−1

−2

−3




25134




0 1 2 3 4

−1 0 1 2

−2 −1 0 1

−3 −2 −1 0

−4 −3 −2

,
0 1 2 3

−1




41253

9




0 1 2 3 4

−1 0 1 2 3

−2 −1 0 1

−3 −2 −1 0

−4 −3

,
0 1 2

−1

−2




31524




0 1 2 3 4

−1 0 1 2 3

−2 −1 0 1

−3 −2 −1

−4 −3

,
0 1 2

−1 0

−2




34512

10




0 1 2 3 4

−1 0 1 2 3

−2 −1 0 1 2

−3 −2

−4 −3

,
0 1

−1 0

−2 −1




13245




0 1 2 3 4

−1 0 1 2 3

−2 −1 0

−3 −2 −1

−4 −3 −2

,
0 1 2

−1 0 1




12435

11




0 1 2 3 4

−1 0 1 2 3

−2 −1 0 1 2

−3 −2 −1

−4

,

0 1

−1 0

−2

−3




24135




0 1 2 3 4

−1 0 1 2

−2 −1 0 1

−3 −2 −1

−4 −3 −2

,
0 1 2 3

−1 0




14253

12




0 1 2 3 4

−1 0 1 2 3

−2 −1 0 1

−3 −2 −1 0

−4

,

0 1 2

−1

−2

−3




21534




0 1 2 3 4

−1 0 1 2

−2 −1 0 1

−3 −2 −1 0

−4 −3

,
0 1 2 3

−1

−2




31254

13




0 1 2 3 4

−1 0 1 2 3

−2 −1 0 1

−3 −2

−4 −3

,
0 1 2

−1 0

−2 −1




13524




0 1 2 3 4

−1 0 1 2 3

−2 −1 0

−3 −2 −1

−4 −3

,
0 1 2

−1 0 1

−2




31425

14




0 1 2 3 4

−1 0 1 2 3

−2 −1 0 1 2

−3 −2

−4

,

0 1

−1 0

−2 −1

−3




23145




0 1 2 3 4

−1 0 1 2

−2 −1 0

−3 −2 −1

−4 −3 −2

,
0 1 2 3

−1 0 1




12453
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Table 5.8: Diagram/Permutation Correspondence: ` = 5 Part III
Row Diagram Perm. Diagram Perm.

15




0 1 2 3 4

−1 0 1 2 3

−2 −1 0 1

−3 −2 −1

−4

,

0 1 2

−1 0

−2

−3




24513




0 1 2 3 4

−1 0 1 2

−2 −1 0 1

−3 −2 −1

−4 −3

,
0 1 2 3

−1 0

−2




34152

16




0 1 2 3 4

−1 0 1 2

−2 −1 0 1

−3 −2 −1 0

−4

,

0 1 2 3

−1

−2

−3




21354




0 1 2 3 4

−1 0 1 2

−2 −1 0 1

−3 −2 −1

−4

,

0 1 2 3

−1 0

−2

−3




24153

17




0 1 2 3 4

−1 0 1 2

−2 −1 0 1

−3 −2

−4 −3

,
0 1 2 3

−1 0

−2 −1




13254




0 1 2 3 4

−1 0 1 2 3

−2 −1 0

−3 −2 −1

−4

,

0 1 2

−1 0 1

−2

−3




21435

18




0 1 2 3 4

−1 0 1 2 3

−2 −1 0 1

−3 −2

−4

,

0 1 2

−1 0

−2 −1

−3




23514




0 1 2 3 4

−1 0 1 2

−2 −1 0

−3 −2 −1

−4 −3

,
0 1 2 3

−1 0 1

−2




31452

19




0 1 2 3 4

−1 0 1 2 3

−2 −1 0

−3 −2

−4 −3

,
0 1 2

−1 0 1

−2 −1




13425




0 1 2 3 4

−1 0 1 2

−2 −1 0

−3 −2

−4

,

0 1 2 3

−1 0 1

−2 −1

−3




23451

20




0 1 2 3 4

−1 0 1 2

−2 −1 0

−3 −2

−4 −3

,
0 1 2 3

−1 0 1

−2 −1




13452




0 1 2 3 4

−1 0 1 2 3

−2 −1 0

−3 −2

−4

,

0 1 2

−1 0 1

−2 −1

−3




23415

21




0 1 2 3 4

−1 0 1 2

−2 −1 0 1

−3 −2

−4

,

0 1 2 3

−1 0

−2 −1

−3




23154




0 1 2 3 4

−1 0 1 2

−2 −1 0

−3 −2 −1

−4

,

0 1 2 3

−1 0 1

−2

−3




21453
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5.2 Multiplicity of Maximal Dominant Weights of V (kΛ0)

We now wish to consider the multiplicity of the weights of V (kΛ0) (k ≥ 2) denoted kΛ0 − γ`,

where γ` = `α0 + (`− 1)α1 + (`− 2)α2 + . . .+ α`−1 + αn−`+1 + 2αn−`+2 + . . .+ (`− 1)αn−1.

Based on computational evidence, we make the following conjecture about the multiplicity

of kΛ0 − γ`.

Conjecture 5.2.1 multkΛ0(kΛ0 − γ`) = |{(k + 1)(k) . . . 21-avoiding permutations of [`]}| .

In the previous section, we proved this completely for the k = 2 case. Though the proof of

the general case is incomplete, calculations from a MATLAB program (see Appendix) provide

evidence of the validity of this conjecture for k = 3 and k = 4. Table 5.9 shows these results

and the known permutation counts from [19].

Table 5.9: Evidence of Conjecture 5.2.1 for k = 3, 4
Multiplicity of kΛ0 − γ` Avoiding permutations of [`]
Computed in MATLAB Known

` k = 2 k = 3 k = 4

2 2 2 2

3 5 6 6

4 14 23 24

5 42 103 119

6 132 513 694

7 429 2761 4582

8 1430 15767 33324

9 4862 94359 261808

` 321 4321 54321

2 2 2 2

3 5 6 6

4 14 23 24

5 42 103 119

6 132 513 694

7 429 2761 4582

8 1430 15767 33324

9 4862 94359 261808

Consider the case that k = 3 and ` = 3. We can add an empty diagram in the third position

to every 2-tuple in B(2Λ0)2Λ0−γ` to obtain a 3-tuple in B(3Λ0)3Λ0−γ` . For these diagrams,

we keep the same correspondence with permutations, as a 321-avoiding permutation is also

a 4321-avoiding permutation. We can also create one 3-tuple of extended Young diagrams

in B(3Λ0)3Λ0−γ` that has a nonempty third position. Since there is only one 4321-avoiding
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permutation of [3] that is not a 321-avoiding permutation, namely 321, it is reasonable to

conjecture that this new diagram and 321 correspond with one another.

Table 5.10: Diagram/Permutation Correspondence: k = 3, ` = 3
Diagram Perm. Diagram Perm.



0 1 2

−1 0 1

−2 −1 0

, ,


 123




0 1 2

−1 0 1

−2 −1

, 0 ,


 312




0 1 2

−1 0 1

−2

,
0

−1
,


 213




0 1 2

−1 0

−2 −1

, 0 1 ,


 132




0 1 2

−1 0

−2

,
0 1

−1
,


 231




0 1 2

−1

−2

,
0 1

−1
, 0


 321

We note that we can construct the elements of B(kΛ0) of weight kΛ0−γ` by drawing certain

paths in an `×` square. Ideally, we will be able to use this notion to develop a bijection between

these paths and the avoiding permutations.

Theorem 5.2.2 The multiplicity of kΛ0 − γ` in V (kΛ0) is equal to the number of elements in

the set Y, where Y is the set of k-tuples of extended Young diagrams that can be constructed

according to the following conditions:

1. Draw a k-tuple of extended Young diagrams, in which Y1 = (

`︷ ︸︸ ︷
−`,−`,−`, . . . ,−`, 0, 0, . . .)

and Yi = (0, 0, 0, . . . , 0), 2 ≤ i ≤ k. Note that Y has weight kΛ0 − γ`. See Figure 5.5.

For ease of notation, we will consider the extended Young diagram Y1 to have coordinates

(0, 0) in the lower left corner.

2. We draw a sequence of lattice paths from (0, 0) to (`, `). We may only move up and to the

right in integral steps. We define T ji , i ≥ 2 to be the number of j-colored boxes between
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Y =




0 1 · · · `− 1

−1 0 · · · `− 2

...
...

. . .
...

1− ` 2− ` · · · 0

, , , , . . . ,




Figure 5.5: k-tuple of Extended Young Diagrams

the (i − 1)st path and the (i − 2)nd path. (T ji will also be the number of boxes of color j

in Yi). We draw the paths according to the following conditions:

(a) The first path must be drawn so that it does not cross the diagonal y = x.

(b) For all other paths i, 2 ≤ i ≤ k − 1, the following conditions must be satisfied.

i. T ji ≤ min

{
T ji−1, `− |j| − T

j
2 −

i−1∑

a=2

T ja

}

ii. For j > 0, T ji ≤ T j−1
i ≤ T j−2

i ≤ . . . ≤ T 1
i ≤ T 0

i and for j < 0, T ji ≤ T j+1
i ≤

T j+2
i ≤ . . . ≤ T−1

i ≤ T 0
i .

3. In sequence, when we draw the (i− 1)st path, we will remove the boxes to the right of the

path and place them uniquely as a Young diagram in Yi.

Proof We must show that B(kΛ0)kΛ0−γ` = Y. First we will show that B(kΛ0)kΛ0−γ` ⊆ Y. Let

X ∈ B(kΛ0)kΛ0−γ` . Since X must have weight kΛ0 − γ`, colored boxes can be moved to create

Y as in step 1, above. Since X2 ⊆ X1, if we draw a lattice path from the lower left to upper

right corner of this `× ` box and remove boxes to place in X2, we know that this path did not

cross y=x. Now we will continue to draw paths and remove boxes to create Xi, 2 ≤ i ≤ k. We

see that conditions (i) and (ii) must be satisfied as follows.

• T ji ≤ T
j
i−1 is satisfied since Xi ⊂ Xi−1.
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• T ji ≤ `−|j|−T
j
2 −

i−1∑

a=2

T ja is satisfied since there are `−|j| boxes of color |j| present in X,

T j2 of them must be in X1, and
i−1∑

a=2

T ja of them are used in preceding (X2, X3, . . . , Xi−1).

• j > 0, T ji ≤ T j−1
i ≤ T j−2

i ≤ . . . ≤ T 1
i ≤ T 0

i and j < 0, T ji ≤ T j+1
i ≤ T j+2

i ≤ . . . ≤ T−1
i ≤

T 0
i are satisfied since Xi is an extended Young diagram.

Thus X ∈ Y and B(kΛ0)kΛ0−γ` ⊆ Y.

Now, we must show that Y ⊆ B(kΛ0)kΛ0−γ` . Suppose X ∈ Y. Clearly, wt(X) = kΛ0 − γ`.

Now we must show that X meets the conditions of Theorem 3.2.4. That is, we must show the

following:

1. Each Xi is an extended Young diagram.

2. X1 ⊇ X2 ⊇ X3 ⊇ . . . ⊇ Xk

3. For each s ≥ 0,∃ some j ≥ 1 such that (Xj+1)s > (Xj)s+1

4. Xk ⊇ X1[n]

We will begin with (1). Since X1 begins as an ` × ` square and we remove boxes by only

drawing lattice paths with right and up moves, X1 remains an extended Young diagram. X2 is

also an extended Young diagram by construction. We now show inductively that X3, X4, . . . , Xk

are extended Young diagrams. Assume that allXi such that i < q are extended Young diagrams.

Consider Xq. Construct Xq by removing a finite number of boxes from X1. We place these

colored boxes as if subject to gravity in the upper left corner, but in the appropriate position

for their color. Now we must show that there are no “holes” in Xq. That is, there are no slots

without boxes that have boxes below them or to the right of them.

• Case 1: Suppose there is a hole that should contain a box of color 0. First, suppose

that there is a filled in box of color j to the right of the hole. Then T jq−1 > T 0
q−1, which

contradicts condition (ii) above. Now, suppose that there is a filled in box of color −j
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below the hole, but no filled in boxes to the right. Then T−jq−1 > T 0
q−1, a contradiction.

Thus, there can be no holes where a box of color 0 should be.

• Case 2: Suppose there is a hole that should contain boxes of positive color.

– Case a: Of all the empty slots that should contain boxes of positive color, consider

the one that has a filled in box to its right that should have largest color. Suppose

the missing box should have color j. Then there is a j + 1 colored box to its right

and T jq−1 < T j+1
q−1 , a contradiction. We continue this to see that there are no holes

with filled in boxes to the right of them.

– Case b: Consider empty slots that have no boxes to the right, but do have boxes

below them. Consider the smallest such j colored box that is missing. Then there

are boxes of color j − 1 below this hole. Since we draw a lattice path in X1 at every

step in our procedure, we could never remove these j − 1 colored boxes without

removing a sufficient number of j colored boxes. We continue moving through this

case, possibly returning to case (a) and find that there are no empty slots where a

positive color should be.

• Case 3: Suppose there is a hole that should contain boxes of negative color.

– Case a: Suppose there is at least one box to the right of the hole. Of all boxes

meeting this condition, consider the one such that the color it should be, say j,

is maximal. Then there is a box to the right of the hole of color j + 1. By our

construction, we could not have drawn a lattice path in X1 that would remove this

j + 1 colored box without removing the j colored box, giving a contradiction.

– Case b: Suppose there are no boxes to the right of the hole. That is, there is at

least one box below the hole. Of all empty slots fitting this criteria, consider the one

of minimal color j. Then we must have T j−1
q−1 > T jq−1, which is a contradiction. We

continue in this manner until all potential holes are shown to be filled in.
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Now, we must show condition (2), which is the condition involving containment of the

diagrams. It is clear that after the first path is drawn, we have X1 ⊇ X2. As each other path is

drawn, we have the condition that T ji ≤ `− |j| − T
j
2 −

i−1∑

a=2

T ja , which stipulates the the number

of boxes of color j removed must be less than the number of boxes of color j accounted for

already. This formula double counts the boxes used up in X2 so that we keep X1 ⊇ X2. Now

consider some diagram Xq given that X1 ⊇ X2 ⊇ X3 ⊇ . . . ⊇ Xq−1. We have the condition

that T jq ≤ T jq−1, guaranteeing that Xq−1 ⊇ Xq. Thus, X1 ⊇ X2 ⊇ X3 ⊇ . . . ⊇ Xk.

To show condition (3), consider j = k and consider the extended Young diagram Xk written

in sequence form. By construction, all values in this sequence are less than or equal to 0.

Note that Xk+1 = X1[n] and n ≤ 2`. Thus, the smallest values in the sequence for Xk+1

are all positive and as follows: (

`︷ ︸︸ ︷
n− `, n− `, n− `, . . . , n− `, n, n, . . .). Thus, we obtain that

(Xk+1)s > (Xk)s+1 for all values of s.

Condition (4) is clear from proof of condition (3). �

Example 5.2.3 Figure 5.6 is an example from the case k = 3, ` = 4.




0 1 2 3

−1 0 1

−2 −1

−3

,

0 1 2

−1

−2

, 0




Figure 5.6: Path and Diagram Correspondence k = 3

Now, we focus on the k = 3 case. As in the k = 2 case, let P` be the set of paths

described above and W` be the set of 4321-avoiding permutations of `. We will primarily

consider the map from W` to P`. Let w = w1w2 . . . w` be a 4321-avoiding permutation. Let

Ci = {j | j > i, wj < wi}, ci = |Ci|, J = {j1, j2, . . . , jr}< = {j | cj > 0}. Define Di = {(j, q) |
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i < j < q,wq < wj < wi and at least one of j, q have not yet been included already}. We let

di = |Di| and K = {k1, k2, . . . , kr}< = {k | dk > 0}

Example 5.2.4 Consider the permutation w = 53412. We obtain the data in Table 5.11.

Table 5.11: Data for 53412
i Ci ci Di di
1 2,3,4,5 4 24, 25, 34, 35 3

2 4,5 2 - 0

3 4,5 2 - 0

4 - 0 - 0

5 - 0 - 0

Here, J = {1, 2, 3} and K = {1}. Note that we did not include 35 in D1 because as we

moved from left to right, we had already included both 3 and 5 in pairs.

Though this construction has not yet given us a bijection between P` and W`, there is

evidence to support the notion that it will. In addition to tables with matching total counts

of diagrams and permutations, we can use MATLAB programs to learn more. We can make

tables that contain information about the number of diagrams with a certain condition and the

number of avoiding permutations with a certain condition. If the numbers are identical, it is

reasonable to conjecture that these conditions correspond in the bijection we wish to create.

Some of these that we have found are the following:

• The height of the last horizontal move in either path is equal to the maximum value in J .

• The width of the first horizontal move in the either path is equal to cj1 + j1 − dj1 − 1.

• The maximum color removed by the second path is equal to the maximum value in K

minus 1.

In the k = 3, ` = 4 case we can take each of the 16 diagrams from the k = 2 case and add

an empty extended Young diagram as Y3. These diagrams will correspond to the same 321-
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avoiding permutations, as these permutations are also 4321-avoiding. There are nine new tuples

of extended Young diagrams, which correspond with the nine 4321-avoiding permutations that

are not 321-avoiding permutations. One possible correspondence between these new tuples and

permutations is in Table 5.12.

Table 5.12: Diagram/Permutation Correspondence: k = 3, ` = 4
Diagram Perm. Diagram Perm.



0 1 2 3

−1 0 1 2

−2 −1

−3 −2

,
0 1

−1
, 0


 4213




0 1 2 3

−1 0 1

−2 −1

−3 −2

,
0 1 2

−1
, 0


 4132




0 1 2 3

−1 0

−2 −1

−3 −2

,
0 1 2

−1
, 0 1


 1432




0 1 2 3

−1 0 1 2

−2 −1

−3

,
0 1

−1

−2

, 0


 4312




0 1 2 3

−1 0 1 2

−2

−3

,
0 1

−1

−2

,
0

−1


 3214




0 1 2 3

−1 0 1

−2 −1

−3

,
0 1 2

−1

−2

, 0


 4231




0 1 2 3

−1 0

−2 −1

−3

,
0 1 2

−1

−2

, 0 1


 2431




0 1 2 3

−1 0 1

−2

−3

,
0 1 2

−1

−2

,
0

−1


 3241




0 1 2 3

−1 0

−2

−3

,
0 1 2

−1

−2

,
0 1

−1


 3421

When ` = 5, there are 61 new tuples of extended Young diagrams and 61 new permuta-

tions. Because the exact correspondence is still unclear, we include a possible correspondence.

Within this, we will sort the diagrams and possible corresponding permutations according to

the information we have. We will have six tables. Each will exhibit one possible combination

of the maximum element of J and the maximum element of K. Recall that we believe these
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values reflect the maximum color removed by the first path and the second path, respectively.

We will label these by < a, b >, where a is the maximum color removed by the first path and b

is the maximum color removed by the second path. Within these tables, we sort by the length

of the first horizontal move. After the < 1, 0 > case, we often have sets of m diagrams and m

avoiding permutations that we believe are in correspondence, though the exact correspondence

may be unclear.

Table 5.13: Diagram/Permutation Correspondence: k = 3, ` = 5, Type < 1, 0 >
Diagram Perm. Diagram Perm.



0 1 2 3 4

−1 0 1 2 3

−2 −1 0 1 2

−3 −2 −1

−4

,

0 1

−1

−2

−3

, 0




54123




0 1 2 3 4

−1 0 1 2 3

−2 −1 0 1 2

−3 −2

−4

,

0 1

−1

−2

−3

,
0

−1




43125




0 1 2 3 4

−1 0 1 2 3

−2 −1 0 1 2

−3

−4

,

0 1

−1

−2

−3

,
0

−1

−2




32145




0 1 2 3 4

−1 0 1 2 3

−2 −1 0 1 2

−3 −2 −1

−4 −3

,
0 1

−1

−2

, 0




53124




0 1 2 3 4

−1 0 1 2 3

−2 −1 0 1 2

−3 −2

−4 −3

,
0 1

−1

−2

,
0

−1




42135




0 1 2 3 4

−1 0 1 2 3

−2 −1 0 1 2

−3 −2 −1

−4 −3 −2

,
0 1

−1
, 0




52134
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Table 5.14: Diagram/Permutation Correspondence: k = 3, ` = 5, Type < 2, 0 >
Diagram Diagram Perm.



0 1 2 3 4

−1 0 1 2 3

−2 −1 0 1

−3 −2 −1

−4

,

0 1 2

−1

−2

−3

, 0







0 1 2 3 4

−1 0 1 2 3

−2 −1

−3 −2

−4

,

0 1 2

−1 0 1

−2 −1

−3

, 0




32415, 32514




0 1 2 3 4

−1 0 1 2 3

−2 −1 0 1

−3 −2

−4

,

0 1 2

−1

−2

−3

,
0

−1







0 1 2 3 4

−1 0 1 2 3

−2 −1

−3 −2

−4

,

0 1 2

−1 0 1

−2

−3

,
0

−1




42315, 43512




0 1 2 3 4

−1 0 1 2 3

−2 −1 0 1

−3

−4

,

0 1 2

−1

−2

−3

,
0

−1

−2







0 1 2 3 4

−1 0 1 2 3

−2 −1

−3

−4

,

0 1 2

−1 0 1

−2

−3

,
0

−1

−2




52413, 53412




0 1 2 3 4

−1 0 1 2 3

−2 −1 0 1

−3 −2 −1

−4 −3

,
0 1 2

−1

−2

, 0







0 1 2 3 4

−1 0 1 2 3

−2 −1

−3 −2

−4 −3

,
0 1 2

−1 0 1

−2 −1

, 0




41325, 42513




0 1 2 3 4

−1 0 1 2 3

−2 −1 0 1

−3 −2

−4 −3

,
0 1 2

−1

−2

,
0

−1







0 1 2 3 4

−1 0 1 2 3

−2 −1

−3 −2

−4 −3

,
0 1 2

−1 0 1

−2

,
0

−1




51423, 52314




0 1 2 3 4

−1 0 1 2 3

−2 −1 0 1

−3 −2 −1

−4 −3 −2

,
0 1 2

−1
, 0




51324
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Table 5.15: Diagram/Permutation Correspondence: k = 3, ` = 5, Type < 3, 0 >
Diagram Diagram Perm.



0 1 2 3 4

−1 0 1 2

−2 −1 0 1

−3 −2 −1

−4

,

0 1 2 3

−1

−2

−3

, 0







0 1 2 3 4

−1 0 1 2

−2 −1

−3 −2

−4

,

0 1 2 3

−1 0 1

−2 −1

−3

, 0




32154, 32451




0 1 2 3 4

−1 0 1 2

−2 −1 0 1

−3 −2

−4

,

0 1 2 3

−1

−2

−3

,
0

−1







0 1 2 3 4

−1 0 1 2

−2 −1

−3 −2

−4

,

0 1 2 3

−1 0 1

−2

−3

,
0

−1




42351,43152




0 1 2 3 4

−1 0 1 2

−2 −1 0 1

−3

−4

,

0 1 2 3

−1

−2

−3

,
0

−1

−2







0 1 2 3 4

−1 0 1 2

−2 −1

−3

−4

,

0 1 2 3

−1 0 1

−2

−3

,
0

−1

−2




52341, 53142




0 1 2 3 4

−1 0 1 2

−2 −1 0 1

−3 −2 −1

−4 −3

,
0 1 2 3

−1

−2

, 0







0 1 2 3 4

−1 0 1 2

−2 −1

−3 −2

−4 −3

,
0 1 2 3

−1 0 1

−2 −1

, 0




41352, 42153




0 1 2 3 4

−1 0 1 2

−2 −1 0 1

−3 −2

−4 −3

,
0 1 2 3

−1

−2

,
0

−1







0 1 2 3 4

−1 0 1 2

−2 −1

−3 −2

−4 −3

,
0 1 2 3

−1 0 1

−2

,
0

−1




51342, 52143




0 1 2 3 4

−1 0 1 2

−2 −1 0 1

−3 −2 −1

−4 −3 −2

,
0 1 2 3

−1
, 0




51243
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Table 5.16: Diagram/Permutation Correspondence: k = 3, ` = 5, Type < 2, 1 >
Diagram Diagram



0 1 2 3 4

−1 0 1 2 3

−2 −1 0

−3 −2 −1

−4

,

0 1 2

−1

−2

−3

, 0 1







0 1 2 3 4

−1 0 1 2 3

−2 −1

−3 −2

−4

,

0 1 2

−1 0

−2 −1

−3

, 0 1







0 1 2 3 4

−1 0 1 2 3

−2 −1 0

−3 −2

−4

,

0 1 2

−1

−2

−3

,
0 1

−1







0 1 2 3 4

−1 0 1 2 3

−2 −1

−3 −2

−4

,

0 1 2

−1 0

−2

−3

,
0 1

−1







0 1 2 3 4

−1 0 1 2 3

−2 −1 0

−3

−4

,

0 1 2

−1

−2

−3

,
0 1

−1

−2







0 1 2 3 4

−1 0 1 2 3

−2 −1

−3

−4

,

0 1 2

−1 0

−2

−3

,
0 1

−1

−2




Permutations: 24315, 25314, 25413, 45312, 34215, 35214


0 1 2 3 4

−1 0 1 2 3

−2 −1 0

−3 −2 −1

−4 −3

,
0 1 2

−1

−2

, 0 1







0 1 2 3 4

−1 0 1 2 3

−2 −1

−3 −2

−4 −3

,
0 1 2

−1 0

−2 −1

, 0 1







0 1 2 3 4

−1 0 1 2 3

−2 −1 0

−3 −2

−4 −3

,
0 1 2

−1

−2

,
0 1

−1







0 1 2 3 4

−1 0 1 2 3

−2 −1

−3 −2

−4 −3

,
0 1 2

−1 0

−2

,
0 1

−1




Permutations: 15423, 35412, 45213, 14325


0 1 2 3 4

−1 0 1 2 3

−2 −1 0

−3 −2 −1

−4 −3 −2

,
0 1 2

−1
, 0 1




Permutation: 15324
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Table 5.17: Diagram/Permutation Correspondence: k = 3, ` = 5, Type < 3, 1 >
Diagram Diagram



0 1 2 3 4

−1 0 1 2

−2 −1 0

−3 −2 −1

−4

,

0 1 2 3

−1

−2

−3

, 0 1







0 1 2 3 4

−1 0 1 2

−2 −1

−3 −2

−4

,

0 1 2 3

−1 0

−2 −1

−3

, 0 1







0 1 2 3 4

−1 0 1 2

−2 −1 0

−3 −2

−4

,

0 1 2 3

−1

−2

−3

,
0 1

−1







0 1 2 3 4

−1 0 1 2

−2 −1

−3 −2

−4

,

0 1 2 3

−1 0

−2

−3

,
0 1

−1







0 1 2 3 4

−1 0 1 2

−2 −1 0

−3

−4

,

0 1 2 3

−1

−2

−3

,
0 1

−1

−2







0 1 2 3 4

−1 0 1 2

−2 −1

−3

−4

,

0 1 2 3

−1 0

−2

−3

,
0 1

−1

−2




Permutations: 24351, 25143, 25341, 34251, 35241, 45231


0 1 2 3 4

−1 0 1 2

−2 −1 0

−3 −2 −1

−4 −3

,
0 1 2 3

−1

−2

, 0 1







0 1 2 3 4

−1 0 1 2

−2 −1

−3 −2

−4 −3

,
0 1 2 3

−1 0

−2 −1

, 0 1







0 1 2 3 4

−1 0 1 2

−2 −1 0

−3 −2

−4 −3

,
0 1 2 3

−1

−2

,
0 1

−1







0 1 2 3 4

−1 0 1 2

−2 −1

−3 −2

−4 −3

,
0 1 2 3

−1 0

−2

,
0 1

−1




Permutations: 14352, 15342, 35142, 45132


0 1 2 3 4

−1 0 1 2

−2 −1 0

−3 −2 −1

−4 −3 −2

,
0 1 2 3

−1
, 0 1




Permutation: 15243
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Table 5.18: Diagram/Permutation Correspondence: k = 3, ` = 5, Type < 3, 2 >
Diagram Diagram



0 1 2 3 4

−1 0 1

−2 −1 0

−3 −2 −1

−4

,

0 1 2 3

−1

−2

−3

, 0 1 2







0 1 2 3 4

−1 0 1

−2 −1

−3 −2

−4

,

0 1 2 3

−1 0

−2 −1

−3

, 0 1 2







0 1 2 3 4

−1 0 1

−2 −1 0

−3 −2

−4

,

0 1 2 3

−1

−2

−3

,
0 1 2

−1







0 1 2 3 4

−1 0 1

−2 −1

−3 −2

−4

,

0 1 2 3

−1 0

−2

−3

,
0 1 2

−1







0 1 2 3 4

−1 0 1

−2 −1 0

−3

−4

,

0 1 2 3

−1

−2

−3

,
0 1 2

−1

−2







0 1 2 3 4

−1 0 1

−2 −1

−3

−4

,

0 1 2 3

−1 0

−2

−3

,
0 1 2

−1

−2




Permutations: 21543, 23541, 24531, 32541, 34521, 42531


0 1 2 3 4

−1 0 1

−2 −1 0

−3 −2 −1

−4 −3

,
0 1 2 3

−1

−2

, 0 1 2







0 1 2 3 4

−1 0 1

−2 −1

−3 −2

−4 −3

,
0 1 2 3

−1 0

−2 −1

, 0 1 2







0 1 2 3 4

−1 0 1

−2 −1 0

−3 −2

−4 −3

,
0 1 2 3

−1

−2

,
0 1 2

−1







0 1 2 3 4

−1 0 1

−2 −1

−3 −2

−4 −3

,
0 1 2 3

−1 0

−2

,
0 1 2

−1




Permutations: 13542, 14532, 31542, 41532


0 1 2 3 4

−1 0 1

−2 −1 0

−3 −2 −1

−4 −3 −2

,
0 1 2 3

−1
, 0 1 2




Permutation: 12543
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Now, consider the case k = 4. After setting Y4 equal to the empty extended Young diagram

and adding to previous results, we get nothing new for ` = 3.

For ` = 4, we add only one tuple of extended Young diagrams and one permutation, shown

in Table 5.19.

Table 5.19: Diagram/Permutation Correspondence: k = 4, ` = 4
Diagram Permutation



0 1 2 3

−1

−2

−3

,
0 1 2

−1

−2

,
0 1

−1
, 0


 4321

For ` = 5, we add 16 new tuples of extended Young diagrams. A possible grouping based

on the length of the first horizontal move and the height of the last horizontal move of the first

path is shown below. Though it does not generalize to all `, the same relationship between

the first vertical move and cj1 + j1 − dj1 − 1 is present in some sense. There is evidence for

many values of ` that the notion that the height of the last horizontal move corresponds to the

maximum element of J holds here as well. We will label these cases by (a, b), where a the width

of the first horizontal move and b is the height of the last horizontal move.

Table 5.20: Diagram/Permutation Correspondence: k = 4, ` = 5, Type (1, 3)


0 1 2 3 4

−1 0 1 2 3

−2 −1

−3 −2

−4

,

0 1 2

−1

−2

−3

,
0 1

−1
, 0







0 1 2 3 4

−1 0 1 2 3

−2 −1

−3

−4

,

0 1 2

−1

−2

−3

,
0 1

−1

−2

, 0







0 1 2 3 4

−1 0 1 2 3

−2

−3

−4

,

0 1 2

−1

−2

−3

,
0 1

−1

−2

,
0

−1




Permutations: 43215, 54213, 54312
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Table 5.21: Diagram/Permutation Correspondence: k = 4, ` = 5, Type (1, 4)
Table 1.1: Diagram/Permutation Correspondence: k = 4, ! = 5, Type (1, 4)




0 1 2 3 4

−1 0 1 2

−2 −1

−3 −2

−4

,

0 1 2 3

−1

−2

−3

,
0 1

−1
, 0







0 1 2 3 4

−1 0

−2 −1

−3 −2

−4

,

0 1 2 3

−1

−2

−3

,
0 1 2

−1
, 0 1







0 1 2 3 4

−1 0 1 2

−2 −1

−3

−4

,

0 1 2 3

−1

−2

−3

,
0 1

−1

−2

, 0







0 1 2 3 4

−1 0 1

−2 −1

−3

−4

,

0 1 2 3

−1

−2

−3

,
0 1 2

−1

−2

, 0







0 1 2 3 4

−1 0 1 2

−2

−3

−4

,

0 1 2 3

−1

−2

−3

,
0 1

−1

−2

,
0

−1







0 1 2 3 4

−1 0 1

−2 −1

−3 −2

−4

,

0 1 2 3

−1

−2

−3

,
0 1 2

−1
, 0







0 1 2 3 4

−1 0

−2 −1

−3

−4

,

0 1 2 3

−1

−2

−3

,
0 1 2

−1

−2

, 0 1







0 1 2 3 4

−1 0 1

−2

−3

−4

,

0 1 2 3

−1

−2

−3

,
0 1 2

−1

−2

,
0

−1







0 1 2 3 4

−1 0

−2

−3

−4

,

0 1 2 3

−1

−2

−3

,
0 1 2

−1

−2

,
0 1

−1




Permutations: 25431, 35421, 43251, 43521, 45321, 53241, 53421, 54132, 54231

2
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Table 5.22: Diagram/Permutation Correspondence: k = 4, ` = 5, Type (2, 3)


0 1 2 3 4

−1 0 1 2 3

−2 −1

−3 −2

−4 −3

,
0 1 2

−1

−2

,
0 1

−1
, 0




53214

Table 5.23: Diagram/Permutation Correspondence: k = 4, ` = 5, Type (2, 4)


0 1 2 3 4

−1 0 1 2

−2 −1

−3 −2

−4 −3

,
0 1 2 3

−1

−2

,
0 1

−1
, 0







0 1 2 3 4

−1 0 1

−2 −1

−3 −2

−4 −3

,
0 1 2 3

−1

−2

,
0 1 2

−1
, 0







0 1 2 3 4

−1 0

−2 −1

−3 −2

−4 −3

,
0 1 2 3

−1

−2

,
0 1 2

−1
, 0 1




Permutations: 15432, 51432, 52431
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Appendix A

MATLAB Code

In this appendix, we share the code used to get the counts of extended Young diagrams in

B(4Λ0)4Λ0 − γ` . This program can be easily modified for the k = 2 and k = 3 cases. The

function we call to obtain the results is young.m. Its argument is ` and it returns a matrix

of the information for the extended Young diagrams for the value of `. For each tuple of

extended Young diagrams satisfying the conditions of Theorem 3.2.4, there is a row in the

matrix. In this row, the first 2` − 1 entries describe Y1, the second 2` − 1 describe Y2, and

so on. In order, these columns give the number of boxes in the particular diagram of color

−`+ 1,−`+ 2, . . . ,−1, 0, 1, 2, . . . , `− 1.

function Y = young(`)

Y1 = []; Y2 = []; Y3 = []; Y4 = [];

S = zeros(1, 2*`)−1); %Gives number of each color in square

M = S; %Gives max number of each color in Y2

X = S; %Will keep track of current diagram

% These two for loops set up S and M

for i=1:`

S(1,i) = i;

M(1,i) = floor(i/2);

end
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for j=(l+1):(2*`−1)

S(1,j) = 2*` − j;

M(1,j) = floor(S(1,j) / 2);

end

%sets beginning square (Y1 full and Y2, Y3,Y4 empty)

[Y1,Y2,Y3,Y4] = fillin(S,Y1,Y2,Y3,Y4,X,X,X,`);

%recursion begins

[Y1,Y2,Y3,Y4] = toget2(`,S,M,Y1,Y2,Y3,Y4,X,`);

Y = horzcat(Y1,Y2); Y = horzcat(Y,Y3); Y = horzcat(Y,Y4);

The first function called by young.m is fillin.m which adds the current tuple to the matrix

of tuples. Included are some redundant checks to make sure we have containment of diagrams

and that Y1 is still in the form of an extended Young diagram, even after removing various

boxes.

function [Y1,Y2,Y3,Y4] = fillin(S,Y1,Y2,Y3,Y4,X,Y,Z,`)

J = S−X−Y−Z; %J represents Y1

if (iscontained(X,J) && iscontained(Y,X) && iscontained(Z,Y)) %tests containment

if (checkyouth(J,`)==true)

Y1 = vertcat(Y1, J);

Y2 = vertcat(Y2, X);

Y3 = vertcat(Y3, Y);

Y4 = vertcat(Y4, Z);

end

end

The next two functions given are checks to ensure that we are only counting true tuples

of extended Young diagrams. We double check containment in iscontained.m and that Y1

is an extended Young diagram in checkyouth.m. These checks are unnecessary now that the

program has been fully tested, but were quite useful in the testing process.

107



function contain = iscontained(Y,X)

Z = X − Y;

s = size(Z); c = s(2); i = 1;

contain = true;

while (i <= c) && contain

if Z(1,i) < 0

contain = false;

end

i = i+1;

end

function y = checkyouth(X,`)

y = true;

i = 2;

while ((i <= `) && y)

if(X(1,i−1) > X(1,i))

y = false;

end

i = i+1;

end

while (((i > `) && y) && (i <= 2*`−1))

if(X(1,i) > X(1,i−1))

y = false;

end

i = i + 1;

end

Now, we come to the functions that actually compute the possible tuples that meet the

conditions of Theorem 3.2.4. We call toget2.m recursively until we have determined a Y2.

Then if there is potential for Y3 to be nonempty, we move to toget3.m to determine a possible

Y3. If it is possible to have Y4 nonempty, we move to toget4.m. Once we have found a
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tuple that meets the criteria, we call fillin.m and recursively begin working with the next

possibility. In each function, we begin by filling in the number of boxes of color 0, then 1, then

2, etc. Once we are finished with positive colored boxes, we return to fill in the number of boxes

of color -1, then -2, and so on. We use i as a placeholder for where we are in this process.

function [Y1,Y2,Y3,Y4] = toget2(l,S,M,Y1,Y2,Y3,Y4,X,i)

% X is our current value of Y2.

% Go to negative colors

if i == (2*`)

i = ` − 1;

end

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

% Finished determining X (Y2) and move onto Y (Y3)

if i == 0

Y = zeros(1, 2*`−1); % create 0 vector Y

k = 1;

%Move index to first nonzero term in X

while (X(1,k)==0)

k = k + 1;

end

%a is index of the first nonzero term in X

a = k;

k = 2*`−1;

while (X(1,k)==0)

k = k − 1;

end

% similarly, b is the index of last nonzero term in X

b = k;

% If rightmost or leftmost nonzero term is `, go to fillin function, ...

because Y3 must be empty.

if ((a == `) | | (b == `))

[Y1,Y2,Y3,Y4] = fillin(S,Y1,Y2,Y3,Y4,X,Y,Y,`); %Y is zero vector here
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else

%If not, could have something in Y3

[Y1,Y2,Y3,Y4] = toget3(`,S,Y1,Y2,Y3,Y4,X,Y,a,b,`);

end

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

elseif i == `

for j = 1:M(1,`)

X(1,i) = j;

[Y1,Y2,Y3,Y4] = toget2(`,S,M,Y1,Y2,Y3,Y4,X,i+1);

end

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

elseif i > `

if X(1,i−1) == 0

X(1,i) = 0;

[Y1,Y2,Y3,Y4] = toget2(`,S,M,Y1,Y2,Y3,Y4,X,i+1);

elseif X(1,i−1)−1 <= M(1,i)

for j=(X(1,i−1)−1):(min(X(1,i−1), M(1,i)))

X(1,i) = j;

[Y1,Y2,Y3,Y4] = toget2(`,S,M,Y1,Y2,Y3,Y4,X,i+1);

end

end

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

elseif i < `

if X(1,i+1) == 0

X(1,i) = 0;

[Y1,Y2,Y3,Y4] = toget2(`,S,M,Y1,Y2,Y3,Y4,X,i−1);

elseif X(1,i+1)−1 <= M(1,i)

for j=(X(1,i+1)−1):(min(X(1,i+1), M(1,i)))

X(1,i) = j;

[Y1,Y2,Y3,Y4] = toget2(`,S,M,Y1,Y2,Y3,Y4,X,i−1);

end

end

end
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function [Y1,Y2,Y3,Y4] = toget3(l,S,Y1,Y2,Y3,Y4,X,Y,a,b,i)

% Y will keep track of the current Y3

%if i=b then jump down to negative colors

if i == b

i = ` − 1;

end

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

% if i=a then we are done constructing Y

if i == a

Z = zeros(1, 2*`−1);

k = 1;

if Z == Y

[Y1,Y2,Y3,Y4] = fillin(S,Y1,Y2,Y3,Y4,X,Y,Z,l);

else %c is first nonzero and d is last nonzero index in Y

while (Y(1,k)==0)

k = k + 1;

end

c = k;

k = 2*`−1;

while (Y(1,k)==0)

k = k − 1;

end

d = k;

if ((c == `) | | (d == `))

%if rightmost or leftmost nonzero term is l, Y4 must be empty

[Y1,Y2,Y3,Y4] = fillin(S,Y1,Y2,Y3,Y4,X,Y,Z,`);

else %if not, Y4 could be nonempty

[Y1,Y2,Y3,Y4] = toget4(`,S,Y1,Y2,Y3,Y4,X,Y,Z,a,b,c,d,`);

end

end

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

% If i=`, we range over possible values of Y(`)

% the maximum value of Y(`) is the minimum among:
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% X(1,i) = # boxes of color 0 in Y2

% S(1,i) − 2*X(1,i) = # boxes color 0 unaccounted for

% min(`+1−a, b+1−`) − X(1,`) = # boxes of color 0 that are actually free

elseif i == `

for j = 0:min(min(X(1,i),S(1,i)−2*X(1,i)), (min(`+1−a,b+1−`)−X(1,`)))

Y(1,i) = j;

[Y1,Y2,Y3,Y4] = toget3(`,S,Y1,Y2,Y3,Y4,X,Y,a,b,i+1);

end

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

% If i = b−1, this is the largest nonzero entry possible for Y.

% y = max(,) b/c

% Y(1,i−1) − 1: must have less than or equal to number of boxes of color ...

b−1 compared to color b−2

% S(1,i)−X(1,i)−(S(1,i−1)−X(1,i−1)−Y(1,i−1)) because in Y1, need to have ...

Y1(i) <= Y1(i−1)

% maximum in for loop

% Y(1,i−1) − number of boxes of color one lower

% X(1,i) − number of boxes of color in Y2

% S(1,i) − 2*X(1,i) − number of boxes unaccounted for

% S(1,i)−X(1,i)−(S(1,i+1)−X(1,i+1)) − need to make sure still keeping Y1 as ...

a YD. So we state Y1(i) >= Y1(i+1) and obtain this result.

% Note that Y(i+1) = 0 since i+1 = b

elseif i == b−1

if Y(1,i−1) == 0

Y(1,i) = 0;

[Y1,Y2,Y3,Y4] = toget3(`,S,Y1,Y2,Y3,Y4,X,Y,a,b,i+1);

else

y = max(Y(1,i−1)−1,S(1,i)−X(1,i)−(S(1,i−1)−X(1,i−1)−Y(1,i−1)));

for j=y:(min(min(min(Y(1,i−1), X(1,i)), ...

S(1,i)−2*X(1,i)),S(1,i)−X(1,i)−(S(1,i+1)−X(1,i+1))))

Y(1,i) = j;

[Y1,Y2,Y3,Y4] = toget3(`,S,Y1,Y2,Y3,Y4,X,Y,a,b,i+1);

end
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end

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

% If i > ` and i is not b or b−1.

% Minimum is the the maximum of the following:

% Y(1,i−1)−1 − number of boxes of previous color − 1

% S(1,i)−X(1,i)−(S(1,i−1)−X(1,i−1)−Y(1,i−1)) − since Y1(i) <= Y1(i−1)

% Maximum is the minimum of the following:

% X(1,i) − number of boxes of color i in Y2

% Y(1,i−1) − number of boxes of color i−1 in Y3

% S(1,i)−2*X(1,i) − number of boxes available

elseif i > `

if Y(1,i−1) == 0

Y(1,i) = 0;

[Y1,Y2,Y3,Y4] = toget3(`,S,Y1,Y2,Y3,Y4,X,Y,a,b,i+1);

else

for j=(max(Y(1,i−1)−1,S(1,i)−X(1,i)−(S(1,i−1)−X(1,i−1)−Y(1,i−1)))):

(min(min(Y(1,i−1), X(1,i)), S(1,i)−2*X(1,i)))

Y(1,i) = j;

[Y1,Y2,Y3,Y4] = toget3(`,S,Y1,Y2,Y3,Y4,X,Y,a,b,i+1);

end

end

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

% If i is a+1, this is the smallest possible nonzero entry

% The minimum is the maximum of

%Y(1,i+1)−1 − one less than the number of boxes of next biggest color

%S(1,i)−X(1,i)−(S(1,i+1)−X(1,i+1)−Y(1,i+1)) − condition that keeps Y1 a YD ...

(b/c Y1(i) <= Y1(i+1))

% The maximum is the minimum of

% Y(1, i+1) = number of boxes of color one more in Y (Y3)

% X(1,i) − number of boxes of color in X

% S(1,i)−2*X(1,i)) − restriction from written proof
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% S(1,i)−X(1,i)−(S(1,i−1)−X(1,i−1)) − comes from the fact that Y1(i) >= ...

Y1(i−1)

elseif i == (a + 1)

if Y(1,i+1) == 0

Y(1,i) = 0;

[Y1,Y2,Y3,Y4] = toget3(`,S,Y1,Y2,Y3,Y4,X,Y,a,b,i−1);

else

y = max(Y(1,i+1)−1,S(1,i)−X(1,i)−(S(1,i+1)−X(1,i+1)−Y(1,i+1)));

for j=y:(min(min(min(Y(1,i+1), X(1,i)), ...

S(1,i)−2*X(1,i)),S(1,i)−X(1,i)−(S(1,i−1)−X(1,i−1))))

Y(1,i) = j;

[Y1,Y2,Y3,Y4] = toget3(`,S,Y1,Y2,Y3,Y4,X,Y,a,b,i−1);

end

end

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

% If i < ` and i ˜= a+1 or a, we enter this case

% Minimum is the maximum of the following:

% Y(1,i+1)−1 % One less than the number

% S(1,i)−X(1,i)−(S(1,i+1)−X(1,i+1)−Y(1,i+1))

% is less than the minimum of the following:

% X(1,i)

% S(1,i)−2*X(1,i)

% Y(1,i+1)

elseif i < `

if Y(1,i+1) == 0

Y(1,i) = 0;

[Y1,Y2,Y3,Y4] = toget3(`,S,Y1,Y2,Y3,Y4,X,Y,a,b,i−1);

else

for j=(max(Y(1,i+1)−1,S(1,i)−X(1,i)−(S(1,i+1)−X(1,i+1)−Y(1,i+1)))):

(min(min(Y(1,i+1), X(1,i)), S(1,i)−2*X(1,i)))

Y(1,i) = j;

[Y1,Y2,Y3,Y4] = toget3(`,S,Y1,Y2,Y3,Y4,X,Y,a,b,i−1);

end
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end

end

function [Y1,Y2,Y3,Y4] = toget4(`,S,Y1,Y2,Y3,Y4,X,Y,Z,a,b,c,d,i)

% Z is Y 4

%if i=d then jump down to negative colors

if i == d

i = ` − 1;

end

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

% if i=c then we are done constructing Y

if i == (c)

[Y1,Y2,Y3,Y4] = fillin(S,Y1,Y2,Y3,Y4,X,Y,Z,`);

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

% If i=`, we range over possible values of Y(`).

% The maximum value of Y(`) is the minimum among:

% Y(1,i) = # boxes of color 0 in Y3

% S(1,i) − 2*X(1,i)− Y(1,i) = # boxes color 0 unaccounted for

% min(l+1−a, b+1−l) − X(1,`) = # boxes of color 0 that are actually free

% S(1,i)−X(1,i)−Y(1,i) − (S(1,c)−X(1,c)−Y(1,c))

% S(1,i)−X(1,i)−Y(1,i) − (S(1,d)−X(1,d)−Y(1,d))

elseif i == `

for j = 0:min(min(min(min(Y(1,i),S(1,i)−2*X(1,i)−Y(1,i)), ...

(min(`+1−a,b+1−`)−X(1,i))), S(1,i)−X(1,i)−Y(1,i) − ...

(S(1,c)−X(1,c)−Y(1,c))), S(1,i)−X(1,i)−Y(1,i) − (S(1,d)−X(1,d)−Y(1,d)))

Z(1,i) = j;

[Y1,Y2,Y3,Y4] = toget4(`,S,Y1,Y2,Y3,Y4,X,Y,Z,a,b,c,d,i+1);

end

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

% If i = d−1, this is the largest nonzero entry possible for Z

% Minimum is the maximum among

% Z(1,i−1) − 1: number of boxes of color d−1 compared to color d−2
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% S(1,i)−X(1,i)−Y(1,i)−(S(1,i−1)−X(1,i−1)−Y(1,i−1)−Z(1,i−1)) because in Y1, ...

need to have Y1(i) <= Y1(i−1)

% Maximum is minimum among

% Z(1,i−1) − number of boxes of color one lower

% Y(1,i) − number of boxes of color in Y3

% S(1,i)−2*X(1,i) − Y(1,i) − number of boxes unaccounted for

% S(1,i)−X(1,i) − Y(1,i) −(S(1,i+1)−X(1,i+1)−Y(1,i)) − b/c Y1(i) >= Y1(i+1)

% Note that Z(i+1) = 0 since i+1 = d

elseif i == d−1

y = max(Z(1,i−1)−1,S(1,i)−X(1,i)−Y(1,i)−(S(1,i−1)−X(1,i−1)−Y(1,i−1)−Z(1,i−1)));

if Z(1,i−1) == 0

Z(1,i) = 0;

[Y1,Y2,Y3,Y4] = toget4(`,S,Y1,Y2,Y3,Y4,X,Y,Z,a,b,c,d,i+1);

else

for j=y:(min(min(min(Z(1,i−1), Y(1,i)), S(1,i)−2*X(1,i)−Y(1,i)),S(1,i)

−X(1,i)−Y(1,i)−(S(1,i+1)−X(1,i+1)−Y(1,i+1))))

Z(1,i) = j;

[Y1,Y2,Y3,Y4] = toget4(`,S,Y1,Y2,Y3,Y4,X,Y,Z,a,b,c,d,i+1);

end

end

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

% if i > ` and i is not d or d−1

% Minimum is maximum among

% Z(1,i−1)−1 − number of boxes of previous color − 1

% S(1,i)−X(1,i)−Y(1,i)−(S(1,i−1)−X(1,i−1)−Y(1,i−1)−Z(1,i−1)) − since Y1(i) ...

<= Y1(i−1)

% Maximum is minimum among

% Y(1,i) − number of boxes of color i in Y2

% S(1,i)−2*X(1,i)− Y(i,1) − number of boxes available

% Z(1, i−1) number of boxes color one less

elseif i > `

if Z(1,i−1) == 0

Z(1,i) = 0;
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[Y1,Y2,Y3,Y4] = toget4(`,S,Y1,Y2,Y3,Y4,X,Y,Z,a,b,c,d,i+1);

else

for j=(max(Z(1,i−1)−1,S(1,i)−X(1,i)−Y(1,i)−

(S(1,i−1)−X(1,i−1)−Y(1,i−1)−Z(1,i−1)))):

(min(min(Z(1,i−1), Y(1,i)), S(1,i)−2*X(1,i)−Y(1,i)))

Z(1,i) = j;

[Y1,Y2,Y3,Y4] = toget4(`,S,Y1,Y2,Y3,Y4,X,Y,Z,a,b,c,d,i+1);

end

end

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

% if i is c+1 − this is the smallest possible nonzero entry

% Minimum is maximum among

%Z(1,i+1)−1 − one less than the number of boxes of next biggest color

%S(1,i)−X(1,i)−(S(1,i+1)−X(1,i+1)−Y(1,i+1)) − condition that keeps Y1 a YD ...

(b/c Y1(i) <= Y1(i+1))

% Maximum is minimum among

% Z(1,i+1) − number of boxes of color one more

% Y(1,i) − number of boxes of color in X

% S(1,i)−2*X(1,i)−Y(1,i)) − restriction from written proof

% S(1,i)−X(1,i)−Y(1,i)−(S(1,i−1)−X(1,i−1)−Y(1,i−1)))) b/c Y1(i) >= Y1(i−1)

elseif i == (c + 1)

y = max(Z(1,i+1)−1,S(1,i)−X(1,i)−Y(1,i)−(S(1,i+1)−X(1,i+1)−Y(1,i+1)−Z(1,i+1)));

if Z(1,i+1) == 0

Z(1,i) = 0;

[Y1,Y2,Y3,Y4] = toget4(`,S,Y1,Y2,Y3,Y4,X,Y,Z,a,b,c,d,i−1);

else

for j=y:(min(min(min(Z(1,i+1), Y(1,i)), S(1,i)−2*X(1,i)−Y(1,i)),

S(1,i)−X(1,i)−Y(1,i)−(S(1,i−1)−X(1,i−1)−Y(1,i−1))))

Z(1,i) = j;

[Y1,Y2,Y3,Y4] = toget4(`,S,Y1,Y2,Y3,Y4,X,Y,Z,a,b,c,d,i−1);

end

end

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
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% if i < ` and i != c+1 or c, we enter this case

% Minimum is maximum among

% Z(1,i+1)−1 − one less than the number of boxes of next biggest color

% S(1,i)−X(1,i)−Y(1,i) − (S(1,i+1)−X(1,i+1)−Y(1,i+1)− Z(i,i+1)) − keeps

% Y1(i) <= Y1(i+1))

% Maximum is minimum among

% Z(1,i+1)

% Y(1,i) − number of boxes of color in X

% S(1,i)−2*X(1,i)−Y(1,i)) − restriction from written proof

elseif i < l

if Z(1,i+1) == 0

Z(1,i) = 0;

[Y1,Y2,Y3,Y4] = toget4(`,S,Y1,Y2,Y3,Y4,X,Y,Z,a,b,c,d,i−1);

else

for j=(max(Z(1,i+1)−1,S(1,i)−X(1,i)−Y(1,i)−

(S(1,i+1)−X(1,i+1)−Y(1,i+1)−Z(1,i+1)))):

(min(min(Z(1,i+1), Y(1,i)), S(1,i)−2*X(1,i)−Y(1,i)))

Z(1,i) = j;

[Y1,Y2,Y3,Y4] = toget4(`,S,Y1,Y2,Y3,Y4,X,Y,Z,a,b,c,d,i−1);

end

end

end
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