ABSTRACT
HICKS, JULIE ANN. Characterization of Interactions between Porcine Reproductive and Respiratory Syndrome Virus and its Intracellular Environment. (Under the direction of Dr. Sunny Liu.)

Porcine reproductive and respiratory syndrome (PRRS) has a major impact on the swine industry. PRRS is characterized by abortions in pregnant sows and respiratory disease, particularly in young pigs. The causative agent is porcine reproductive and respiratory syndrome virus (PRRSV), a member of the arterivirus family. GP5 and M are the major envelope proteins encoded by PRRSV. Here we demonstrate by means of a yeast two-hybrid system that the cellular Snap-Associated Protein (Snapin) specifically interacts with GP5 and M. GP5 and M proteins are known to form a heterodimeric complex which is important for viral structural and infectivity. Snapin has recently been found to interact with many proteins involved in membrane fusion via its interaction with the SNARE complex. Through the use of siRNA-mediated knock-down of snapin expression in PRRSV infected MARC-145 cells we demonstrate that the GP5/M/snapin interaction is an important aspect of PRRSV pathogenesis. Reduced snapin expression results in reduced PRRSV replication as evidenced by reduced viral titers and reduced nucleocapsid (N protein) mRNA and protein levels.

Based on snapin’s involvement in mediating membrane fusion events, it is likely that the interaction between GP5 and M with snapin is involved in intracellular trafficking events during PRRSV infections. To further assess the interactions between PRRSV with its intracellular environment we determined changes in cellular microRNA (miRNA) expression during the course of an in vitro PRRSV infection in swine alveolar macrophages (SAMs). We have shown that expression of ~40 cellular miRNAs is altered within the first 48 hours of PRRSV infection in SAMs. Analysis of the potential genes and pathways regulated by these
differentially expressed miRNAs suggests that they are involved in regulating multiple cellular pathways including the immune related and intracellular trafficking pathways. Interestingly we found that one of the differentially expressed miRNAs, miR-147, which was significantly down regulated in PRRSV infected cells at 24hpi, likely regulates snapin expression. A decrease in miR-147 expression in PRRSV infected macrophages should result in a reciprocal increase in Snapin. The studies presented here were undertaken to further the current understanding of the interaction between PRRSV and its intracellular environment. As these studies are continued a more complete picture of the complexity of interactions between PRRSV and its intracellular environment will be revealed.
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Chapter One: Literature Review

Virology History

After the discovery of bacteria by Louis Pasteur in 1860, it was thought that all microorganism diseases were caused by bacterial infections. In the late 1800s, a German microbiologist, Martinus Beijerinck, often considered a founding father of the virology field, was trying to identify the causative agent, suspected of being a bacterium, of tobacco mosaic disease (Calisher and Harzinek 1999). In what was considered standard practice at the time to identify a bacterium, Beijerinck passed the sap from infected plants through increasing smaller porcelain filters. For all previously discovered bacteria, passing infected cultures through filters would trap the bacteria in the filter and the cultures would not pass the disease when put into a susceptible host. To Beijerinck’s surprise, even sap passed through the smallest of filters was still able to cause the disease when put into healthy plants. After repeating the experiment and getting the same results, along with the fact that he was unable to see a “bacterium” using a microscope, he concluded that tobacco mosaic disease was not caused by a bacterium but rather by what he termed a “contagium vivum fluidum.” He and his contemporaries thought that the “contagium vivum fluidum” was enzymatic in nature and somehow originated in the infected organism, and was not an independent pathogenic organism. In fact the term “virus” to describe the causative agent of tobacco mosaic disease and other virally-induced diseases was not coined until 1903 (Calisher and Harzinek 1999). In late 1930’s images of the tobacco mosaic virus particles were obtained by electron microscopy. As microscopy techniques improved in the coming years, more and more
viruses were discovered. Today virology is a thriving area of research that incorporates all aspects of molecular biology techniques to identify, characterize and combat the thousands of known and continually discovered viruses.

**Intracellular transport and virus trafficking**

**Intracellular transport pathways**

Endocytosis and intracellular transport pathways are essential for cell survival and homeostasis. There are several endocytic pathways that mediate the transport of various molecules, including nutrients, signaling factors, and receptor-ligand complexes, throughout the cell (Andersson 2012). The first major endocytic process identified was that of clathrin-dependent trafficking. During clathrin-dependent endocytosis, adaptor protein complexes, AP-1 or AP-2, form in the membrane at molecule uptake sites (Rodemer and Haucke 2008). Then clathrin bind to these adaptor complexes and forms lattices in the plasma membrane. Clathrin-coated vesicles (sometimes called pits), containing the molecule(s) that are to be transported, are formed by invagination of the clathrin lattices. Energy is required for this process and is thought to be provided by GTPases, such as dynamin. A major homeostatic function of clathrin endocytosis is the recycling and degradation of receptor/ligand complexes, including low density lipoproteins and trasnferrin (Grant and Donaldson 2009). Many external signals received by a cell are initiated by reorganization of a ligand by a receptor present in the cell membrane, which then induces an internal signaling cascade. After initiating this signaling, the receptor/ligand complexes are taken up by clathrin-coated vesicles. The clathrin-coated vesicles then transport the complexes to early endosomes, in
which the receptor and the ligand are separated. The ligand is then transported to lysosomes for degradation. Meanwhile the receptor is transported back to the plasma membrane by recycling vesicles. Receptors may be recycled and reused up to 10 times per hour (Grant and Donaldson 2009).

Cells also have clathrin-independent endocytic pathways. One such pathway is mediated by the protein caveolin (Kiss and Botos 2009). Caveolin molecules gather at specific membranes, most often in the intracellular organelles. Caveolin-coated vesicles then bud off of the membrane, forming what are called calveolae. Smaller molecules, such as solutes and some types of nutrients are more likely to be transported via caveolin-mediated transport than via clathrin-mediated trafficking. Clathrin-dependent and caveolin-mediated endocytosis are universal transport mechanisms shared by many different cell types.

There is also a more specialized endocytic pathway used by a small set of immune cells, termed phagocytosis. Phagocytosis is mainly used by macrophages and neutrophils. The two major functions of phagocytosis by these cells are first, the degradation of bacteria and second, the processing and presentation of antigens to T-cells for the initiation of the humoral immune response (Verschoor et al. 2012). Phagocytosis is initiated by the recognition of large particles, such as a bacterium, by receptors on the cell surface of phagocytic cells. These receptors include the Fc receptor, which recognize antibody-coated particles. Activation of the receptors then induces changes in the actin structure of the cell to create a pseudopod on the cell membrane. The pseudopod then surrounds the particle, which is then taken into the cell, in what is called a phagosome. The phagosome transports the
particle to endosomes and lysozomes, where it is enzymatically-degraded. Antigenic peptides are then presented via MHC presentation to T-cells.

**Virus trafficking**

A major factor affecting virus productivity is the efficient intracellular transport of the virus and its components. As obligate intracellular parasites viruses are dependent on the host cells for survival. Therefore it is not surprising that viruses have been shown to manipulate many aspects of the host’s cell transport machinery to facilitate trafficking of virus particles and/or viral components to sites of release, replication, and assembly.

Entry of enveloped viruses into host cells requires membrane fusion between the virus particle and the cell at one or more sites, including the cell surface and/or intracellular vesicles or organelles. It is thought that the coronavirus mouse hepatitis virus (MHV) has two possible modes of entry into its host cell (Zhu et al. 2009). The entry mode is strain dependent. In strains where the major envelope protein, the spike (S) protein, is proteolytically cleaved there is direct fusion between the virus and the plasma membrane of the host cell. In MHV strains in which S is not cleaved the virus enters the cell via receptor-mediated endocytosis. Canine parvovirus (CPV) initially interacts with transferrin receptors on the host cell and then is taken up via a clathrin-mediated pathway (Suikkanen et al. 2003). The virus is then transported to endosomes, where a drop in pH activates the phospholipase A2 domain of the capsid protein VP1, mediating membrane penetration and the release of the viral genome.
Entry of enveloped viruses relies on some form of membrane fusion between the virus and the host cell, however for non-enveloped viruses penetration of a host cell membrane must be achieved by other means (Tasi 2007). In general, the release of non-enveloped viruses into target cells consists of approximately four steps. First the virus needs to be transported to the appropriate site within the cell. Next, interaction between viral and host factors at this site induces conformational changes of viral proteins leading to disruption of the membrane’s lipid bilayer which ultimately results in the release of the virus particle or the viral genome. Adenoviruses are non-enveloped DNA viruses that enter target cells using receptor-mediated endocytosis (Leopold and Crystal 2007). A drop in pH within the endosome leads to conformation changes in the viral capsid, which disrupts the membrane and allows virus particle to enter into the cytoplasm. The virus particle is then transported via microtubules to the nucleus, where the viral genome is released. African Swine Fever Virus (ASFV) is a dsDNA virus which is the only member of Asfaviridae virus family that enters target cells via clathrin-mediated endocytosis. This mode of entry was recently found to be dependent on host dynamin GTPase activity (Hernaez and Alonso 2010). Recent advances in microscopic imaging technology has allowed for the labeling and tracking of individual particles within living cells. Single-particle tracking of Dengue flavivirus particles revealed that the virus particles engage cell surface receptors, diffuse across the plasma membrane and traffic to clathrin-coated pits (van der Schaar et al. 2007). The virus particles are taken to endosomes where a pH drop triggers a conformation change in the viral glycoprotein E, which then facilitates membrane fusion. Kaposi’s sarcoma-associated
herpesvirus (KSHV) is known to infect endothelial cells via clathrin-mediated endocytosis (Akula et al. 2003). When actin function of endothelial cells was disrupted, KSHV entry and trafficking was inhibited (Green and Gao 2009), suggesting that the actin cytoskeleton can be involved in viral transport.

Viral induced phosphorylation of host cell kinases was recently found to be important in the transport of herpes simplex virus (HSV) to the nucleus (Cheshenko et al. 2005). When focal adhesion kinase 1 (FAK1), a kinase involved in the regulation of cell migration, adhesion, actin reorganization and focal adhesion development, is knocked-down there is a significant decrease in the trafficking of HSV to the nuclear pore and infectivity was reduced by 90%. Knock-out of the Rab11 family interacting protein 2 (FIP2), a protein associated with the apical recycling endosome of polarized epithelial cells, results in a large decrease in the amount of respiratory syncytial virus, a paramyxovirus, released into the culture supernatant (Utley et al. 2008). However there is a significant increase in cell-associated virus, suggesting that RSV utilizes FIP2 and the apical endosome for virion budding. The functional endosomal sorting complex required for transport or ESCRT consists of three protein complexes termed ESCRT I, II, and III, which are essential for endosome transport and recycling (Carlton and Martin-Serrano 2009). The gag proteins of retroviruses interact with and recruit members of ESCRT to facilitate their transport and release within the infected host cell. Hepatitis C virus (HCV), a flavivirus, utilizes the ESCRT machinery, in particular ESCRT III, in order to escape endosomes (Lai et al. 2010). Treatment of infected cells with chemicals that disrupt ESCRT function and therefore endosomal trafficking, such
as nocodazole, which disrupts microtubule polymerization, greatly reduce the amount of HCV genomic RNA.

The baculovirus protein Exo0 is involved in the trafficking of newly synthesized virus particles from the nucleus (Fang et al. 2009). Exo0 was found to localize with microtubules and blockage of microtubule formation inhibited the egress of viral progeny. This indicates the baculoviruses facilitate virion transport via microtubules. Paramyxoviruses also make use of microtubules for virion transport (Chambers and Takimoto 2010). The components of paramyxovirus particles are trafficked to the plasma membrane where they are assembled prior to the budding of viral progeny via microtubule transport as determined using fluorescently labeled viral molecules. Viruses possessing the ability to infect multiple cell types may use cell-type specific transport mechanisms (Lambotin et al. 2010). HCV is able to infect both myeloid and plasmacytoid dendritic cells. Co-localization studies with organelle-specific markers suggests that in myeloid dendritic cells HCV associates with lysosomes, while in plasmacytoid dendritic cells it associates with late endosomes.

There are many different mechanisms by which viruses manipulate host trafficking pathways for transport of both virus particles and individual viral components. As viruses are dependent on host cells for completion of their life cycles, host transport machinery is an essential element for their survival. Thus disruption of the interaction of viruses with the host transport machinery provides an interesting avenue for viral treatment and prevention.
**Porcine Reproductive and Respiratory Syndrome Virus**

**Genome Organization**

In the late 1980’s and early 1990’s an unknown swine illness appeared in both North America and Europe (Keffaber 1989). Called the mysterious swine disease or blue ear syndrome, this disease was characterized by symptoms including late term abortions or stillbirths in sows and respiratory disease and high mortality in young pigs. The illness was later determined to be caused by an arterivirus, subsequently named Porcine Reproductive and Respiratory syndrome virus (PRRSV) (Wensvoort et al. 1991). PRRSV has a substantial impact on the swine industry worldwide. PRRSV-infected herds display poor reproductive health, increased mortality, and reductions in growth rates. In 2005 these effects were predicted to result in a loss of more than 560 million dollars a year in the US swine industry alone (Neumann et al. 2005) and today due to increased feed costs and a general increase in production costs it has an even greater industry impact (Osorio 2010).

PRRSV consists of a 15kb genome with nine opening reading frames (ORFs) (Figure 1.1). The first two ORFs encode the non-structural proteins (NSPs), while the remaining seven ORFs encode the structural proteins. Together, the first two ORFs, ORF1a and ORF1b, encode for a total of 14 non-structural proteins. Both ORF1a and ORF1b are initially translated as polyproteins. The polyprotein produced from ORF1 is termed pp1a. A frameshift in the viral genomes results in the production of the second polyprotein called pp1ab (Dokland 2010). PRRSV has four viral proteases, NSP1α, NSP1β, NSP2, and NSP4, which are responsible for the cleavage of the polyproteins into individual mature proteins.
NSP9 is the RNA-dependent RNA polymerase, while NSP10 and NSP11, are a helicase and an endonuclease, respectively. NSP9 and NSP10 associate with each other in cytoplasmic double-membrane vesicles that serve as the site of viral genome replication in infected cells (Fang and Snijder 2010). Epitopes present in the NSP9 and NSP10 proteins are recognized by T-cells, and this recognition is linked to an IFNγ response to PRRSV infection (Parida et al. 2012). NSP1β interacts with the host cellular poly(c) binding proteins 1 and 2 (PCBP1 and PCBP2) at cytoplasmic viral replication sites (Beura et al. 2011). PCBP1 and PCBP2 are nucleic acid binding proteins that bind to the 5′UTR of the PRRSV genome. Small interfering RNAs (siRNAs) targeting both PCBP1 and PCBP2 reduce PRRSV genomic RNA replication. In addition to their roles in the production of virus progeny, NSP1α, NSP1β, NSP2 and NSP7 have been show to modulate the production of cytokines during the immune response to PRRSV. For example, both nsp1α and nsp1β block the activity of the TNFα promoter by inhibiting the activity of transcription factors that bind to and activate the promoter (Subramaniam et al. 2010). The seven structural proteins are translated from subgenomic RNAs (sgRNAs) transcribed from the ORFs located in the 3′ end of the PRRSV genome (Figure 1.2). The transcription of the sgRNAs is initiated at the 3′ terminus of the genome, and discontinuous extension during (-)RNA strand synthesis results in a group of (-)RNA strands of varying lengths (Fang and Snijder 2010). A common leader transcription regulating sequence (TRS) is located in the 5′ end of the ORF 2 in the genomic RNA and a body TRS is found preceding each of the structural proteins. As the RdRp begins (-) RNA strand synthesis base pairing occurs between the newly synthesized sgRNA body TRS and
the common leader TRS, which translocates the (-) RNA strand to the 5’ end of the genome template. Subsequently synthesis resumes adding the complement of the leader sequence. Discontinuous extension of the nascent minus strand RNAs then yields subgenomic length (-) RNA strands for the production of the sg mRNAs for protein synthesis. ORF2-4 encode minor envelope proteins, while ORF5 and ORF6 encode the major envelope proteins, and ORF7 encodes the nucleocapsid protein. ORF2a encodes glycoprotein 2 (GP2). ORF2b, which is entirely located within ORF2b, encodes E protein, which is thought to function as an ion channel. ORF 3 encodes glycoprotein 3 (GP3) and ORF4 encodes GP4. GP2, GP3, and GP4 form a heterotrimer within the viral envelope. ORF5 encodes the major glycoprotein of PRRSV, called GP5 and ORF6 encodes the membrane or M protein. GP5 and M form a heterodimer (Figure 1.3) within the PRRSV envelope and are thought to be the key players in receptor recognition on the host cell.

**PRRSV entry**

Though some details of PRRSV entry into susceptible cells are known, the exact mechanism of PRRSV intracellular transport is unclear. Initial studies into the cellular tropism of PRRSV found that most tested cell lines are unable to bind the virus (Kreutz 1998). Vero cells bind and internalize PRRSV but do not support virion production. Currently it is thought that PRRSV enters cells using receptor-mediated endocytosis (Nauwynck et al. 1999). PRRSV was found to co-localize with clathrin and in macrophage cultures treated with chloroquine, which is commonly used in the treatment of malaria and affects vacuole pH levels, and treated cells are resistant to PRRSV uptake (Nauwynck 1999).
Treatment of infected cells with weak bases prevents the release of virions from endosomes, which suggests that a low pH is also required for the release of the virus. Several cellular receptors have been identified for PRRSV susceptibility though more likely remain to be identified. A macrophage-specific cell surface molecule CD163 mediates PRRSV entry in macrophages (Calvert et al. 2007). CD163 was also recently found to be expressed on the surface of MARC-145 cells, derived from African Green Monkey kidney cells, a PRRSV-permissive cell line. CD163 is up-regulated in activated macrophages. Tranfection of various mammalian encoded CD163s into cells non-permissive to PRRSV results in PRRSV uptake in these cells (Delrue et al. 2010). CD163 consists of 9 scavenger receptor cysteine rich (SRCR) domains (exposed to the cell surface), a transmembrane domain and a cytoplasmic domain. Proteins containing SRCR domains are often expressed on immune cells and are associated with ligand recognition. In addition to CD163, PRRSV M is known to interact with heparan sulfate proteoglycans present on the cell surface (Welch and Calvert 2010). PRRSV is also known to interact with CD169 (sialoadhesin) (Vanderheijden et al. 2003). Additional evidence suggests that PRRSV also binds to vimentin to facilitate an interaction with CD151 and DC-SIGN, members of the cytoskeleton (Kim et al. 2006).

**GP5 and M**

As discussed above, GP5 protein is considered to be the major glycoprotein of PRRSV. GP5 is a ~25kDa protein containing a variable number of glycosylation sites between heterologous PRRSV strains (Figure 1.3A). North American strains have three putative glycosylation sites (N34, N44, and N51) located near the N-terminus of the protein, while
GP5 of European strains is predicted to possess only two glycosylation sites (N46 and N53) (Wissink 2004). The glycosylation sites of GP5 lie near the neutralizing epitope (aa27-41), suggesting that glycosylation of these sites may function to mask the antigenic site from neutralizing epitopes, a common form of antigenic masking of viral glycoproteins. Glycosylation epitope shielding of GP3 is also an important for PRRSV immune evasion (Vu et al. 2011). In an attempt to identify the glycosylation pattern of potential glycosylation sites of GP5, Ansari et al. (2006) created full length PRRSV infectious cDNA clones in which the GP5 glycosylation sites were either individually mutated or in which multiple glycosylation sites were altered. It was discovered that mutation of either the N34 or the N51 sites or both sites together still produce infectious virus, albeit at lower levels than wtPRRSV. However, mutation of the N44 glycosylation site completely abrogates the production of virus progeny, suggesting that the N44 glycosylation is essential for PRRSV infectivity.

Though there is a large degree of variation in the genomic sequence of GP5 among different PRRSV strains, the overall organization and structure of GP5 is similar among all PRRSV isolates. The first 31 amino acids of GP5 likely constitute a signal peptide. GP5 has three membrane spanning regions, an N-terminal ectodomain and a C-terminal endodomain (Figure 1.3A). In addition to its involvement in virus assembly and transport, GP5 has been also linked to the induction of apoptosis in PRRSV infected cells. It was found that exogenous expression of the GP5 protein induces apoptosis in either COS-1 or BSC40 cells (Fernández et al. 2002). Mutagenesis of GP5 revealed that the region likely responsible for the induction of apoptosis in PRRSV infected cells lies within the first 118aa of GP5.
ORF6 of PRRSV encodes the non-glycosylated 19kDa protein, termed M protein (Figure 1.3B). Along with GP5, M protein is considered a major structural envelope protein and a class III integral membrane protein. Sequence analysis of M protein suggests that it contains three hydrophobic regions that likely form several membrane-spanning domains (Dokland 2010). In addition only a short region, the first 16 amino acids at the amino terminus, of M is exposed to the virion surface. M protein does not contain any predicted signal peptide sequences and is likely brought to the virion surface via association with GP5. Along with the formation of GP5/M heterodimers, M protein homodimers have also been observed in PRRSV infected cells, however these M homodimers are not incorporated into the virion and it is unknown what if any function they serve (Dea et al. 2000). As with GP5, a major function of M protein during PRRSV infections is likely virus assembly and budding. To elucidate possible functions of the M protein, chimeric PPRS viruses in which the ectodomain of M was substituted with the ectodomains of M proteins encoded by other Arteriviruses including murine lactate dehydrogenase-elevating virus (LDV) and equine arteritis virus (EAV) were generated (Verheije et al. 2002). Analysis of the infectivity of these viruses revealed that M protein is needed for virion assembly but is not involved in viral tropism as these chimeric PRRSV viruses were unable to infect cells that are permissive to LDV or EAV.

The GP5 and M heterodimer is formed by the covalent linkage of cysteine at the ninth position of M and the cysteine at position 44 of GP5. This heterodimer is thought to function in virion assembly and budding and possibly in entry of the virus and is required for viral
particle formation (Dokland 2010). It is thought that the GP5/M heterodimer is formed in the endoplasmic reticulum during virus particle assembly and serves as the basic protein matrix of the virion envelope (Snijder et al. 2003). However, little else is known about the functional roles that GP5 and M and their heterodimer have in PRRSV pathogenesis, particularly their specific involvement in the entry and transport of the PRRS virus.

**Immunological Response to PRRSV infection**

During the acute phase of infection only weak innate and adaptive immune responses are generated against PRRSV infection (Murtaugh et al. 2002). In the earliest stages of infection there is little if any production of innate interferons or cytokines. A delayed adaptive immune response is eventually mounted which eases PRRSV symptoms, but does not clear the virus as PRRSV-infected pigs often maintain persistent infections and may shed virus up to 200 days post infection. It is well known that young pigs infected with PRRSV have an increased susceptibility to secondary respiratory infections (Thanawongnuwech et al. 2000). There are several explanations for this phenomenon. One of which is, alveolar macrophages, the cellular tropism of PRRSV, serve to both protect from bacterial infections and also in antigen presentation and cytokine production for an effective immune response (Karp and Murray 2012). *In vitro* PRRSV infection of porcine alveolar macrophages induces apoptosis in these cells (Drew 2000). Therefore, a reduction in the number and function of macrophages in the lung of PRRSV infected pigs likely contributes to their increased susceptibility to secondary bacterial infections. *In vivo* infection of young pigs with PRRSV results in a large number of apoptotic cells in both the lungs and lymphoid tissues (Sur et al.
Also, many of these cells do not necessarily co-localize with PRRSV infected cells, suggesting that PRRSV infection is a potent inducer of apoptosis in both susceptible macrophages as well as in other cell types. *In vivo* analysis of a highly virulent strain of PRRSV revealed that widespread pathological damage occurs in the lungs of infected pigs (Xiao et al. 2010). In addition to direct damage caused by PRRSV, an intense and sustained aberrant inflammatory response also contributes to the tissue damage in infected pigs. Analysis of the cell-mediated immune response to PRRSV infection found that T-cell proliferation is undetectable until 4 weeks post infection, peaks a couple of weeks later, and then declines after 11 weeks (Bautista and Molitor 1997). This delay in the cell-mediated immune response is another contributing factor to PRRSV pathogenesis and the increased susceptibility to secondary infections. Interestingly, it was also found that not only do antibodies generated against PRRSV antigens fail to block infection of macrophages, but they actually enhance infection both *in vitro* and *in vivo*. Characterization of immune cell populations in the broncho-alveolar lavage of PRRSV infected pigs demonstrated there is a large migration of both cytotoxic T-cells as well as natural killer cells into the lungs within a few weeks of infection (Samsom et al. 2000). Several studies have reported an increase of Toll-like receptor 3 (TLR3) expression in alveolar macrophages of PRRSV infected pigs (Sang et al. 2008; Miller et al. 2009). TLR3 is a component of the innate immune system, which recognizes double-stranded viral RNA and induces the expression of type I interferons (Yu and Levine 2011). *In vitro* studies in which type 1 interferons were added to PAM cultures infected with PRRSV, revealed that the virus is susceptible to the antiviral properties
of interferons (Buddaret et al. 1998). However, as discussed previously there is only a weak induction of type 1 interferons during PRRSV infection, suggesting that the virus is actively regulating interferon production. This was demonstrated in an *in vitro* study using Marc-145 cells. In PRRSV-infected Marc-145 cells, not only is interferon expression inhibited, but its production can even not be induced even by the addition of dsRNA (Miller et al. 2004). Several PRRSV NSPs have been shown to interfere with various regulators of IFN production. For example, NSP1α prevents IFN regulatory factor 3 (IRF3) from binding to IFNβ promoter, while NSP1β prohibits STAT1 from entering the nucleus, which prevents the induction of interferons by the JAK-STAT pathway (Sagong and Lee 2011). NSP1α also blocks IFNβ production by inhibiting NFκB activation via the RIG-1 signaling pathway (Luo et al. 2008). Closer analysis revealed that NSP1α prevents the nuclear translocation of NFκB by inhibiting the phosphorylation of IκB (Song et al. 2010).

**PRRSV Vaccines**

Several strategies have been undertaken to develop more potent PRRSV vaccines. One strategy currently being studied is the addition of adjuvants to increase the immunogenicity of the vaccine. One adjuvant that has been tested with PRRSV vaccines consists of oligonucleotides containing CpG motifs (Zhang et al. 2007; Guo et al. 2011). Intranasal delivery of the CpG adjuvant in addition to a killed virus vaccine appeared to increase the immune response in vaccinated pigs (Zhang et al. 2007). Animals vaccinated with the adjuvant containing vaccine exhibit increased T-helper type 1 and type 2 responses compared to controls. However, large amounts of the adjuvant must be included in order for
the animals to produce an effective immune response to the vaccine. The response to the vaccine is also delayed with strong immune responses not being detected until ~4-5 weeks post vaccination. Another strategy that has been employed to develop a PRRSV vaccine is DNA immunization using recombinant plasmids containing PRRSV proteins. Most often the PRRSV protein of choice is the major glycoprotein GP5 as this protein has been determined to contain the major epitopes of the virus. In one approach using this strategy a plasmid vaccination expressing either the PRRSV GP5 or N protein in conjunction with either IL-2 or IFN-γ (both of which are up regulated during a PRRSV infection) was developed (Xue et al. 2004). The vaccine expressing GP5 in conjunction with IFN-γ appeared to be the most effective vaccine with 2 out of 3 vaccinated pigs lacking clinical symptoms, including lung lesions, after viral challenge. The vaccines expressing either GP5 and IL-2 or N protein and IL-2 each protected one pig from developing clinical symptoms in the study. However, PRRSV replication was detected in all pigs though it was reduced in vaccinated animals. This suggests that the addition of cytokines (especially IFNγ) at the time of vaccination may aid in developing a better immune response and therefore offer better protection against a PRRSV infection. However, it appears this will still not be effective in some animals and does not completely prevent the virus from replicating. Another study tested the efficacy of a PRRSV plasmid vaccine expressing a recombinant protein consisting of the GP5 protein and the swine ubiquitin protein (Hou et al. 2008). Proteins that are fused with ubiquitin are degraded by the proteosome and presented by MHCI, so the concept behind this vaccine is that fusion of the antigen of interest to ubiquitin will increase presentation of the antigen and
will therefore induce a stronger immune response. This could be particularly useful in the
development of a PRRSV vaccine since PRRSV down regulates the expression of MHCI. It
is likely the virus is sensitive to this aspect of the immune system and so could be a good
target for vaccine development. Another plasmid expressing GP5 alone produced a high
level of antibodies as expected, however the recombinant GP5-ubiquitin protein did not
produce any detectable antibody response, though this vaccine did increase the cell-mediated
Th1 response and protected 4 of 6 pigs from developing clinical symptoms. These
vaccinated pigs also had decreased viral titers and virema, suggesting vaccines that increase
the Th1 response, which is known to be weak in a PRRSV infection, may increase protection
against this virus. Another vaccine approach that has been attempted to combat PRRSV is the
development of replication-defective vaccines (Welch et al. 2004). In this approach two
modified viruses were created, lacking either ORF2 (encodes GP2a and b) or ORF4 (encodes
GP4). These mutations are lethal to the virus \textit{in vitro}; therefore supplying the missing
proteins in \textit{trans} produces replication-defective viruses. These viruses were used to
immunize pigs and ~ 1 month post-immunization the animals were challenged with a
homologous virus strain. A small group of the vaccinated pigs did display decreased viral
titers compared to non-vaccinated controls, however there was no significant difference in
clinical disease between vaccinated and non-vaccinated animals suggesting that neither virus
vaccine is effective in protecting against PRRSV infection. Overall, many different
approaches have been undertaken to develop PRRSV vaccines, however, currently no single
vaccine exists that protects the majority of vaccinated animals, that induces a rapid immune
response, and that can protect against a broad range of PRRSV strains. All of these issues will need to be resolved in order to develop a highly efficacious PRRSV vaccine.

**Small Regulatory RNAs**

In the decade since their discovery, small RNAs have been established as a major branch of the gene regulatory network. The biogenesis of small RNAs is well known and has been extensively covered (e.g. Okamura 2012; Janga and Vallabhaneni 2011), and so will only be briefly mentioned here. Instead, the goal of this review is to summarize our current knowledge of the involvement of small RNAs in eukaryotic immunity and in pathogenic counter-defense.

**Small RNA biogenesis**

There are several classes of small RNA families, and of these, short-interfering RNAs (siRNAs) and microRNAs (miRNAs) are the major small RNA groups associated with eukaryotic immunity. Biogenesis pathways of siRNAs and miRNAs are well conserved and greatly overlap (for an in depth review see Okamura 2012). In the generation of both groups a precursor molecule is processed into a short dsRNA duplex by a member of the Dicer family of endonucleases. However, in animals, primary miRNA transcripts, which can contain multiple miRNAs, are initially processed into single precursor miRNAs by the endonuclease Drosha. For siRNAs, the precursor molecule for dicer processing is a longer dsRNA, while the miRNA precursor is an RNA hairpin. Currently, mammals are thought to have only a single dicer, flies and worms encode two dicers, while plants can have up to four dicer-like endonucleases (DCLs), depending upon the species. In addition to its
endonuclease activity, dicer also functions as a helicase and separates duplex RNA into two single-stranded small RNA molecules. One strand, often termed the guide strand, interacts with members of the Argonaute protein family to form the RNA-induced silencing complex or RISC, while the other strand, called the passenger or star strand is usually degraded. RISC then facilitates the interaction of the small RNA with its target sequence, resulting in silencing or suppression of gene expression, by one of several mechanisms, which will be briefly reviewed below.

**Plant small RNA-an overview**

Plants produce a variety of small RNA species, which possess three main functions: (1) regulation of transposon activity, (2) pathogenic defense, and (3) regulation of intrinsic pathways such as, development and the response to environmental stresses (Hohn and Vazquez 2011). Unlike animals, plants produce endogenous siRNAs. In general, plants encode four DCLs, each of which processes distinct small RNA (sRNA) classes, but also share some overlapping or redundant functions (Figure 1.4a). DCL1 is involved in the generation of 21-22nt sRNAs. DCL1 preferentially associates with hairpin precursor RNAs (Hohn and Vazquez 2011). RNA processing by DCL2 results in small 22nt siRNAs. DCL3 generates sRNAs of 24nt, while DCL4 is involved in the generation of 21nt sRNAs from precursors consisting of long perfect complementary dsRNA precursors (Hohn and Vazquez 2011). DCL1 is mainly involved in miRNA processing and possesses functions analogous to both Dicer and Drosha in animals (Jaskiewicz and Filipowicz 2008), while DCL2 and DCL4 are the major siRNA processors (Martínez de Alba et al. 20011). DCL2 siRNAs mainly
function in host defense against viruses, though in the absence of DCL2, DCL4 can also produce antiviral siRNAs (Earley et al. 2010). DCL3 siRNAs mainly regulate transposon activity and chromatin modification (Jaskiewicz and Filipowicz 2008). DCL4 processing is mainly reserved for trans-acting siRNAs (tasiRNAs). DCL4 tasiRNAs are mainly induced by and regulate the response to environmental stresses, such as drought. Plants encode approximately ten different argonaute proteins (Agos), and similar to DCLs, these Agos have both distinct and overlapping functions (reviewed by Czech and Hannon 2011). AGO1 is the major ago protein in miRNA RISCs. AGO2 interacts with tasiRNA generated from DCL4, while AGO4 is the main ago mediator of DCL3 processed siRNA function.

**Animal small RNA- An overview**

Animals also produce several distinct small RNAs, though not as many as the wide range found in plants. The major endogenous class of small RNAs involved in regulating the immune response and immune system development in animals is miRNAs. The other types of endogenous small RNAs are mainly involved in regulation of development, particularly in embryos. In animals miRNA genes are mainly located in either the introns of protein-coding genes, termed mirtrons or are located in intergenic regions. Intergenic miRNAs are under the control of their own promoters, while mirtrons most often are under the control of their host gene, though some mirtrons have been found to have their own promoter. Though single miRNAs exist, miRNAs are often found in clusters in animal genomes. Many miRNAs are initially expressed as a single primary transcript, consisting of multiple pre-miRNA hairpins. These hairpins are individually released by Drosha. After Drosha processing the miRNA
hairpins are transported from the nucleus to the cytoplasm by an exportin protein. Once in the cytoplasm the hairpin is further processed by Dicer and the mature miRNA guide sequence is then loaded onto the RISC (for review see Janga and Vallabhaneni 2011) (Figure 1.4b).

**Plant immunity and small RNA**

In contrast to animals, a major plant antiviral defense mechanism involves RNA silencing. Upon infection, viral dsRNA is recognized by DCLs and is cleaved into viral siRNA (vsiRNA) that are 21-24nt in length (Llave 2010). These vsiRNAs are then amplified by host RNA-dependent RNA polymerases. The secondary population of siRNAs is then transported throughout the plant as part the antiviral response. Of the four plant DCLs, DCL2 appears to be the major DCL associated siRNA-mediated viral defense, though DCL4 may also contribute.

Plant PRRs (pathogen recognition receptors) are evolutionarily related to Toll-like receptors in animals (Coll et al. 2011). They are typically receptor-like kinases. The resistance proteins involved in effector-triggered immunity are structurally analogous to Nod-like receptors in mammals. Unlike PRRs, these resistance genes are intracellular molecules that function to survey the cytosol for pathogen-derived molecules. In plants, the chloroplast is also important in the immune defense. This defense is also involved in the production of oxidative species that are associated with the hyper sensitive cell death response. The PAMPs (pathogen-associated molecular patterns) recognized by plant immune proteins are not necessarily pathogenic and are often structural (Bittel and Robatzek
For example, in *A. thaliana* the PRR, FLAGELLIN SENSING 2, is a well known receptor-like kinase involved in the detection of bacterial flagellin (Bittel and Robatzek 2007). In addition to PRRs/PAMPs triggered immunity, another major defense mechanism in plants is effector-triggered immunity (ETI). In ETI a family of proteins termed resistance or R proteins recognizes bacterial and viral antigens, which then trigger an immune response (Xiao et al. 2011). PRRs/PAMPs triggered immunity and ETI are both regulated by and regulate small RNAs (Jin 2008). For example, bacterial infections can alter miRNA expression, including *miR-393, miR-167, miR-160*, and *miR-825* (Fahlgren et al. 2007). These miRNAs regulate the expression auxin signaling genes as well as biotic stress related genes that are associated with PAMP signaling. Also important in ETI are host-encoded resistance genes termed nucleotide binding site and leucine-rich repeat resistance proteins or NBS-LRR proteins. In healthy plants the expression of NBS-LRR proteins is regulated by *miR-482* (Shivaprasad et al. 2012). However, when a plant becomes infected with either a virus or bacterium, *miR-482* expression is down-regulated, which then allows for increased expression of NBS-LRR proteins and induction of ETI. Melons express a member of the NBS-LRR protein family, *Vat*, which participates in resistance to aphids (Sattar et al. 2012). MiRNA profiling during aphid infestations of resistant and susceptible plants revealed that in general, miRNAs are up-regulated in the resistant plants and down-regulated in susceptible plants (Sattar et al. 2012). Many of the miRNAs up-regulated in resistant plants regulate biotic and abiotic stress response genes. This data suggests that miRNA regulation is likely associated with disease resistance in plants. SiRNAs, such as *nat-siRNAATGB2*, and *Atl-
siRNA-1, are induced upon pathogenic infection and regulate the expression of several resistance genes (Katiyar-Agarwal et al. 2007). In plants, siRNAs also play a role in the silencing of transposition by facilitating the methylation of transposable elements (Earley et al. 2010). However, this mechanism requires the cooperation of histone deacetylase 6 (HDA6). In *HDA6* mutant plants siRNAs accumulate and induce de novo methylation, but this methylation does not result in the suppression of gene expression (Earley et al. 2010). In the plant germline there exists a special class of siRNA which is termed epigenetically activated 21nt siRNAs or easiRNAs (Calarco and Martienssen 2011). EasiRNAs are involved in the regulation of numerous host defense genes via epigenetic mechanisms.

**Animal immunity and small RNA**

The involvement of miRNAs in the regulation of immunity and the immune response is well characterized in animals. Analysis of miRNA expression and regulation in lymphocytic progenitors and in differentiated lymphocytes found that on average each of these cell types expresses ~100 different miRNA (Kuchen et al. 2010). CHIP-seq analysis further revealed that in lymphocytic progenitor cells that lymphocyte-specific miRNAs are under epigenetic expression regulation and are only fully expressed upon differentiation. In all ~50 miRNAs are up-regulated upon lymphocyte maturation. MiRNA expression profiling of human primary macrophages found 119 expressed miRNAs and several of the highest expressed miRNAs, such as *miR-146a* and *miR-212* are known to have immune-related functions (Luers et al. 2010). Treatment of the acute myeloid leukemia cell line THP-1 cells with phorbol myristate acetate (PMA) to induce differentiation was found to cause the
expression of 23 PMA-regulated miRNAs (Forrest et al. 2010). Further analysis revealed that four miRNAs, \textit{miR-155}, \textit{miR-222}, \textit{miR-424}, and \textit{miR-503} work in concert to induce cell-cycle arrest and induce differentiation of myeloid progenitor cells.

Several immune miRNAs have been well characterized; among these is \textit{miR-155}. There are currently over 100 studies published on \textit{miR-155}, the majority of which reveal its involvement in modulating the immune response and in immune cell proliferation. \textit{MiR-155} expression is induced in murine macrophages following treatment with either polyriboinosinic:polyribocytidylic acid or IFN-\(\beta\), suggesting a role for \textit{miR-155} in the inflammatory response (O’Connell et al. 2007). This increase in \textit{miR-155} expression was found to be facilitated by TLR signaling. \textit{MiR-155} was identified as part of an IFN signaling feedback system that is MyD88 and NF-\(\kappa\)B dependent (Wang et al. 2010). Two other TLR-regulated miRNAs have also been identified, \textit{miR-21} and \textit{miR-146a} (Quinn and O’Neill 2011). \textit{MiR-155} expression can be induced by TLR2, TLR3, TLR4 or TLR9, \textit{miR-146a} is responsive to TLR2-TLR5, and \textit{miR-21} is induced by TLR4 (O’Neill et al. 2011). TLR signaling in turn can be regulated by miRNAs. \textit{TLR3} and \textit{TLR4} contain \textit{miR-223} binding sites (O’Neill et al. 2011). TLR4 is also a target of \textit{let-7i} and \textit{let-7c}, while \textit{TLR2} is regulated by \textit{miR-105}.

Multiple studies have revealed a reciprocal relationship between NF\(\kappa\)B and miRNAs, i.e. NF\(\kappa\)B signaling regulates the expression of multiple miRNAs and in turn miRNAs regulate the expression of multiple members of NF\(\kappa\)B signaling. NF\(\kappa\)B signaling up-regulates the expression of the pro-inflammatory cytokine IL-6 by reducing \textit{let-7} expression,
an IL6 regulator (Li et al. 2011). Conversely, NFκB up-regulates the expression of both miR-146 isoforms, which in turn reduce the expression of IRAK1/TRAF6, which then decreases NF-κB activity (Vaz et al. 2011).

**Pathogenic manipulation of small RNA pathways**

The majority of currently known viral miRNAs are encoded by herpesviruses, encoding between 3 (Herpes B virus) and 68 (Rhesus lymphocryptovirus) mature miRNA (miRBase v18; www.mirbase.org). Several studies have suggested that these herpesviral miRNAs are key regulators of viral latency. Herpes simplex virus 1 (HSV1) LAT (latency associated transcript) encodes 4 miRNAs (Umbach et al. 2008). One of these miRNAs, miR-H2-3p, is likely involved in latency regulation by targeting the viral gene ICP0, an immediate-early gene that is associated viral replication and reactivation (Umbach et al. 2008). Twelve miRNAs located in the latency associated region (LAR) of Kaposi's sarcoma-associated herpesvirus (KSHV) are expressed during viral latency (Malterer et al. 2011). These miRNAs have also been linked to viral latency and reactivation. A host gene involved in the epigenetic regulation of KSHV, RBL2, as well as the viral gene RTA, a reactivation regulator, are targets of KSHV miRNAs (Malterer et al. 2011). MicroRNA sequence analysis of KSHV tumors revealed that some KSHV-encoded miRNAs are more susceptible to mutations than others (Qin et al. 2012). The KSHV encoded miRNAs, miR-K12- 1, 3, 8, 10, 11, and 12 display a high degree of sequence conservation between patients, while miR-K12- 2, 4, 5, 6, 7, and 9 display much more inter-patient sequence variability. As miRNAs typically only share partial complementarity with their target sites, alterations in miRNA
sequences could affect target gene regulation. Human cytomegalovirus (HCMV), which
encodes 17 mature miRNAs, expresses a miRNA termed miR-UL112-1 during the late stages
of infection that targets the host restriction factor BclAf1 (Lee et al. 2012). This miRNA
targeting and subsequent reduction in BclAf1 expression enhances viral gene expression and
replication. BclAf1 has been shown to target the viral protein IE1 as part of the host anti-
viral response to HCMV (Saffert and Kalejta 2006). These results suggest that HCMV miR-
UL112-1 is involved in viral evasion of the host immune response. Multiple miRNAs have
been identified in the genome of Marek’s Disease Virus (MDV), a well known herpesvirus of
poultry. Oncogenic MDV strains, classified as MDV serotype 1 (MDV-1), encode 14
precursor miRNAs, which produce 26 mature miRNAs (miRBase v18). Expression studies
found that MDV-1 miRNAs are differentially expressed during infections with strains of
varying virulence (Morgan et al. 2008). It was shown that miRNAs located near MEQ, a
known MDV oncogene, are expressed at higher levels during infections with highly virulent
strains compared to less virulent strains. This differential expression has been linked to a
polymorphism within the promoter of these viral miRNAs. Several herpesviruses encode an
ortholog to a host miRNA, miR-155, including KSHV, and MDV. Currently, miR-155 is one
of the most studied miRNAs, in part, because it has been linked to lymphocyte development
and is often up-regulated in lymphomas and other cancers (Lu et al. 2008). Recently, miR-
155 has been linked to EBV latency regulation, as treatment of latent EBV infected cells with
a miR-155 inhibitor reduces viral EBNA1 expression, which in turn, reduces EBV copy
number (Lu et al. 2008). In KSHV infected lymphocytes, sustained expression of the KSHV
miR-155 ortholog, miR-k12-11, likely contributes to the increased proliferation seen in these cells (Skalsky et al. 2007). A miRNA located in the MEQ cluster of MDV-1, mdv1-miR-M4, is a miR-155 ortholog (Morgan et al. 2008). Deletion or seed region mutagenesis of miR-M4 prevents lymphoma induction in infected birds (Zhao et al. 2011), suggesting a role for miR-M4 in MDV oncogenesis. However, insertion of miR-M4 into a related, but non-oncogenic virus, herpesvirus of turkeys (HVT), does not result in tumor formation in infected birds (Burnside and Morgan 2011), suggesting that other factors are needed for viral transformation. In addition to the miR-155 ortholog, EBV encodes miRNAs sharing seed sequences with host miR-29a/b/c, miR-18a/b, miR-520d-5p and miR-524-5p (Riley et al. 2012). Target gene analysis using an AGO pull-down assay revealed that these homologous viral/host miRNAs share many of the same targets. These conserved targets are involved in regulating apoptosis, the cell cycle, and Wnt signaling.

Several host miRNAs have also been linked to herpesvirus infections. The EBV encoded protein LMP1 (latent membrane protein 1) induces the expression of host miR-34a upon EBV infection of human B-cells (Forte et al. 2012). MiR-34a is also highly expressed in several EBV-transformed cell lines. Interestingly, miR-34a is considered to be a tumor suppressor miRNA whose expression is directly regulated by p53 (Chang et al. 2007), however, increased miR-34a levels are associated with enhanced growth in EBV infected cells (Forte et al. 2012). Two additional host miRNAs have been linked to EBV infections. The miRNAs miR-200b and miR-429 were recently shown to be involved in the EBV lytic/latent switch (Ellis-Connell et al. 2010). Exogenous expression of miR-200b and miR-
in EBV positive cells results in increased expression of EBV lytic genes. MiR-200b and miR-429, both members of the miR-200 miRNA family, regulate the expression of ZEB1 and ZEB2, whose gene products are transcriptional repressors involved in IL2 regulation and previously shown to regulate EBV latency (Ellis et al. 2010). In addition, EBV infection of blood-derived human B-cells results in the decreased expression of miR-200b (Ellis-Connell et al. 2010). In human CD34+ hematopoietic progenitor cells latently infected with HCMV, the host miRNA miR-92a is down-regulated (Poole et al. 2011). Decreased miR-92a expression results in an increase in its target gene expression, GATA-2. This increase in GATA-2 results in increased IL-10 expression, suggesting that IL-10 may be involved in HCMV latency. Knock-down of miR-101 in HeLa cells increases HSV-1 production (Zheng et al. 2011). MiR-101 targets the host gene ATP5B, an ATP synthase, and siRNA knock-down of ATP5B expression in HeLa cells greatly reduces HSV-1 production. Analysis of host miRNA expression in porcine dendritic cells upon infection of psuedorabies virus, an alpha herpesvirus, revealed multiple differentially expressed host miRNAs (Anselmo et al. 2011). These miRNAs regulate genes and pathways with shared functions. In an MDV-transformed T-cell line, MSB1, two related host miRNAs, miR-221 and miR-222, are significantly up-regulated relative to splenocytes or CD4+ T-cells (Lambeth et al. 2009). Additionally, conserved binding sites for these miRNAs were identified in the 3'UTR of p27kip1, a known miR-221/222 target in mammals. However, the over-expression of miR-221/222 is not found in other MDV-transformed cell lines, suggesting these miRNAs may not play a general role in MDV transformation. Overall, both viral and cellular miRNAs are
important regulators during herpesvirus infections, particularly during the lytic/latent switch and transformation,

Polyomaviruses have also been found to encode miRNAs, though much fewer in number and variation than with herpesvirus miRNAs. Currently, all examined polyomaviruses encode a single miRNA precursor, which produces one or two mature miRNAs (miRBase v. 18). The majority of polyomavirus encoded miRNAs are located antisense to the large T antigen (Tag) and function in a siRNA-like manner in the regulation of Tag expression (Lee et al. 2011; Bauman et al. 2011; Sullivan et al. 2009; Sullivan et al. 2005). Unlike herpesviruses, many polyomavirus miRNAs share sequence homology. The miRNA precursors encoded by the related polyomaviruses Bandicoot Papillomatosis Carcinomatosis Virus type 1 and 2 are located outside of the Tag gene, and regulate Tag expression by binding to a complementary site in its 3'UTR (Chen et al. 2011). SV40 miRNA Tag targeting reduces the cytotoxic T-lymphocyte (CTL) response (Bauman et al. 2011). Little is known about potential host gene targets of polyomavirus miRNAs. However, recently the host gene ULBP3, a stress-induced ligand, was identified as a target of JCV and BKV miRNAs (Bauman et al. 2011). This targeting was suggested to be involved in immune evasion, as it is associated with reduced NK cell killing of virally infected cells. No noticeable differences between a mutant murine polyomavirus lacking the miRNA precursor and wild type virus have been observed in vitro (Sullivan et al. 2009).

Though few viruses, other than herpesviruses and polyomaviruses, have been found to encode miRNAs, most of these viruses have been found to manipulate host miRNA
expression. Several host miRNAs, *miR-28, miR-125b, miR-150, miR-223* and *miR-382*, are found at much higher levels in resting CD4+ T-cells compared to activated cells (Huang et al. 2007). The 3'UTRs of several HIV mRNAs contain multiple binding sites for these particular miRNAs, suggesting that host miRNAs maybe involved in the maintenance of HIV latency in resting CD4+ T-cells (Huang et al. 2007). Furthermore, these miRNA binding sites are conserved between HIV strains. One symptom of hepatitis B virus induced hepatic cirrhosis is splenomegaly. Expression analysis revealed that 99 miRNAs were differentially expressed between normal spleens and spleens exhibiting HBV-induced hypersplenism (Li et al. 2008), suggesting host miRNAs are associated with HBV pathogenesis. A comparison of host miRNA expression differences during the infection of three influenza strains, H5N1 (also known as bird flu), a reconstructed 1918 H1N1 strain (r1918), and a seasonal H1N1 virus, suggests that miRNAs are involved in influenza pathogenesis (Li et al. 2011). The two highly pathogenetic strains, H5N1 and r1918 alter the expression of 23 host miRNAs that are not altered by the milder seasonal H1N1 (Li et al. 2011). A similar study comparing cellular miRNA expression differences between r1918 and a seasonal strain (A/Texas/36/91) in mice found over a hundred miRNAs are affected differently between the two strains (Li et al. 2010). Among these miRNAs are *miR-200a* and *miR-223*, whose target mRNAs are involved in the immune response and cell death pathways associated with the severe immune response found in r1918 infected lungs (Li et al. 2010). Microarray analysis of miRNA expression of cells infected with three influenza strains of varying pathogenicity found that during early infection, *in vitro*, relatively few host miRNAs are up-regulated, with only 9%
of differentially expressed miRNAs being up-regulated at 24hpi (Loveday et al. 2012). However, at 48hpi and 72hpi the number of up-regulated miRNAs is greatly increased, with over 90% of the differentially miRNAs being up-regulated. Vaccinia virus (VACV), historically used in vaccinating against smallpox, was recently shown to induce a general down regulation of host miRNA expression in infected cells (Grinberg et al. 2012). This down-regulation of miRNA expression is observed within 24 hours of infection and is linked to a decrease in Dicer, a miRNA processing enzyme, expressed in VACV-infected cells.

One of the most well characterized examples of pathogen manipulation of host miRNAs is that of hepatitis C virus (HCV) and its use of the host liver-specific miRNA, \textit{miR-122} (Jopling et al. 2005). Numerous profiling studies have shown that \textit{miR-122} is highly expressed in the liver and functions in the regulation of lipid and cholesterol metabolism (Lewis and Jopling 2010). HCV has limited tropism \textit{in vitro}, with very few permissive cell lines available. It was shown that a cell line permissive to HCV infection expresses high levels of \textit{miR-122}, while non-permissive cell lines do not express \textit{miR-122} (Jopling et al. 2005). When \textit{miR-122} function was inhibited in the permissive cell line HCV replication was greatly reduced. Ectopic expression of \textit{miR-122} in non-permissive cell lines did support viral replication; however no HCV infectious particles were produced (Fukuhara et al. 2012). \textit{In silico} analysis predicted a \textit{miR-122} binding site within the 5'UTR of the HCV genome and mutational analysis confirmed that the binding of \textit{miR-122} to this site enhanced HCV replication (Jopling et al. 2005). It was recently shown that this enhanced viral replication was not due to a direct effect of \textit{miR-122} on HCV RNA synthesis, as cells transfected with a
miR-122 inhibitor had lower levels of HCV RNA, but did not have reduced HCV RNA synthesis (Norman et al. 2010). Instead, the interaction between miR-122 and the HCV genome is likely important in stabilizing viral RNA (Shimakami et al. 2012).

Though not as well studied as viral infections, bacterial infections have also been found to induce changes in host miRNA expression. Virulent, but not avirulent, mycobacterium was found to inhibit TNF production by inducing the expression of host miR-125b, which subsequently reduces the expression of TNF, one of its target genes (Rajaram et al. 2011). In vitro infection of epithelial cells with listeria altered the expression of five host miRNAs, miR-146b, miR-16, let-7a, miR-145, and miR-155 (Izar et al. 2012). Several of these miRNAs are known to regulate immune genes. Furthermore, the expression changes of these miRNAs varied between wild-type bacteria and less pathogenic mutant strains (Izar et al. 2012). Taken together, these studies suggest that host miRNAs are also involved in bacterial pathogenesis.

In response to siRNA-mediated antiviral response in plants, viruses have developed counter mechanisms. Many plant viruses encode proteins termed viral suppressors of RNA silencing or VSRs (Burgýan and Havelda 2011). Recently, the non-structural proteins (NSs) of tospoviruses were shown to bind with dsRNAs, including both siRNA duplexes and miRNA/miRNA* molecules (Pantaleo et al. 2010). The interaction between tomato spotted wilt virus (TSWV) NSs and dsRNA was shown to block Dicer-mediated cleavage. In addition, the binding of NSs to mature siRNA, after Dicer processing, also blocks this form of antiviral response. The 2b protein of cucumber mosaic virus (CMV), a cucumovirus,
possesses the ability to bind to and inhibit AGO1, thus blocking RISC function (González et al. 2010). Furthermore, similar to tospovirus NSs, 2b can also directly interact with small RNAs, suggesting that 2b employs multiple mechanisms to block antiviral RNA silencing. The helper component protease of tobacco etch virus (TEV) is able to interact with ds-siRNA and prevent strand separation (Kataya et al. 2009). The p19 protein of tomato bushy stunt virus (TBSV) blocks RISC loading by binding small dsRNA duplexes (Umbach and Cullen 2009). In addition to altering siRNA generation, plant VSRs can also alter host miRNA expression. Rice gall dwarf virus (RGDV), a phytoreovirus, encodes a VSR termed Pns11 (Shen et al. 2012). When Pns11 is individually expressed in rice, the plants display phenotypic characteristics reminiscent of RGDV-infected plants. Transgenic Pns11-expressing plants exhibit altered levels of four host miRNAs, miR-160, miR-162, miR-167, and miR-168. The altered expression of these miRNAs, in particular the increased expression of miR-167 correlates with the disease phenotype. It was suggested that alterations in the host gene targets of these differentially expressed miRNAs contribute to RGDV pathogenesis. For example, the expression of a miR-167 target gene ARF8 is altered in the Pns11 transgenic plants. Recently it has been demonstrated that co-infections of plant viruses can result in more severe alterations in miRNA expression (Pacheco et al. 2012). Tobacco plants co-infected with potato virus X (PVX) and either potato virus Y (PVY) or plum pox virus (PPV), show up to a 14-fold difference in host miRNA expression than do mock or singularly infected plants. These differentially expressed miRNAs target genes are
involved in stress responses, among others, suggesting that the more dramatic alterations in host miRNA expression may be linked the increased symptom severity of co-infected plants.

Viroids are a class of short non-coding circular ssRNA, which infect plants and can cause disease symptoms including growth retardation and necrosis (Ding 2010). Viroids rely entirely on host machinery for replication. As with viral infections plants often employ siRNA-mediated immunity in response to viroid infection (Navarro et al. 2009; St-Pierre et al. 2009). Multiple viroid derived sRNAs of 21nt, 22nt and 24nt are found in viroid infected grapevine tissues (Navarro et al. 2009). These varying lengths of sRNA suggest that multiple DCLs and therefore RNA silencing mechanisms are involved in the host defense against viroids. For example 60 distinct siRNA species generated from the peach latent mosaic viroid (PLMvd) ranging in size from 20nt to 26nt have been identified and are equally distributed between (+) and (-) polarities (St-Pierre et al. 2009). Rutgers tomato plants infected with the potato spindle tuber viroid (PSTVd) strain AS1 show disease symptoms, including necrosis and dwarfism (Diermann et al. 2010). Analysis of host small RNA expression patterns revealed that several host miRNAs, \textit{miR-159}, \textit{miR-396}, \textit{miR-319}, and \textit{miR-403}, are down-regulated in PSTVd infected plants (Diermann et al. 2010). These miRNAs are known to regulate transcription factors involved in plant morphology and development, suggesting that changes in host miRNA expression and function are associated with viroid pathogenesis.
Conclusion

Though often through different mechanisms, small RNAs are major players in host defense and pathogen manipulation in both plants and animals (Table 1.1). The fact that small RNAs can alter the expression of their target genes in varying degrees makes them ideal modulators of immunity. If an immune response is too robust it can be detrimental for the host, on the other hand, if the response is not potent enough, then the pathogen cannot be properly suppressed. Small RNAs therefore, provide eukaryotes with the ability to fine tune the immune system to obtain the optimal response. Pathogens, in turn, have evolved numerous ways in which to commandeer the small RNA mediated regulatory system. Small RNAs provide pathogens an ideal method in which to manipulate host gene expression, without triggering an anti-pathogenic response.
Figure 1.1. Organization of the PRRSV genome.

Figure 1.2. PRRSV subgenomic RNAs.
Figure 1.3. PRRSV GP5 and M protein topology

(A) GP5 topology. The signal peptide is shown as a yellow rectangle and transmembrane domains are shown as a blue rectangle.

(B) M topology. Transmembrane domains are shown in pink.

(C) The GP5 and M heterodimer. Note the signal peptide of GP5 is cleaved in the mature virion.
Figure 1.4.  
Endogenous small RNA pathways involved in host defense and viral pathogenesis in animals and plants.  (A) Small RNA biogenesis pathways mediated by the 4 dicer-like endonucleases (DCLs) in plant cells.  1.  DCL3 generates siRNAs from transcripts produced via RNA Pol IV-dependent transcription.  These siRNAs then form a RISC with AGO4, which mediates chromatin modifications at complementary genomic DNA sites.  2.  Plant pri-miRNA transcribed by RNA Pol II are processed into a miRNA/miRNA* duplex by DCL1.  The duplex is then transported to the cytoplasm by Hasty, a homolog of animal exportin-5, where the mature miRNA associates with AGO1 to form a miRISC.  MiRISC facilitates the degradation of targeted mRNAs.  3.  RDR6 produces dsRNAs from miRNA-mediated cleavage products of T4S gene transcripts.  These dsRNAs are then processed into tasiRNAs by DCL4.  Mature tasiRNAs form a RISC with AGO2 to mediate mRNA suppression.  4.  Viral RNAs are utilized by RDR6 to produce dsRNAs, which are then processed into siRNAs by DCL2.  These viral siRNAs undergo a second round of RDR6 amplification and are transported to peripheral sites where they form RISCs with either AGO1 or AGO2.  These RISCs then degrade viral RNA as part of the anti-viral response.  
(B) MicroRNA biogenesis pathway of animal cells.  Primary-miRNA transcripts (pri-miRNAs transcribed from either cellular DNA or viral DNA via an RNA Pol II mechanism, are processed into precursor hairpin molecules (pre-miRNA) in the nucleus.  Pre-miRNAs are transported to the cytoplasm where they are further processed into the mature miRNA, which associates with Argonaute 2 (Ago2) and a several accessory proteins to form the RNA-induced silencing complex (RISC).  RISC then facilitates the suppression of mRNA expression.
Table 1.1  Examples of viral regulation of the host small RNA system

<table>
<thead>
<tr>
<th>Virus</th>
<th>Effector molecule</th>
<th>Effect</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Animals</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HSV1</td>
<td>miR-H2-3p</td>
<td>Targets viral ICP0-regulates latency</td>
<td>Umbach et al. 2008</td>
</tr>
<tr>
<td>KSHV</td>
<td>miR-K12-4-5p</td>
<td>Targets RBL2-modulates epigenetic regulation</td>
<td>Malkrer et al. 2011</td>
</tr>
<tr>
<td>KSHV</td>
<td>miR-K12-5</td>
<td>Targets viral RTA-regulates latency</td>
<td>Malkrer et al. 2011</td>
</tr>
<tr>
<td>KSHV</td>
<td>miR-K12-11</td>
<td>Host miR-155 ortholog-regulates cell proliferation</td>
<td>Skalsky et al. 2007</td>
</tr>
<tr>
<td>MDV1</td>
<td>miR-M4</td>
<td>Host miR-155 ortholog-regulates cell proliferation</td>
<td>Zhao et al. 2011</td>
</tr>
<tr>
<td>HIV</td>
<td>Host miRNAs (miR-28, miR-125b, miR-150, miR-223, and miR-282)</td>
<td>Target HIV mRNAs-involved in maintenance of viral latency</td>
<td>Huang et al. 2007</td>
</tr>
<tr>
<td>Influenza (highly pathogenic)</td>
<td>Host miRNAs (miR-200a and miR-223)</td>
<td>Target several immune response and cell death pathways</td>
<td>Li et al. 2010</td>
</tr>
<tr>
<td><strong>Plants</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TSWV</td>
<td>Viral NS proteins</td>
<td>Binds to dsRNA and blocks Dicer mediated cleavage</td>
<td>Pantaleo et al. 2010</td>
</tr>
<tr>
<td>CMV</td>
<td>Viral protein 2b</td>
<td>Binds to and inhibits function of AGO1, also directly binds to small RNAs to block RISC function</td>
<td>Gonzalez et al. 2010</td>
</tr>
<tr>
<td>TEV</td>
<td>Viral helper component protease</td>
<td>Interacts with ds-siRNA and prevents strand separation</td>
<td>Kataya et al. 2009</td>
</tr>
<tr>
<td>TBSV</td>
<td>Viral protein p19</td>
<td>Blocks RISC loading by binding to small dsRNA duplexes</td>
<td>Yoon et al. 2012</td>
</tr>
<tr>
<td>RGDV</td>
<td>Viral protein Pns11</td>
<td>Alters levels of the host miRNAs miR-160, miR-162, miR-167, miR-168</td>
<td>Shen et al. 2012</td>
</tr>
</tbody>
</table>
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Chapter Two: Identification of the interaction between the host membrane fusion protein snapin with PRRSV envelope proteins GP5 and M

Introduction

A key component to unraveling the pathogenesis of any virus is to identify viral and host cellular protein interaction networks. The field of proteomics, characterized as the study of the protein complement of a genome, is a continually growing field. There are currently many proteomic methods available for the elucidation of protein-protein interactions. A popular and commonly used method is the yeast two-hybrid assay (Y2H) (reviewed by Hamdi and Colas 2012). The Y2H assay was developed in the late 1980s and is based on the GAL4 transcription factor of yeast (Fields and Song 1989). GAL4 consist of two domains, one domain functions as a DNA-binding domain, which interacts with motifs in the promoters of GAL4-regulated genes. The other domain is termed an activation domain and functions in activating transcription from these promoters. In a standard Y2H assay, though today many variations exist, the protein of interest, known as the “bait” protein, is expressed as a fusion protein with the DNA-binding domain of GAL4. In addition a “prey” protein library, in which a cDNA library, generated from a cell population and/or tissue of interest, cloned into a vector to express prey proteins as fusion proteins containing the activation domain of GAL4. Yeast expressing the bait fusion protein and yeast expressing the prey fusion proteins are then mated. If the “bait” protein interacts with a particular prey protein, then the two domains of the GAL4 transcription will be brought into proximity to each other, creating a functional GAL4 protein that activates the expression of one or more reporter
of genes that are under the control of the GAL4 promoter (Figure 2.1). The reporter genes typically include both nutrient selection and colorimetric genes. The popularity of the Y2H assay is due to several factors, among these is the relatively low cost compared to other available technologies and minimal reagents and equipment requirements. Y2H assays also require little \textit{a priori} knowledge of potential interactions of the bait protein.

Protein-protein interaction networks associated with a diverse range of viruses have been discovered using the Y2H methodology. A recent large scale Y2H analysis of interactions between proteins encoded by vaccina virus, a pox virus historically used as a smallpox vaccine, and a human protein library, revealed a total 109 interactions for 33 viral proteins (Zhang et al. 2009). Vaccinia virus proteins were found to interact with a functionally diverse set of human proteins, including proteins involved in cytokine signaling, immune signaling, and microtubule formation and transport. Analysis of interactions between 27 hepatitis C virus (HCV) proteins and human proteins discovered over 300 viral-host protein interactions (Bailer and Haas 2009). Some HCV proteins were found to have a large number of interacting partners, including the serine protease NS3, which was found to potentially interact with 214 human proteins.

Construction of protein-protein interaction networks has greatly assisted in determining transport and assembly of viruses. The virion tegument protein of human cytomegalovirus (HCMV), a herpesvirus, was found to interact with Bicaudal D1 (BicD1), an intracellular trafficking protein, in a Y2H screen (Indran et al. 2010). BicD1 is involved in the dynein-mediated secretory pathway. Transfection of a short interfering RNA (siRNA)
targeting BicD1 into human dermal fibroblasts significantly reduces production of HCMV. The decrease in virus productivity is due to the lack of trafficking of pp150, an HCMV tegument protein important in virion maturation (AuCoin et al. 2006), to sites of virion assembly in the cytoplasm, suggesting that dynein-mediated transport of virion components is required for proper assembly of HCMV particles. The assembly and release of retroviruses, such as HIV, is mediated by the virally-encoded GAG proteins. Y2H analysis of interacting partners of the GAG precursor protein of HIV1 found an interaction with the human protein filamin A (FLNA) (Cooper et al. 2011). FLNA is an actin binding protein which mediates the interaction between membrane glycoproteins and the actin cytoskeleton network (Nakamura et al. 2011). Knock-down of FLNA in HIV-infected HeLa cells via siRNA-mediated repression results in the accumulation of GAG in intracellular compartments and prevents its trafficking to the plasma membrane, which in turn reduces virus productivity. These observations suggest the GAG-FLNA interaction is needed for HIV particle release from infected cells. Dengue virus (DENV), a member of Flaviviridae family is the causative agent of Dengue hemorrhagic fever, a major illness in the tropics. DENV encodes a single envelope glycoprotein called E protein. An Y2H screening found that DENV E protein interacts with three human endoplasmic reticulum chaperone proteins, immunoglobulin heavy chain binding protein (BiP), calnexin and calreticulin, in an independent manner (Limjindaporn et al. 2009). Chaperone proteins mediate the proper folding and unfolding of proteins and the assembly of large macromolecules. SiRNA knock-down of the expression of any of these three cellular proteins, greatly reduces the production
of DENV virions. It was suggested that this loss of virus production may be due to improper folding of DENV E protein and/or mis-assembly of virion particles, both of which could require host cell chaperone proteins for proper formation.

Currently, little is known about the entry and exit strategies of PRRSV. PRRSV has a limited cell tropism (cells susceptible to virus entry and replication) and primarily, infects alveolar macrophages \textit{in vivo} but is also able to infect the cell line MARC-145 (derived from the original cell line MA-104, an African green monkey kidney cell line). The steps of entry and uncoating of PRRSV into permissive cells are not completely understood. Evidence suggests that PRRSV first binds to heparan sulfate, after which sialic acids on the surface of the virion interact with the N-terminal sialic acid-binding domain of sialoadhesin on the host cell, which leads to internalization of the virus particle. The virus particle is thought to then be transported in an endosomal compartment where a drop in pH is needed for uncoating of the virus. The viral E protein (ORF2b) is thought to function as an ion channel and may be involved in this step (Lee and Yoo 2006). Recent work suggests that the scavenger receptor CD163 is involved in the disassembly of the virus and release of the viral genome, but is not required for entry (Delrue et al. 2010). However, the exact mechanism of and other viral and/or cellular factors involved in the entry of PRRSV into the host cell and virion disassembly are not known. Electron microscopy study of PRRSV virion assembly and release suggests that viral nucleocapsids become enveloped by budding through the smooth endoplasmic reticulum (Pol and Reus 1997). It has been suggested the virus particle obtains its envelope by budding into the Golgi apparatus (Dea et al. 1995). Mature virus particles
are then released from the cell by exocytosis. However, little else is known about the release of mature virus particles from PRRSV infected cells. The virally encoded GP5 and M proteins are the major envelope proteins of PRRSV. Together, these proteins form a heterodimer linked by a disulfide bond between cysteine in their respective N-termini. This heterodimer is thought to function in virion assembly and budding and possibly in entry of the virus into the host cell, however the exact role(s) that the GP5 and M proteins play in the PRRSV life cycle is unclear. Therefore, identifying potential host cell protein interacting partners with GP5 and M is vital to understanding the entry and exit of the PRRS virus. To this end we screened a porcine macrophage cDNA library to identify interacting partners of GP5 and M using a standard Y2H assay. This assay identified the host protein Snapin as a potential interacting partner of both of these PRRSV envelope proteins. Snapin is known to interact with the members of the SNARE complex, a group of related proteins that are involved in intracellular membrane fusion events. To further refine the region(s) of GP5 and M that interact with Snapin, epitope mapping was utilized to identify the specific interacting motifs.

Materials and Methods

Bait vector and prey library construction

PRRSV ORF5, GP5, and ORF6, M protein, were individually cloned into the yeast expression vector, pGBKT7-BD (Clontech) using the EcoRI and BamHI restriction sites. These vectors were then individually transformed into yeast strain AH109. A porcine macrophage “prey” library was constructed by Clontech using cDNA produced from total
RNA from uninfected/un-stimulated, infected and mitogen stimulated porcine macrophages. Primary alveolar macrophages (SAMs) were isolated from a 7-week-old pig by broncholavage. SAMs were cultured in RPMI1640 supplemented with 10% FBS. A group of SAMs were infected with VR2332 in vitro at multiplicity of infection (M.O.I.) 1. Another group of SAMs were stimulated with the mitogen, phorbol-12-myristate-13-acetate (PMA). Total RNA was extracted, using Tri-reagent (Sigma) at 3hr, 6hr, 12hr and 24hr post infection or stimulation. Total cDNA were produced for prey library construction, consisting of cDNA cloned into the pGADT7-rec vector by recombination and transformed into Y187 yeast (Clontech).

**Yeast-two hybrid assay**

The yeast-two hybrid assay was carried out according to the manufacturer’s instructions (Clontech). A 50 ml overnight culture of the bait vector, for either GP5 or M protein, transformed AH109 yeast was resuspended in 5mL of growth media. The bait culture and 1mL of the prey vector library transformed Y187 yeast were combined in 50 ml of 2XYPDA (yeast extract, peptone, and dextrose media supplemented with adenine hemisulfate at a final concentration of 0.003%, Clontech) containing 50 μg/ml of kanamycin and grown overnight at 30°C. The culture was centrifuged at 1,000 rpms for 10min and resuspended in 10 ml of 0.5X YPDA media containing kanamycin. In order to determine viability, mating efficiency, and the number of clones screened. Dilutions of 1:10, 1:100, 1:1,000, and 1:10,000 were plated on leucine deficient media (bait vector nutrient selector), tryptophan deficient media (prey vector nutrient selector) and leucine/tryptophan deficient media. The remaining culture
was grown on adenine, histidine, leucine and tryptophan deficient media to select for colonies with positive interactions. Colonies were allowed to grow 14 days of growth were streaked on adenine, histidine, leucine and tryptophan deficient media. Colonies that successfully grew were then subjected to a β-galactosidase assay to further confirm a positive protein-protein interaction. Colonies were transferred to whatman filter paper and flash frozen using liquid nitrogen. After thawing, another whatman filter paper soaked in Z buffer (sodium phosphate dibasic and monobasic, potassium chloride, magnesium sulfate, X-gal and β-mercaptoethanol) was applied. Positive colonies were then selected via their β-galactosidase activity, as a positive protein-protein interaction activates the expression of the β-galactosidase selector gene, resulting in a colorimetric change. Plasmids from positive colonies were isolated as follows. An individual colony was grown overnight in 0.5 ml of adenine, histidine, leucine and tryptophan deficient media. The cultures were centrifuged at maximum speed (~13000rpm) in a microcentrifuge for 5 minutes and resuspended in 50μl of growth media. Ten microliters of lyticase (5U/μl) were added and incubated at 37°C for 1 hour. Ten microliters of SDS (20%) were added to this mixture and the samples were then frozen at -20°C overnight. The plasmids were then purified using a Wizard miniprep plasmid isolation kit (Promega). Salt was removed from plasmid samples via dialysis using 0.025μm VSWP membrane filters (Millipore) and transformed into DH10B competent cells using a Biorad gene pulser II for electroporation (200Ω, 25uf and 2.5kv). Transformed bacteria were then plated on LB agar plates containing carbenicillin (100μg/mL) to select for bacteria containing pGADT7 (prey) plasmids. Plasmids were isolated from individual
bacterial colonies using a Wizard miniprep plasmid isolation kit (Promega) and subjected to sequencing. The identities of the prey proteins were determined using the GenBank Basic Local Alignment Search Tool (BLAST) from the National Center for Biotechnology Information (NCBI).

**Epitope mating**

Truncated regions of GP5 and M were designed based on the hydropathy profiles of each protein (FIGURE) and cloned in to the pGBK7T7 vector using NdeI and EcoRI restriction endonucleases and then transformed into AH109 yeast. Transformed yeast were then mated with Y187 yeast transformed with pGADT7-Snapin as follows. A colony of AH109 of each epitope construct was mixed with a colony of Y187 pGADT7-Snapin yeast in 0.5mL of YPD media. Matings were then carried out at 30°C for 24hrs. Matings were then vortexed to resuspend cells and 100μl aliquots were grown on adenine, histidine, leucine and tryptophan deficient media ~5 days. Select colonies were then streaked on adenine, histidine, leucine and tryptophan deficient media and grown for ~5 days. Colonies which successfully grew were then subjected to a β-galactosidase assay to further confirm positive protein-protein interactions, as described above.

**Results**

**Yeast-two hybrid**

To further understand to the protein interaction networks of the major envelope proteins of PRRSV, GP5 and M, these two viral proteins were used as “bait” in a yeast two-hybrid screening of “prey” proteins generated from uninfected, infected and stimulated
porcine macrophages. Macrophages were infected with VR2332 *in vitro* or stimulated with the mitogen, phorbol-12-myristate-13-acetate (PMA). Macrophages were infected or stimulated for 3hr, 6hr, 12hr and 24hr.

For the GP5 yeast two-hybrid approximately $4.5 \times 10^6$ colonies were screened and for the M yeast two-hybrid approximately $3 \times 10^6$ colonies were screened. Eight of the clones from the GP5 yeast two-hybrid assay were identified as the cellular membrane fusion accessory protein snapin, while 6 clones from the M protein yeast-two hybrid were also identified as snapin (Figure 2.4). As GP5 and M function as a heterodimer in PRRSV virions and both were found to interact with the host protein Snapin, this interaction is likely important in PRRSV pathogenesis.

**Epitope mapping**

To better characterize the interaction between PRRSV GP5/M and the cellular protein snapin, epitope mapping in conjunction with the yeast two-hybrid assay was employed. Truncated regions of GP5 and M based on the hydropathy profiles of each protein (Figure 2.2; Figure 2.3) were designed, with focus on the endo- and ecto-domains of each protein as these are the most probable sites of snapin interaction. For both GP5 and M protein the ecto-domain near the N-terminus of each protein were identified as the sites of the interaction with snapin (Figure 2.2; Figure 2.3; Figure 2.5). For GP5 the truncated version consisting of amino acids 31-60 was found to interact with snapin, while the other truncations failed to form diploids in the yeast two-hybrid assay. Similarly for M protein, the truncation
consisting of amino acids 1-22 was able to interact with snapin in the yeast two-hybrid experiment, while the other truncations were unable to form positive interactions.

**Discussion**

Currently little is known about the transport of PRRSV particles into and out of the cell. Several studies have suggested that the major PRRSV envelope proteins GP5 and M are involved in the intracellular transport of PRRSV particles. To further elucidate the involvement of GP5 and M in PRRSV pathogenesis, a yeast-two hybrid assay using a porcine alveolar macrophage prey library was carried out. The assay revealed that both viral proteins interact with a member of membrane fusion, Snapin. Further epitope mapping revealed that the ecto-domains of both viral proteins GP5 and M are the sites of Snapin interaction, suggesting that these particular viral/host protein interactions may be involved in virus transport.

**SNARE Complex**

Within the cell, molecules such as proteins and lipids are transported in vesicles that bud from the donor membrane and fuse with the acceptor membrane. This fusion is mediated by SNARE (soluble N-ethylmaleimide-sensitive fusion protein attachment protein receptor) proteins that are found in almost all eukaryotic cells. The SNARE complex functions to both position vesicles at and to fuse them with the target membrane (Parpura and Mohideen 2008). The SNARE complex is composed of three protein families; syntaxins (Syns), vesicle-associated membrane proteins (VAMPs), and SNAP-25 (synaptosome-associated protein-25) related proteins (Buxton et al. 2003). The ternary SNARE complex is
composed of proteins present in both the vesicle and in the membrane to which it is to be
fused (Parpura and Mohideen 2008). SNARE components located in vesicle membranes
include synaptobrevin protein 2 (which is also known as vesicle-associated membrane
protein 2 (VAMP-2)) or in some cells, a homologous protein cellubrevin (aka VAMP3).
While the SNARE proteins, such as syntaxin (Syn1) and SNAP-25 in neurons, or its
ubiquitously expressed homolog SNAP-23, are located in the membrane to which the vesicle
is to be fused. Each of these proteins contains a motif that is termed in the SNARE domain
or motif which is the site of direct interaction between them. The structure of these motifs
consists of coiled-coiled regions of ~60 residues (Fasshauer 2003). These sites are located
adjacent to their C-terminal membrane anchors. For Syn1, SNAP-25, and Sb2, the SNARE
domains are bundled together to form a long cylinder with a variable radius along its length.
The SNAP-25 protein consists of two SNARE motifs (SN1 and SN2) connected by a linker
peptide. Unlike other SNARE proteins SNAP25 does not contain a transmembrane (TM)
domain but is thought to attach to membranes by palmitoyl modifications found in the linker
region.

Once assembled the SNARE domains form four coiled α-helices, Sx1 and Sb2 each
contribute one helix, while two are from SNAP-25 (SN1 and SN2). The SNARE domains
are arranged in parallel to each other with all their N-termini located at one end of the
complex and all of the C-termini located at the other end (Figure 5). In the current model for
SNARE-mediated membrane fusion the two membranes are brought together in a zippering
process in which the N-termini of the helices interact first, after which the interaction then
proceeds down the domains, that once fully “zippered” bring the two membranes in close proximity (Parpura and Mohideen 2008). Eventually this process leads to the fusion of the lipid bilayers of the two membranes.

SNARE mediated fusion occurs in four steps (Söllner 2004). First, the transport vesicle is tethered to the targeted membrane. It is this tethering step that contributes to target specificity. Next, the SNARE fusion machinery is activated by the linking the two fusing membranes. Now folding, i.e. “zippering”, of the SNARE proteins brings the membranes next to each other. Finally, the fusion pore forms and dilates which leads to the fusion of the two membranes and the release of the intravesicle components. In this step the vesicular membrane is often completely incorporated into the target membrane. The final zippering of the C-termini of the SNARE helices is the key step in membrane fusion and it likely a target for membrane fusion regulation. It is likely that SNARE proteins have multiple functions in SNARE complex formation such as, establishing close contact between the two fusing membranes, formation of the scaffolding needed for complex formation, and the binding of the lipid surfaces of the membranes.

**Snapin**

In addition to the major proteins that form the SNARE complex additional accessory factors are involved in regulating membrane fusion. These accessory proteins include Syn-1 binding proteins, munc18a, synaptotagmin 1, and Snapin. Munc18a likely functions to negatively regulate membrane fusion by blocking the interaction of SNAREs (Rodkey et al. 2008). Synaptotagmin 1 is a calcium binding protein that mediates the interaction of Syn1
with the core SNARE complex, in a calcium dependent manner (Koh and Bellen 2003). However the interaction of synaptotagmin 1 with the SNARE complex is also mediated by another accessory protein Snapin. Initially Snapin was suggested to be a neuron-specific component of the SNARE complex that regulates the function of the SNARE protein, SNAP-25 binding protein (Ilardi et al. 1999). However, later work found Snapin to be ubiquitously expressed in mouse tissues and it was proposed to function as general component of the SNARE complex in both neuronal and non-neuronal cells (Buxton et al. 2003). Moreover, this work also found Snapin functions as SNAP-23-binding protein. SNAP-23 is considered to be the homolog of the neuron-specific SNAP-25. Therefore, it was proposed that Snapin functions to mediate both SNAP-23 and SNAP-25 vesicle trafficking.

Analysis of the intracellular localization of Snapin suggests that it locates to multiple cellular membranes. Snapin was found to localize to both the cytosol, peripheral membrane, as well as at endosomal and Golgi membrane sites (Yuan et al., 2006, Buxton et al., 2003, Chen et al., 2005 and Vites et al., 2004). The expression of a Snapin-GFP fusion protein suggests that it may also localize to the plasma membrane. Analysis of the protein structure of Snapin suggests that it either consists of a single helical domain or possibly two helical motifs or does not likely contain a transmembrane domain (Gowthaman et al. 2006). Mutational studies suggest that a helical domain located at the C-terminus is essential for binding of Snapin to both SNAP-25 and SNAP-23. A genetic mouse model in which Snapin was deleted demonstrated that an absence of Snapin protein results in the accumulation of LAMP-1 (a late endocytic protein) and the late endosomal SNARE proteins, syntaxin 8 and
Vti1b, in endocytic organelles (Lu et al. 2009). The deletion of Snapin and the accumulation of LAMP-1, syntaxin8 and Vti1b, results in compensatory changes in late endosomal SNAREs, suggesting that Snapin may also regulate late endocytic membrane fusion. Snapin is enriched in late endocytic compartments and associates with the late endocytic trans-SNARE complex by binding to syntaxin 8. Late endocytic SNAREs function in the fusion of late endosomes with lysosomes. Lysosomes are acidic compartments that are involved in the degradation of macromolecules and organelles for endosomal pathways that are no longer needed. Thus an additional function of Snapin could be in the regulation of the transport of macromolecules to the lysosome for degradation and recycling.

**SNARE complex utilization by viruses**

Analysis of virus entry into and egress from host cells has shown that a number of viruses utilize SNARE-mediated fusion pathways for both viral protein trafficking as well as for the trafficking of virus particles. Recently, Herpes Simplex Virus-1 (HSV-1) was found to interact with a member of the SNARE complex to aid in the anterograde transport of viral proteins (Miranda-Saksena et al. 2009). Assembled herpesviruses consist of four major structures; an inner core, a capsid, a tegument and a host-derived envelope. Two models have been proposed for the anterograde transport of herpesviruses along the axon. In the “married” model a fully assembled capsid is formed within the cell body and is then transported within the host cell’s vesicles until it is released from the axon. In the second model termed the subassembly model, structural components of the virus are transported separately. The unenveloped viral capsid is transported along microtubules, while the
envelope-associated and tegument-associated proteins are transported via host cell vesicles. Finally, the virus is fully assembled at the axon terminus before it is released. A recent study found evidence supporting the subassembly model for the axonal transport of herpesviruses (Miranda-Saksena et al. 2009). In this work it was shown that HSV-1 tegument and envelope proteins could be transported separately or together along the axon. Moreover, it was found that these viral proteins are transported in separate transport vesicles from those transporting viral capsids. The study also found that individual HSV-1 tegument and envelope proteins can interact with the SNARE protein SNAP-25, a component of SNARE complex associated with vesicular membranes, further supporting that these proteins are likely separately transported along the axon, and it that they use the host’s membrane fusion pathway to achieve this transport.

The non-enveloped dsRNA virus Blue Tongue Virus (BTV) is a member of the Reoviridae virus family. BTV is the causative agent of blue tongue disease a vector-borne disease of ruminants that is endemic in many tropical locations and has recently spread to Europe. Two major BTV structural proteins are the outer capsid proteins, VP2 and VP5. These proteins are involved initial cell attachment and penetration of BTV. It is possible that the outer capsid assembly of BTV occurs prior to the transport of the mature virus to the plasma membrane. Evidence also suggests another assembly mechanism in which the assembled inner core virus particle is transported to the plasma membrane, where the outer core is now assembled (Grimes et al 1997). In order to develop a better understanding of the major structural proteins BTV assembly and transport, protein interaction studies have been
undertaken. Through the use of pull-down assays and confocal microscopy the BTV non-structural protein NS3 was found to interact with both VP2 and VP5 (Bhattacharya and Roy 2008). It was also found that the NS3 protein can interact with host proteins involved in exocytosis pathways. Confocal microscopy revealed that BTV NS3 is transported to the plasma membrane where it is involved in the release of mature virus particles from the infected cell. Therefore it was hypothesized that cellular trafficking machinery could be involved in the transport and release of BTV particles. Structural analysis of the VP5 protein identified a conserved membrane-docking domain similar to the host SNARE protein synaptoagmin. Site-directed mutagenesis of this VP5 domain suggests that it is essential for lipid raft association. This would suggest that the interaction of the outer capsid VP5 and the non-structural protein NS3 may be involved in the release of BTV from the host cell by interacting with cellular SNARE proteins, via a SNARE-like domain contained in the VP5 protein, and mediating membrane fusion between vesicles containing the virus particles and the plasma membrane.

In conclusion, both members of the PRRSV major envelope heterodimer, GP5 and M protein, were found to interact with a member of the host SNARE-dependent membrane fusion pathway snapin. More refined epitope mapping revealed that both proteins interact with snapin at sites within their ecto-domains near the N-terminus. This would suggest that the PRRSV may utilize the host cells SNARE machinery, via the interaction of the GP5/M heterodimer with snapin, to facilitate the transport of virus particles into and/or out of host cells.
Figure 2.1. Diagram of the yeast two-hybrid assay.
The protein of interest, known as the “bait” protein, is expressed as a fusion protein with the DNA-binding domain of GAL4. A “prey” protein library generated from a cell population and/or tissue of interest and is expressed as fusion proteins containing the activation domain of GAL4. Yeast expressing the bait fusion protein and yeast expressing the prey fusion proteins are then mated. A. If the “bait” protein interacts with a particular prey protein, then the two domains of the GAL4 transcription will be brought into proximity to each other, creating a functional GAL4 protein which will then activate the expression of one or more reporter genes, which are under the control of the GAL4 promoter. B. If there is no interaction between the "bait" and "prey" a functional GAL4 transcription factor will not be produced preventing the transcription of the reporter genes.
Figure 2.2. Truncated regions of PRRSV GP5 and M for epitope mapping. Truncated regions of GP5 and M were designed based on the hydropathy profiles of each protein with focus on the endo- and ecto-domains of each protein as these are the most probable sites of snapin interaction. A. GP5 epitopes. B. M epitopes.

Figure 2.3. Diagram of truncated regions of PRRSV GP5 and M for epitope mapping. Arrows represent approximant primer sites for truncated constructs of M and GP5 for epitope mapping. Arrow colors correspond to the coloring scheme in figure 2.2.
Figure 2.4. Confirmation of the full length PRRSV GP5 and M interaction with the host protein Snapin via a yeast two-hybrid β-galactosidase assay.
A. From left to right: pGBKT7-53 and pGADT7-T mating (positive control), pGBKT7-GP5 and pGADT7-Snapin mating, and PGBKT7-GP5 and pGADT7-T (negative control).  B. From left to right: pGBKT7-53 and pGADT7-T mating (positive control), pGBKT7-M and pGADT7-Snapin mating, and PGBKT7-M and pGADT7-T (negative control).
Figure 2.5. Epitope mapping of the interacting regions of PRRSV GP5 and M proteins with the host protein Snapin.

Epitope mapping was performed using the yeast two-hybrid system and confirmed via the β-galactosidase assay. Truncations of GP5 and M were designed based on the hydropathy profiles of each protein. A. Epitope mapping of GP5, left to right: pGBK7-TruGP5(1) and pGADT7-T (negative control); pGBK7-TruGP5(1) (aa 31-60) and pGADT7-Snapin; pGBK7-TruGP5(2) (aa 61-92) and pGADT7-Snapin; pGBK7-TruGP5(3) (aa 157-200) and pGADT7-Snapin; pGBK7-53 and pGADT7-T (positive control.

B. Epitope mapping of M, left to right: pGBK7-TruM(1) and pGADT7-T (negative control); pGBK7-TruM(1) (aa 1-22) and pGADT7-Snapin; pGBK7-TruM(2) (aa 87-127) and pGADT7-Snapin; pGBK7-TruGP5(M) (aa 128-173) and pGADT7-Snapin; pGBK7-53 and pGADT7-T (positive control).
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Chapter Three: Characterizing the interaction between Porcine Reproductive and Respiratory Syndrome Virus envelope proteins, GP5 and M and a member of the SNARE membrane fusion complex, Snapin.

Introduction

The serendipitous discovery that introduction of additional copies of the chalcone synthase into petunias results in suppression of color pigmentation, rather than enhancement as expected, opened a new field of gene regulation termed RNA interference (RNAi) (reviewed by Matzke and Matzke 2004). As reviewed earlier, many endogenous RNAi pathways exist in eukaryotes; however these pathways are also used to introduce exogenous small RNAs, both \textit{in vitro} and \textit{in vivo}, for the study of specific gene functions. Small RNAs provide a relatively simple way to reduce gene expression compared to other gene inhibitory methods, such as deletion mutagenesis. In addition these small RNAs can be transiently introduced allowing for knock-down at a specific experimental stage, such as during a particular point of a virus infection. As exogenously introduced small RNAs are transient in nature this means that the knock-down itself is reversible, though the use of retroviral vectors and transgenics can be used to stably express siRNAs. Commercially available siRNA screens allow for the concurrent knock-down of thousands of genes allows researchers to identify genes involved in their phenotype of interest, with little \textit{a priori} knowledge required. These characteristics provide much flexibility in RNAi assays.

One area that has benefited greatly from RNAi technology is virology. The above described characteristics make siRNA ideal for identifying both viral and cellular genes involved at specific stages of the virus life cycle. An accessory protein of HIV-1, Nef, is
known to interfere with host cell cholesterol and lipid raft formation. This is achieved by the interaction of Nef with the cellular protein ABCA1 (ATP-binding cassette, sub-family A (ABC1), member 1). Recently it was demonstrated that siRNA knock-down of ABCA1 in RAW264.7 cells (mouse macrophage cell line) stably expressing HIV-1 nef (an accessory protein involved in virus replication) and HIV-1 and in human monocyte-derived macrophages results in an increase in both cholesterol delivery to lipid rafts and in HIV-1 replication (Cui et al. 2012). The Tax oncogene of another human retrovirus, human T-cell leukemia virus type 1 (HTLV-1), is modified by the cellular ubiquitin ligase, Really Interesting New Gene Finger protein 4 (RNF4). RNF4-modified Tax is relocated from the nucleus to the cytoplasm. SiRNA-mediated knock-down of RNF4 prevents transport of Tax to the cytoplasm, resulting in increased apoptosis of HTLV-1 infected cells (Fryrear et al. 2012). During retroviral infections viral DNA is synthesized and associates with viral proteins in the cytoplasm to form the pre-integration complex, which is then transported into the nucleus. RNAi knock-down of RanBP2, a member of the nuclear pore complex, reduces transport of the pre-integration complex into the nucleus which in turn, reduces HIV-1 production (Zhang et al. 2010). An RNAi screen in which members of cellular secretory pathways were knock-downed during hepatitis C virus (HCV) infection, identified several host proteins that are critical for HCV intracellular transport (Coller et al. 2012). For example, siRNA knock-down of Rab11a, a member of the recycling endosome, prevents budding of the HCV core from the Golgi. In another large scale siRNA screening to ascertain cellular proteins associated with negative sense RNA viral infections, 72 cellular
genes were found to be required for productive infections (Panda et al. 2012). Knock-down of several members of the coatomer complex I, a protein complex that coats transport vesicles, as well as its effector proteins, ARF1 and GBF1, decreases production of three negative sense RNA viruses, vesicular stomatitis virus (VSV), lymphocytic choriomeningitis virus (LCMV) and human parainfluenza virus type 3 (hPIV-3). Further characterization of the function of the coatomer complex I in VSV infection discovered that siRNA knock-down of the complex member ε-COP prevents internalization of VSV particles (Cureton et al. 2012). The chicken anemia virus (CAV) protein Apoptin displays differential localization depending on cell type: in primary cells apoptin localizes to the cytoplasm, while it is found in the nucleus of transformed cells, where it induces apoptosis. SiRNA targeting of either ATM or DNA-PK, two proteins involved in the DNA damage response, prevents nuclear localization of apoptin in transformed cells and increases apoptosis of these cells (Kucharski et al. 2011).

The Nidoviridae virus order is comprised of the two major virus families coronaviridae and arteriviridae. More is known about the involvement of intracellular transport during coronavirus infections than during arterivirus infections, though neither mechanism of virally induced perturbation has been completely elucidated. Severe acute respiratory syndrome coronavirus (SARS-CoV) is a human pathogen first discovered in 2003. It was quickly identified as a coronavirus. Numerous studies have been undertaken to elucidate the mechanisms involved in the intracellular movement of SARS-CoV particles and their components. Treatment of cells with the SARS-CoV spike protein or with pseudo-virus
particles containing the SARS-CoV spike protein, the SARS-CoV receptor 2CACE21, is transported from the cell surface to endosomes. This phenomenon suggests a receptor-mediated endocytosis mechanism for entry of SARS-CoV (Wang et al. 2008). Furthermore, the spike protein of the pseudoviruses also is known to co-localize with early endosome markers. This entry mechanism is independent of both clathrin and caveolae mediated pathways. Analysis of the movement of individual SARS-CoV proteins within the host cell found that viral nucleocapsid and glycoproteins accumulate at the Golgi where nascent virus particles are formed, which then bud through the membranes of the ER-Golgi intermediate compartment (ERGIC) (Stertz et al. 2007). This particle formation and budding occurs as early as 3 hours post infection. Intracellular tracking of the SARS-CoV surface proteins, S, M, and E revealed that these proteins localize to several intracellular regions (Nal et al. 2005). The S protein localizes to several regions of the secretory pathway ranging from the ER to the plasma membrane. Meanwhile, the M protein localizes to the Golgi and E localizes to perinuclear patches near the ER. Though all coronaviruses share aspects of intracellular transport, they can also use unique mechanisms as well. Functional analysis of the S protein of two coronaviruses, SARS-CoV and transmissible gastroenteritis virus (TGEV), a porcine coronavirus, revealed that they possessed individual intracellular localization patterns (Schwegmann-Wessels et al. 2004). It was discovered that unlike the S protein of SARS-CoV, the S protein of TGEV is not transported to plasma membrane. This intracellular retention of TGEV S protein is linked to a tyrosine-dependent signal in its cytoplasmic tail not present in the SARS-CoV S protein. Modification of the SARS-CoV S
protein to contain the signal domain results in loss of its transport to the cell surface. The S protein of the avian coronavirus infectious bronchitis virus (IBV) also contains a tyrosine motif its cytoplasmic tail (Winter et al. 2008). Similar to the TGEV S protein, this tyrosine motif serves as signal for intracellular retention of the S protein. Furthermore, IBV S is specifically retained at the late Golgi compartment. One function of the S protein of coronaviruses is likely in the uncoating and transport of the viral genome to the ER (Zhu et al. 2009). There are both fusogenic (induces syncytium formation) and non-fusogenic strains of mouse hepatitis virus (MHV). Nonfusogenic MHV grows to higher titers than non-fusogenic MHV. A hybrid MHV consisting of the genome of a fusogenic strain expressing the S protein of a non-fusogenic strain displayed non-fusogenic growth kinetics (Zhu et al, 2009). This would suggest that the S protein is associated with the enhanced growth seen in non-fusogenic strains. It was further demonstrated that recombinant virus was able to initiate viral transcription and translation much faster than the original fusogenic strain. When the recombinant virus was treated with trypsin there was reduced transport of the viral genome to the ER. Though both TEGV and MHV infect epithelial cells they exit from opposite ends, with TEGV exiting from the apical surface and MHV exiting from the basolateral surface. To further characterize these different transport mechanisms, a porcine epithelial cell line expressing the MHV receptor was generated (Rossen et al. 1996). This cell line is permissive to both viruses. Interestingly the viruses still displayed opposite exiting strategies, indicating that the exiting signal is viral rather than cellular specific. It was suggested that this difference may be due to the different infection strategies of these two
viruses, as TGEV is mainly associated with enteric infections, while MHV infections are more system wide.

Treatment of MARC-145 cells with chemicals that disrupt pH-dependent intracellular trafficking revealed that PRRSV virions entry into these cells requires a pH shift (Kreutz and Ackermann et al. 1996). In alveolar macrophages it was demonstrated that the PRRSV major envelope proteins interact with sialoadhesin, and this interactions aids in virion entry (Delputte and Nauwynck 2004). However, the importance of this interaction was recently disputed (Tian et al. 2012). The macrophage specific molecule CD163 was also identified as a cellular PRRSV receptor (Calvert et al. 2007) via interactions with the minor envelope proteins GP4 and GP2 (Das et al. 2010). Additionally it was recently demonstrated that GP4 and CD163 co-localize in lipid rafts at the plasma membrane (Du et al. 2012).

The use of chimeric PRRS viruses to elucidate the involvement of the minor PRRSV structural proteins in receptor recognition, in which the minor envelope proteins were substituted with the minor proteins from EAV, suggests that the minor envelope proteins are the key to PRRSV tropism, as the chimeric viruses can infect EAV permissive cells (Tian et al. 2012). Further evidence that major PRRSV envelope proteins are not major factors in receptor recognition is the fact that chimeric PRRS viruses in which the M ectodomain of other arteriviruses, including LDV and EAV, was substituted for the ectodomain of PRRSV M protein do not have altered cellular tropisms (Verheije et al. 2002). A similar result was found when the ectodomains of GP5 of PRRSV and LDV were substituted for the ectodomain of EAV GP5 (Dobbe et al. 2001). Taken together these studies indicate that the
main function of the major PRRSV envelope proteins, GP5 and M may not be receptor recognition, however as they are present on the virion surface they likely play key roles in virion transport.

In the previous chapter we used a yeast two-hybrid approach to show that both major PRRSV envelope proteins GP5 and M interact with the cellular protein snapin. Snapin is a component of the SNARE complex, which functions in intracellular membrane fusion events (Buxton et al. 2003). In order to further understand the role(s) of the GP5/M interaction with snapin in PRRSV replication, RNAi technology was used to target snapin and knock-down its expression at key stages of the PRRSV life cycle. Multiple techniques including, real-time PCR, western blotting, and virus titration, were also used to characterize the effect of snapin knock-down on PRRSV production.

Material and Methods

pCDNA3 vector construction

PRRSV GP5 and M were individually cloned into the PCDNA3 vector (Invitrogen); primers were designed so that each protein would have a C-terminal His tag. Primers were also designed to contain either HindIII (forward primers) or EcoRI (reverse primers) restriction sites. Primer sequences were as follows: GP5 forward primer: 5′-AAAAGCTTATGTGTTGGGAAGTGCTTG-3′, GP5 reverse primer: 5′-GGGAATTCTCAG GTGGTGGTGGTGAGACGACCCCATTTG-3′, M forward primer: 5′-AAAAGCTTATGGGTCGTCTCTAGAC-3′, M reverse primer-5′-GGGAATTCTCAGTGGTGGTGGTGAGACGACCCCATTTG-3′. For PCR
amplification PRRSV VR-2332 GP5 and M previously cloned into the pGBK7 vector were used for template DNA. Each 25μl PCR reaction consisted of the following: 5μl of 5X GoFlex PCR buffer (Promega), 1μl of the forward primer (10pmol), 1μl of the reverse primer (10pmol), 0.2μl of template DNA (10ng), 0.8μl of dNTPs (8mM), 2.5μl of MgCl₂ (2.5mM), 0.2μl tag (1U), and 14.3μl of nuclease-free water. PCR amplification was carried out as follows: 95°C for 5 minutes, followed by 35 cycles of 95°C for 30 seconds; 55°C for 30 seconds; 72°C for 30 seconds, and finally 72°C for 5 minutes. PCR product amplification was confirmed by separating 3μl of PCR reactions on a 1% agarose gel and ethidium bromide staining. Next PCR products were purified using an Ultra Clean PCR clean-up kit (MO BIO) following the manufacturer’s instructions with the exception that the PCR products were eluted in 30μl of nuclease-free water. Next, the PCR product and the pCDNA3 vector were sequentially digested with HindIII and EcoRI. The PCR product was digested with HindIII in a 30μl reaction as follows: 3μl of 10X NEB Buffer 2 (New England Biolabs), 1μl of HindIII (New England Biolabs), and 26μl of the purified PCR product. The pCDNA3 vector as digested with HindIII in a 30μl reaction as follows: 3μl of 10X NEB Buffer 2 (New England Biolabs), 1μl of HindIII (New England Biolabs), 4μl of pCDNA3 vector (1μg) and 22μl of nuclease-free water. Reactions were maintained at 37°C for 2.5 hours. Digestion reactions were separated on a 1% agarose gel and the digested products were purified using a QIAquick gel extraction kit (Qiagen) following the manufacturer’s instructions with the exception that the DNA was eluted in 30μl of nuclease-free water. The DNA was then digested with EcoRI. Each 30μl digestion included, 3μl of 10X EcoR buffer
(NEB), 1μl of EcoRI, and 26μl of purified DNA (both PCR products and the pCDNA3 vector). Reactions were maintained at 37°C for 2.5 hours. Digestion reactions were then separated on a 1% agarose gel and the digested products were purified using a QIAquick gel extraction kit (Qiagen) following the manufacturer’s instructions with the exception that the DNA was eluted in 30μl of nuclease-free water. For DNA ligation, 30μl reactions, consisting of 3μl of 10X ligase buffer (NEB), 1μl of T4 DNA ligase (New England Biolabs), 3μl of digested pCDNA3 vector, and 23μl of digested GP5 or M his tag PCR products, were maintained at 14°C overnight. The entire ligation reaction was mixed with 50μl of DH5α chemically-competent cells and kept on ice for 20 minutes. The bacteria were then heat-shocked for 45 seconds in a 42°C waterbath. The bacteria were added to 250μl of SOC media and placed in a 37°C shaking incubator for 1 hour. Fifty microliters and 100μl of the bacterial cultures were plated on LB agar containing 100μg/ml of carbenicillin and kept at 37°C overnight. Two colonies for each construct were selected and grown overnight in 5ml of LB broth with 100μg/ml of carbenicillin in a 37°C shaking incubator. Plasmids were purified from the cultures using a Wizard Plus SV miniprep kit (Promega) following the manufacturer’s instructions with the exception that the plasmids were eluted in 30μl of nuclease-free water. For each clone 1μg of DNA was digested with HindIII and EcoRI to confirm proper insertion of the GP5 and M genes. One positive clone for GP5-his and one for M-his were sequenced.
pCDNA3 tranfection

Marc-145 cells were seeded at a density of $3 \times 10^5$ cells per well in a six-well plate. The following day 3 wells were transfected with pCDNA3-GP5-his and 3 wells were transfected with pCDNA3-M-his using Fugene 6 at a ratio of 3:1 (3μl of Fugene 6 to 1μg of DNA) (Roche). For each transfection reaction 3μl of Fugene 6 reagent was added to 97μl of serum and antibiotic free RPMI1640 media and incubated at room temperature for 5 minutes. Next, 1μg of the pCDNA3 construct was added and mixed by flicking and maintained at room temperature for 15 minutes. The reagent/DNA complex was then added to the cells and the cells were maintained in RPMI1640 with 5% FBS, L-glutamine, penicillin (100 U/ml), streptomycin (100 μg/ml) and fungizone (4μg/ml) at 37°C with 5% CO$_2$ for 72 hours. Each well was collected in 50μl of lysis buffer (50mM Tris-HCl pH 7.6, 150mM NaCl, 2mM EDTA, and 0.2% NP-40).

Pull-down assay

Cell lysates were briefly centrifuged to remove non-soluble debris. Lysates were then mixed with 20μl of washed and calibrated nickel beads (Qiagen) on a rotor at 4°C overnight. The beads were centrifuged at 2,000rpm for 10 minutes and supernatant was removed. The beads were then washed three times in 200μl of 1XPBS. The beads were then resuspended in 20μl of 2X SDS-loading buffer. For western blotting 10μl of the bead/dye mixture were loaded per well.
Western Blotting

For all western blotting samples were maintained at 95°C for 10 minutes prior to loading. For all blots 12% SDS PAGE gels were used and proteins were separated at 110V until the dye front reached the bottom of the gel (~90 minutes) using a mini protean 3 cell protein cell system (BioRad). Gels were soaked in Tris-Glycine transfer buffer for 5 minutes and proteins were transferred to PVDF using a Trans-Blot SD semi-dry transfer cell (Bio-Rad) at 22V for 1 hour. All blots were blocked in 1% non-fat milk in 1X PBS for 1 hour at room temperature. The rabbit anti-Snapin antibodies were used at a dilution of 1:500 and incubated at 4°C overnight. The mouse anti-N protein (Rural Technologies Inc) was used at a dilution of 1:1000 and incubated at room temperature for 1 hour. All other antibodies, mouse anti-his tag (Novagen), rabbit anti-GAPDH (Sigma), goat anti-mouse HRP conjugate (Novagen), and goat anti-rabbit HRP conjugate (Novagen) were used at a dilution of 1:1500 and incubated at room temperature for 1.5 hours. All blots were developed using an ECL western blot substrate kit (Pierce) following the manufacturer’s instructions. Blots were exposed to X-OMAT film (Kodak) between 30 seconds and 2 minutes depending on signal intensity. Films were developed on a Konica Minolta SRX-101A film processor.

RNA isolation and Real-Time PCR analysis

For all RNA isolations sample was collected in 1 mL of Tri-Reagent (Sigma) and homogenized by repeated passage thru a 23G needle. Next, 200μl of chloroform was added, mixed and the samples were kept at room temperature for ~5 minutes. The samples were then centrifuged at 13,000 rpm for 15 minutes. The aqueous layer was transferred to a new
tube and 500μl of 100% EtOH was added. RNA was precipitated at room temperature for 15 minutes. RNA was pelleted at 13,000 rpm for 20 minutes. The RNA pellets were washed in 1ml of 75% EtOH and centrifuged at 13,000 rpm for 10 minutes. The RNA pellets were then air dried and reconstituted in 30μl of DEPC-treated water (Ambion). RNA was quantified using a nanodrop ND-1000 spectrophotometer and quality was assessed using agarose gel electrophoresis. The RNA was then DNase-treated using a Turbo DNase kit (Ambion) For cDNA synthesis a SuperScript III cDNA synthesis kit was used. The cDNA synthesis was carried following the manufacturer’s instructions and using 1μg of DNase-treated total RNA. Primers for PRRSV N-protein, Snapin and β-actin were designed using primer blast (http://www.ncbi.nlm.nih.gov/tools/primer-blast/index.cgi?LINK_LOC=BlastHome). The primer sequences are as follows: Snapin forward primer: 5′- AGAGCTCCGGAACAAATTGAC-3′, Snapin reverse primer: 5′- CGTCGCCGGGCATTAAGTA-3′, β-actin forward primer: 5′- AGGAGCACCCCCTGCTGC-3′, β-actin reverse primer: 5′- TAGCACAGCCTGGATAGCAACGT-3′, PRRSV N forward primer: 5′- ACCCCTAGTGAGCGGCATTGT-3′, PRRSV N reverse primer: 5′- CCTCCCTGAATCTGACAGGGTGCA-3′. Real-Time PCR reactions were performed in duplicate. Each reaction contained 40ng of cDNA, 1X iQ SYBR super mix (Bio-Rad), 500nM of both the forward and reverse primers. Cycles were performed as follows: 95°C for 10 minutes, followed by 40 cycles of 95°C for 10 seconds and 58°C for 50 seconds on a MyiQ real-time PCR detection system. Disassociation curve analysis was utilized to ensure
gene specific amplification. Data was normalized to the β-actin housekeeping gene. Data was transformed to relative expressions using the $2^{-\Delta\Delta CT}$ method (Livak and Schmittgen 2001).

**Virus titration**

Marc-145 cells were seeded at a density of $2\times10^5$ per well in 6-well plates. Cells were cultured in RPMI1640 media (MediaTech) supplemented with 5% FBS,, L-glutamine, penicillin (100 U/ml), streptomycin (100 μg/ml) and fungizone (4μg/ml) at 37°C with 5% CO₂. PRRSV strain VR-2332 was obtained from ATCC. The virus was titered on Marc-145 cells using TCID₅₀ (Reed Muench method). For virus titration, $5\times10^4$ cells were seeded per well in 96-well plates. The following day, stock virus was serially diluted from $10^{-1}$ to $10^{-10}$ and each dilution was added to an 8-well column and cells were maintained for 5 days. The cells were then fixed in 100% methanol at -20°C for 10 minutes and air dried. Cells were rehydrated in 1XPBS for 5 minutes. Anti-PRRSV N protein mouse monoclonal antibodies (SDOW17; Rural Technologies) were added at a dilution of 1:2500 and incubated at room temperature for 1.5 hours. Cells were repeatedly washed with 1XPBS and goat anti-mouse FITC conjugated antibodies (Invitrogen) were added at a dilution of 1:200 and incubated at room temperature for 1 hour. Cells were repeatedly washed with 1XPBS and fluorescence was determined using a Leica fluorescence microscope. TCID₅₀ was calculated using the Reed-Muench method. All titrations were performed in duplicate. TCID₅₀ calculations were converted to MOIs for subsequent experiments (http://atcc.custhelp.com/app/answers/detail/a_id/410/~/converting-tcid%5B50%5D-to-moi).
siRNA design

Four siRNA were designed to target Snapin (Table 3.1). Two siRNAs (siRNA 17 and siRNA 45) were designed using the siDESIGN Center (http://www.dharmacon.com/designcenter/DesignCenterPage.aspx), one (siRNA 156) was designed using the BLOCK-IT RNAi designer (http://rnaidesigner.invitrogen.com/rnaexpress/) and one (siRNA 368) was designed using siRNA_profile (http://bonebiology.utu.fi/pimaki/main.html). The miRNA target prediction algorithm miRanda (http://www.microrna.org/microrna/home.do) was utilized to confirm that the siRNAs did not have a high degree of complementarity to any other host genes. The Silencer negative control siRNA #1 was purchased from Ambion. The sequences for the siRNAs are given in Table 3.1.

siRNA transfection

For each siRNA transfection (triplicates for each siRNA) 2 x 10⁵ Marc-145 cells were seeded per well of a 6-well plate. The next day for each transfection, 5μl of siPORT Amine siRNA tranfection reagent (Ambion) was diluted into 100μl of serum and antibiotic free RPMI1640 media and incubated for 10 minutes at room temperature. For each siRNA, 12.5μl of 10μM siRNA was diluted into 100μl of serum and antibiotic free RPMI1640 media. The diluted transfection reagent and the diluted siRNA were mixed and incubated at room temperature for 10 minutes. The mixture was then added to the cells for 48 hours. Cells from each well was collected in 1mL of Tri-Reagent (Sigma).
Snapin expression determination using immunofluorescence

MARC-145 cells transfected with either a snapin-specific siRNA or a negative control siRNA were fixed in 100% cold methanol for 10 minutes at -20°C. The cells were air dried and then rehydrated in 1XPBS for 5 minutes at room temperature. Rabbit anti-snapin antibodies were then added at a dilution of 1:500 and maintained at room temperature, with gentle rocking, for 2 hours. Cells were repeatedly washed with 1XPBS and goat anti-rabbit texas red conjugated antibodies (Invitrogen) were added at a dilution of 1:200 and incubated at room temperature for 1 hour. Cells were repeatedly washed with 1XPBS and fluorescence was determined using a Leica fluorescence microscope.

siRNA-mediated snapin knock-down during a PRRSV infection

The siRNA “368” was determined to be the most effective and least detrimental to host cells and so was chosen for use in all subsequent experiments. Tranfection reactions were setup as described above. In the first experiment, 2X10^5 MARC-145 cells were seeded per well in 6-well plates. The following day the cells were transfected with either 50nM of siRNA “368” or 50nM negative control siRNA. Twenty-four hours post-transfection the cells were infected with PRRSV VR-2332 at MOIs of 0.1, 1 and 5 or mock infected. At 12 hours, 24 hours and 48 hours post-infection, the cells were either collected in 1 mL of Tri-Reagent (Sigma) for mRNA quantification or 50μl of lysis buffer for protein quantification. Each MOI and timepoint was performed in triplicate. In the second experiment, 2 x 10^5 MARC-145 cells were seeded per well in 6-well plates. The following day the cells were infected with PRRSV VR-2332 at a MOI of 0.1, 1, or 5 or mock infected for 12 hours. The cells were
then transfected with either 50nM of siRNA “368” or 50nM negative control siRNA for either 12 hours, 24 hours or 48 hours. At the given timepoints the cells were either collected in 1 mL of Tri-Reagent (Sigma), or 50μl of lysis buffer. Each MOI and timepoint was performed in triplicate.

**Results**

**Confirmation of the GP5 and M interaction with cellular snapin**

In order to confirm the interaction between PRRSV GP5 and M and the cellular membrane fusion protein snapin, GP5 and M were expressed as his fusion proteins in the MARC-145 cells. After transient transfection of MARC-145 cells with either pCDNA3-GP5-his, pCDNA3-M-his, or mock transfected, cells were collected and subjected to pull-down analysis. Western blot analysis confirmed the transient expression of both GP5-his (Figure 3.1a) and M-his in transfected cells (Figure 3.1b). No fusion proteins were detected in mock transfected cells. The transfected cells were lysed in a mild lysis buffer, allowing for the maintenance of protein interactions and subjected to his-fusion protein purification using nickel beads. Western blot analysis confirmed the co-purification the cellular protein snapin with MARC-145 cells transfected with either pCDNA3-GP5-his or pCDNA3-M-his (Figure 3.2).

**Knock-down of snapin prior to PRRSV infection**

To determine the effect if any, of the interaction between GP5 and M with the cellular protein snapin on PRRSV entry into host cells, siRNA technology was used to knock-down snapin prior to PRRSV infection in MARC-145 cells. Twenty-four hours post siRNA
transfection the cells were infected at one of three MOIs, 0.1, 1, and 5. The effect on PRRSV N protein expression, often used as an indicator of PRRSV replication, was determined at 12, 24, and 48 hours post infection. The effect on N RNA expression was determined using real-time PCR and the effect on N protein expression was determined using western blotting. Both real-time and western blot analysis confirmed that the siRNA efficiently knocked-down snapin expression (Figures 3.3-3.5 and Figure 3.9). Overall the snapin-specific siRNA down-regulated snapin mRNAs levels between ~15-30 fold compared to cells transfected with the negative control siRNA (Figures 3.3-3.5). Snapin protein expression was also drastically reduced (Figure 3.9). Knock-down of snapin expression resulted in decreased PRRSV replication, particularly at the later stages of infection as evidenced by a decrease in both PRRSV N mRNA and protein levels (Figure 3.3-3.5 and Figure 3.9). There was ~ 5 fold decrease in the titer of PRRSV (48hpi) in cells transfected with snapin-specific inhibitor compared to cells transfected with a negative control siRNA (Table 3.2).

Knock-down of snapin after PRRSV infection
To further characterize the interaction between PRRSV GP5 and M with the cellular protein snapin a second experiment was carried in which MARC-145 cells were first infected with PRRSV VR-2332 at MOIs of 0.1, 1, and 5 for 12 h and then transfected with either the snapin specific siRNA or a negative control siRNA. Both mRNA and protein levels were assayed at 12 hpt (hours post transfection), 24 hpt, and 48 hpt. Virus titration was performed to further determine the effects of snapin knock-down on PRRSV production. At the 12 hpt time point there was a modest effect on snapin expression, with a decrease in snapin mRNA
levels of ~3-5 fold knock-down of snapin expression. By 48 hpt transfection snapin mRNA were greatly reduced ranging from ~25-35 fold decrease in snapin mRNA levels in cells transfected with the snapin-specific inhibitor compared to cells transfected with the negative control siRNA (Figures 3.6-3.8). At the 12 hpt transfection there was only a significant difference in N mRNA levels in cells infected with PRRSV at an MOI of 1, but not in cells infected with MOIs of 0.1 or 5 (Figures 3.6-3.8). However, at the later timepoints snapin knock-down had a significant negative impact on N mRNAs, at 48hpi there was average of ~15 fold decrease in N mRNAs in cells transfected with the snapin specific siRNA compared to the cells transfected with the negative control siRNA (Figures 3.6-3.8). Western blot analysis also demonstrated decreased N protein levels in cells transfected with the snapin siRNA compared to cells containing the negative control siRNA (Figure 3.10). Again a ~5 fold decrease in PRRSV titers (at 48hpt) was found in cells transfected with the snapin specific inhibitor compared to cells possessing the negative control siRNA (Table 3.3).

**Discussion**

One of the key factors in understanding viral pathogenesis is identifying the underlying mechanisms of viral intracellular transport. As GP5 and M of the arterivirus PRRSV are considered the major viral envelope proteins, it is likely that they are somehow involved in the intracellular transport of PRRSV virions and/or its components. To better understand the functional roles of GP5 and M in the PRRSV lifecycle we utilized a yeast-two hybrid screen to discover which if any, host cell proteins interact with these viral envelope proteins. This screening revealed that both GP5 and M interact with the host membrane
fusion associated protein snapin. To identify functional role(s) of this interaction snapin expression was knocked-down during key PRRSV infection stages using a siRNA designed to specifically target the snapin mRNA. In addition immunofluorescence analysis revealed that siRNA 368 effectively reduced snapin expression in transfected cells (Figure 3.11). In addition both mRNA and protein expression analysis confirmed the down-regulation of snapin expression in cells transfected with siRNA 368 compared those transfected with the negative control. The down regulation had a negative impact on PRRSV replication as evidenced by the fact that PRRSV N mRNA and protein expression levels as well as PRRSV titers were significantly decreased in cells transfected with a snapin specific siRNA inhibitor compared to cells transfected with a negative control siRNA.

Several factors have been identified that are key to designing an effective siRNA. First it has been shown that siRNAs targeting the ORF of the mRNA rather than in the untranslated regions (UTRs) tend be more potent, as the UTRs often interact with regulatory proteins which may interfere with siRNA binding (Elbashir et al. 2002). It is also important that siRNAs binding sites bypass intron/exon boundaries, which due to mRNA splicing may result in mis-pairing between the siRNA and mRNA (Celotto and Graveley 2002). It has been found that a dinucleotide overhang, particularly, UU at the 3’ end of the siRNA often increases its effectiveness (Elbashir et al. 2001a). Typically the best performing siRNAs are between 21-22 nucleotides (Elbashir et al. 2001b). The thermodynamic stability of siRNA also has an effect on its function. Most effectual siRNAs possess GC content between 30%-53%, siRNAs with extreme GC contents tend to interact poorly with targeted mRNA.
(Reynolds et al. 2004). Also the best functioning siRNAs often have internal stability at the 3’ end (Shabalina et al. 2006). In support of this well functioning siRNAs have an A/U rich 5’ end and G/C rich 3’ end (Shabalina et al. 2006). Numerous publicly available algorithms are available that take into account different combinations these criteria. As unpredictable biological factors also contribute to siRNA function it is impossible to predict exactly which siRNA sequence will be the most effective and least toxic to the target cell. It is thus generally recommended that multiple siRNAs be designed and tested. Of the four siRNAs designed in this experiment (Table 3.1) based on the above criteria, one in particular siRNA 368, so named because its target site lies between nucleotides 368-387, was very effective in down-regulating snapin expression. Transfection of siRNA 368 in MARC-145 cells knocked-down snapin expression up to ~30 fold compared to cells transfected with the negative control siRNA.

The arteriviridae family of the order nidoviridae consists of four members, equine arteritis virus (EAV), lactate dehydrogenase elevating virus (LDV), simian hemorrhagic fever virus (SHFV), and porcine reproductive and respiratory syndrome virus (PRRSV). It is thought that these viruses enter host cells in a clathrin-dependent manner. For example, interference of clathrin-mediated endocytosis, via chemicals or siRNA, blocks EAV infection of BHK cells (Nitschke et al. 2008). In PAMs PRRSV co-localizes with clathrin and treatment of the cells with cytochalasin D, an inhibitor of the clathrin pathway, prevents virion uptake (Nauwynck et al. 1999). A drop in vesicle pH is required for PRRSV virion entry as the number of infected MARC-145 cells decreases when the cells are treated
cytochalasin B and phenylarsine oxide, which maintain intracellular pH levels, prior to PRRSV infection (Kreutz and Ackermann 1996). PRRSV is thought to enter the clathrin-dependent endocytic pathway after the interaction of the minor envelope proteins and the cellular receptor CD163 (Calvert et al. 2007). Secondary interactions between virion and sialoadhesin and vimentin also likely engage in PRRSV virus uptake (Vanderheije et al. 2002; Kim et al. 2006). PRRSV M protein also binds heparin-like molecules present on the surface of PAMs (Delputte et al. 2002).

Snapin is a member of the SNARE complex, a group of proteins that mediate the fusion between vesicles and their target compartments by bringing their membranes into close proximity to one another (Risselada and Grubmüller 2012). Snapin is an accessory protein involved in mediating the interaction of synaptotagmin 1 with core SNARE complex (Buxton et al. 2003). Snapin is widespread throughout the cell localizing to multiple cell membrane boundaries including the peripheral membrane, as well as at endosomal and Golgi membrane sites (Yuan et al., 2006, Buxton et al., 2003, Chen et al., 2005 and Vites et al., 2004). Snapin is also found to be enriched in late endocytic compartments suggesting that it may also aid in the fusion of late endosomes with lysosomes organelles (Lu et al. 2009).

As SNARE complex mediated fusion is major component of intracellular trafficking pathways, it is not surprising that viruses have developed mechanisms to subvert its functions for their own benefit. It was recently shown that SNARE-mediated fusion is important in the assembly of HIV-1 virus particles (Garg and Joshi 2012). Interruption of SNARE function prevents Gag trafficking to the plasma membrane, the site of virion assembly. During
HCMV infection the SNARE component SNAP-23 localizes to intracellular sites of virion assembly (Liu et al. 2011). Reduction of SNAP-23 expression in HCMV-infected cells does not produce productive virus, suggesting an important role of the SNARE-fusion complex in the HCMV lifecycle. Another member of the SNARE complex, syntaxin 3 has also been linked to HCMV infection (Cepeda and Fraile-Ramos 2011). Synaxin 3 co-localizes with HCMV assembly sites and with virus wrapping membranes. Knock-down of synaxin 3 expression decreases production of HCMV virions. One of the capsid proteins of bovine papillomavirus type 1 (BPV1), L2 interacts with SNARE component syntaxin 18 (Laniosz et al. 2007). Mutational disruption of the L2-syntaxin 18 interaction negates BPV1 infectivity. Parainfluenza virus 5 (PIV5) encodes a fusogenic protein F which structurally is very similar to SNARE proteins, containing a coiled coil “zipper” domain (Donald et al. 2011). One function of the F protein is to mediate membrane fusion events during a PIV5 infection. Blue tongue virus (BTV), a reovirus, also encodes a protein that is structurally similar to SNARE proteins, the outer capsid protein VP5 (Bhattacharya and Roy 2008). Functional analysis revealed that VP5 associates with lipid rafts and is thus thought to be involved in mediating viral transport. The non-structural protein p48 of Norwalk virus interacts with cellular vesicle-associated membrane protein-associated protein A (VAP-A), a regulator of SNARE-mediated vesicle transport (Ettayebi and Hardy 2003). Exogenous expression of p48 in COS-7 cells, a monkey fibroblast cell line, disturbs intracellular trafficking pathways. Two HCV non-structural proteins, NS5A, a trans-activator, and NS5B, the viral RNA-dependent RNA polymerase, interact with the SNARE protein vesicle-associated membrane
protein-associated protein of 33kDa (VAP-33) (Tu et al. 1999). It has been suggested that
this interaction may serve to anchor these viral proteins at the membrane sites of the HCV
RNA replication complex. A member of the cowpea mosaic virus (CPMV), RNA1-encoded
60kDa nucleotide-binding protein (60k), interacts with two SNARE-like proteins, VP27-1
and VP27-2, which are considered homologs of animal VAP-33 (Carette et al. 2002). The
60k protein is thought to induce membrane rearrangements during CPMV viral RNA
replication and it is possible that VP27-1 and VP27-2 aid in this function. The expression of
the SNARE protein NAPA, which is involved in vesicle transport between the ER and the
Golgi, is affected by Epstein-Barr virus (EBV) latent membrane protein 1 (LMP1) (Wu et al.
2011). LMP1 increases levels of the NF-κB subunit p50, which increases binding of p50
homodimers on the NAPA promoter and thereby blocking expression from the NAPA
promoter.

Both GP5 and M proteins are important in PRRSV virion assembly as viral genomes
lacking either of the genes encoding these proteins do not release functional virus particles
(Wissink et al. 2005). It was further shown that individually GP5 and M are targeted to the
endoplasmic reticulum, however together they localizes to the Golgi. In the current
experiment we determined that both PRRSV GP5 and M interact with the host cellular
membrane fusion protein snapin. We utilized RNAi technology to specifically knock-down
snapin expression during the course of PRRSV in vitro infection on the PRRSV permissive
cell line MARC-145. The decrease in both mRNA and protein expression of the PRRSV
nucleocapsid protein, N, which is commonly used as an indicator of PRRSV replication, in
MARC-145 cells transfected with the snapin specific siRNA, suggests the interaction GP5/M and snapin is critical for productive PRRSV infection. Based on snapin’s involvement in intracellular membrane fusion, its localization to both the ER and Golgi, sites of GP5 and M localization, along with the fact that is thought that PRRSV is transported through these organelles to obtain its envelope, is an indicator that the GP5/M/snapin interaction is likely an important part of the intracellular transport of PRRSV. In the future it will be interesting to see if the interactions between the major envelope proteins with snapin or other members of the SNARE complex are conserved between arteriviruses and/or coronaviruses or if this is a PRRSV specific mechanism.
Table 3.1. Snapin-specific siRNA sequences.

<table>
<thead>
<tr>
<th>siRNA</th>
<th>Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>17</td>
<td>UAGCUAGGUUGUCAAUUUUG</td>
</tr>
<tr>
<td>45</td>
<td>AAUCCAGCAUUGCCCUCCU</td>
</tr>
<tr>
<td>156</td>
<td>GCUCGGGAACAAAUUGACUU</td>
</tr>
<tr>
<td>368</td>
<td>UGCUGGAUUCGGAAUUUAUU</td>
</tr>
</tbody>
</table>

Underlined bases are dinucleotide 3′ overhangs.

Table 3.2. Effect of pre-snapin-specific siRNA transfection* on PRRSV titers at 48 hpi.

<table>
<thead>
<tr>
<th>MOI 0.1</th>
<th>MOI 1</th>
<th>MOI 5</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TCID50</td>
<td>TCID50</td>
</tr>
<tr>
<td>siRNA 368</td>
<td>10^{1.7} ± 1.99**</td>
<td>10^{3.6} ± 2.27**</td>
</tr>
<tr>
<td>Neg. Con</td>
<td>10^{2.5} ± 1.38</td>
<td>10^{4.5} ± 1.63</td>
</tr>
</tbody>
</table>

*The siRNA was transfected (in triplicate) into MARC-145 cells for 24 h prior to PRRSV infection.

**Significant difference in PRRSV compared to MARC-145 cells transfected with a negative control siRNA, p<0.05. Values are given as the meanTCID_{50} of three replicates ± S.D.

Table 3.3. Effect of post-snapin-specific siRNA transfection* on PRRSV titers at 48 hpi.

<table>
<thead>
<tr>
<th>MOI 0.1</th>
<th>MOI 1</th>
<th>MOI 5</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TCID50</td>
<td>TCID50</td>
</tr>
<tr>
<td>siRNA 368</td>
<td>10^{2.1} ± 1.76</td>
<td>10^{4.6} ± 1.67</td>
</tr>
<tr>
<td>Neg. Con</td>
<td>10^{2.1} ± 1.76</td>
<td>10^{4.6} ± 1.67</td>
</tr>
</tbody>
</table>

* MARC-145 were infected (in triplicate) with PRRSV for 12 h prior to transfection of siRNA

**Significant difference in PRRSV compared to MARC-145 cells transfected with a negative control siRNA, p<0.05. Values are given as the meanTCID_{50} of three replicates ± S.D.
Figure 3.1. Exogenous expression of PRRSV GP5 and M his-tag fusion proteins in MARC-145 cells.
MARC-145 cells were transfected with either pCDNA3-GP5-his or pCDNA3-M-his. At 72 hours post transfection his-tag fusion proteins were purified with nickel beads. A. GP5-his fusion protein purification. Lane 1: GP5-his bound beads, Lane 2: flow through, Lane 3: untransfected MARC-145 lysate. B. M-his fusion protein purification. Lane 1: M-his bound beads, Lane 2: flow through, Lane 3: untransfected MARC-145 lysate. Mouse-anti-his tag antibodies were used at a dilution of 1:1500 and incubated at room temperature for 1.5 hours, goat-anti-mouse HRP conjugated antibodies were used at a dilution of 1:1500 and incubated at room temperature for 1.5 hours. Blots were developed using ECL substrate.
Figure 3.2. Co-purification of the cellular protein snapin with PRRSV GP5 and M his fusion proteins expressed in MARC-145 cells.
MARC-145 cells were transfected with either pCDNA3-GP5-his or pCDNA3-M-his. At 72 hours post transfection cells were lysed and mixed with nickel beads for the purification of the his fusion proteins and their interacting partners. Rabbit-anti-snapin antibodies were used at a 1:500 dilution overnight and goat-anti-mouse HRP conjugated antibodies were used at 1:1500 for 1.5 hours. Blots were developed using ECL substrate. Lanes: 1. GP5-his beads, 2. flow through from GP5-his lysate, 3. empty, 4. M-his beads, 5. flow through from M-his lysate, 6. empty, 7. MARC-145 cell lysate, 8. empty, 9. purified snapin protein (used in antibody production).
Figure 3.3. Effect of pre-transfection of snapin-specific siRNA on snapin and N mRNA expression in MARC-145 cells infected with PRRSV at M.O.I. of 0.1.

Either a snapin-specific siRNA or a negative control siRNA were transfected into MARC-145 cells for 24 h. The cells were then either mock infected or infected with PRRSV VR-2332 at an MOI of 0.1. RNA was collected at 12 hpi, 24 hpi, and 48 hpi and used for RT-PCR quantification. Tranfections were performed in triplicate. All expression values were normalized to β-actin expression. Expression is given as snapin expression relative to time-matched mock-infected cells transfected with the negative control siRNA. Relative N expression is given as N expression relative to VR-2332 infected time-matched transfected with the negative inhibitor. *p<0.05, **p<.01
Figure 3.4. Effect of pre-transfection of a snapin-specific siRNA on snapin and N mRNA expression in MARC-145 cells infected with PRRSV at M.O.I. of 1.

Either a snapin-specific siRNA or a negative control siRNA were transfected into MARC-145 cells for 24 h. The cells were then either mock infected or infected with PRRSV VR-2332 at an MOI of 1. RNA was collected at 12 hpi, 24 hpi, and 48 hpi and used for RT-PCR quantification. Tranfections were performed in triplicate. All expression values were normalized to β-actin expression. Expression is given as snapin expression relative to time-matched mock-infected cells transfected with the negative control siRNA. Relative N expression is given as N expression relative to VR-2332 infected time-matched transfected with the negative inhibitor. *p<0.05, **p<.01
Figure 3.5. Effect of pre-transfection of a snapin-specific siRNA on snapin and N mRNA expression in MARC-145 cells infected with PRRSV at M.O.I. of 5.

Either a snapin-specific siRNA or a negative control siRNA were transfected into MARC-145 cells for 24 h. The cells were then either mock infected or infected with PRRSV VR-2332 at an MOI of 5. RNA was collected at 12 hpi, 24 hpi, and 48 hpi and used for RT-PCR quantification. Tranfections were performed in triplicate. All expression values were normalized to β-actin expression. Expression is given as snapin expression relative to time-matched mock-infected cells transfected with the negative control siRNA. Relative N expression is given as N expression relative to VR-2332 infected time-matched transfected with the negative inhibitor. *p<0.05, **p<.01
Figure 3.6. Effect of post-transfection of a snapin-specific siRNA on snapin and N mRNA expression in MARC-145 cells infected with PRRSV at M.O.I. of 0.1.
Marc-145 cells were either mock infected or infected with VR-2332 at an MOI of 0.1 for 12 h. Then either a snapin-specific siRNA or a negative control siRNA were transfected into the cells. RNA was collected at 12 hpt (hours post transfection), 24 hpt, and 48 hpt and used for RT-PCR quantification. Tranfections were performed in triplicate. All expression values were normalized to β-actin expression. Expression is given as snapin expression relative to time-matched mock-infected cells transfected with the negative control siRNA. Relative N expression is given as N expression relative to VR-2332 infected time-matched transfected with the negative inhibitor. *p<0.05, **p<.01.
Figure 3.7. Effect of post-transfection of a snapin-specific siRNA on snapin and N mRNA expression in MARC-145 cells infected with PRRSV at M.O.I. of 1.

Marc-145 cells were either mock infected or infected with VR-2332 at an MOI of 1 for 12 h. Then either a snapin-specific siRNA or a negative control siRNA were transfected into the cells. RNA was collected at 12 hpt (hours post transfection), 24 hpt, and 48 hpt and used for RT-PCR quantification. Tranfections were performed in triplicate. All expression values were normalized to β-actin expression. Expression is given as snapin expression relative to time-matched mock-infected cells transfected with the negative control siRNA. Relative N expression is given as N expression relative to VR-2332 infected time-matched transfected with the negative inhibitor. *p<0.05, **p<.01.
Figure 3.8. Effect of post-transfection a snapin-specific siRNA on snapin and N mRNA expression in MARC-145 cells infected with PRRSV at M.O.I. of 5.

Marc-145 cells were either mock infected or infected with VR-2332 at an MOI of 5 for 12 h. Then either a snapin-specific siRNA or a negative control siRNA were transfected into the cells. RNA was collected at 12 hpt (hours post transfection), 24 hpt, and 48 hpt and used for RT-PCR quantification. Tranfections were performed in triplicate. All expression values were normalized to β-actin expression. Expression is given as snapin expression relative to time-matched mock-infected cells transfected with the negative control siRNA. Relative N expression is given as N expression relative to VR-2332 infected time-matched transfected with the negative inhibitor. *p<0.05, **p<.01.
Figure 3.9. *Effect of pre-transfection of a snapin-specific siRNA on snapin and N protein expression in MARC-145 cells infected with PRRSV.*

Either a snapin-specific siRNA or a negative control siRNA were transfected into MARC-145 cells for 24 h. The cells were then either mock infected or infected with PRRSV VR-2332. Protein was collected at 12 hpi, 24 hpi, and 48 hpi and used for western blotting. Transfections were performed in triplicate. Representative blots from each experimental group are shown. GAPDH was used as a loading control. Panel A: Detection of snapin protein expression in cells transfected with either a snapin specific control or a negative control siRNA. 1: mock infected MARC-145 cells transfected with the snapin specific inhibitor, 2: PRRSV VR-2332 infected MARC-145 cells infected with a snapin specific inhibitor, 3: mock infected MARC-145 cells transfected with a negative control siRNA, 4: PRRSV VR-2332 infected MARC-145 cells transfected with a negative control siRNA. Panel B: Detection of PRRSV N protein expression in cells transfected with either a snapin specific control or a negative control siRNA. 5: MARC-145 cells transfected with a snapin specific siRNA inhibitor and infected with VR-2332 for 12 h, 6: MARC-145 cells transfected with a snapin specific siRNA inhibitor and infected with VR-2332 for 24 h, 7: MARC-145 cells transfected with a snapin specific siRNA inhibitor and infected with VR-2332 for 48 h, 8: MARC-145 cells transfected with a negative control siRNA and infected with VR-2332 for 12 h, 9: MARC-145 cells transfected with a negative control siRNA and infected with VR-2332 for 24 h, 10: MARC-145 cells transfected with a negative control siRNA and infected with VR-2332 for 48 h.
Figure 3.10. Effect of post-transfection of a snapin-specific siRNA on snapin and N protein expression in MARC-145 cells infected with PRRSV.
Marc-145 cells were either mock infected or infected with VR-2332 for 12 h. Then either a snapin-specific siRNA or a negative control siRNA were transfected into the cells. Protein was collected at 12 hpt, 24 hpt, and 48 hpt and used for western blotting. Transfections were performed in triplicate. Representative blots from each experimental group are shown. GAPDH was used as a loading control. Panel A: Detection of snapin protein expression in cells transfected with either a snapin specific control or a negative control siRNA. 1: mock infected MARC-145 cells transfected with the snapin specific inhibitor, 2: PRRSV VR-2332 infected MARC-145 cells infected with a snapin specific inhibitor, 3: mock infected MARC-145 cells transfected with a negative control siRNA, 4: PRRSV VR-2332 infected MARC-145 cells transfected with a negative control siRNA. Panel B: Detection of PRRSV N protein expression in cells transfected with either a snapin specific control or a negative control siRNA. 5: MARC-145 cells transfected with a snapin specific siRNA inhibitor and infected with VR-2332 for 12 h, 6: MARC-145 cells transfected with a snapin specific siRNA inhibitor and infected with VR-2332 for 24 h, 7: MARC-145 cells transfected with a snapin specific siRNA inhibitor and infected with VR-2332 for 48 h, 8: MARC-145 cells transfected with a negative control siRNA and infected with VR-2332 for 12 h, 9: MARC-145 cells transfected with a negative control siRNA and infected with VR-2332 for 24 h, 10: MARC-145 cells transfected with a negative control siRNA and infected with VR-2332 for 48 h.
Figure 3.11. **Confirmation of reduced snapin expression in MARC-145 cells transfected with a snapin specific siRNA.**
Marc-145 cells were transfected with either a snapin specific siRNA or a negative control siRNA. Cells were fixed used immunofluorescence detection of snapin expression. Panel A: MARC-145 cells were transfected with a negative control siRNA. Panel B: MARC-145 cells were transfected with the snapin-specific siRNA, siRNA 368.
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Chapter Four: Discovery of differentially expressed microRNAs in Porcine Reproductive and Respiratory Syndrome virus infected alveolar macrophages

Introduction

For many years it was thought that gene regulation occurs solely at the transcription level. However, about a decade ago a new class of gene regulators was discovered that function at the post transcriptional level, small regulatory RNA. It is now known that there are many types of small regulatory RNAs, a major group of which is termed microRNA (miRNA). In 1993 the *C.elegans* *lin-4* gene was discovered to encode small RNAs that are complementary to sequences in the 3′UTR (3′untranslated region) of *lin-14* encoded mRNA. These small RNAs were subsequently discovered to function as suppressors of *lin-14* expression (Lee et al. 1993). This discovery provided the first example of a novel regulatory mechanism that is mediated by small, non-coding RNAs. These non-coding RNAs, termed microRNA (miRNA), comprise a class of small RNAs the majority of which are found either in the introns of protein-coding genes or in intergenic regions where they are under the control of their own promoters (reviewed in Ying and Lin 2009). However, some are found in the exons of protein coding genes. Hundreds of miRNAs have been found to be encoded in most eukaryotic genomes, and it is likely that many miRNAs have yet to be discovered. MiRNAs regulate many biological processes, such as cell proliferation and differentiation, and are particularly important in gene regulation during development (reviewed in Carthew and Sontheimer 2009). Most miRNAs are expressed in a spatio-temporal manner, suggesting that they have very specific functions.
MiRNA biogenesis is relatively well understood and has been reviewed extensively elsewhere (e.g. Winter et al. 2009). MiRNAs are initially transcribed as long primary transcripts termed primary-miRNA (pri-miRNA), which can be several kilobases long, by RNA polymerase II (Cai et al. 2004). These pri-miRNAs can consist of a single miRNA or be composed of multiple miRNA sequences. Drosha, an RNA III family endonuclease, then processes these pri-miRNAs into ~70 nucleotide-long stem loop precursor miRNAs (pre-miRNAs) (Lee et al. 2003). Exportin-5 exports the pre-miRNA into the cytoplasm (Yi et al. 2003). Dicer, also a member of the RNA III endonuclease family, cleaves the pre-miRNA hairpin to produce a double stranded miRNA duplex, which ranges in size from 19-24 nucleotides (Ketting et al. 2001). It is now thought that Dicer also contains a helicase domain, which is involved in separating the miRNA duplex to produce two single-stranded RNA molecules, the mature miRNA and its complementary star strand (which is usually degraded) (Soifer et al. 2008). One strand, the mature miRNA, is then preferentially loaded onto the RNA-induced silencing complex (RISC), which is formed by the interaction of argonaute proteins with the mature miRNA (Hammond et al. 2001). RISC is composed of multiple proteins, which includes members of the argonaute protein family, RNA binding proteins such as R2D2, TRBP and PACT, and Dicer (for review see Yang and Yuan 2009). RISC then mediates the post-transcriptional inhibition of expression of the targeted mRNA, which is either degraded or sequestered within a cytoplasmic vesicle termed a processing-body (P-body) (Behm-Ansmant et al. 2006). A recent caveat has been added to the canonical miRNA pathway. Though miRNAs most often function as suppressors of gene expression, it
appears that they can also activate gene expression under certain circumstances, including during cell cycle arrest (Vasudevan et al. 2007; Buchan and Parker 2007).

MiRNAs regulate gene expression through the recognition of miRNAs to their respective target sites. The majority of miRNA target sites lie within the 3′UTR of the targeted mRNA. Many studies have found that a partial sequence complementarity between a miRNA and its target sites is sufficient for a miRNA to knockdown the expression of its target genes. This partial complementarity, along with miRNAs’ small size, makes prediction of authentic miRNA target genes difficult. Criteria have been developed to aid in predicting miRNA target sites, however, no definitive set of rules currently exist. A major determinant in miRNA targeting is prefect complementarity between the first 6-8 nucleotides of the 5′end of the miRNA and 3′ end of the mRNA target site, which is referred to as the “seed” region or “seed” match (Brenneck et al. 2005). Though a perfect seed match is found between many miRNAs and their respective target sites, it is not an absolute requirement for miRNA targeting. Study of the C. elegans lys-6 miRNA revealed that a perfect seed match does not necessarily lead to mRNA targeting, and that having G:U wobble pairing in the seed region is not detrimental to miRNA targeting as was previously thought (Didiano and Hobert 2006). The thermodynamic stability of the miRNA:mRNA duplex, which is calculated as the free energy of the duplex, is another determining factor in miRNA targeting (Watanabe et al. 2007). The majority of miRNA target site predicting algorithms use the seed match and miRNA:mRNA duplex thermodynamic stability as the two major rules in determining target sites. Though both seed pairing and thermodynamic stability are important determinants of
miRNA target sites, other factors must also be involved, as miRNA prediction algorithms can have a false discovery rate of up to 30% (Lewis et al. 2003). It was suggested that additional factors such as sequence-dependent accessibility or protein cofactors are likely also involved in mediating miRNA targeting (Didiano and Hobert 2006). An additional requirement of many miRNA target prediction algorithms is target site conservation across multiple genomes. If a miRNA target site is evolutionarily conserved, then it is more likely to be an authentic miRNA target. Though target site conservation increases the identification of legitimate miRNA targets, it limits the ability to discover species-specific miRNA targeting, as these targets will be discarded. Almost all current miRNA target prediction algorithms focus on the 3’UTRs of potential target genes, as it is well accepted that is the location of the majority of miRNA binding sites. However, a recent report suggests miRNA binding sites may also lie within the coding regions (CDS) of targeted genes (Tay et al. 2008). It was discovered that the mouse genes Nanog, Oct4, and Sox2 contain multiple miRNA target sites within their coding regions. The CDS of Nanog contains six miR-470 and two miR-296 binding sites, while the CDS of Oct4 contains three miR-470 binding sites and the Sox2 CDS contains five miR-134 sites. This would imply that legitimate miRNA target sites could lie in regions other than the 3’UTR and that these sites need to be taken into consideration when predicting miRNA target genes.

One major role of miRNAs is in the regulation of immune cell differentiation and the immune response (reviewed by Petrocca and Lieberman 2009). Several studies have demonstrated that miRNA-mediated gene regulation is an important part in immune cell fate
determination. It was recently shown that the miRNA miR-146a works in conjugation with the NF-κB related protein NFKB1 to modulate the function of both mast cells and T-cells (Rusca et al. 2012). Mast cells in which NFKB1 expression is abated do not induce miR-146a expression, which in turn results in prolonged mast cell survival due to the dysregulation of miR-146a targeted genes, including those associated with apoptosis. In T-cells it was demonstrated that NFKB1 and miR-146a work concordantly to regulate the expansion and activation of T-cells in response to TCR stimulation. MiR-146a has also been linked to myeloid cell development. The absence of miR-146a expression in mice results in increased myeloid cell proliferation (Boldin et al. 2011). During the maturation of a functional invariant of natural killer T-cells (iNKT) in the mouse thymus there is increased expression of miR-150 (Zheng et al. 2012). In mice lacking miR-150, iNKT are unable to complete the final steps of the maturation process. The regulation of signaling by Notch1 by miR-181 was found to be an important aspect of human NK cell maturation (Cichocki et al. 2011). MiR-181a is also involved in regulating TCR signal transduction (Li et al. 2007).

The miRNA miR-155 is a well characterized immune miRNA that has been found to be involved in the regulation of multiple aspects of the immune system. Deletion of miR-155 results in impaired immune responses (reviewed by Tili et al. 2009). MiR-155 is up-regulated during the inflammatory response in several immune cell populations, including monocytes. Murine macrophages stimulated with either LPS or poly I:C display decreased expression of miR-223 (Chen et al. 2012). This decrease in miR-223 expression was linked to a subsequent increase in the expression of its target STAT3, which results in the increase
in expression of the pro-inflammatory cytokines IL-6 and IL-1β. IL-6 was ultimately found to be part of a positive feedback loop by directing the decrease in miR-223 expression in stimulated macrophages. Unlike miR-223, the miRNA miR-210 is induced upon LPS stimulation of murine macrophages (Qi et al. 2012). Over expression of miR-210 in murine macrophages reduced the expression of pro-inflammatory cytokines. It was further suggested that miR-210 may function to regulate cytokine production by modulating the expression of NFKB1 and this TLR4 signaling. Together these studies demonstrate that miRNA-mediated gene regulation is vital part of immune cell development and function.

As reviewed earlier alterations in cellular miRNA expression and thus function are also involved in the host viral response and in viral pathogenesis. In HIV-1 infected patients 59 miRNAs were found to be down-regulated in peripheral blood mononuclear cells (PBMLs) compared to healthy controls (Houzet et al. 2008). In addition the expression of cellular miRNAs was found to differ between HIV-1 patients depending on the state of disease progression (Bignami et al. 2012). It was demonstrated that expression of the immune miRNA family miR-17-92 in HIV-1 infected cells is closely linked to virus production (Triboulet et al. 2007). Other cellular miRNAs which normally function in T-cell activation, miR-28, miR-125b, miR-150, miR-223 and miR-382, are much higher expressed in resting versus activated CD4+ T-cells and thus, likely to regulate HIV-1 gene expression via miRNA binding sites in the 3UTRS of HIV-1 mRNAs (Huang et al. 2007). In diffuse large B-cell lymphomas (DLBCLs) induced by the gamma herpesvirus Epstein-Barr virus (EBV), numerous host miRNAs are differentially expressed compared to EBV-negative B-cells.
Up-regulated miRNAs include miR-424, -223, -199a-3p, -199a-5p, -27b, -378, -26b, -23a, and -23b and down-regulated miRNAs include, miR-155, -20b, -221, -151-3p, -222, -29a/c, and -106a. Target prediction suggests that miR-424 targets the tumor suppressor SIAH1, and miR-155 regulates c-MYB, which is a regulator of lymphocyte proliferation. This would suggest that alteration of host miRNA expression involved in cell growth regulation contributes to EBV transformation. The oncogene of the avian herpesvirus Marek’s disease virus serotype 1 (MDV-1), MEQ, was found to modulate the expression of the cellular miRNA miR-21, via interaction with the miR-21 promoter (Stik et al. 2012). In vivo knockout in mice of Dicer, a key enzyme in miRNA processing, increases their susceptibility to vesicular stomatitis virus (VSV) infection, suggesting that cellular miRNAs are involved in the anti-viral response to VSV (Otsuka et al. 2007). In hepatitis C virus (HCV) infections, INFβ was found to promote the expression of five cellular miRNAs, miR-448, miR-431, miR-351, miR-296, and miR-196, which have potential binding sites within the HCV genome (Pedersen et al. 2007). These miRNAs were found to possess the ability to interact with their respective bindings sites and reduce HCV replication. These are just a few examples of the numerous studies demonstrating the impact of viral infections on cellular miRNA expression. Overall, many different virus types are now known to induce changes in cellular miRNA expression profiles during infection, suggesting that miRNAs are a key aspect of the response to and manipulation by viruses.

Currently little is known about the effect of PRRSV infection on the cellular miRNome of its host cell, alveolar macrophages. However, based on our current knowledge...
of the interplay between miRNA regulatory pathways and viruses in general, it is likely that cellular miRNAs are involved to some degree in PRRSV infections. In order to begin to elucidate the role(s) miRNAs play in PRRSV infections the first is to identify which miRNAs have altered expressed in PRRSV infected cells. To this end, we generated miRNA profiles of PRRSV infected swine alveolar macrophages (SAMs) \textit{in vitro} at 12hpi, 24hpi, and 48hpi and analyzed the profiles using Illumina deep sequencing technology. We found that the expression of ~40 cellular miRNAs is altered in PRRSV infected SAMs at one or more of these time points. Analysis of the potential genes and pathways regulated by these differentially expressed miRNAs suggests that they are involved in regulating multiple cellular pathways including the immune related and intracellular trafficking pathways.

\textbf{Materials and Methods}

\textbf{Cells and virus}

Primary alveolar macrophages (SAMs) were collected from three 7-week old pigs via bronchoalveolar lavage and cultured in RPMI 1640 supplemented with L-glutamine, penicillin (100 U/ml), streptomycin (100 μg/ml) and fungizone (4μg/ml) and 10% FBS. For each pig 14 plates of 2X10^7 cells per plate were maintained for 24 hours 37°C with 5% CO_2. SAMs were then either mock infected or infected with PRRSV strain VR-2332 at an M.O.I. of 10 in duplicate and maintained at 4°C for 4 hrs. SAMs were washed with 1XPBS and fresh media was added. The SAMs were then maintained at 37°C with 5% CO_2. Each plate was then collected in 2ml of Tri-Reagent (Sigma) at 0hpi, 12hpi, 24hpi, or 48hpi. Total RNA was purified and RNA from duplicate plates was pooled.
RNA isolation

For all RNA isolations each mL of Tri-Reagent (Sigma) were homogenized by repeated passage thru a 23G needle. Next, 200μl of chloroform was added, mixed and the samples were kept at room temperature for ~5 minutes. The samples were then centrifuged at 13,000 rpm for 15 minutes. The aqueous layer was transferred to a new tube and 500μl of 100% EtOH was added. RNA was precipitated at room temperature for 15 minutes. RNA was pelleted at 13,000 rpm for 20 minutes. The RNA pellets were washed in 1ml of 75% EtOH and centrifuged at 13,000 rpm for 10 minutes. The RNA pellets were then air dried and reconstituted in 30μl of DEPC-treated water (Ambion). RNA was quantified using a nanodrop ND-1000 spectrophotometer and quality was assessed using agarose gel electrophoresis. Small RNAs were enriched using a miRVana miRNA isolation kit (Ambion) and samples were subjected to on column DNase treatment. Small RNA was quantified using a nanodrop ND-1000 spectrophotometer.

Deep sequencing small RNA library construction

A total of 21 (7 libraries per pig, 3 pigs total) small RNA libraries representing 0hpi, 12hpi (mock and VR-2332 infected), 24hpi (mock and VR-2332 infected), and 48hpi (mock and VR-2332 infected). The small RNA libraries were generated using a TruSeq Small RNA sample preparation kit (Illumina) and barcode indices RPI1-RPI21 following the manufacturer’s instructions. For each library 1μg of enriched small RNAs was used. For each library 1μl of the supplied RNA 3’RNA adapter (RA3) was mixed with the RNA and the volume was brought to 6μl with nuclease-free water and kept at 70°C for 2 minutes and
then maintained on ice. Next, 2μl of 5X HM ligation buffer (HML), 1μl of RNase inhibitor and 1μl of T4 RNA ligase 2, truncated (NEB) was added and the reaction was maintained at 28°C for 1 hour and then placed on ice. Next the supplied RNA 5′RNA adapter (RA5) was ligated to the RNA. First, 23.1μl of the 5′RNA adapter was maintained at 70°C for 2 minutes and then placed on ice. Next 23.1μl of 10mM ATP added followed by 23.1μl of T4 RNA ligase. Next, 3μl of this mix was added to each 3′ adapter ligation reaction and incubated at 28°C for 1 hour and then placed on ice. For reverse transcription 6μl of each 5′ and 3′ adapter-ligated RNA was mixed with 1μl of the supplied RNA RT Primer (RTP) and maintained at 70°C for 2 minutes and then placed on ice. Next 2μl of First Strand Buffer, 0.5μl of 12.5 mM dNTPs, 1μl of 100mM DTT, 1μl RNase Inhibitor, and 1μl of SuperScript II Reverse Transcriptase (Invitrogen) was added to each sample and maintained at 50°C for 1 hour and then placed on ice. Next the cDNA libraries were PCR amplified. To each reverse transcription reaction 22.5μl of ultra pure water, 10μl of 5X Phusion HF Buffer, 2μl of the RNA PCR Primer (RP1), 2μl of an RNA PCR primer Index (each library received a single unique index), 0.5μl of 25mM dNTP, and 0.5μl of Phusion DNA polymerase (total reaction volume is now 50μl) were added. PCR cycling conditions were as follows: 30 seconds at 98°C followed by 11 cycles of 98°C for 10 seconds, 60°C for 30 seconds, 72°C for 15 seconds and one cycle of 72°C for 10 minutes. Each library PCR reaction was separated on a 6 % polyacrylamide gel and the band corresponding to the supplied custom 145-160 bp DNA ladder was excised and precipitated in 2μl of glycogen (Ambion), 30μl of 3M NaOAc and 975μl of 100% EtOH at -80°C for 30 minutes. DNA was then pelleted by centrifugation at
20,000Xg for 20 minutes at 4°C and washed in 70% EtOH. The pellet was reconstituted in
10μl of 10 mM Tris-HCl (pH 8.5) and quality and quantity of the libraries were assessed on
an Agilent Technologies 2100 Bioanalyzer using a high sensitivity DNA chip.

**Small RNA library sequencing**

Based on DNA chip concentrations, each library was diluted to 10nM using 10 mM Tris-HCl
(pH 8.5) and then 4μl of each library were pooled into a single microcentrifuge tube and
mixed. A total of 25μl of pooled DNA was submitted to NCSU Genomic Sciences
Laboratory (GSL) for sequencing on a single lane of the Illumina Genome Analyzer IIx
(GAIIx). GSL then sorted the reads according to the barcode index and trimmed adapter
sequences. Only high quality reads (overall Phred ≥ 20) were selected. The data was
supplied as FASTQ files.

**Data Analysis**

First the FASTQ files were converted to FASTA files using the conversion tool from the free
public server of GLAXAY bioinformatics tools (https://main.g2.bx.psu.edu/). Next identical
sequences in each library were grouped using the collapse function (GLAXAY). The
collapsed sequences were then submitted to DSAP small RNA sequence analysis pipeline
(http://dsap.life.nthu.edu.tw/) for identification of known porcine miRNAs as well
homologous miRNAs from other species not yet present in the pig database in miRBase (the
miRNA database; http://www.mirbase.org) and Rfam (database of RNA families;
http://rfam.sanger.ac.uk/). MiRNA read numbers were normalized using counts per million
(CPM). Differentially expressed miRNAs were determined using the edgeR: Bioconductor
package for differential expression analysis of digital gene expression data for R statistical software using the Cox-Reid common dispersion analysis and the negative binomial general linear model (NB GLM) likelihood ratio test. (Robinson et al. 2010). Only miRNAs represented by >20 reads were selected for differential expression testing. Pairwise differential expression comparisons were made between time-matched mock and VR-2332 infected SAMs. Values are presented as log fold differences.

miRNA target prediction analysis

Computational target prediction for selected significantly differentially expressed miRNA was performed using the miRanda algorithm (version 3.3; http://www.microrna.org) with the following parameter settings: score threshold >130 and free energy threshold < -16 kCal/mol. The pig (Sus scrofa) Unigene (NCBI) database was utilized to identify target genes. The list of potential target genes was further filtered using the following higher stringency methods: (1) a match between nucleotides 2-8 of the miRNA with the target sequence or (2) a match between nucleotides 2-7 and 13-16 of the miRNA with the target sequence (G:U wobble tolerance) and (3) miRNA binding sites must lie within the 3´UTR. To identify potential miRNA targeted pathways the DAVID (http://david.abcc.ncifcrf.gov/) and KEGG (http://www.genome.jp/kegg/pathway.html) analysis tools were used. A selected set of potential targets (Table 1) meeting these criteria was selected for experimental validation by a dual luciferase reporter assay. For each potential target gene, the 3´UTR flanking the binding site(s) for either ssc-miR-147, ssc-miR-24 or ssc-miR-146a were PCR amplified from pig genomic DNA (from SAMs) using gene specific primers (Table 4.1). Each PCR product
was cloned into the 3’ UTR of the Renilla reporter gene in the psiCHECK-2 vector (Promega, 6273bp) using the NotI and XhoI restriction sites (Figure 4.1).

Construction of RCAS expressing pig miRNAs vectors

The RCASBP(A)-miR vector (11600bp) previously described by Chen et al. (2008) was utilized to ectopically express either ssc-miR-147, ssc-miR-24, ssc-miR146a or a scrambled control sequence (SC) in the chicken cell line DF1 (Figure 4.1). Primers for construction were designed based on the porcine precursor sequences for each miRNA. The RCAS-miR expressing viruses were generated as follows. Forward (68-nt) and reverse (76-nt) primers were synthesized and PAGE purified by Invitrogen (Table 1). To generate a short double-stranded DNA fragment, the primers were mixed at a final concentration of 1 μM, denatured at 95 °C for 20 sec and annealed at RT. The DNA fragment was then cloned into the pENTR3C-miR-SphNgo vector at the SphI and NgoMIV restriction sites. To generate the RCASBP(A)-miR vector, a recombination between the pENTR3C-miR entry vector and RCASBP(A)-YDV gateway destination vector was performed using a LR clonase kit (Invitrogen). The RCASBP(A)-miR vector was then transfected into DF1 cells using FuGENE 6 (Promega). Infection was confirmed and the virus was titered by immunofluorescence staining with the mouse monoclonal 3C2 antibody against viral gag protein (Developmental Studies Hybridoma Bank at University of Iowa) and FITC-conjugated goat anti mouse IgG (Invitrogen). Ectopic expression of miRNA expression was validated using real-time PCR.
**Dual luciferase reporter assay**

DF1 cells were infected with either RCAS-ssc-miR-147, RCAS-ssc-miR-24, RCAS-ssc-miR146a or RCAS-SC (M.O.I. of 1) and maintained in a 96-well plate in RPMI 1640 with 1% heat-inactivated FBS, L-glutamine, penicillin (100 U/ml), streptomycin (100 µg/ml), and fungizone (4 µg/ml), at 37°C with 5% CO2. At 3 dpi, each psiCHECK-2 target construct (100 ng) was transfected (in triplicate) into the DF1 cells using FuGENE 6 (Promega). Forty-eight hours post-transfection, cells were lysed in Passive Lysis Buffer (Promega), firefly and *Renilla* luciferase activities were then assessed using the Dual-Luciferase Reporter Assay System (Promega) and a VictorLight 1420 luminescence counter (PerkinElmer). Normalized luciferase activity was calculated from the *Renilla*/firefly signal ratio. Repression of *Renilla* reporter gene by a given miRNA was determined by comparing the relative luciferase activity between from cells infected with an RCAS expressing a given miRNA and the RCAS-SC infected cells using the student’s t-test (p < 0.05). The assay was independently repeated to confirm the results.

**Results**

**Characteristics of the small RNA libraries**

To investigate the miRNome of SAMs and the effect of PRRSV infection on miRNA expression small RNA deep sequencing libraries were generated from PRRSV-infected SAMs *in vitro*. The total number reads obtained for each library ranged from 704,925 to 1,107,968 (Table 4.2). The total number of high quality reads (Phred ≥20) ranged from 499,848 to 790,003 (Table 4.2). The number of high quality reads representing known
porcine miRNAs ranged from 30,216 to 173,166 (Table 4.3), while the number of reads matching homologous miRNAs in other species ranged from 8,703 to 40,656 (Table 4.3). The total number of known porcine miRNAs identified in each library ranged from 104 to 124 (Table 4.3) and the number of homologous miRNAs per library ranged from 187 to 262 (Table 4.3). These results indicate that a diverse group of miRNAs is present in SAMs. The top 50 most frequently sequenced miRNAs in each library is shown in figures 4.2-4.8. The miRNA representing the highest number of reads in all libraries was ssc-miR-21.

**Differentially expressed miRNAs in PRRSV infected SAMs**

In order to determine what effect if any, PRRSV infection has on the porcine alveolar macrophage miRNome, pairwise comparisons were performed between time-matched mock and VR-2332 infected cells. Overall, the expression of 40 miRNAs was significantly (p<0.05) altered in PRRSV infected SAMs at one or more time points compared to mock-infected controls (Table 4.4). The expression of 19 miRNAs was significantly altered in PRRSV-infected SAMs compared to mock-infected cells at 12hpi. Of the 19 differentially expressed miRNAs at 12hpi in PRRSV infected SAMs, the miRNAs displaying the highest log fold changes were miR-98* (~6.7) and miR-27c (~-6.3). At 24hpi 15 miRNAs were found to be differentially expressed between PRRSV infected and mock infected SAMs. At 24hpi the miRNAs with the largest log fold changes in expression were miR-380-3p (~7.1) and miR-147 (~ -6.3). Twelve miRNAs displayed altered expression patterns in PRRSV infected SAMs at 48hpi. The most differentially expressed miRNA at 12hpi in PRRSV infected SAMs was miR-3555 which had ~7 log fold
increase in PRRSV infected SAMs compared to mock infected macrophages (Table 4.4). The next most altered miRNA was miR-500 which had a log fold change of $\sim-6.8$ in PRRSV infected SAMs. Of the differentially expressed miRNAs 6 (miR-30a-3p, miR-132, miR-27b*, miR-29b, miR-146a and miR-9-2) were altered at more than one time point in PRRSV infected macrophages (Table 4.4).

**Target prediction analysis and validation of differentially expressed miRNAs**

Target prediction and subsequent validation of selected putative targets via a luciferase assay suggest that cellular miRNAs that are differentially expressed in PRRSV infected pathways likely regulate numerous cellular pathways including immune and intracellular trafficking pathways (Tables 4.5-4.7 and Figures 4.8-4.10). Of the 10 potential miR-24 regulated genes selected for binding site validation, the miR-24 binding sites of 6 genes (IRG6, IL1A, IL1B, IL13, GBP1, and ICAM1) significantly reduced Renilla luciferase expression in DF1 cells infected with RCAS-ssc-miR-24 compared to cells infected with RCAS-SC (Figure 4.9). The 3’UTR of IRG6 has three potential miR-24 binding sites (Table 4.5). When 2 of these binding sites were inserted into the 3’UTR of Renilla luciferase, its expressed was knocked-down $\sim-50\%$, when all 3 sites were included Renilla expression was further decreased (Figure 4.9). For ssc-miR-147 16 potential regulated genes were selected for validation using the luciferase assay. The miR-147 binding sites for 11 of these genes (Snapin, IFN\textgamma{}R2, STAT6, CSF2, CCR5, IL12RB, IL12A, NIT1, SMAP1L, PLA2G6, and TPSN) were successful in significantly reducing Renilla luciferase expression (Figure 4.11). The 3’UTR of Snapin was predicted to contain 2 miR-147 binding sites (Table 4.6). When both sites were included in
the Renilla luciferase construct, there was a greater repression of expression than when only a single site was included (Figure 4.11). Seven of the predicted ssc-miR-146a regulated genes (C1QTNF3, CCNK, CD47, MAFB, HZ3, PSMD5, and EDRFI) out of the 9 selected for validation were able to significantly reduce Renilla luciferase expression (Figure 4.11). Both C1QTNF3 and MAFB contain two putative miR-146a binding sites within their 3'UTRs (Table 4.7).

Discussion

It has been well established that cellular miRNAs are important regulators of animal immunity and viral pathogenesis. The present study was undertaken to determine the changes in cellular miRNA expression in porcine alveolar macrophages in response to PRRSV infection in vitro. To this end, small RNA profiles of PRRSV infected SAMs at 12hpi, 24hpi, and 48hpi were generated using Illumina deep sequencing. Approximately 120 known porcine miRNAs and ~200 homologous miRNAs were found to be expressed in SAMs. This suggests that miRNAs are likely important regulators in porcine macrophages. A total of 40 cellular miRNAs were differentially expressed in PRRSV infected macrophages, six of which (miR-30a-3p, miR-132, miR-27b*, miR-29b, miR-146a and miR-9-2) were altered at more than one time point (Table 4.4). To determine what functions these differentially miRNAs undertake, in silico target prediction analysis and subsequent in vitro validation was carried out (Figures 4.9-4.12).

MiRNAs have been shown to play several important physiological roles in mammalian macrophages. When murine macrophages are stimulated with LPS the
expression of both miR-223 and miR-210 is altered, which in turn affects the production of pro-inflammatory cytokines (Chen et al. 2012; Qi et al. 2012). In LPS-stimulated RAW264.7 cells, a murine macrophage cell line, miR-34a expression is repressed (Jiang et al. 2012). This repression of miR-34a expression results in increased expression of its target gene Notch1, which ultimately results in increased expression of the pro-inflammatory cytokines TNFα and IL6. An increase in miR-92a expression is linked to increased migration of infiltrating macrophages in breast cancer tumors (Nilsson et al. 2012). A difference in expression of miRNAs is involved in the determination of macrophage phenotype determination (Graff et al. 2012). For example, the expression of miR-27a, miR-29b, miR-125a, miR-146a, miR-155 and miR-222 is needed for macrophages to develop into an M1 or an M2b phenotype. Dicer null murine myeloid progenitor cells are unable to differentiate into macrophages and undergo abnormal cell growth (Alemedehy et al. 2012). Together these studies demonstrate the miRNAs are needed for the proper development and function of mammalian macrophages.

The expression of the miRNA miR-24 was significantly down-regulated in PRRSV infected SAMs at 24hpi (Table 4.4). Target prediction analysis suggests that miR-24 is involved in the regulation of several immune-associated genes (Table 4.5, Figure 4.12). Porcine inflammatory response protein 6 (IRG6; also known as RSAD2 or viperin) contains three potential miR-24 binding sites in its 3’UTR (Table 4.5). When cloned into the 3’UTR of Renilla luciferase they were able to significantly reduce Renilla expression in DF1 cells over-expressing miR-24 (Figure 4.9). IRG6 is known to function as an anti-viral protein and
is induced upon viral infections or LPS simulation in many different cell types (reviewed by Mattijssen and Pruijn 2012). Typically IRG6 levels are low in resting cells and are induced upon immune stimulation (Mattijssen and Pruijn 2012). As miR-24 was found to be significantly down-regulated in PRRSV infected SAMs compared to mock-infected cells it would be expected that IRG6 levels should be induced in PRRSV infected cells. It is possible that one function of miR-24 is to maintain reduced levels of IRG6 in healthy cells and then upon viral infection, as in the case of the present study of PRRSV, miR-24 expression is down-regulated resulting in increased IRG6 expression and induction of an anti-viral response. Two related cytokines interleukin one alpha (IL1A) and interleukin one beta (IL1B) have potential miR-24 binding sites in their 3′UTRs (Table 4.5). Treatment of LPS-stimulated RAW-264.7 cells with melatonin results in increased expression of both IL1A and IL1B (Ban et al. 2011) indicating a role for these cytokines in the macrophage inflammatory response. IL1A and IL1B are pro-inflammatory cytokines that are often co-induced and function in the activation of the NFκB signaling pathway (Tamura et al. 2012). NFκB activation is induced upon PRRSV infection and is a key component of PRRSV pathogenesis (Lee and Kleiboeker 2005). The results of the present study add to the already known complex regulation of NFκB expression during PRRSV infections by suggesting that this activation, in part, may be due to decreased expression of miR-24 in PRRSV infected cells and thus results in increased expression of IL1A and IL1B. However this needs to be further experimentally validated.
The miRNA *miR-147* had a log fold difference of ~6.3 in PRRSV infected SAMs compared to mock infected SAMs at 24hpi (Table 4.4). Among the potential porcine genes predicted to contain *miR-147* binding sites was *Snapin* (Table 4.6). Snapin contains two potential *miR-147* binding sites within its 3’UTR and the results of the luciferase validation assay suggest that these sites are functional (Figure 4.11). In the previous chapter it was demonstrated that Snapin, a critical part of the SNARE membrane fusion complex, is associated with the PRRSV lifecycle via interactions with the major envelope proteins GP5 and M. SiRNA-mediated knock-down of Snapin expression resulted in decreased viral replication, suggesting a role for the GP5/M/Snapin interaction in the intracellular transport mechanisms of PRRSV. A decrease in *miR-147* expression in PRRSV infected macrophages should result in a reciprocal increase in Snapin. This potential increase in Snapin expression may help better facilitate PPRSV virion budding. Other potential *miR-147* regulated genes include *CSF2* (Table 4.6 and Figure 4.11). Colony stimulating factor 2 (granulocyte-macrophage) or CSF2 is a cytokine that controls the production, differentiation, and function of granulocytes and macrophages (Kaushansky et al. 1986). CSF2 was recently shown to function in the antiviral response to influenza A infections (Sever-Chroneos et al. 2011). STAT5 induced expression of CSF2 results in increased production of monocytic chemoattractant protein 1 (CCL2) by monocytic cells, which functions in the recruitment of monocytic cells, including macrophages to the sites of injury or infection (Tanimoto et al. 2008). Therefore, if CSF2 is a *bona fide* *miR-147* target in vivo then a decrease in *miR-147* expression in PRRSV infected macrophages may act in the anti-viral response by increasing
CSF2 production. However, this may also result in the increased migration of macrophages to sites of PRRSV infection thus increasing host susceptibility.

The miRNA miR-146a is one of the better characterized vertebrate miRNAs and is known to play various roles in the immune system (reviewed by Labbaye and Testa 2012). The expression of miR-146a is induced in monocytes and other immune cells when these cells are exposed to pathogens. This up-regulation in expression is thought to be dependent upon NFκB activation. MiR-146a has previously been shown to regulate a diverse group of genes including the immune response modulators TRAF6, IRAK1, IRAK2, IL-8 and RANTES (reviewed by Lbbaye and Testa 2012). In the present study miR-146a was up-regulated at 12hpi and more dramatically at 24hpi in PRRSV infected SAMs (Table 4.4). Binding site prediction and validation identified additional genes regulated by miR-146a, including C1QTNF3 and MAFB (Table 4.7 and Figure 4.11). C1q and tumor necrosis factor related protein 3 (C1QTNF3) are predicted to contain two miR-146a binding sites in its 3'UTR. C1QTNF3 is a recently identified cytokine that involved in the anti-inflammatory response of monocytic cells (Kopp et al. 2010). As miR-146a expression is significantly higher in PRRSV infected SAMs compared to mock infected cells, C1QTNF3 expression would therefore be expected to be lower in PRRSV infected cells. This potential decrease of C1QTNF3 may serve to aid in the immune response to PRRSV infection. MAFB, v-maf musculoaponeurotic fibrosarcoma oncogene homolog B (avian), was also predicted to contain two potential miR-146a binding sites within its 3'UTR (Table 4.7) and the luciferase assay data suggest that these sites are functional (Figure 4.11). MAFB is a transcription
factor that, among other roles, functions in macrophage differentiation (Kelly et al. 2000). MAFB was recently shown to be involved in the response of murine macrophages stimulated with either TLR agonists or subjected to Salmonella infection (McDermott et al. 2011). This suggests that MAFB-mediated gene regulation is involved in the response of macrophages to pathogenic infections. Based on the roles of miR-146a in the regulation of immune responsive genes and that it is up-regulated at both 12hpi and 24hpi in PRRSV-infected SAMS, it is likely that miR-146a mediated gene regulation is an important aspect of the host response to a PRRSV infection.

Generation of miRNA profiles of PRRSV infected alveolar macrophages has identified 40 cellular miRNAs whose expression is significantly altered within the first 48 hours of PRRSV infection in vitro. This suggests that miRNAs are likely important mediators of PRRSV pathogenesis and host defense to infection. Target gene identification for selected miRNAs including, miR-24, miR-147, and miR-146a, suggests that these miRNAs are involved in regulating immune signaling pathways, cytokine and transcription factor production, and intracellular trafficking. Overall, the present study has revealed that a large and diverse group of miRNAs are expressed in swine alveolar macrophages and that the expression of a subset of these miRNAs is altered in PRRSV infected macrophages. Initial analysis into the functional roles of these miRNAs suggests that these miRNAs are involved in the regulation of the interplay between PRRSV and its intracellular environment.
A. Diagram of RCAS-miRNA vector used to over express a miRNA of interest. The hairpin precursor of a miRNA of interest (red line) is inserted into the RCASBP(A) vector via gateway cloning.

B. Diagram of the psiCHECK-2 vector containing miRNA binding sites. An approximate 500bp region of the 3'UTR of a potential miRNA regulated gene containing miRNA bind site(s) is inserted into the 3'UTR of Renilla Luciferase in the psiCHECK-2 vector.

Figure 4.1. Diagrams of RCAS-miRNA and psiCHECK-2-miRNA target gene constructs.
A. Diagram of RCAS-miRNA vector used to over express a miRNA of interest. The hairpin precursor of a miRNA of interest (red line) is inserted into the RCASBP(A) vector via gateway cloning.
B. Diagram of the psiCHECK-2 vector containing miRNA binding sites. An approximate 500bp region of the 3'UTR of a potential miRNA regulated gene containing miRNA bind site(s) is inserted into the 3'UTR of Renilla Luciferase in the psiCHECK-2 vector.
Figure 4.2. Most frequently sequenced porcine miRNAs at 0hpi in swine alveolar macrophages.
A. The 50 most frequently sequenced known porcine miRNAs in pig#1.
B. The 50 most frequently sequenced known porcine miRNAs in pig#2.
C. The 50 most frequently sequenced known porcine miRNAs in pig#3.
Number of reads representing each miRNA was determined using the DSAP small RNA sequence analysis pipeline (http://dsap.life.nthu.edu.tw/)
Figure 4.3. Most frequently sequenced porcine miRNAs at 12phi in mock infected swine alveolar macrophages.
A. The 50 most frequently sequenced known porcine miRNAs in pig#1.
B. The 50 most frequently sequenced known porcine miRNAs in pig#2.
C. The 50 most frequently sequenced known porcine miRNAs in pig#3.
Number of reads representing each miRNA was determined using the DSAP small RNA sequence analysis pipeline (http://dsap.life.nthu.edu.tw/)
Figure 4.4. Most frequently sequenced porcine miRNAs at 12phi in PRRSV infected swine alveolar macrophages.
A. The 50 most frequently sequenced known porcine miRNAs in pig#1.
B. The 50 most frequently sequenced known porcine miRNAs in pig#2.
C. The 50 most frequently sequenced known porcine miRNAs in pig#3.
Number of reads representing each miRNA was determined using the DSAP small RNA sequence analysis pipeline (http://dsap.life.nthu.edu.tw/)
Figure 4.5. Most frequently sequenced porcine miRNAs at 24phi in mock infected swine alveolar macrophages.
A. The 50 most frequently sequenced known porcine miRNAs in pig#1.
B. The 50 most frequently sequenced known porcine miRNAs in pig#2.
C. The 50 most frequently sequenced known porcine miRNAs in pig#3.
Number of reads representing each miRNA was determined using the DSAP small RNA sequence analysis pipeline (http://dsap.life.nthu.edu.tw/)
Figure 4.6. Most frequently sequenced porcine miRNAs at 24phi in PRRSV infected swine alveolar macrophages.
A. The 50 most frequently sequenced known porcine miRNAs in pig#1.
B. The 50 most frequently sequenced known porcine miRNAs in pig#2.
C. The 50 most frequently sequenced known porcine miRNAs in pig#3.
Number of reads representing each miRNA was determined using the DSAP small RNA sequence analysis pipeline (http://dsap.life.nthu.edu.tw/)
Figure 4.7. Most frequently sequenced porcine miRNAs at 48phi in mock infected swine alveolar macrophages.
A. The 50 most frequently sequenced known porcine miRNAs in pig#1.
B. The 50 most frequently sequenced known porcine miRNAs in pig#2.
C. The 50 most frequently sequenced known porcine miRNAs in pig#3.
Number of reads representing each miRNA was determined using the DSAP small RNA sequence analysis pipeline (http://dsap.life.nthu.edu.tw/)
A. The 50 most frequently sequenced known porcine miRNAs in pig#1.
B. The 50 most frequently sequenced known porcine miRNAs in pig#2.
C. The 50 most frequently sequenced known porcine miRNAs in pig#3.
Number of reads representing each miRNA was determined using the DSAP small RNA sequence analysis pipeline (http://dsap.life.nthu.edu.tw/)
Figure 4.9. Validation of predicted ssc-miR-24 target genes.
Luciferase assays for miR-24 and a scrambled control sequence (SC) for target
gene validation are shown. DF1 cells infected with either an RCAS-miR-24
expressing virus or an RCAS-SC expressing virus were transfected with
predicted target 3' UTR luciferase constructs. Relative Renilla luciferase activity
is shown. *: p<0.05, **: p<0.01. aThis construct contains two miR-24 binding
sites. bThis construct contains two miR-24 binding sites. cThis construct contains
three miR-24 binding sites.
Figure 4.10. Validation of predicted ssc-miR-147 target genes.
Luciferase assays for miR-147 and a scrambled control sequence (SC) for target gene validation are shown. DF1 cells infected with either an RCAS-miR-147 expressing virus or an RCAS-SC expressing virus were transfected with predicted target 3' UTR luciferase constructs. Relative Renilla luciferase activity is shown. *: p<0.05, **: p<0.01. aThis construct contains one miR-147 binding site. bThis construct contains two miR-147 binding sites.
Figure 4.11. Validation of predicted ssc-miR-146a target genes.
Luciferase assays for miR-146a and a scrambled control sequence (SC) for target gene validation are shown. DF1 cells infected with either an RCAS-miR-146a expressing virus or an RCAS-SC expressing virus were transfected with predicted target 3' UTR luciferase constructs. Relative Renilla luciferase activity is shown. *: p<0.05, **: p<0.01. aThis construct contains two miR-146a binding sites. bThis construct contains one miR-146a binding site. cThis construct contains two miR-146a binding sites.
Figure 4.12. Pathway analysis of potential miR-147, miR-146a, and miR-24 regulated genes.

The KEGG pathway database (http://www.genome.jp/kegg/pathway.html) was utilized to identify pathways associated with potential miR-147, miR-146a and miR-24 regulated genes chosen for experimental validation. Example pathways include cell adhesion molecules and cytokine-cytokine receptor interaction. A: Cell Adhesion Molecules: multiple cell adhesion molecules involved in immune signaling pathways are potentially regulated by miR-147, miR-146a, and miR-24. B: Cytokine-Cytokine Receptor Interaction: multiple genes involved in the regulation of cytokine signaling are likely regulated by miR-147, miR-146a and miR-24. Red stars denote miR-147, miR-146a and/or miR-24 targeted genes.
Table 4.1. Primers used in this study

<table>
<thead>
<tr>
<th>miRNA hairpin primers for RCAS cloning</th>
<th>Forward Primer</th>
<th>Reverse Primer</th>
</tr>
</thead>
<tbody>
<tr>
<td>ssc-miR-147 forward primer</td>
<td>GTAGTGGAACACTTTCTGCACAAACTAGATTCTGGATACCAGTGTCGGGAATGCTTCTG</td>
<td>CAGC</td>
</tr>
<tr>
<td>ssc-miR-147 reverse primer</td>
<td>CCGGGCTGAGAAGCATTTCGGCACACTTGCTGATCCAGAATCTAGTTTGCGAGAAGTTTCCACTACCTAG</td>
<td></td>
</tr>
<tr>
<td>ssc-miR-24 forward primer</td>
<td>GTGCCGTTAAGCTGAGTTTTGGCTGACACTGGCTGCTTCAGCAAGCGC</td>
<td>AAGC</td>
</tr>
<tr>
<td>ssc-miR-24 reverse primer</td>
<td>CCGGGCTGTTTCTGAGACACTGATGCACAAATCAGGTTTTCCAGAGCTTCAGCGCAGCGCATG</td>
<td></td>
</tr>
<tr>
<td>ssc-miR-146a forward primer</td>
<td>CGCTGAGAATCCATGCGGTTGGTGCATTGTGCAGACCTGTGAGTTTACTTCTTCTTG</td>
<td>TGG</td>
</tr>
<tr>
<td>ssc-miR-146a reverse primer</td>
<td>CCGGCCAAGAAGAAACTAAAATCTTACAGGCTGACAAGCACAAACACATGGAATTTCAGTTCAGGCAGCATG</td>
<td></td>
</tr>
<tr>
<td>scrambled control forward primer</td>
<td>CGCAGTGCTGCACTACTAAATATGCATGAAAGCAGATGTCAGATATTAGTGAGTGCG</td>
<td>AACTGTGGTGG</td>
</tr>
<tr>
<td>scrambled control reverse primer</td>
<td>CCGGCAACTGATCGCACTAAATATGCTGCTGACTGCTTGGCTTGCAGATATTAGTGAGTG</td>
<td>TGG</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>porcine primers for target region cloning</th>
<th>Forward Primer</th>
<th>Reverse Primer</th>
</tr>
</thead>
<tbody>
<tr>
<td>GBP1-F</td>
<td>CCCTCGAGATGACTGGCAGCTGGGTGATAA</td>
<td></td>
</tr>
<tr>
<td>GBP1-R</td>
<td>GGGCGGCGCCAGCTTCCCATAATTACCTAG</td>
<td></td>
</tr>
<tr>
<td>IRG6-1F</td>
<td>CCCTCGAGATTTAGAAATAGTCCACA</td>
<td></td>
</tr>
<tr>
<td>IRG6-1R</td>
<td>GGGCGGCGCCAGATTTGAGTTAAGTG</td>
<td></td>
</tr>
<tr>
<td>Table 4.1 continued</td>
<td></td>
<td></td>
</tr>
<tr>
<td>---------------------</td>
<td>-----------------</td>
<td></td>
</tr>
<tr>
<td>CD4-F</td>
<td>CCCTCGAGTCTCAGATCAAGAGACTCC</td>
<td></td>
</tr>
<tr>
<td>CD4-R</td>
<td>GGCGGCGCCTGATGGTGCCTTTGAGCTAGT</td>
<td></td>
</tr>
<tr>
<td>CD80-F</td>
<td>CCCTCGAGAATGAGATGGAGAGAGAAG</td>
<td></td>
</tr>
<tr>
<td>CD80-R</td>
<td>GGCGGCGCCTGATGGTGCCTTTGAGCTAGT</td>
<td></td>
</tr>
<tr>
<td>ICAM1-F</td>
<td>CCCTCGAGACCCATGAACTTACGACAC</td>
<td></td>
</tr>
<tr>
<td>ICAM1-R</td>
<td>GGCGGCGCCTGATGGTGCCTTTGAGCTAGT</td>
<td></td>
</tr>
<tr>
<td>CCR1-F</td>
<td>CCCTCGAGTTGAGGCTCCCTCAGAGAC</td>
<td></td>
</tr>
<tr>
<td>CCR1-R</td>
<td>GGCGGCGCCTGATGGTGCCTTTGAGCTAGT</td>
<td></td>
</tr>
<tr>
<td>DD58-F</td>
<td>CCCTCGAGAATGAGATGGAGAGAGAAG</td>
<td></td>
</tr>
<tr>
<td>DD58-R</td>
<td>GGCGGCGCCTGATGGTGCCTTTGAGCTAGT</td>
<td></td>
</tr>
<tr>
<td>CCR3-F</td>
<td>CCCTCGAGGAGCTGAGCTCCCTCAGAGAC</td>
<td></td>
</tr>
<tr>
<td>CCR3-R</td>
<td>GGCGGCGCCTGATGGTGCCTTTGAGCTAGT</td>
<td></td>
</tr>
<tr>
<td>CCR5-F</td>
<td>CCCTCGAGATGGAGATGGAGAGAGAAG</td>
<td></td>
</tr>
<tr>
<td>CCR5-R</td>
<td>GGCGGCGCCTGATGGTGCCTTTGAGCTAGT</td>
<td></td>
</tr>
<tr>
<td>IL17RB-F</td>
<td>CCCTCGAGACCATACCAACCTCATAGAG</td>
<td></td>
</tr>
<tr>
<td>IL17RB-R</td>
<td>GGCGGCGCCTGATGGTGCCTTTGAGCTAGT</td>
<td></td>
</tr>
<tr>
<td>RANKL-F</td>
<td>CCCTCGAGAATGAGATGGAGAGAGAAG</td>
<td></td>
</tr>
<tr>
<td>RANKL-R</td>
<td>GGCGGCGCCTGATGGTGCCTTTGAGCTAGT</td>
<td></td>
</tr>
<tr>
<td>JAK1-F</td>
<td>CCCTCGAGAGCTTTAATGAGGCTAGAGA</td>
<td></td>
</tr>
<tr>
<td>JAK1-R</td>
<td>GGCGGCGCCTGATGGTGCCTTTGAGCTAGT</td>
<td></td>
</tr>
<tr>
<td>IFNGR2-F</td>
<td>CCCTCGAGAATGAGATGGAGAGAGAAG</td>
<td></td>
</tr>
<tr>
<td>IFNGR2-R</td>
<td>GGCGGCGCCTGATGGTGCCTTTGAGCTAGT</td>
<td></td>
</tr>
<tr>
<td>STAT6-F</td>
<td>CCCTCGAGAATGAGATGGAGAGAGAAG</td>
<td></td>
</tr>
<tr>
<td>STAT6-R</td>
<td>GGCGGCGCCTGATGGTGCCTTTGAGCTAGT</td>
<td></td>
</tr>
<tr>
<td>ATP1A1-F</td>
<td>CCCTCGAGAATGAGATGGAGAGAGAAG</td>
<td></td>
</tr>
<tr>
<td>ATP1A1-R</td>
<td>GGCGGCGCCTGATGGTGCCTTTGAGCTAGT</td>
<td></td>
</tr>
<tr>
<td>ATP1A2-R</td>
<td>GGCGGCGCCTGATGGTGCCTTTGAGCTAGT</td>
<td></td>
</tr>
<tr>
<td>IL12A-147F</td>
<td>CCCTCGAGAATGAGATGGAGAGAGAAG</td>
<td></td>
</tr>
<tr>
<td>IL12A-147R</td>
<td>GGCGGCGCCTGATGGTGCCTTTGAGCTAGT</td>
<td></td>
</tr>
<tr>
<td>CSF2-F</td>
<td>CCCTCGAGAATGAGATGGAGAGAGAAG</td>
<td></td>
</tr>
<tr>
<td>CSF2-R</td>
<td>GGCGGCGCCTGATGGTGCCTTTGAGCTAGT</td>
<td></td>
</tr>
<tr>
<td>NIT1-F</td>
<td>CCCTCGAGAATGAGATGGAGAGAGAAG</td>
<td></td>
</tr>
<tr>
<td>NIT1-R</td>
<td>GGCGGCGCCTGATGGTGCCTTTGAGCTAGT</td>
<td></td>
</tr>
<tr>
<td>SMAP1L-F</td>
<td>CCCTCGAGAATGAGATGGAGAGAGAAG</td>
<td></td>
</tr>
<tr>
<td>SMAP1L-R</td>
<td>GGCGGCGCCTGATGGTGCCTTTGAGCTAGT</td>
<td></td>
</tr>
<tr>
<td>PLA2G6-F</td>
<td>CCCTCGAGAATGAGATGGAGAGAGAAG</td>
<td></td>
</tr>
<tr>
<td>PLA2G6-R</td>
<td>GGCGGCGCCTGATGGTGCCTTTGAGCTAGT</td>
<td></td>
</tr>
<tr>
<td>TPSN-F</td>
<td>CCCTCGAGAATGAGATGGAGAGAGAAG</td>
<td></td>
</tr>
<tr>
<td>TPSN-R</td>
<td>GGCGGCGCCTGATGGTGCCTTTGAGCTAGT</td>
<td></td>
</tr>
<tr>
<td>SNAPIN-1F</td>
<td>CCCTCGAGAATGAGATGGAGAGAGAAG</td>
<td></td>
</tr>
<tr>
<td>SNAPIN-1R</td>
<td>GGCGGCGCCTGATGGTGCCTTTGAGCTAGT</td>
<td></td>
</tr>
<tr>
<td>SNAPIN-2R</td>
<td>GGCGGCGCCTGATGGTGCCTTTGAGCTAGT</td>
<td></td>
</tr>
<tr>
<td>Primer</td>
<td>Sequence</td>
<td></td>
</tr>
<tr>
<td>----------------</td>
<td>---------------------------------------------</td>
<td></td>
</tr>
<tr>
<td>SNAPIN-2F</td>
<td>CCCTCGAGTACATACTCATCAGGCCCAC</td>
<td></td>
</tr>
<tr>
<td>HZF3-F</td>
<td>CCCTCGAGGAGTATGAGGAATGTATTTG</td>
<td></td>
</tr>
<tr>
<td>HZF3-R</td>
<td>GGGCGGCCCGCCTAATTTATAGCATGATT</td>
<td></td>
</tr>
<tr>
<td>SP1-F</td>
<td>CCCTCGAGTGAAGTAACTCAAGTGGT</td>
<td></td>
</tr>
<tr>
<td>SP1-R</td>
<td>GGGCGGCCGAGCTCCTGTGACAAAGATACCA</td>
<td></td>
</tr>
<tr>
<td>PBXIP1-F</td>
<td>CCCTCGAGGATCTTGTCTGAGATTTG</td>
<td></td>
</tr>
<tr>
<td>PBXIP1-R</td>
<td>GGGCGGCCGAGATCTTGTCTGAGATTTG</td>
<td></td>
</tr>
<tr>
<td>C1QTNF3-1F</td>
<td>CCCTCGAGTCGATCTCTGCCTTCGAGATTAATG</td>
<td></td>
</tr>
<tr>
<td>C1QTNF3-2R</td>
<td>GGGCGGCCGAGATCTCTGAGATTAATG</td>
<td></td>
</tr>
<tr>
<td>C1QTNF3-1R</td>
<td>GGGCGGCCGAGATCTCTGAGATTAATG</td>
<td></td>
</tr>
<tr>
<td>C1QTNF3-2F</td>
<td>CCCTCGAGATCTCTGCCTTCGAGATTAATG</td>
<td></td>
</tr>
<tr>
<td>CCNK-F</td>
<td>CCCTCGAGGAGTATGAGGAATGTATGG</td>
<td></td>
</tr>
<tr>
<td>CCNK-R</td>
<td>GGGCGGCCGAGATCTCTGAGATTAATG</td>
<td></td>
</tr>
<tr>
<td>CD47-F</td>
<td>CCCTCGAGGAGTATGAGGAATGTATGG</td>
<td></td>
</tr>
<tr>
<td>CD47-R</td>
<td>GGGCGGCCGAGATCTCTGAGATTAATG</td>
<td></td>
</tr>
<tr>
<td>PSMD5-F</td>
<td>CCCTCGAGGAGTATGAGGAATGTATGG</td>
<td></td>
</tr>
<tr>
<td>PSMD5-R</td>
<td>GGGCGGCCGAGATCTCTGAGATTAATG</td>
<td></td>
</tr>
<tr>
<td>MAFB-F</td>
<td>CCCTCGAGGAGTATGAGGAATGTATGG</td>
<td></td>
</tr>
<tr>
<td>MAFB-R</td>
<td>GGGCGGCCGAGATCTCTGAGATTAATG</td>
<td></td>
</tr>
<tr>
<td>EDRF1-F</td>
<td>CCCTCGAGGAGTATGAGGAATGTATGG</td>
<td></td>
</tr>
<tr>
<td>EDRF1-R</td>
<td>GGGCGGCCGAGATCTCTGAGATTAATG</td>
<td></td>
</tr>
<tr>
<td>IRG6-2F</td>
<td>CCCTCGAGGAGTATGAGGAATGTATGG</td>
<td></td>
</tr>
<tr>
<td>IRG6-2R</td>
<td>GGGCGGCCGAGATCTCTGAGATTAATG</td>
<td></td>
</tr>
<tr>
<td>IRG6-3F</td>
<td>CCCTCGAGGAGTATGAGGAATGTATGG</td>
<td></td>
</tr>
<tr>
<td>IRG6-3R</td>
<td>GGGCGGCCGAGATCTCTGAGATTAATG</td>
<td></td>
</tr>
<tr>
<td>IL1A-F</td>
<td>CCCTCGAGGAGTATGAGGAATGTATGG</td>
<td></td>
</tr>
<tr>
<td>IL1A-R</td>
<td>GGGCGGCCGAGATCTCTGAGATTAATG</td>
<td></td>
</tr>
<tr>
<td>IL1B-F</td>
<td>CCCTCGAGGAGTATGAGGAATGTATGG</td>
<td></td>
</tr>
<tr>
<td>IL1B-R</td>
<td>GGGCGGCCGAGATCTCTGAGATTAATG</td>
<td></td>
</tr>
<tr>
<td>IL13-F</td>
<td>CCCTCGAGGAGTATGAGGAATGTATGG</td>
<td></td>
</tr>
<tr>
<td>IL13-R</td>
<td>GGGCGGCCGAGATCTCTGAGATTAATG</td>
<td></td>
</tr>
<tr>
<td>IL12A-24F</td>
<td>CCCTCGAGGAGTATGAGGAATGTATGG</td>
<td></td>
</tr>
<tr>
<td>IL12A-24R</td>
<td>GGGCGGCCGAGATCTCTGAGATTAATG</td>
<td></td>
</tr>
<tr>
<td>Pig#</td>
<td>Stage</td>
<td>U</td>
</tr>
<tr>
<td>-------</td>
<td>-------</td>
<td>----</td>
</tr>
<tr>
<td>1</td>
<td>0hpi</td>
<td>959,032</td>
</tr>
<tr>
<td>2</td>
<td>0hpi</td>
<td>784,659</td>
</tr>
<tr>
<td>3</td>
<td>0hpi</td>
<td>837,944</td>
</tr>
<tr>
<td>1</td>
<td>12hpi-U</td>
<td>1,107,968</td>
</tr>
<tr>
<td>1</td>
<td>12hpi-I</td>
<td>835,635</td>
</tr>
<tr>
<td>2</td>
<td>12hpi-U</td>
<td>877,405</td>
</tr>
<tr>
<td>2</td>
<td>12hpi-I</td>
<td>925,267</td>
</tr>
<tr>
<td>3</td>
<td>12hpi-U</td>
<td>975,776</td>
</tr>
<tr>
<td>3</td>
<td>12hpi-I</td>
<td>704,925</td>
</tr>
<tr>
<td>1</td>
<td>24hpi-U</td>
<td>941,306</td>
</tr>
<tr>
<td>1</td>
<td>24hpi-I</td>
<td>763,441</td>
</tr>
<tr>
<td>2</td>
<td>24hpi-U</td>
<td>773,521</td>
</tr>
<tr>
<td>2</td>
<td>24hpi-I</td>
<td>1,009,128</td>
</tr>
<tr>
<td>3</td>
<td>24hpi-U</td>
<td>723,461</td>
</tr>
<tr>
<td>3</td>
<td>24hpi-I</td>
<td>873,303</td>
</tr>
<tr>
<td>1</td>
<td>48hpi-U</td>
<td>971,660</td>
</tr>
<tr>
<td>1</td>
<td>48hpi-I</td>
<td>837,838</td>
</tr>
<tr>
<td>2</td>
<td>48hpi-U</td>
<td>936,687</td>
</tr>
<tr>
<td>2</td>
<td>48hpi-I</td>
<td>880,547</td>
</tr>
<tr>
<td>3</td>
<td>48hpi-U</td>
<td>907,033</td>
</tr>
<tr>
<td>3</td>
<td>48hpi-I</td>
<td>927,701</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>18,554,237</strong></td>
<td><strong>13,204,508</strong></td>
</tr>
</tbody>
</table>

*Library names are given as the pig#, stage on infection and state of infection: U=mock-infected and I=PRRSV VR-2332 infected at an M.O.I. of 10

**Phred score≥20 over the entire read
Table 4.3. The number of known porcine and homologus miRNAs identified in small RNA libraries generated from mock or PRRSV VR-2332 infected SAMs

<table>
<thead>
<tr>
<th>Library</th>
<th># of known porcine miRNAs</th>
<th># reads representing porcine miRNAs</th>
<th># of known homologous miRNAs</th>
<th># reads representing homologous miRNAs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pig#1 0hpi</td>
<td>124</td>
<td>120700</td>
<td>212</td>
<td>19069</td>
</tr>
<tr>
<td>Pig#2 0hpi</td>
<td>115</td>
<td>70198</td>
<td>235</td>
<td>17932</td>
</tr>
<tr>
<td>Pig#3 0hpi</td>
<td>120</td>
<td>56718</td>
<td>219</td>
<td>14553</td>
</tr>
<tr>
<td>Pig#1 12hpi-U</td>
<td>123</td>
<td>124102</td>
<td>255</td>
<td>33364</td>
</tr>
<tr>
<td>Pig#1 12hpi-I</td>
<td>122</td>
<td>91554</td>
<td>231</td>
<td>26065</td>
</tr>
<tr>
<td>Pig#2 12hpi-U</td>
<td>116</td>
<td>111530</td>
<td>247</td>
<td>35226</td>
</tr>
<tr>
<td>Pig#2 12hpi-I</td>
<td>112</td>
<td>77920</td>
<td>227</td>
<td>20595</td>
</tr>
<tr>
<td>Pig#3 12hpi-U</td>
<td>112</td>
<td>50845</td>
<td>203</td>
<td>19044</td>
</tr>
<tr>
<td>Pig#3 12hpi-I</td>
<td>104</td>
<td>33714</td>
<td>187</td>
<td>12847</td>
</tr>
<tr>
<td>Pig#1 24hpi-U</td>
<td>116</td>
<td>92024</td>
<td>238</td>
<td>21238</td>
</tr>
<tr>
<td>Pig#1 24hpi-I</td>
<td>112</td>
<td>51803</td>
<td>212</td>
<td>14970</td>
</tr>
<tr>
<td>Pig#2 24hpi-U</td>
<td>117</td>
<td>101348</td>
<td>236</td>
<td>25735</td>
</tr>
<tr>
<td>Pig#2 24hpi-I</td>
<td>124</td>
<td>173166</td>
<td>262</td>
<td>40656</td>
</tr>
<tr>
<td>Pig#3 24hpi-U</td>
<td>108</td>
<td>43253</td>
<td>205</td>
<td>12191</td>
</tr>
<tr>
<td>Pig#3 24hpi-I</td>
<td>105</td>
<td>30216</td>
<td>187</td>
<td>8703</td>
</tr>
<tr>
<td>Pig#1 48hpi-U</td>
<td>117</td>
<td>140903</td>
<td>240</td>
<td>40198</td>
</tr>
<tr>
<td>Pig#1 48hpi-I</td>
<td>112</td>
<td>77920</td>
<td>227</td>
<td>20595</td>
</tr>
<tr>
<td>Pig#2 48hpi-U</td>
<td>112</td>
<td>125832</td>
<td>230</td>
<td>33923</td>
</tr>
<tr>
<td>Pig#2 48hpi-I</td>
<td>119</td>
<td>143550</td>
<td>260</td>
<td>36843</td>
</tr>
<tr>
<td>Pig#3 48hpi-U</td>
<td>119</td>
<td>89174</td>
<td>230</td>
<td>26631</td>
</tr>
<tr>
<td>Pig#3 48hpi-I</td>
<td>113</td>
<td>92986</td>
<td>217</td>
<td>27917</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>1,899,456</strong></td>
<td><strong>508,295</strong></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 4.4. Significant differentially expressed miRNAs at 12hpi, 24hpi, and 48hpi in PRRSV infected SAMs

<table>
<thead>
<tr>
<th></th>
<th>12hpi</th>
<th></th>
<th>24hpi</th>
<th></th>
<th>48hpi</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>miRNA</td>
<td>Log FC*</td>
<td>p-value</td>
<td>miRNA</td>
<td>Log FC*</td>
<td>p-value</td>
<td>miRNA</td>
</tr>
<tr>
<td>miR-451</td>
<td>-2.3053</td>
<td>1.38E-10</td>
<td>miR-29b*</td>
<td>-4.2215</td>
<td>2.95E-10</td>
<td>miR-30b-3p</td>
</tr>
<tr>
<td>miR-212</td>
<td>2.7793</td>
<td>6.73E-05</td>
<td>miR-30a-3p</td>
<td>3.1645</td>
<td>2.66E-09</td>
<td>miR-222*</td>
</tr>
<tr>
<td>miR-30a-3p</td>
<td>1.8506</td>
<td>0.000247</td>
<td>miR-9-2</td>
<td>3.2710</td>
<td>5.85E-09</td>
<td>miR-362-3p</td>
</tr>
<tr>
<td>miR-132</td>
<td>1.2390</td>
<td>0.000969</td>
<td>miR-29b-2*</td>
<td>2.3750</td>
<td>7.00E-06</td>
<td>miR-9-2</td>
</tr>
<tr>
<td>miR-27b*</td>
<td>-1.0012</td>
<td>0.002566</td>
<td>miR-27a</td>
<td>-0.6524</td>
<td>0.12779</td>
<td>let-7c</td>
</tr>
<tr>
<td>miR-193a</td>
<td>1.3993</td>
<td>0.005037</td>
<td>miR-380-3p</td>
<td>7.1000</td>
<td>0.13954</td>
<td>miR-2904</td>
</tr>
<tr>
<td>miR-144</td>
<td>-6.0776</td>
<td>0.009675</td>
<td>miR-7*</td>
<td>-6.0323</td>
<td>0.24055</td>
<td>miR-27b*</td>
</tr>
<tr>
<td>miR-98*</td>
<td>6.7175</td>
<td>0.010022</td>
<td>miR-146a</td>
<td>6.0397</td>
<td>0.24055</td>
<td>miR-3555</td>
</tr>
<tr>
<td>miR-450b-5p</td>
<td>-1.1018</td>
<td>0.012519</td>
<td>miR-1306</td>
<td>-1.2961</td>
<td>0.030115</td>
<td>miR-219-5p</td>
</tr>
<tr>
<td>miR-146a</td>
<td>0.7948</td>
<td>0.013856</td>
<td>miR-132*</td>
<td>1.6283</td>
<td>0.03028</td>
<td>miR-30d*</td>
</tr>
<tr>
<td>miR-130b*</td>
<td>3.1070</td>
<td>0.017761</td>
<td>miR-24</td>
<td>-2.8016</td>
<td>0.031308</td>
<td>miR-365-5p</td>
</tr>
<tr>
<td>miR-99a</td>
<td>-1.6808</td>
<td>0.021217</td>
<td>miR-147</td>
<td>-6.3432</td>
<td>0.037235</td>
<td>miR-500</td>
</tr>
<tr>
<td>miR-362</td>
<td>-0.7871</td>
<td>0.023627</td>
<td>miR-18</td>
<td>-0.9048</td>
<td>0.040609</td>
<td></td>
</tr>
<tr>
<td>miR-374a</td>
<td>-1.7926</td>
<td>0.026362</td>
<td>miR-132</td>
<td>0.6813</td>
<td>0.042978</td>
<td></td>
</tr>
<tr>
<td>miR-181c*</td>
<td>1.1261</td>
<td>0.029184</td>
<td>miR-331-5p</td>
<td>0.8473</td>
<td>0.044026</td>
<td></td>
</tr>
<tr>
<td>miR-29b*</td>
<td>1.2232</td>
<td>0.03123</td>
<td>miR-192</td>
<td>1.3390</td>
<td>0.037039</td>
<td></td>
</tr>
<tr>
<td>miR-223*</td>
<td>-0.6014</td>
<td>0.038478</td>
<td>miR-27c</td>
<td>-6.3416</td>
<td>0.043774</td>
<td></td>
</tr>
</tbody>
</table>
Table 4.5. Computationally predicted porcine miR-24 target sites.

<table>
<thead>
<tr>
<th>Symbol/GI</th>
<th>miRNA : mRNA (3’UTR) interaction</th>
<th>Score/Energy (kcal/mol)</th>
<th>Binding site</th>
</tr>
</thead>
<tbody>
<tr>
<td>IL1A/1987</td>
<td>3’ gACAAGGACGACUUGACUCGGu 5’</td>
<td>165/-23.1</td>
<td>1493-1513</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>931-959</td>
</tr>
<tr>
<td></td>
<td>3’ gacaAGGA-CGACUUGACUCGGu 5’</td>
<td>154/-22.8</td>
<td></td>
</tr>
<tr>
<td>IL1B/47522925</td>
<td>3’ gacaAGGA--CG-----ACUUGACUCGGu 5’</td>
<td>153/-21</td>
<td>1061-1089</td>
</tr>
<tr>
<td>IL13/189176150</td>
<td>3’ gacoAGGA---CGA---CUUGACUCGGu 5’</td>
<td>151/-18.9</td>
<td>581-606</td>
</tr>
<tr>
<td>IRG6/</td>
<td>3’ gacaAGGACG--ACUU----GACUCGGu 5’</td>
<td>142/-18.1</td>
<td>1737-1763</td>
</tr>
<tr>
<td></td>
<td>5’ gGTGTT--TGTAGAAACAAACACTTGAGCCt 3’</td>
<td>140/-22.2</td>
<td>2058-2077</td>
</tr>
<tr>
<td></td>
<td>3’ GACAAGGACG--ACUU----GACUCGGu 5’</td>
<td>135/-17.6</td>
<td>2683-2713</td>
</tr>
<tr>
<td>GBP1/166202345</td>
<td>3’ GACAAGGACGACUUGACUCGGu 5’</td>
<td>144/-17.8</td>
<td>2956-2973</td>
</tr>
<tr>
<td>IL12A/47522811</td>
<td>3’ GACAAGGACG--ACUU----GACUCGGu 5’</td>
<td>136/-20.1</td>
<td>1248-1275</td>
</tr>
<tr>
<td>CD4/47641126</td>
<td>3’ gacaAGGACGACUUGACUCGGu 5’</td>
<td>138/-18.6</td>
<td>2652-2673</td>
</tr>
<tr>
<td>CD80/55742787</td>
<td>3’ GACAAGGACGACUUGACUCGGu 5’</td>
<td>146/-19.7</td>
<td>1606-1636</td>
</tr>
<tr>
<td>ICAM1/55742637</td>
<td>3’ GACAAGGACGACUUGACUCGGu 5’</td>
<td>167/-21.7</td>
<td>1855-1876</td>
</tr>
<tr>
<td>CCR1/44890871</td>
<td>3’ gacaAGGACGAC--UGACUCGGu 5’</td>
<td>139/-16.8</td>
<td>2398-2422</td>
</tr>
</tbody>
</table>
Table 4.6. Computationally predicted porcine miR-147 target sites.

<table>
<thead>
<tr>
<th>Symbol / GI</th>
<th>miRNA : mRNA (3' UTR) interaction</th>
<th>Score/ Energy (kcal/mol)</th>
<th>Binding site</th>
</tr>
</thead>
</table>
Table 4.7. Computationally predicted porcine miR-146a target sites.

<table>
<thead>
<tr>
<th>Symbol/GI</th>
<th>miRNA : mRNA (3’UTR) interaction</th>
<th>Score/ Energy (kcal/mol)</th>
<th>Binding site</th>
</tr>
</thead>
</table>
| C1QTNF3/1972/4719516 | 3’ uuGGGUACCUCUAAAGUCAGAAGU 5’  
5’ ttCCCCA---AAAAATCAGTTCTCA 3’  
3’ uuGGGUACC----UUAAGUCAGAAGU 5’  
5’ tcCTCATGGATACTAGTGTTGTTT 3’ | 169/-21.7  
141/-21.2  
2325-2344  
2015-2041 | |
| CD47/47522789 | 3’ uuGGGU--ACCUUAAGUCAGAAGU 5’  
5’ tGCCCAATTGAGATCCAGTTCTT 3’ | 155/-18.9  
147/-18.9  
1257-1280 | |
| MAFB/194033944 | 3’ uuGGGUACCUCUAAAGUCAGAAGU 5’  
5’ AAAGGTATTTTTTAGTTCTCA 3’  
3’ uuGGGUACCUCUAAAGUCAGAAGU 5’  
5’ ctCCCGT----TTTAGTTCTCA 3’ | 159/-17.8  
147/-18.9  
2607-2628  
2015-2032 | |
| C9/86604372 | 3’ uuGGGUACCUCUAAAGUCAGAAGU 5’  
5’ ctCTATGGTTTCCAGTTCTT 3’ | 140/-20.4  
136/-18  
1960-1981  
2299-2320 | |
| HZ3/19403551 | 3’ uuGGGUAC-CUUAAGUCAGAAGU 5’  
5’ AACCC-TGTTCA---AGTTCTCA 3’  
3’ uuGGGUACC-UCUAAGUCAGAAGU 5’  
5’ tACCAGTGGCAAGGCAGTTCTT 3’ | 167/-20.8  
153/-20.8  
3433-3451  
3804-3826 | |
| SPI/194037363 | 3’ uuGGGUACC-CUUAAGUCAGAAGU 5’  
5’ AACCC-TGTTCA---AGTTCTCA 3’  
3’ uuGGGUACC-UCUAAGUCAGAAGU 5’  
5’ tACCAGTGGCAAGGCAGTTCTT 3’ | 167/-20.8  
153/-20.8  
3433-3451  
3804-3826 | |
| PBXIP1/194036092 | 3’ uuGGGUACCUCUAAAGUCAGAAGU 5’  
5’ tGCCCAATTGAGATCCAGTTCTT 3’ | 136/-18  
136/-18  
2299-2320 | |
| PSMDS/194033944 | 3’ uuGGGUACCUCUAAAGUCAGAAGU 5’  
5’ GAACCA--GA---GAGTTCTCA 3’  
3’ uuGGGUACCUCUAAAGUCAGAAGU 5’  
5’ GAACCA--GAGTTCTCA 3’ | 156/-17.2  
156/-17.2  
1443-1459 | |
| EDRF/194041642 | 3’ uuGGGUACCUCUAAAGUCAGAAGu 5’  
5’ tGCCCAATTGAGATCCAGTTCTTc 3’ | 162/-22.6  
162/-22.6  
1866-1885 | |
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Chapter Five: Conclusions and Future Directions

It has been more than one hundred years since the initial discovery of viruses. During this time thousands of viruses have been and continue to be discovered. Viruses are diverse, exhibiting broad host ranges, pathogenicities, etc. However, a shared feature of all viruses is the complexity of their relationships with their cellular hosts. Viruses must utilize various components of the host cell for completion of their life cycle, while at the same time trying to evade detection. On the flip side the host cell tries to minimize the damage done by the invading virus, often by inducing cell death.

All viruses, at some stage of their infection cycles, must interact with cellular transport machinery. First, in order to enter a cell, a virus has to bind to the proper receptor(s) on the cell surface. Upon entry via one of several different mechanisms, the viral genome must be carried to the appropriate site of genome replication and virus progeny production. Nascent virus particles then must exit the cell. Knowledge of how a virus interacts with its cellular host is critical in understanding viral pathogenesis and in developing more efficient prevention strategies.

To develop a better understanding of interaction between PRRSV with its intracellular environment we performed a yeast two-hybrid screening to identify cellular interacting partners of its two major envelope proteins GP5 and M. We determined that both GP5 and M interact with snapin, a member of the SNARE membrane fusion complex. SNARE proteins are found in most eukaryotic cells and serve to position vesicles at target membranes and mediate fusion (Parpura and Mohideen 2008). Snapin is an accessory SNARE protein that
localizes to multiple cellular membranes and mediates both SNAP-23, a ubiquitous SNARE core protein, and SNAP-25, a neuron-specific SNARE core protein, vesicle trafficking (Buxton et al. 2003). To elucidate the functional role of the GP5/M/snapin interaction a snapin-specific siRNA was used to knock-down snapin expression in PRRSV infected cells. This siRNA-mediated knock-down of snapin resulted in decreased PRRSV replication as indicated by the reduction of both PRRSV N expression and reduced PRRSV titers in cells transfected with snapin-specific siRNA compared to cells transfected with a negative control. Future studies into the temporal and spatial specifics of GP5/M/snapin interaction should aid in determine the exact stage in which this interaction is essential. It will also be interesting to determine if the GP5/M/snapin interaction is a shared feature of arteriviruses and/or nidoviruses, in general, or if this is a unique feature of PRRSV. If the snapin interaction itself is not shared among other arteriviruses it is possible that they may still rely on the SNARE complex via interactions with other SNARE-associated proteins. As reviewed in chapter one numerous viruses have been shown to manipulation the SNARE membrane fusion machinery for virus trafficking.

To further characterize the interaction between PRRSV and its cellular host we profiled changes in cellular miRNA expression of the course of an in vitro PRRSV infection in swine alveolar macrophages. Most viruses induce changes in the cellular miRNAome upon infection (reviewed by Liber and Haas 2011). The changes are the results of either the virus manipulation or response of the host cell. It is well known that viruses usurp many host regulatory mechanisms for their own benefit. Therefore, it is not surprising that viruses have developed multiple ways of utilizing their hosts’ small RNA regulatory system. For example,
the liver specific miRNA, \textit{miR-122a} is a vital part of the hepatitis C virus replication (Jopling 2012). In addition some DNA viruses, in particular herpesviruses, encode their miRNAs, including orthologs to cellular miRNAs (Cullen 2011). From aspect of the host many cellular miRNAs have been shown to function in modulating the immune response. As miRNAs function as fine tuners of gene expression rather than robust regulators they are ideal for modulating the immune response. MiRNA-mediated regulation can be used to prevent a too robust response, while still allowing for sufficient immune gene expression. Also a single miRNA has the potential to regulate hundreds of genes allowing for a simple yet effective way to modulate related genes. We determined that expression of ~40 cellular miRNAs is altered within the first 48 hours of PRRSV infection in SAMs \textit{in vitro}. Analysis of the potential genes and pathways regulated by these differentially expressed miRNAs suggests that they are involved in regulating multiple cellular pathways including the immune related and intracellular trafficking pathways.

Interestingly we found that one of the differentially expressed \textit{miR-147}, which was significantly down regulated in PRRSV infected cells at 24hpi, likely regulates snapin expression. A decrease in \textit{miR-147} expression in PRRSV infected macrophages should result in a reciprocal increase in Snapin. The next steps into understanding the involvement of miRNA-mediated gene regulation during PRRSV infections will include determining the changes of the differentially expressed miRNAs identified in this study over the course of \textit{in vivo} PRRSV infections. As miRNA research has grown exponentially in the last few years, there are a few commercially available options for elucidating miRNA functions. These
include synthetic mimics and inhibitors that can be used to over-express or reduce miRNA binding ability, respectively. Future studies in which miRNAs are experimentally altered using these mimics and inhibitors should clarify the functional roles they play in PRRSV infections in SAMs. It will be particularly interesting to determine if miR-147 over-expression in PRRSV infected SAMs alters virus production and/or intracellular transport.
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