
ABSTRACT

SAWYER, MEGAN ELIZABETH. Compartmentalizing the Sunlight Vitamin: Physiologically
Based Pharmacokinetic Modeling and Vitamin D. (Under the direction of Hien T Tran
and Marina V Evans.)

Increasing levels of vitamin D deficiency are seen in modern society, and as a result,

use of vitamin D supplements are increasing. A question raised, and not yet answered, is

how much supplementation would be enough. One method of answering this is through the

use of physiologically-based pharmacokinetic (PBPK) modeling techniques to predict the

effects of supplementation on a general population. In this work, we develop a PBPK model

of the vitamin D metabolic cascade. The background of the model follows the standard

PBPK model structure; however, we make several modifications to more accurately

represent the observed biology of the vitamin D cascade. The resulting model considers

daily dosing both through diet and supplementation. Parameter estimates are constrained

to available literature bounds and the resulting PBPK model fits three separate dose

levels.

Within the calibration of the PBPK model, we perform sensitivity analysis to determine

which parameters most influence and contribute to model output. As sensitivity may not

constitute identifiability, we use several techniques to select a subset of parameters that

are estimable and identifiable, and optimize for model fit to available data over these

parameters. Several optimization algorithms are considered.

Implications of this work include: Predictive capability for physiological dosage levels

for subpopulations, such as age or gender-restricted populations; complete set-up for the

addition of sunlight exposure routes; and the capability for coupling the PBPK model

with exposure-prediction models.
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Chapter 1:

Introduction

One only has to do a brief search in the news to find evidence that vitamin D is a hot topic.

Nicknamed the “sunlight vitamin” because of its synthesis from UV exposure, vitamin

D has been linked to everything from cardiovascular health to respiratory wellness to

prevention of obesity (Vitamin D Council, 2013). As the Industrial Revolution led to an

increasing amount of the workday spent indoors, adults and children alike began to show

symptoms of vitamin D deficiency. In addition, This trend has continued into present

day: With the advent of new technology such as air conditioning and entertainment

systems, it is suggested that the average American spends 93% of every 24-hour period

indoors (Wagner et al., 2008). This change in lifestyle, and by proxy sunlight exposure, has

individuals increasingly turning to over-the-counter vitamin D supplements to augment

what little sunlight exposure they get. Despite the free availability of sunlight, almost

33% of the US population is either deficient or at risk for vitamin D deficiency (Looker

et al., 2011) and similar results can be seen worldwide (Holick, 2007; Lips, 2010). The

question is now raised: How much supplementation is necessary to maintain adequate
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levels of vitamin D?

Every individual will have a distinct response to a dose of medication because of

differences in absorption, distribution, metabolism, and excretion (ADME) of the substance.

However, the behavior of a compound, such as vitamin D, can be described for a general

population using physiologically-based pharmacokinetic (PBPK) models. PBPK modeling

is a mathematically-based modeling technique that takes physiological constraints–such

as tissue volume, blood flows, and metabolism rates–and couples these parameters with

chemical properties of the compound of interest. With this powerful combination, PBPK

models can predict ADME information for a general–or a specific–population, including

response to different exposure routes and dose levels.

With such modeling techniques available at our fingertips, it is expected that a

mathematical model with the capability to predict ADME information exists for vitamin

D; however, this is not the case. The majority of mathematical models that exist for

vitamin D focus on the interplay between vitamin D (and/or its metabolites) and other

compounds (Dunn, 1988; Chun et al., 2012), either look at seasonal variation due to

sunlight exposure (Holick, 1987; Diffey, 2010; Krzyścin et al., 2011), or are models that

look specifically at the kinetics of solar absorption, and tangentially, vitamin D (Olds

et al., 2008). No PBPK model of the vitamin D metabolic cascade is available.

This work constructs a PBPK model for vitamin D, with a focus on oral supplementa-

tion of vitamin D without sunlight exposure. Several studies exist that restrict sunlight

exposure as part of experimental design; we focus on an experiment that investigates

a daily dose of vitamin D at common supplementation levels (Fisk et al., 2012). By

choosing this type of study design, we can more accurately reflect the behavior of a typical

individual with the constructed PBPK model.

This dissertation is organized as follows: In Chapter 2, we introduce the essential
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biological background of vitamin D and its metabolic cascade. A significant portion of this

chapter is devoted to the enzymes involved in the pathway; understanding the complexities

of the pathway is the key to determining appropriate changes for the model. Chapter 3

leads us into a description of physiologically-based pharmacokinetic (PBPK) modeling

techniques and these techniques applied to the vitamin D cascade. We first detail the

basic PBPK model before introducing several adaptions based on observed biological

phenomena, such as the lack of steady-state compartment conditions for the adipose tissue

partition coefficients. We then demonstrate the existence and uniqueness of solutions to

the full PBPK model. In Chapter 4, we describe the methodologies for model validation

and calibration; these discussions include background on identifiability and estimability,

and includes our method for parameter estimation. This method includes a discussion of

sensitivity analysis and subset selection which will determine the parameters than can be

estimated from data. We present the results from the parameter estimation procedure in

Chapter 5; within this chapter, we also demonstrate and justify the effects of each model

adaptation. Future research directions and conclusions can be found in Chapter 6.

A series of appendices is also included. Appendix A contains relevant tables not present

within the main body of this work, as well as a description of how we calculated our

initial conditions for the model. The calculation technique is novel, and specific to the

vitamin D metabolic cascade. Within Appendix B are discussions of the approximation

and optimization techniques used throughout this work. Finally, Appendix C contains

a summary of previous work on PBPK models. Each section in Appendix C is taken

from papers written in conjunction with undergraduate students in summer research

experiences.
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Chapter 2:

Biology and Kinetics of Vitamin D

Vitamin D and its metabolites serve a variety of regulatory functions in the body. From

regulating the sequestering of calcium to implications of the prevention of autoimmune

diseases, vitamin D plays an important role in daily function. This chapter discusses the

biology of vitamin D and the metabolites that we are interested in as well as the kinetics

behind the enzymes that are involved in the metabolic process. Each metabolite has a

particular function in the cascade, from supply to storage to regulation and activation,

and will be discussed in detail. Enzymes involved in the cascade range from single-function

enzymes, capable of one type of hydroxylation activity, to multi-function enzymes with

the capability to produce a variety of metabolites. This chapter will also discuss the

biology behind the activation and regulation of the metabolic process, with emphasis on

the regulatory functions of the vitamin D metabolite, 1,25(OH)2D.
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2.1 The Biology

With the onset of the Industrial Revolution, the average amount of sunlight exposure a

typical urban individual received decreased drastically. As a result, incidences of rickets–

characterized in children by severe growth retardation and bowing/bending of the bones,

and in adults by osteomalacia–skyrocketed to the point where an estimated 90% of

children in urban city centers had manifestations of rickets. The late 19th century brought

the hypothesis that lack of sunlight was to blame, and experimental evidence verified that

exposure to ultraviolet radiation resulted in a cure for rickets. Further experimentation

led to identification of vitamin D as the hormone involved in the process. The interested

reader is referred to (Holick, 2003; Wolf, 2004) for further perspective on the history of

vitamin D.

There are two types of vitamin D: ergocalciferol (D2) and cholecalciferol (D3). The

carbon-labeled molecular structures are shown in Figure 2.1; the difference between the

two molecules is circled in Figure 2.1a, occurring at the 24 carbon. Ergocalciferol is derived

through conversion of a precursor molecule in plants by ultraviolet (UV-B) radiation.

Cholecalciferol is produced in animals in the same fashion. There are several hypothesized

differences in binding affinities to transport proteins and metabolic enzymes due to the

distinct chemical structure. Indeed, some studies have suggested that D2 is not as effective

as a supplement as D3 (Houghton and Vieth, 2006), whereas Holick et al. (2008) has

suggested no difference in the absorption and utilization of D2 and D3. A review of studies

on the differences (or lack thereof) in metabolism of D2 and D3 can be found in Tripkovic

et al. (2012). However, at the tissue level, changes in the metabolism of D2 and D3 are

considered minor in that the biologic activities of the primary metabolite for both D2

and D3 are comparable (Bikle, 2009). We will follow the convention of not distinguishing
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between the two forms of vitamin D unless necessary; to simplify the discussion about

the metabolic kinetics and to reflect the data that is used to calibrate the model, we will

defer to D3 as the primary form of vitamin D. Thus, nomenclature for vitamin D and its

metabolites will follow the naming convention for D3.
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(b) Cholecalciferol (D3)

Figure 2.1: Carbon-numbered structures of vitamin D2 and vitamin D3. Note the red
circled area on the D2 molecule indicates the difference in the two structures.

Vitamin D plays a significant role in regulating calcium levels in the body, specifically

through actions of the vitamin D receptor (VDR) in target tissues. Levels of vitamin D

metabolites trigger VDR-regulated genes in the gut and bones to either release or absorb

calcium (Adams and Hewison, 2010). This direct correlation between vitamin D and

calcium makes it no surprise that the primary function of vitamin D is musculoskeletal

regulation. Deficiencies in vitamin D levels (and subsequently, its metabolites) lead

to rachitic symptoms in the form of “soft” bones and muscle weakness. Vitamin D is

also implicated in a variety of other systems, including the endocrine, immune, and

cardiovascular systems. Recent studies have brought vitamin D to light as a significant
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player in the generation of antimicrobial components, cellular function regulation, and

in the implication of prevention of diabetes and multiple sclerosis (Dusso et al., 2005;

Adams and Hewison, 2010; Zhu and DeLuca, 2012; Morán-Auth et al., 2013).

2.2 Kinetics

The primary action of an enzyme on vitamin D or one of its metabolites is the hydroxylation–

the addition of an oxygen-hydrogen (OH) side chain–of various carbon molecules. The

location of the new OH chain is given by the name of the metabolite; for example,

25(OH)D is the vitamin D molecule with a OH side chain added at the 25 carbon site, as

shown in Figure 2.2. Multiple hydroxylation points are distinguished by a comma in the

name of the metabolite, so 1,25(OH)2D has two OH side chains at the 1 and 25 carbons

whereas 24,25(OH)2D has the side chains at the 24 and 25 carbons. It is important to

note that some references use the naming scheme of “1α” to denote the carbon at the

1 position. The α indicates that the carbon mentioned is the first that attaches to the

functional group. Similarly, β denotes the second carbon attached. We will simplify our

notation and leave out the attachment order unless necessary.

The biologically-active compound in the vitamin D cascade is not vitamin D itself,

but rather one of its metabolites. Cholecalciferol is often considered to be the starting

point for the vitamin D cascade. This hormone is converted to calcifediol, also known

as 25(OH)D, in the first metabolic step. 25(OH)D is then converted to either the active

form calciferol (1,25(OH)2D), or to irrelevant metabolites not included in this model.

1,25(OH)2D is subsequently inactivated through a third step. This pathway, as well as

the names of the cytochrome P450 (CYP) enzymes involved in the pathway, is shown in

Figure 2.3. Hydroxyl chains that distinguish a metabolite from its parent compound are

7
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circled at each step.

There are a variety of compounds that have vitamin D in their metabolic lineage; we

have chosen to include only vitamin D and two of its metabolites. Table 2.1 indicates the

reasons for our focus on these compounds.

Table 2.1: Primary reasons for compound choices

Compound Reason for Inclusion

Vitamin D Primary source for metabolic cascade; dosing source for model data
obtained through diet and sunlight exposure.

25(OH)D Storage form of vitamin D; typical model data is given in terms of
concentration of 25(OH)D.

1,25(OH)2D Biologically-active form of vitamin D; involved in regulation of metabolic
pathway

2.2.1 Initial Activation

There are two typical routes of entry for vitamin D. The first (and primary) route is

through synthesis of the hormone in the skin. Vitamin D is created through the action of

UV-B radiation which controls the conversion of a precursor molecule, 7-dehydrocholesterol

(DHC), in the skin to pre-vitamin D, which is subsequently converted to cholecalciferol

through heat. This step is tightly regulated by the local concentrations of vitamin D;

if the local concentration of cholecalciferol is high enough, DHC will be converted to

non-active products to prevent overdosing of vitamin D. This on-site regulation of the skin

production of vitamin D has been shown by Holick et al. (2008) and others and suggests

it is virtually impossible to overdose on vitamin D strictly through skin production of the
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hormone. Early studies on the effect of sunlight on vitamin D have shown that synthesis

of D3 from DHC plateaus at approximately 15% of the original amount of DHC (Holick,

1987). If cholecalciferol is produced, it becomes tightly bound to the vitamin D binding

protein (DBP) and enters the bloodstream where it is slowly released into the body and

metabolized.

A second route of entry for vitamin D is through diet. When vitamin D is obtained

through oral supplementation, it is transported along with chylomicrons and lipoproteins

before being released to DBP. Some of the vitamin D remains on the chylomicron remnants

and is excreted; Vieth (2005) estimates that up to 75% of orally-obtained vitamin D is

excreted without being absorbed into tissues or metabolized. Fraser (1983) has proposed

that vitamin D introduced to the liver on chylomicron fragments may be preferentially

directed toward metabolic pathways that inactive the compound. This loss of compound

or function has significant implication on utilization of the oral dose.

In contrast, skin-synthesized vitamin D is presented to the body primarily bound

to various proteins such as albumin and DBP. The strength of the affinity to these

proteins has a significant effect on the biological activity of vitamin D and each of its

metabolites. The majority (> 99%) of vitamin D and its metabolites are bound to proteins

in the plasma, leaving very little “free”. Consequentially, the half-lives of vitamin D and

its metabolites are significantly longer compared to other steroid hormones. This, in

conjunction with the implication that the lipid solubility of the compound allows for rapid

transport across membranes, suggests that uptake of all of these metabolites by organs

is elimination-limited. If a compound has a very small free percentage, a long plasma

half-life, and uptake by tissues is elimination-limited, there is a very strong probability

that the hormone behaves according to the Free Hormone Hypothesis (FFH) (Mendel,

1992).
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Definition 2.2.1 (Free Hormone Hypothesis). The biological activity of a hormone is

affected by the unbound (free) rather than the protein-bound concentration of hormone

in the plasma, as measured at equilibrium in vitro. Equivalently, the concentration of

hormone within tissues is affected by the free rather than the protein-bound concentration

of hormone in the plasma. (Recant and Riggs, 1952)

The FFH is expected to be valid if uptake of a hormone by a tissue is slow compared

to the rates of intracapillary events (plasma flow and protein-hormone interactions,

for example). Hormones that are eliminated slowly are also more likely candidates for

application of the FFH. Metabolites of vitamin D, especially 25(OH)D, fit the requirements

for the FFH: The half-life of 25(OH)D in the plasma is on the order of two weeks and the

high affinity between the 25(OH)D molecule and DBP severely limits dissociation of the

complex (Bouillon, 2011).

Vitamin D and its metabolites primarily bind to DBP with tight affinities. To estimate

the free percent of vitamin D and its metabolites, we can use techniques discussed in

Feldman (1972). Table 2.2 shows the affinity to DBP and the free percent for vitamin

D, 25(OH)D, and 1,25(OH)2D; the equations used to calculate the free percentages are

discussed in Appendix A.2.

Table 2.2: Percent free of each substrate and the affinity of each to DBP. 1As calculated
using methods described in Feldman (1972).

Vitamin D 25(OH)D 1,25(OH)2D Source

% Free1 0.07 0.04 0.4 1Calculated

Half-life 24 hrs 3 weeks 4 hrs Zerwekh (2008)

DBP Affinity 4× 108 M−1 7× 108 M−1 4× 107 M−1 Chun et al. (2012)
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The FFH may not hold if significant changes to the concentration of either the hormone

or its binding compound occur. However, circulating levels of DBP are much higher than

the circulating levels of the metabolites, and the normal occupancy of the metabolite

binding site of DBP is less than 5%; this indicates a large surplus of binding sites available

if concentrations of a metabolite increase (Bouillon, 2011). We incorporate the FFH into

our model through regulation of the biological availability of the metabolites. Further

details about use of the hypothesis will be discussed in Appendix A.2.

2.2.2 25-Hydroxylation

The first step in the activation of vitamin D is the conversion to 25(OH)D. This metabolite

is important in the cascade because it serves as the primary storage form in the vitamin D

pathway. Levels of circulating vitamin D are highly dependent upon recent sun exposure

and ingestion of vitamin D because of the fairly rapid half-life (24 hours); in contrast,

the tight affinity of 25(OH)D with DBP and other plasma transport proteins, levels of

circulating 25(OH)D are slow to change and reflect vitamin D stores over a longer time

period. This makes 25(OH)D the ideal metabolite to measure for levels of sufficiency

(Zerwekh, 2008).

Conversion of vitamin D to 25(OH)D occurs mainly in the liver through the activities

of two cytochrome P450 (CYP) enzymes, CYP27A1 and CYP2R1. There are several

other CYPs that have the potential to 25-hydroxylate vitamin D in humans, including

microsomal CYPs 3A4 and 2J2/3 (Prosser and Jones, 2004); however, evidence suggests

that CYP3A4 acts preferentially on a variation of vitamin D, namely the metabolite

1α(OH)D, and does not show activity toward vitamin D itself (Gupta et al., 2004).

Although CYP2J3 shows strong activity toward vitamin D and 1α(OH)D in rats, the
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human analog, CYP2J2, shows activity 10-fold times weaker than its counterpart and

the affinity between CYP2J2 and substrates appears much too low to be of physiological

consequence (Aiba et al., 2006). We thus chose to focus on CYPs 27A1 and 2R1 because

of their demonstrated kinetic behavior at physiological levels of vitamin D.

CYP27A1

The enzyme CYP27A1 was the first to be associated primarily with the creation of

25(OH)D in rabbit and rat liver mitochondria. Identification of human kinetic parameters

for 25-hydroxylation of vitamin D using expression in E. coli was completed by Sawada

et al. (2000), who also demonstrated that CYP27A1 has the capacity to hydroxylate

vitamin D in several other locations. Although cells transfected with CYP27A1 have

demonstrated capacity to synthesize 25(OH)D, several factors suggest that CYP27A1 is

not the sole nor even the major player in the 25-hydroxylation of vitamin D:

I. Although CYP27A1 is able to hydroxylate vitamin D, the enzyme shows preferential

activity toward other hydroxylated forms, such as 1α(OH)D and 25(OH)D (Sawada

et al., 2000; Shinkyo et al., 2004). To distinguish between activity of CYP27A1 on

vitamin D versus on 25(OH)D, we will use the notation “CYP27A1b” to indicate

activity of CYP27A1 on 25(OH)D.

II. CYP27A1 is a low-affinity, high capacity mitochondrial enzyme. CYP27A1 also has

Km values (the concentration at which one-half of the maximum velocity of enzyme

activity is achieved) at least 30-fold higher than typical circulating concentrations

of the vitamin D substrate, implying that at physiological concentrations, CYP27A1

is not the primary enzyme involved in synthesis of 25(OH)D (Zhu et al., 2010).

III. In rat livers, Fukushima et al. (1975) demonstrated that there are two separate
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types of 25-hydroxylase enzyme activities: a high-affinity, low-capacity form, and a

low-affinity, high-capacity form (presumably CYP27A1).

IV. Finally, 25-hydroxylation of vitamin D2 by CYP27A1 has not been detected (Guo

et al., 1993), although mammals have been shown to be able to utilize D2 as a

supplemental source (Jones et al., 1998).

Together, these statements suggest that CYP27A1 is not the primary enzyme involved

in the metabolism of native vitamin D. However, because of its low-affinity, CYP27A1

may become more relevant at pharmacological concentrations of vitamin D. We therefore

consider the possibility that CYP27A1 is relegated to a multi-purpose enzyme with minor

contributions toward 25(OH)D synthesis.

CYP2R1

With CYP27A1 demoted as a minor player in the synthesis of 25(OH)D, other CYPs

were investigated for synthesis potential. Early kinetic studies had identified a potential

microsomal protein involved in the production of 25(OH)D; however, it took until 2003 for

identification of this enzyme as CYP2R1, which was previously an “orphan” enzyme with

no known biological function (Cheng et al., 2003, 2004). In contrast to CYP27A1, CYP2R1

fits the activity profile predicted above: CYP2R1 has the ability to 25-hydroxylate D2 and

D3 with equal efficiency as well as a lack of preference toward 1α-hydroxylated vitamin

D compounds; CYP2R1 is a microsomal enzyme with a high-affinity, low-capacity form;

and CYP2R1 does not act on 25(OH)D (Sawada et al., 2000; Shinkyo et al., 2004; Jones,

2010; Zhu and DeLuca, 2012).
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2.2.3 1-Hydroxylation

The second step in the activation of vitamin D is through the hydroxylation of 25(OH)D

in the 1 position to form the biologically-active form of vitamin D, 1,25(OH)2D. This

metabolite has a short half-life compared to its precursor, 25(OH)D. This is due to the

utilization of 1,25(OH)2D by several different receptors, but primarily through the actions

of the vitamin D receptor, VDR. The affinity of DBP toward 1,25(OH)2D is roughly an

order of magnitude less than the affinity of DBP toward 25(OH)D; this frees up more of

the metabolite for biological activity mediated by VDR.

The main location for conversion of 25(OH)D to 1,25(OH)2D is in the proximal tubule

in the kidney and utilizes the enzyme CYP27B1. After conversion, 1,25(OH)2D enters

circulation where, in conjunction with VDR, it acts on organs and cells in a hormone-like

manner. There are two primary functions of circulating 1,25(OH)2D in the human body.

The first is to increase the efficiency of intestinal calcium and phosphorous absorption,

and the second is to control bone growth. Secondary roles include regulation of renin (an

enzyme controlling arterial blood pressure) production in the kidney and stimulation of

insulin secretion in the pancreas (Holick, 2007).

Although the primary site of conversion of 25(OH)D into 1,25(OH)2D is in the kidney,

there are a number of extra-renal sites, such as the muscles, prostate, immune cells, and

pancreas, that express CYP27B1 and can supply local need for 1,25(OH)2D. Effects of

1,25(OH)2D on classical and nonclassical tissues are described in Table 2.3.

CYP27B1

CYP27B1 is primarily found in the kidneys, although several studies have indicated

extra-renal sites for this enzyme, including immune cells and keratinocytes (Jones, 2008;
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Table 2.3: Effects of 1,25(OH)2D sufficiency on several systems and diseases, summarized
from (Battault et al., 2013).

System/disease Effect

Skeletal Regulation of intestinal calcium and phosphorous absorption. Pro-
motion of development of osteoclasts, which release calcium and
phosphate into general circulation.

Muscle Enhanced calcium homeostasis regulation and balancing of hyper-
parathyroidism.

Cardiovascular (Indirect) modulation of blood pressure.

Immune Enhancement of antimicrobial properties of immune cells. Mitigation
of adaptive immunity

Cancer Suppression of proliferation and stimulation of differentiation of
cancer cells. Regulation of apoptosis (cell death) in cancer cells.

Diabetes Influence on pancreatic beta cell function and improvement of insulin
sensitivity in target cells.

Van Etten et al., 2008; Henry, 2011). CYP27B1 acts by hydroxylating 25(OH)D at the

1 carbon, producing the active form of vitamin D. This process is tightly regulated

and is both induced and inhibited by various factors. 1,25(OH)2D itself is a negative

regulator of CYP27B1 transcription (and therefore activity), whereas levels of parathyroid

gland hormone (PTH) and calcium stimulate CYP27B1 activity (Van Etten et al., 2008).

Different extra-renal tissues show varying regulation of CYP27B1 activity: Vitamin D and

UV-B levels upregulate CYP27B1 activity in keratinocytes, but 1,25(OH)2D (important

for regulation in renal cells) has no effect on CYP27B1 activity in bone cells. Several

new studies are demonstrating the role of CYP27B1 in the immune system through its

local production of 1,25(OH)2D (Van Etten et al., 2008; White, 2012; Morán-Auth et al.,

2013).
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Minor Pathways

Formation of 1,25(OH)2D can also occur via CYP27A1. As stated earlier, CYP27A1

has the capability to metabolize a variety of substrates; one of these reactions is the

1-hydroxylation of 25(OH)D. However, the reaction speed of the 1 pathway is ten times

slower compared to 25-hydroxylation of vitamin D. For the purposes of this model, we will

still consider the actions of CYP27A1 on 25(OH)D valid since other reaction values for

1-hydroxylation are similar to that of the same reaction catalyzed by CYP27B1 (Sakaki

et al., 2005).

2.2.4 Deactivation of Vitamin D

Due to its importance in many different biological functions, 1,25(OH)2D must be

tightly regulated. Too much calciferol in the body can lead to hypercalcemia, where

calcium levels in the blood are elevated due to excessive skeletal release of calcium. Too

little calciferol has the opposite effect, where calcium levels in the blood are low due

to absorption of calcium into the skeletal system. Fortunately, 1,25(OH)2D can both

stimulate and inhibit its production and destruction. As discussed earlier, CYP27B1 is

activated in the presence of low amounts of calciferol; similar enzymes that are involved

in the deactivation of 1,25(OH)2D are inhibited at low concentrations of calciferol, but

stimulated at high concentrations. The most common regulatory enzyme of 1,25(OH)2D

is CYP24A1, although several other enzymes have the capability to utilize 1,25(OH)2D

as a substrate but at much lower reaction rates (e.g. CYP3A4 (Xu et al., 2006)).
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CYP24A1

CYP24A1 is, as are several other hydroxylases in the vitamin D cascade, a multi-catalytic

enzyme. Specifically, CYP24A1 can act on 25(OH)D and 1,25(OH)2D by 24-hydroxylating

the substrate and ultimately deactivating the compound. As is the case for CYP27A1, we

will denote the actions of CYP24A1 on 25(OH)D as “CYP24A1b” for convenience in later

discussions. CYP24A1 is found throughout the body in a wide variety of target tissues

that contain the VDR molecule (Jones et al., 2012). The kidney, however, is the producer

of circulating levels of 24,25(OH)2D; thus for this model, we consider the activities of

CYP24A1 only in the renal system.

CYP24A1 is strongly inducible by VDR and 1,25(OH)2D; high levels of 1,25(OH)2D

activate the enzyme and lead to catabolism of calciferol and protect cells from excess

VDR pathway activation. In addition, CYP24A1 balances the production of 1,25(OH)2D

through acting in conjunction with CYP27B1 and utilizing 25(OH)D as a substrate.

2.2.5 Regulation of the Vitamin D Pathway

The initial regulatory step for the activation of vitamin D occurs in the synthesis of

the pre-vitamin D from DHC. When skin is exposed to sunlight, a tanning effect occurs

through an increase in melanin content. This down-regulates production of vitamin D

since melanin competes with DHC for absorption of UV-B radiation (Battault et al.,

2013). Once vitamin D is synthesized (or ingested), conversion to 25(OH)D occurs without

much moderation. However, metabolism of 25(OH)D to 1,25(OH)2D is tightly regulated,

with a series of alternate pathways available for deactivation of vitamin D.

A novel pathway for regulation of vitamin D is the 4β-hydroxylation of 25(OH)D

by CYP3A4, recently discovered by Wang et al. (2012). In addition, CYP3A4 has the
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capability to hydroxylate 1,25(OH)2D in several positions; however, metabolic clearance

of CYP3A4 was less than that of CYP24A1 except in the intestine and liver (Xu et al.,

2006). Since the behavior of CYP3A4 is not as well understood as that of CYP24A1 in

the kidneys, we chose to omit CYP3A4 from our model.

Regulation of the entire vitamin D pathway revolves around the regulation of circulating

and local concentrations of 1,25(OH)2D. It is understood that 1,25(OH)2D asserts its

effects through VDR; therefore, by regulating the amount of ligand available to the

VDR, cellular effects can be modulated. The easiest way of regulating concentrations of a

substance is to control its synthesis and destruction.

The main enzyme responsible for the synthesis of 1,25(OH)2D is CYP27B1. This

enzyme is stimulated by a variety of factors, including low circulating levels of calcium

and phosphorous, the parathyroid hormone (PTH), and by fibroblast growth factor 23

(FGF23). In contrast, CYP27B1 is down-regulated by its own creation - 1,25(OH)2D. The

compound 1,25(OH)2D down-regulates CYP27B1 not through inhibition of the substrate

pocket in the enzyme, but by direct control over the transcription through interaction

with VDR (Henry, 2011). By suppressing transcription, the physical amount of CYP27B1

is decreased.

The rate of catabolism of 1,25(OH)2D is controlled through several factors, but

primarily through control over levels of CYP24A1. CYP24A1 is induced by FGF23 in

various cell types, but is suppressed by PTH in the kidneys (Jones et al., 2012). Levels

of 1,25(OH)2D increase the transcription of CYP24A1. CYP24A1 can either act on

1,25(OH)2D directly, or on 25(OH)D, limiting the initial production of 1,25(OH)2D.

Although the regulatory pathways for the synthesis and catabolism of 1,25(OH)2D

include a variety of compounds including FGF23 and PTH, we will focus our model only

on the effects of 1,25(OH)2D on the transcription of CYPs 27B1 and 24A1. The effects
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of 1,25(OH)2D are often inversely proportional with those of FGF23 and PTH (Henry,

2011), so we are confident that this simplification of the model does not significantly affect

the predictive capabilities of the pathway. Detail about how transcriptional regulation is

introduced into the model can be found in Chapter 3.

2.3 Summary

Traversing the pathway from activation of the 7-dehydrocholesterol compound to regulation

of 1,25(OH)2D is a tightly controlled process. The main enzymes involved–CYPs 27A1,

27B1, 2R1, and 24A1–each have a delicate role in the cascade. The metabolites themselves

also must behave according to various binding and regulating factors, and several feedback

loops influence the pathway as well. The resulting dance between activation and destruction

of vitamin D has implications in a wide range of systems and diseases, from maintaining

skeletal health to prevention of autoimmune diseases through control of cellular activities.
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Chapter 3:

Model Development and Basic Analysis

Qualitative modeling of vitamin D is not new; almost as soon as vitamin D and its

antiricketic properties were discovered, scientists began testing various hypotheses about

levels of vitamin D in fish (Bills, 1927), synthesis of the hormone in skin (Hume et al.,

1927), and the effects of vitamin D on calcium and phosphate levels in the blood (Havard

and Hoyle, 1928). The early 1960’s brought about studies that were more concerned with

quantitative information about vitamin D. As an example, Chandler and Cragle (1962)

were two of the first researchers to quantify the relationship between calcium, phosphorus

and vitamin D using mathematical techniques. As available technology improved, so did

the complexity of the models. Improvements in experimental methods and discovery of

specific metabolites raised different questions about the quantitative behavior of vitamin D

and its newly discovered metabolic children. Scientists became interested in how 25(OH)D

could help different populations outside the traditional rachitic base of patients, such as

epileptics (Stamp et al., 1972) and those with renal failure (Coburn et al., 1973). More

recent models have tended to focus on a specific aspect of vitamin D and the human
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body, be it synthesis of vitamin D from sunlight (Diffey, 2010) or the effects of vitamin D

sufficiency on calcium regulation and bone formation (Rattanamongkonkul et al., 2011)

and immune system support (Hewison, 2010). However, to date, there are no mathematical

models that describe the vitamin D cascade from synthesis/absorption to inactivation,

much less any models that take a wide variety of physiological parameters into account.

In addition to omitting a majority of descriptive parameters, mathematical functions

used to describe behavior of data sets often have very little biological mechanistic justifi-

cation. For example, Heaney et al. (2003) derive the increasing form of an exponential

decay function (Equation (3.1)) to relate the serum concentration of 25(OH)D to the

amount of oral vitamin D dosing into the system:

C(t) = C(0) + a(1− e−kt), (3.1)

where C(t) is the concentration at time t, a is the increment at equilibrium assuming a

constant input of vitamin D, and k is the rate constant representing the total mass of

25(OH)D used per day. The authors admit that this model is a first approximation and

describe several simplifications that have reduced the biological accuracy of the model.

However, for the purposes of their analysis, Equation (3.1) is sufficient to describe the

overall effect of vitamin D supplementation on levels of 25(OH)D in replete (those with

sufficient amounts) human subjects.

We are interested in a model that incorporates a myriad of physiological parameters,

including body composition and age, and biologically-justifiable equations governing the

inter-compartmental transitions and kinetics of vitamin D and its associated metabolites.

Fortunately, there are modeling techniques available to combine these pieces, namely in

the form of physiologically-based pharmacokinetic models.
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3.1 Physiologically-Based Pharmacokinetic Models

A pharmacokinetic model is a quantitative, rather than qualitative description of chemical

behavior in biological systems over a period of time. The focus of these systems is typically

individual species and the associated chemical breakdown in their tissues. Physiologically-

based pharmacokinetic (PBPK) models take ADME principles and combine these with

parameters obtained from physiological descriptions of the subjects. PBPK models, in

contrast to general pharmacokinetic models, refer to mathematical descriptions of uptake

and flow of chemical through tissue groups based on quantitative interactions between

biological processes (Krishnan et al., 2010). A brief overview of PBPK models is presented

here; the curious reader is referred to Krishnan et al. (2010) for more detail and a software

example of PBPK modeling.

PBPK models are based on dividing the organism into compartments. The modeler

must choose how to segregate organs or tissue groups based on physiological necessity or

experimental interest. There are two approaches on how to choose compartments. The

first approach is lumping, where the initial model structure is as detailed as possible, and

tissue compartments are combined based on similarity of physiological properties. An

example of where this occurs is in the creation of the slowly perfused compartment, where

muscle and bone are grouped because of the lower ratio of blood flow to tissue volume, as

opposed to, say, that of the brain. Lumped tissues are assumed to be homogeneous with

respect to chemical behavior (Krishnan et al., 2010). The second approach is splitting,

where the initial model structure is as simple as possible and then compartments are

segregated only as necessary to replicate data (Clewell and Clewell III, 2008). Generally

speaking, a balance must be struck between lumping and splitting behaviors to generate a

model with the minimum degree of complexity necessary to sufficiently explain available
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data.

Additions of complexity can come in the form of adding compartments or new mecha-

nisms with associated mathematical representations to generate observed system behavior.

Common criteria for selection of compartments include their relevance in metabolism as

well as differences in the behavior of solubility of a chemical in a proposed compartment.

3.1.1 Mathematical Description

Compartmental models can be conceptualized as a series of chambers connected through

flows (e.g., blood or metabolism). Figure 3.1 illustrates a five compartment model. The

Cardiovascular

Liver

Rapid Perf.

Slowly Perf.

Skin

Figure 3.1: Example of a PBPK model

change in the concentration for each compartment can be derived utilizing Fick’s first law

and the concept of conservation of mass (Krishnan et al., 2010); however, it is sufficient

for us to think of the change in concentration as

dA

dt
= Q(Cin − Cout) (3.2)
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where A is the amount in the compartment, Q is the flow through the compartment,

and C is the concentration of the chemical coming in or out of the compartment. Each

compartment can be described by an equation of this form. Krishnan et al. (2010) details

several modifications that can be made to Equation (3.2) to account for ADME principles.

The resulting mathematical description of a PBPK model is a series of (potentially)

nonlinear, coupled ordinary differential equations. There are several computer programs

available to solve systems of this form. For the purposes of this project, we utilized the

software distribution MATLAB© (version 7.12.0.623 R2011a) and the stiff ODE solver

ode15s, a differential equation solver available in the standard distribution. Derivations

of how differential equation solvers work, particularly related to PBPK models, can be

found in (Krishnan et al., 2010).

3.2 Vitamin D Model

3.2.1 General Model

A ten-compartment model (adipose tissue, gastrointestinal (GI) tract, kidney, liver, rapidly

perfused tissue, slowly perfused tissue, skin, spleen, and venous and arterial blood) was

developed as a base model for each substrate. The skin and GI tract were isolated as

compartments of interest due to their functionality as exposure routes. Initially, the spleen

compartment was lumped with the GI tract; however, we chose to isolate the spleen due to

its unique contribution to blood circulation in the liver. An inherent assumption typically

made in PBPK modeling is that each compartment is homogenous; this implies that the

concentration of the substance does not change throughout the compartment. A schematic

of the PBPK model for the substrate vitamin D is shown in Figure 3.2. We include a
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GI lumen compartment in the vitamin D base model that serves as a reservoir for oral

doses of vitamin D and allows for passive, nonsaturable, and continuous absorption of

vitamin D into the GI tract (Hollander et al., 1978). PBPK models for 25(OH)D and

1,25(OH)2D are similar, differing only in the exclusion of the GI lumen, as we assume that

only vitamin D is present in the exposure dose by experimental design. Note that neither

vitamin D nor any of its metabolites are volatile; thus, the cardiovascular compartment

only serves as a “pass-through” compartment and physiological values for the heart and

lungs are incorporated in the rapidly perfused compartment to ensure mass conservation.
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Figure 3.2: Initial PBPK model

Metabolism serves as a continuous flow between the substrate models. The metabolism

cascade, with the associated enzymes, is represented in Figure 3.3, and the full PBPK

diagram is shown in Figure 3.4.
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�� ��Vitamin D
CY P2R1−−−−−−→
CY P27A1

�� ��25(OH)D
CY P27B1−−−−−−→
CY P27A1b

�� ��1,25(OH)2D
−−−−−−→
C
Y
P
24A

1b ←−
−−
−−−

C
Y
P
24
A
1

�� ��Further Metabolites

Figure 3.3: Schematic of the vitamin D metabolism cascade.
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3.2.2 Study Design

Study Selection

As vitamin D can be either orally obtained or internally created, we wanted a dataset

that utilized a single exposure route to minimize potential interplay between the routes.

Many foods, including milk and cereals, are fortified with vitamin D; this prevalence

makes a human experiment with a vitamin D-restricted diet much more difficult to find

than one with sunlight restriction. We chose to consider studies that looked at oral dosing

under sunlight-restricted conditions, such as studies occurring in winter months or at high

latitudes.

Several other considerations went into our choice of datasets. We would like to have

the capability to predict values for an average human, male or female, at typical vitamin

D supplementation levels. Study data from Fisk et al. (2012) comprises of 40 individuals,

approximately equal in division among sex. In addition, the mean statistics provided by

the study suggest that all individuals are roughly “average” in age, typical diet intake of

vitamin D, and 25(OH)D serum level. The average body-mass index (BMI) for each subject

group is slightly higher; we take this into account in parameter selection (Section 3.2.3).

Model Design

Serum 25(OH)D data for parameter estimation was taken from Fisk et al. (2012). The

available data was digitized using the MATLAB code digitization obtained from the user

community website MATLAB Central (Krogstad, 2006). A PBPK model was developed

to describe the concentration of vitamin D and its primary metabolites, 25(OH)D and

1,25(OH)2D, in the venous compartment. Vitamin D and its metabolites are present in

each individual at the start of the study; thus, it was necessary to estimate the levels of
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each substrate in all compartments prior to implementation of the PBPK model. This

provides a more accurate initial condition for the model than assuming zero substrate is

present, as would be the case in a novel dosing scheme.

Participation criteria indicate that no individual in the study was taking a vitamin

D supplement prior to the start of the experiment; this allows for the assumption that

levels of each substrates are roughly at a steady-state level. For each dosing scheme, the

concentrations of the substrates were estimated using the initial data point for the dose.

Explicit details about how compartment steady-state levels were determined can be found

in Appendix A.2.

3.2.3 Physiological Parameter Selection

Physiological parameters for volume and blood flow rates for each compartment were

obtained from literature. Based on study design, we used the mean of male and female

physiological parameters for the volumes and blood flow rates, as given in Williams and

Leggett (1989). The rapidly perfused compartment is assumed to be composed of the

heart, brain, pancreas, and thyroid. The slowly perfused compartment was assumed to

have a blood flow rate fraction equal to 1−
∑
Qi where Qi is the fractional blood flow rate

of all compartments except the arterial and venous compartments. Similarly, the volume

fraction of the slowly perfused compartment is assumed to be equal to 1−
∑
Vi where

Vi is the fractional volume of the remaining compartments. The use of these equations

ensures preservation of flow and volume for the total model. The percent of adipose tissue

was adjusted to account for the average BMI of the subjects; to convert from BMI to

body fat percentage, we used Equation (3.3), taken from (Deurenberg et al., 1991):

1.20×BMI + 0.23× age− 10.8× sex− 5.4, (3.3)
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where sex = 1 for males and 0 for females. To account for both sexes present in the study,

we used sex = 0.5 in Equation (3.3). A table of physiological values can be found in

Table 3.2, where the value given is the average of the male and female values taken from

(Williams and Leggett, 1989) where body weight is assumed to be 66.5 kg (assuming unit

density of tissue) and cardiac output is 375 L/hr.

3.2.4 Partition Coefficients

As chemicals flow though compartments via blood, a percentage of the chemical will

become bound to the tissue. This changes the apparent tissue concentration of the chemical.

To account for this binding, we use a ratio that relates the binding of one medium to the

binding in another, otherwise known as a partition coefficient (PC). A partition coefficient

can relate the binding of a chemical in air versus the blood, as might be the case for a

volatile chemical, or between tissues and blood. The magnitude of the octanol:water PC

of a compound can help determine the lipophilicity of a compound such as non-volatile

vitamin D. If the partition coefficient is less than 1, then the chemical is hydrophilic

(“water-loving”). As the PC increases, the chemical becomes more lipophilic (“fat-loving”).

For an extensive review on the theoretical nature of partition coefficients, the interested

reader is referred to (Leo et al., 1971).

Very little is known about the tissue:blood partition coefficients for vitamin D or its

metabolites. However, the octanol:water PC is known for each compound, and by utilizing

the lipid and water composition of tissues alongside the methods described in Poulin and

Krishnan (1995) with adaptions for binding, as given in (Poulin and Theil, 2002), we can

estimate the tissue:blood PCs for each compartment. Due to their chemical structure,

vitamin D and its metabolites have very high octanol:water PCs, shown in Table 3.1.
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To account for this, we will use an adaptation for the adipose:blood PC as described in

(Poulin and Haddad, 2012).

Table 3.1: Octanol:water PCs for vitamin D and its metabolites

Vitamin D 25(OH)D 1,25(OH)2D

logPo:w 10.24 9.14 7.6

The main equations for the calculation of non-adipose tissue:blood PCs, Equation (3.4),

and for the adipose:blood PC, Equation (3.5), are found in (Poulin and Theil, 2002):

Pt:b =
Po:w × (Vnlt + 0.3× Vpht) + (Vwt + 0.7× Vpht)
Po:w × (Vnlb + 0.3× Vphb) + (Vwb + 0.7× Vphb)

×Kt (3.4)

Padipose:b =
Pvo:w × (Vnlt + 0.3× Vpht) + (Vwt + 0.7× Vpht)
Pvo:w × (Vnlb + 0.3× Vphb) + (Vwb + 0.7× Vphb)

×Kadi, (3.5)

where Po:w is the octanol:water PC, Pvo:w is the olive oil:water PC (which can be expressed

in terms of the Po:w, as shown in Equation (3.6)), V is the fractional tissue volume content

for neutral lipids (nl), phospholipids (ph) and water (w), t is tissue, b is blood, and

Ki, i ∈ {t, adi} relates the unbound fraction in the blood to the unbound fraction in the

non-adipose (t) or adipose (adi) tissue (described in Equation (3.7)).

For highly lipophilic compounds, such as vitamin D and its metabolites, using Po:w

to calculate the adipose:blood partition coefficient may result in inaccurate predictions

of the volume of distribution at steady state. The reason may be with highly lipophilic

compounds, it is the neutral lipid portion, rather than the entire adipose tissue, that

accounts for chemical storage. To counter this, Poulin and Haddad (2012) suggest using the
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vegetable oil:water (or olive oil:water) PC rather than the octanol:water PC as a parameter

in calculating partition coefficients for adipose tissue. For compounds containing at least

one oxygen atom in their molecular structure (which is clearly achieved by compounds

in the vitamin D cascade), Equation (3.6) gives Pvo:w in terms of the more commonly

available Po:w:

logPvo:w = 1.099× logPo:w − 1.31. (3.6)

When calculating partition coefficients, the ratio between the amount of chemical

bound in the tissues versus the amount bound in the blood must be accounted for. In

Equations (3.4) and (3.5), this ratio is accounted for by the Kt term for non-adipose

tissues and Kadi for the adipose tissue (De Buck et al., 2007). Kt and Kadi are defined in

Equation (3.7):

Kt = fub + .15× (1− fub); Kadi = fub + .5× (1− fub). (3.7)

Values for the lipid and water content of each tissue were taken from (Poulin and

Theil, 2002). To compensate for the mixed tissue composition of the slowly and rapidly

perfused compartments, we used the following adaptations:

• The slowly perfused compartment was assumed to have a weighted average of the

lipid and water content of the muscle and the bone.

• Rapidly perfused tissue was assumed to have the same lipid and water content as

the brain, following the model of Krishnan et al. (2009).

The fraction unbound in the blood, fub was assumed to be the “free” percentage of the

compound, as calculated using equations from (Feldman, 1972) and shown in Table 2.2.
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The calculated values of the partition coefficients are found in Table 3.2. Note that we do

not calculate the blood:blood partition coefficient using Equation (3.4), as it is clear that

the ratio of the binding in blood to itself is equal to one since we have already accounted

for binding of substrates.

Dynamic Adipose Partition Coefficients

For later iterations of the model, we allow the adipose tissue partition coefficient to

adjust dynamically with the concentration of the compound in the venous compartment.

This technique is novel in PBPK modeling–partition coefficients are typically assumed

to be constant and reflect the partitioning for steady-state conditions. However, with

the extremely high lipophilicity of the compounds and the daily dosing regimen, the

adipose tissue may not achieve steady-state within a 24 hour period. By allowing the

adipose PCs to vary with the venous concentration, we are able to more accurately

reflect the sequestering/donating behavior of the adipose tissue (Rosenstreich et al.,

1971). Equation (3.8) gives the form of the equation for varying the adipose PC for each

compound:

PAdi(t) = P est
Adi −

1

2
P up
Adi +

P up
Adi

1 + exp(x̄− x(t))
, (3.8)

where PAdi(t) is the adipose PC used in the PBPK equation at time t, P up
Adi is an upper

bound on estimations for the maximum adipose PC, P est
Adi is the adipose PC predicted using

the methods described previously, x̄ is the steady-state concentration of the substrate in

the venous compartment (as assumed from initial conditions), and x(t) is the concentration

of the substrate in the venous compartment at time t. When x(t) = x̄, it is clear that

PAdi(t) = P est
Adi. If x(t) < x̄, the adipose PC will be less than predicted, reflecting donating

of the substrate from the adipose compartment. As x(t) gets much larger than the
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Table 3.2: Parameters for adult humans and corresponding significance in the PBPK
model. Parameters adapted from (Williams and Leggett, 1989), with the exception of
volume percent of adipose tissue, which is given by Equation (3.3).

Compartment Symbol Blood Flow % Volume % Partition Coefficient

D 25(OH)D 1,25(OH)2D

Liver L 7.0 2.40 5.5776 5.5759 5.5960

Kidney K 18.0 0.44 3.3655 3.3645 3.3766

GI Tract GI 16.0 1.76 7.0563 7.0541 7.0795

Skin S 5.0 4.18 4.1779 4.1767 4.1917

Rapidly Perfused RP 19.0 2.58 7.8555 7.8531 7.8814

Slowly Perfused SP 25.25 54.33 4.5927 4.5913 4.6078

Adipose Adi 6.75 26.64 31.3317 31.2786 31.9146

Spleen Spl 3.0 0.23 3.4287 3.4277 3.4400

Arterial A 100 1.86 1.0000 1.0000 1.0000

Venous V 100 5.59 1.0000 1.0000 1.0000
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steady-state concentration, PAdi(t) approaches P up
Adi. This can be seen in Figure 3.5.
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Figure 3.5: Example of PAdi(t) for 25(OH)D

3.2.5 Kinetic Parameters

For the purposes of this model, we consider four enzymes–CYPs 27A1, 27B1, 2R1, 24A1–to

be involved in the conversion of vitamin D to its active form and subsequent inactivation.

Each enzyme is assumed to follow standard one-site Michaelis-Menten kinetics (Sakaki

et al., 2005), shown in Equation (3.9), where V is defined to be the rate of conversion of

substrate to product:

V =
Vmax[S]

Km + [S]
. (3.9)
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Here, Vmax is the maximum velocity of the enzymatic reaction, Km is the concentration of

the substrate at half of the maximum velocity, and [S] is the concentration of the substrate.

Note that at low concentrations of the substrate, Equation (3.9) can be approximated by

V =
Vmax
Km

[S]. (3.10)

This comprises the linear aspect of the Michaelis-Menten curve, whereas higher substrate

concentrations approximate the asymptotic portion of the Michaelis-Menten curve. For

substrate concentrations observed by this study, we fall mostly in the linear portion of

the curve. This will become apparent when performing sensitivity analysis, discussed in

Section 4.2.

Ranges for relevant metabolic parameters were obtained from current literature. When-

ever possible, research results from the same research group or with similar experimental

protocols was used to minimize possible discrepancies due to variances in protocols. As an

example, Tang et al. (2012) points out several differences in their experimental methods

that resulted in much higher expression levels of CYP27B1 over previous studies.

A majority of literature values for Vmax parameters are given in terms of moles of

enzyme. To convert these values to usable units for modeling, the average amount of

enzyme in the liver or kidney (depending on location) must be determined. We use the

following conversion scheme (Equation (3.11)) to translate Vmax

(
in units mol product

time×mol enzyme

)
parameters into usable values:

mol product

time
=

mol product

time×mol enzyme
× mol enzyme

mg CYP
× mg CYP

g tissue
× g tissue. (3.11)

After an extensive search of literature, we used estimates for conversion factors (aside
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from the mol enzyme
mg CYP

term), found in Table 3.3. Literature reference values use the total

Table 3.3: Estimation of conversion factors for Vmax.
1mg/g tissue, 2nmol/g protein.

aRajwade et al. (1975), bClement et al. (2005), cWilson et al. (2003), dHrycay and
Bandiera (2007), eGhazarian et al. (1974).

Mitochondrial Microsomal

Liver
protein frac1 % total CYP2 protein frac1 % total CYP2

50a 0.31b 33c 0.3d

Kidney
protein frac1 % total CYP2 - -

64a 0.2e - -

amount of mitochondrial or microsomal CYPs per gram of tissue; to account for this, we

add in the mol enzyme
mg CYP

term in Equation (3.11) to estimate the fraction that each enzyme

comprises of the total amount of CYPs in the tissue. We have several estimates for the

percentage distribution of CYP enzymes (Shimada et al., 1994). Metabolic studies in

(Stubbs et al., 2010) suggest that after treatment, there is roughly three times as much

CYP27B1 as CYP24A1 in the kidney, at least in patients with chronic kidney disease.

Allowing for the notation [enz] = mol enzyme
mg CYP

, we use the following initial estimates for the

enzyme percentage of total CYPs (Equation (3.12)).

[27A1] = 1, [2R1] = 1, [27B1] = 3, [24A1] = 1. (3.12)

Then Vmax for a particular enzyme, as utilized in Equation (3.9), can be expressed as

Vmax = Vmax,lit × [enz]× (protein frac)× (% total CYP)× g tissue, (3.13)
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where Vmax,lit is the literature-obtained value, [enz] is as described in Equation (3.12),

and the remaining parameters as described in Table 3.3 with the appropriate choice of

tissue and enzyme location.

Regulatory Considerations

As discussed in Section 2.2.5, the concentration of 1,25(OH)2D can influence the amount

of CYP27B1 and CYP24A1 available to the cascade. The initial PBPK model assumes

that the amount of CYPs 27B1 and 24A1 do not change significantly; however, to improve

the fit for later time points, the final PBPK model allows for these amounts to change in

relation to the concentration of 1,25(OH)2D in the kidney. Equations (3.14) and (3.15)

give the general forms of the equations that we use to describe the change in [27B1] and

[24A1], respectively, based on the amount of 1,25(OH)2D in the kidney:

[27B1]t = [27B1]0 − [27B1]0 ×
(

2

1 + exp(2α1(x(0)− x(t)))
− 1

)
(3.14)

[24A1]t = [24A1]0 + [24A1]0 ×
(

2

1 + exp(2α2(x(0)− x(t)))
− 1

)
. (3.15)

Here, [27B1] and [24A1] are the percentage estimates at time t, where t = 0 is the initial

estimate, for CYPs 27B1 and 24A1, respectively, and x is the concentration of 1,25(OH)2D

in the kidney at time t, where t = 0 is the initial concentration in the kidney. The

parameters α1 and α2 control the “steepness” of the approach to either asymptote on the

sigmoidal curve, and are optimized for in this model. This is physiologically represented by

the speed at which concentrations of 1,25(OH)2D influence the transcriptional activation

or deactivation of enzymes. Figure 3.6 demonstrates the shape of these sigmoidal curves.

Several different functions could have been chosen to represent this biological phe-
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Figure 3.6: Sigmoidal curves representing Equations (3.14) and (3.15)

nomenon; we chose to use a sigmoidal function for several reasons.

1. Sigmoidal functions are saturating and nonlinear. Biologically-speaking, we expect

the change in transcription levels to be tightly bound and not exceed specific upper

and lower bounds. For the purposes of this function, there is always some amount

of either CYP27B1 or CYP24A1 produced, so 0% is a relevant lower bound. To

simplify the model, we allowed for the upper bound to be twice the initial percentage

of the enzyme. This allows for the upper and lower bounds on the sigmoidal curve to

be equidistant from the initial percentage. Throughout our experimental runs, these

bounds are more than sufficient as the varying percent does not come significantly

close to either asymptote.

2. Sigmoidal functions are often used in enzyme kinetics to describe enzymes with

positive cooperative binding of substrates. In this case, 1,25(OH)2D acts to increase
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the total amount of substrate bound to CYP24A1 by increasing the amount of

CYP24A1 available for binding. This increases the apparent Vmax of the reactions

involving CYP24A1. Similarly, with the addition of the phase shift in the sigmoidal

function, 1,25(OH)2D acts to decrease the total amount of substrate bound to

CYP27B1 by decreasing the amount of CYP27B1 available (and thus the apparent

Vmax of the CYP27B1 reactions).

3. The choice of a simple adaptation of the logistic function
1

1 + e−t
was chosen

over other sigmoidal curves, such as the Hill or Gompertz functions, because it is

symmetric about the inflection point (Ratkowsky and Giles, 1990).

3.2.6 Absorption and Excretion

Vitamin D has two methods of entry into the human body. The first is synthesis in the

skin, as discussed in Section 2.2.1, and the second is through oral consumption. We control

for dermal synthesis of vitamin D by utilizing a data set from an experiment conducted

when sun exposure is minimal (e.g., during an English winter). The only route of entry is,

therefore, ingestion. Several studies have attempted to quantify the rate at which vitamin

D is absorbed into the body either through synthesis or ingestion, mostly in rats. We

chose to focus on a study of in vivo absorption in rats (Hollander et al., 1978), in which a

linear relationship between the absorption of vitamin D and its concentration in the GI

tract was established. Accordingly, we define the rate of absorption, Abs, to be a function

of the concentration of vitamin D in the GI tract, shown in Equation (3.16):

Abs = 3.2× b+
1

6
× ALumen, (3.16)
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where b is the “free” percentage of the dose and ALumen is the amount of vitamin D

present in the GI lumen. Participants ingest one of three dosing amounts of vitamin D on

a daily basis, which results in a pulsing effect on the amount in the GI lumen.

A variety of studies have been done on the excretion of vitamin D, the most cited of

which is (Avioli et al., 1967). This study tracked the disappearance of radio-labeled, intra-

venously administered vitamin D from the plasma. At the time of this study, metabolites

of vitamin D hadn’t been clearly identified, so the total amount of label excreted in urine

and feces included label contained in metabolites of vitamin D. However, we were able to

utilize the data contained in this study to get an approximation of the amount of vitamin

D excreted in the urine and feces per hour. This amount is so small that there was no

significant change in model output with the inclusion of excretion terms. To increase

the predictive power of our model by reducing the number of unknown parameters, we

therefore chose to leave out excretion of vitamin D through the urine or feces.

3.3 Mathematical Model

As previously stated, each enzyme is assumed to follow standard one-site Michaelis-Menten

kinetics. Also detailed were changes to the apparent Vmax by adjusting the available levels

of enzymes for reactions involving CYPs 27B1 and 24A1. We can group the metabolic

reactions based on parent compound and enzyme location in the following manner. Let

Metij be the metabolism occurring in compartment j with parent compound i where j is

either the liver or the kidney and i is in the set {D; 25; 1,25} where we use the abbreviation

“25” for 25(OH)D and “1,25” for 1,25(OH)2D. Superscripts on the kinetic parameters

indicate the enzyme responsible. Ci
j indicates the concentration of the compound i in
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compartment j, and is defined as

Ci
j =

Aij
VjP i

j

(3.17)

for A amount, V volume, and P the tissue:blood partition coefficient.

Liver Metabolism:

MetDL = − V 27A1
max C

D
L

K27A1
m + CD

L

− V 2R1
maxC

D
L

K2R1
m + CD

L

(3.18)

Met25
L =

V 27A1
max C

D
L

K27A1
m + CD

L

+
V 2R1
maxC

D
L

K2R1
m + CD

L

− V 27A1b
max C25

L

K27A1b
m + C25

L

(3.19)

Met1,25
L =

V 27A1b
max C25

L

K27A1b
m + C25

L

(3.20)

Kidney Metabolism:

MetDK = 0 (3.21)

Met25
K = − V 27B1

max C
25
K

K27B1
m + C25

K

− V 24A1b
max C25

K

K24A1b
m + C25

K

(3.22)

Met1,25
K =

V 27B1
max C

25
K

K27B1
m + C25

K

− V 24A1
max C

1,25
K

K24A1
m + C1,25

K

(3.23)

The PBPK model for vitamin D can be described by

ẋ = f(t,x,q) (3.24)

where x ∈ R31 is the states, t is time, and q is model parameters. The total equations

used in f are as follows:

• x has 31 dimensions, where

– 30 states are given by Equations (3.25) to (3.54);
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– GI lumen given by Equation (3.16).

• 6 kinetic equations given by Equations (3.18) to (3.23);

• 30 partition coefficient equations of the form Equations (3.4) and (3.5);

– The adipose partition coefficients are modified using Equation (3.8).

• 2 equations describing enzyme concentrations (Equations (3.14) and (3.15)).

For the following equations, grouped by metabolite for convenience, we define the hepatic

blood flow Qhep as Qhep = QL + QGI + QSpl, and Λ = {K,S,RP, SP,Adi} defines the

compartments used in calculating the rate of change for the venous compartment. CA

and CV are the concentrations in the arterial and venous compartments, respectively.

Vitamin D:

Liver:
dADL
dt

= QLCA
D +QGIC

D
GI +QSplC

D
Spl −QhepC

D
L +MetDL (3.25)

Kidney:
dADK
dt

= QK(CAD − CD
K ) (3.26)

GI Tract:
dADGI
dt

= QGI(CA
D − CD

GI) + Abs (3.27)

Skin:
dADS
dt

= QS(CAD − CD
S ) (3.28)

Rap. Per.:
dADRP
dt

= QRP (CAD − CD
RP ) (3.29)

Slow. Per.:
dADSP
dt

= QSP (CAD − CD
SP ) (3.30)

Adipose:
dADAdi
dt

= QAdi(CA
D − CD

Adi) (3.31)
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Spleen:
dADSpl
dt

= QSpl(CA
D − CD

Spl) (3.32)

Arterial:
dAAD

dt
= QArt(CV

D − CAD) (3.33)

Venous:
dAV D

dt
=
∑
Z∈Λ

QZC
D
Z +QhepC

D
L −QV enCV

D (3.34)

25(OH)D:

Liver:
dA25

L

dt
= QLCA

25 +QGIC
25
GI +QSplC

25
Spl −QhepC

25
L +Met25

L (3.35)

Kidney:
dA25

K

dt
= QK(CA25 − C25

K ) +Met25
K (3.36)

GI Tract:
dA25

GI

dt
= QGI(CA

25 − C25
GI) (3.37)

Skin:
dA25

S

dt
= QS(CA25 − C25

S ) (3.38)

Rap. Per.:
dA25

RP

dt
= QRP (CA25 − C25

RP ) (3.39)

Slow. Per.:
dA25

SP

dt
= QSP (CA25 − C25

SP ) (3.40)

Adipose:
dA25

Adi

dt
= QAdi(CA

25 − C25
Adi) (3.41)

Spleen:
dA25

Spl

dt
= QSpl(CA

25 − C25
Spl) (3.42)

Arterial:
dAA25

dt
= QArt(CV

25 − CA25) (3.43)

Venous:
dAV 25

dt
=
∑
Z∈Λ

QZC
25
Z +QhepC

25
L −QV enCV

25 (3.44)
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1,25(OH)2D:

Liver:
dA1,25

L

dt
= QLCA

1,25 +QGIC
1,25
GI +QSplC

1,25
Spl −QhepC

1,25
L +Met1,25

L (3.45)

Kidney:
dA1,25

K

dt
= QK(CA1,25 − C1,25

K ) +Met1,25
K (3.46)

GI Tract:
dA1,25

GI

dt
= QGI(CA

1,25 − C1,25
GI ) (3.47)

Skin:
dA1,25

S

dt
= QS(CA1,25 − C1,25

S ) (3.48)

Rap. Per.:
dA1,25

RP

dt
= QRP (CA1,25 − C1,25

RP ) (3.49)

Slow. Per.:
dA1,25

SP

dt
= QSP (CA1,25 − C1,25

SP ) (3.50)

Adipose:
dA1,25

Adi

dt
= QAdi(CA

1,25 − C1,25
Adi ) (3.51)

Spleen:
dA1,25

Spl

dt
= QSpl(CA

1,25 − C1,25
Spl ) (3.52)

Arterial:
dAA1,25

dt
= QArt(CV

1,25 − CA1,25) (3.53)

Venous:
dAV 1,25

dt
=
∑
Z∈Λ

QZC
1,25
Z +QhepC

1,25
L −QV enCV

1,25 (3.54)

3.4 Existence and Uniqueness

We want to guarantee that a solution to f exists and is unique. Showing existence here

will allow us to justify sensitivity equations later. We will first show that the basic PBPK

model described in Section 3.2.1 satisfies existence and uniqueness criteria, after which we
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will show that the adaptions to the model (discussed in Section 3.2.4 and Section 3.2.5)

maintain these criteria. We will follow the outline of the proof in Manning et al. (2010) to

show existence and uniqueness.

3.4.1 Basic Model

Let f = [f1, f2, . . . , fn]′ be such that f(x) : U → Rn for U an open subset of Rn. Consider

the autonomous system of nonlinear differential equations

ẋ = f(x) (3.55)

with x(t0) = x0 ∈ Rn and t0 ∈ R. To determine if f is locally Lipschitz, we can examine

each component, fi. In this model for i = 1, 2, . . . , n with n = 30, each fi has the form

fi(x) =Ai +
n∑
j=1

BijxjH(xj)−
n∑
k=1

CikxkH(xk) +
n∑
l=1

Dil

xlH(xl)

xlH(xl) +Kl

(3.56)

where Ai, Bij , Cik , Dik , and Kl are nonnegative constants with the following definitions:

• xj is the concentration in the jth compartment and is the jth component of x;

• H is the Heaviside function given by

H(xj) =

{
1 xj ≥ 0

0 xj < 0
. (3.57)

The Heaviside function is used to guarantee that each component of x is nonnegative.

This is reasonable since the components of x represent physiological concentrations,

which require non-negativity to be plausible.

• Bij corresponds to flow into compartment i from compartment j;
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• Cik corresponds to flow out of compartment i into compartment k, incorporating

the i:k partition coefficient;

• Dil represents the maximum velocity of the enzymatic reaction, Vmax, as the com-

pound moves from compartment i to l; and

• Kl is the concentration of xl when 1
2
Vmax is achieved.

Theorem 3.4.1. The autonomous system of nonlinear differential equations, as described

by Equation (3.55), is locally Lipschitz.

Proof. We will first show that each fi, as described by Equation (3.56) is locally Lipschitz.

Let

Nε(x0) = {x ∈ Rn
∣∣∣ ‖x− x0‖ < ε}

where ε > 0 and the norm ‖·‖ is any equivalent norm in Rn. Let ~φ and ~ψ be vectors in

Nε(x0). Now consider the absolute value of the difference in fi evaluated at ~φ and ~ψ.

∣∣∣fi(~φ)− fi(~ψ)
∣∣∣ =

∣∣∣∣∣
{
Ai +

n∑
j=1

BijφjH(φj)−
n∑
k=1

CikφkH(φk) +
n∑
l=1

Dil

φlH(φl)

φlH(φl) +Kl

}

−

{
Ai +

n∑
j=1

BijψjH(ψj)−
n∑
k=1

CikψkH(ψk) +
n∑
l=1

Dil

ψlH(ψl)

ψlH(ψl) +Kl

}∣∣∣∣∣
=

∣∣∣∣∣
n∑
j=1

BijφjH(φj)−
n∑
k=1

CikφkH(φk) +
n∑
l=1

Dil

φlH(φl)

φlH(φl) +Kl

−
n∑
j=1

BijψjH(ψj) +
n∑
k=1

CikψkH(ψk)−
n∑
l=1

Dil

ψlH(ψl)

ψlH(ψl) +Kl

∣∣∣∣∣
≤

n∑
j=1

∣∣∣Bij [φjH(φj)− ψjH(ψj)]
∣∣∣+

n∑
k=1

∣∣∣Cik [ψkH(ψk)− φkH(φk)]
∣∣∣
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+
n∑
l=1

∣∣∣∣Dil

[
φlH(φl)

φlH(φl) +Kl

− ψlH(ψl)

ψlH(ψl) +Kl

]∣∣∣∣
=

n∑
j=1

∣∣∣Bij [φjH(φj)− ψjH(ψj)]
∣∣∣+

n∑
k=1

∣∣∣Cik [ψkH(ψk)− φkH(φk)]
∣∣∣

+
n∑
l=1

∣∣∣∣∣∣Dil

 Kl

(
φlH(φl)− ψlH(ψl)

)
φlH(φl)ψlH(ψl) +Kl

(
φlH(φl) + ψlH(ψl)

)
+K2

l

∣∣∣∣∣∣
≤

n∑
j=1

∣∣∣Bij [φjH(φj)− ψjH(ψj)]
∣∣∣+

n∑
k=1

∣∣∣Cik [ψkH(ψk)− φkH(φk)]
∣∣∣

+
n∑
l=1

∣∣∣∣∣∣Dil

Kl

(
φlH(φl)− ψlH(ψl)

)
K2
l

∣∣∣∣∣∣
≤

n∑
j=1

∣∣∣Bij

∣∣∣∣∣φjH(φj)− ψjH(ψj)
∣∣+

n∑
k=1

∣∣∣Cik∣∣∣∣∣ψkH(ψk)− φkH(φk)
∣∣

+
n∑
l=1

∣∣∣∣Dil

Kl

∣∣∣∣ ∣∣φlH(φl)− ψlH(ψl)
∣∣. (3.58)

Note that |Bij |, |Cik |, and
∣∣∣Dil

Kl

∣∣∣ are bounded and Kl, in particular, is the concentration at

the half saturation point of the enzyme. To show Lipschitz continuity, we need to evaluate

various cases for φk and ψk to show that
∣∣∣φjH(φj)− ψjH(ψj)

∣∣∣ is bounded.

1. If φj, ψj ≥ 0, then ∣∣∣φjH(φj)− ψjH(ψj)
∣∣∣ =

∣∣∣φj − ψj∣∣∣
≤ ‖φ− ψ‖ .
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2. If φj, ψj < 0, then ∣∣∣φjH(φj)− ψjH(ψj)
∣∣∣ = 0

≤ ‖φ− ψ‖ .

3. If φj ≥ 0 and ψj < 0, then coupled with the definition of absolute value, we obtain

the following: ∣∣∣φjH(φj)− ψjH(ψj)
∣∣∣ =

∣∣∣φj∣∣∣
<
∣∣∣∣∣∣φj∣∣∣+

∣∣∣ψj∣∣∣∣∣∣
=
∣∣∣φj − ψj∣∣∣ since ψj < 0

≤ ‖φ− ψ‖ .

The same holds if ψj ≥ 0 and φj < 0.

Thus, for any φj and any ψj,

∣∣∣φjH(φj)− ψjH(ψj)
∣∣∣ ≤ ‖φ− ψ‖ .

This argument holds with the changed subscript as well.

Thus, we have shown that each term in Equation (3.58) is locally Lipschitz, so each

fi is locally Lipschitz. Therefore, existence and uniqueness of a solution to the system

ẋ = f(x) with x(t0) = x0 is guaranteed by Theorem 3.4.2.

Theorem 3.4.2 (Existence and Uniqueness of Solutions of Ordinary Differential Equa-
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tions). Let U ⊂ Rn be an open set and let f : U → Rn be a (local) Lipschitz function. Let

x0 ∈ U and t0 ∈ R. Then there exists an α > 0 and a solution x(t) of ẋ = f(x) defined

for t ∈ (t0 − α, t0 + α) such that x(t0) = x0. Moreover, if y(t) is another solution with

y(t0) = x0, then x(t) = y(t) on their common interval of definition about t0. (Robinson,

1999)

3.4.2 Dynamic Adipose Partition Coefficients

In the first adaption to the basic model, we allow the partition coefficients for the adipose

tissue compartment to vary in accordance with the concentration of the compound in the

venous compartment. This relation is given by

Pi(x) = P est
i −

1

2
P up
i +

P up
i

1 + exp(x̄− xH(x))
, (3.59)

where Pi(x) is the the adipose partition coefficient relating to the concentration x of the

compound in the venous compartment for i ∈ {D; 25; 1, 25}; P est
i is the adipose PC of

compound i estimated using the methods of (Poulin and Theil, 2002); P up
i is an estimate

for the upper bound of the adipose PC, which can be no higher than 130% of P est
i by

model design; and x̄ is the steady-state amount of compound i in the venous compartment,

as initialized by the model. For completeness, we allow for the possibility of a negative

concentration, x, through the incorporation of a Heaviside function term H(x), as before.

The partition coefficients are incorporated in the Cik term in Equation (3.56). We

have previously shown that if Cik is constant and bounded by assumption, then each fi

is locally Lipschitz. If a term in Cik varies, then we need to show that the term is still

bounded to ensure that fi is also bounded.

Since each Cik is composed of the ratio of a flow rate Qi and partition coefficient P est
i ,
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we must show that 1
Pi(x)

is bounded, or equivalently, that Pi(x) is bounded away from

zero. We will show this by establishing that Pi(x) is a strictly increasing function, and

then by establishing its positivity. We will conclude this proof by establishing upper and

lower bounds on Pi(x), and consequently, on 1
Pi(x)

.

Lemma 3.4.3. Let ẋ = f̂(x) where f̂ is f as described in Theorem 3.4.1 with modified

adipose tissue partition coefficients as described by Equation (3.59). Then this system is

locally Lipschitz.

Proof. To show that each Cik is bounded, we will determine bounds on Pi(x). We will

first establish that Pi(x) is a strictly increasing function. Let DPi(x) be the derivative of

Pi(x) with respect to x. Then

DPi(x) =
d

dx

[
P est
i −

1

2
P up
i +

P up
i

1 + exp(x̄− xH(x))

]

= P up
i

d

dx

[
1

1 + exp(x̄− xH(x))

]

= − P up
i exp(x̄− xH(x))

[1 + exp(x̄− xH(x))]2
d

dx
[x̄− xH(x)]

= − P up
i exp(x̄− xH(x))

[1 + exp(x̄− xH(x))]2
[−xδ(x)−H(x)]

=
P up
i exp(x̄− xH(x))

[1 + exp(x̄− xH(x))]2
[xδ(x) +H(x)], (3.60)

for δ(x) the Dirac delta function. For x ≤ 0, DPi(x) = 0. For x > 0, DPi(x) > 0

since P up
i > 0 and exp(x̄− xH(x)) > 0; thus Equation (3.60) is strictly positive in the

physiological region of interest. This means that Equation (3.59) is a strictly increasing

function.
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To show that Pi(x) is a positive function, we will establish a lower bound. Consider

lim
x→−∞

Pi(x). Note that x < 0 is not physiologically reasonable, but since Pi(x) is increasing

along its entire domain, we can utilize the mathematical range of the function to establish

a lower bound before considering the physiological range of the function.

lim
x→−∞

Pi(x) = lim
x→−∞

[
P est
i −

1

2
P up
i +

P up
i

1 + exp(x̄− xH(x))

]

= P est
i −

1

2
P up
i + P up

i lim
x→−∞

1

1 + exp(x̄− xH(x))

≥ P est
i −

1

2
P up
i

≥ P est
i − .65P est

i

= .35 P est
i > 0, (3.61)

since by model design, P up
i ≤ 1.3 P est

i and P est
i > 0. Thus, the mathematical minimum of

Pi(x) is greater than zero, so 1
Pi(x)

is bounded below by 1
.35 Pi(x)

.

Furthermore, we can establish an upper bound on Pi(x) in the same fashion.

lim
x→∞

Pi(x) = lim
x→∞

[
P est
i −

1

2
P up
i +

P up
i

1 + exp(x̄− xH(x))

]

= P est
i −

1

2
P up
i + P up

i lim
x→∞

1

1 + exp(x̄− xH(x))

= P est
i +

1

2
P up
i

≤ P est
i (1 + .65) = 1.65 P est

i . (3.62)
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Combining the results from Equations (3.61) and (3.62) yields the following bounds for

the adipose tissue partition coefficient for compound i:

0 <
1

1.65 P est
i

≤ 1

Pi(x)
≤ 1

.35 P est
i

. (3.63)

Thus Cik is bounded, even with variable partition coefficients.

We have shown that even with the addition of variable partition coefficients, each fi,

as defined in Equation (3.56), is locally Lipschitz, thus the overall model satisfies existence

and uniqueness criteria.

3.4.3 Transcriptional Regulation of Enzyme Concentrations

A second modification to the base model was to allow transcriptional regulation of the

availability of CYPs 27B1 and 24A1, which is reflected in the associated Vmax parameters.

As discussed in Section 3.2.5, we utilized a sigmoidal function to describe the percent of

total CYPs composed of either CYP27B1 or CYP24A1. Recall the following equations:

[27B1]t = [27B1]0 − [27B1]0 ×
(

2

1 + exp(2α1(F0 − Ft))
− 1

)
(3.64)

[24A1]t = [24A1]0 + [24A1]0 ×
(

2

1 + exp(2α2(F0 − Ft))
− 1

)
. (3.65)

Lemma 3.4.4. Let ẋ = g(x) where g is f as described in Theorem 3.4.1 and has varying

total percentages of CYPs 27B1 and 24A1 as described in Equations (3.64) and (3.65).

Then this system is locally Lipschitz.

Proof. We will follow the same techniques as in the proof for Lemma 3.4.3.
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Consider first Equation (3.64). Physiologically, we expect that as the concentration of

1,25(OH)2D increases (corresponding to an increase in Ft), transcriptional regulation of

enzyme production will cause less CYP27B1 to be produced, which will, in turn, decrease

the amount of 25(OH)D metabolized into 1,25(OH)2D. We expect that Equation (3.64)

will be strictly decreasing as Ft increases. Let D[27B1]t be the derivative of [27B1]t with

respect to Ft. Then

D[27B1]t =
d

dFt

[
[27B1]0 − [27B1]0 ×

(
2

1 + exp(2α1(F0 − Ft))
− 1

)]

= −4α1[27B1]0 exp(2α1(F0 − Ft))
[1 + exp(2α1(F0 − Ft))]2

.

All terms in the fraction are positive, so D[27B1]t < 0, which means [27B1]t is strictly

decreasing as Ft increases. The following limits are clear:

lim
Ft→−∞

= 2[27B1]0 and lim
Ft→∞

= 0, (3.66)

so 0 < [27B1]t < 2[27B1]0.

We can show a similar proof to illustrate that Equation (3.65) is strictly increasing

and that 0 < [24A1]t < 2[24A1]t.

The [27B1]t and [24A1]t come into play when calculating Vmax for each enzyme, which

is represented by the term Dil in Equation (3.56). For the proof of Theorem 3.4.1 to

hold, we require that Dil remains nonnegative and bounded, which remains true with

Equations (3.64) and (3.65).
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Chapter 4:

Model Calibration and Subset Selection

The first goal after the construction of a model is calibration. Calibration occurs when the

model parameters are fit to obtained data such that the resulting model predictions match

the data as near as possible. This process is also known as solving an inverse problem

where calibration of the model is based on the expected outcomes. Inverse problems are a

staple part of PBPK modeling, as the data obtained from experiments rarely contains all

relevant parameters for the PBPK model itself. Inverse problems also show up in the case

of engineering and other physically-related problems. The interested reader is referred to

(Banks and Tran, 2009) for an overview of inverse problems and methodology.

Inverse problems are typically difficult to solve because of common nonlinearities

and ill-posedness issues. States and parameters may not be directly measurable or even

observable and available data may be sparse or subject to measuring errors. In the case

of the vitamin D PBPK model, the data available is sparse, with measurements occurring

approximately every seven days and only in one compartment. Furthermore, the available

data is on 25(OH)D, yielding little information about the metabolic processes that occur
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before or after that point.

It is haphazard to begin parameter estimation without determining which parameters

are sensitive–meaning that changes in the parameter value will change the behavior of

the model–and of those parameters which are sensitive, which are also identifiable by

the model. Even with adherence to sensitivity and identifiability techniques, there is

still a degree of problem-specific expertise that must be applied; a parameter may be

deemed insensitive in relation to other parameters but is still essential in describing model

behavior when considered in a different manner. An example of this will be discussed

with the case of the regulatory parameters affecting availability of pools of enzyme.

This chapter will first discuss several methodologies for sensitivity and identifiability

analysis used to identify vitamin D model parameters available for estimation. After an

introduction of techniques, applications of these techniques to the vitamin D PBPK model

will be demonstrated.

4.1 Identifiability and Estimability

The differences between identifiability and estimability can be subtle. Identifiability, in

its most basic sense, is often considered to be a form of a-priori analysis, relating only

to the model structure. In contrast, estimability relies on experimental data, and is thus

considered a form of a-posteriori analysis. A comparison of identifiability and estimability

properties are summarized from (McLean et al., 2012) and are found in Table 4.1.

Identifiability analysis can indicate problems in model structure, whereas estimability

can help determine if experimental data (whether in-hand or proposed) allows for unique

estimation of parameters. If parameters are found to be unidentifiable, and if the identi-

fiability of the parameters is important to model predictions, then the model must be
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Table 4.1: A comparison of identifiability and estimability (summarized from Table 1 in
McLean et al. (2012))

Concept Identifiability Estimability

Question
Can different parameter values lead to
the same model behaviors?

Can all parameters be uniquely es-
timated using available experimental
data?

Alternative Names
Structural Identifiability Practical Identifiability
Theoretical Identifiability Quantitative Identifiability
Qualitative Identifiability

Information Used

Model equations Model equations
Types of measurements Types of measurements

Experimental settings
Initial parameter guesses

Mathematical Techniques
Linearization Fisher Information Matrix
Taylor Series Expansion Graphical or Visual Inspection

Correlation matrix

Model Complexity
Difficult for more than 10 parameters
and states

Can assess in models with more than
50 parameters and states
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simplified or additional output variables (such as the concentration of another metabolite

in the case of the vitamin D model) must be measured to achieve identifiability. As

discussed in McLean et al. (2012), there are several ways to compensate for unidentifiable

parameters:

1. Lump parameters that always appear together, i.e. if k1 and k2 always show up as a

product k1k2, consider the parameter k3 = k1k2 instead;

2. Remove terms from the model equation that are expected to have little influence on

the model predictions; and

3. Fix some parameters at reasonable values to reduce the number of parameters

subject to estimation.

In contrast, compensating for inestimable parameters may be harder, as inestimability

may come from a lack of sensitivity of the model to changes in the parameter value

or changes in one parameter set may be correlated with changes in another parameter

set. To assess estimability of parameters, both the sensitivity of model predictions to

each parameter as well as correlation between parameters must be considered. Again,

we emphasize that these are local results, as different parameter sets may show varying

degrees of correlation and model sensitivity.

4.1.1 (Structural) Identifiability

If parameters in a model are troublesome to identify, it could be due to either the

model itself not having an appropriate structure or a lack of experimental evidence. First

presented by Bellman and Åström (1970), structural analysis can help determine if the

model structure affects parameter identifiability. Consider a nonlinear ordinary differential
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equation of the form:

d

dt
x(t) = f(t,x(t),q), x(0) = x0, y = g(t,x(t),q) (4.1)

for t time, x(t) the model state varying according to time, q model parameters, x0 a

vector of initial conditions, and y model predictions. The model and parameters are said

to be identifiable if

g(t,x,q1) = g(t,x,q2) ⇐⇒ q1 = q2. (4.2)

If Equation (4.2) holds for the entire parameter space, then the parameters are said to

be globally identifiable. Otherwise, if Equation (4.2) holds for q2 in a neighborhood of

q1, then the parameters are said to be locally (or at-a-point) identifiable (Quaiser and

Mönnigmann, 2009; Miao et al., 2011; McLean et al., 2012).

In the case of linear models, determining identifiability is a relatively straightforward

process, using techniques such as Laplace transforms, power series expansion and similarity

transformations (Quaiser and Mönnigmann, 2009; Miao et al., 2011). Two conditions

for linear PBPK models are developed in Slob et al. (1997) to guarantee identifiability

and estimability; however the authors are quick to point out that the methods do not

extend nicely to nonlinear models. It is generally the case that assessing identifiability in

nonlinear models is more difficult. Various techniques have been developed or extended

to investigate the identifiability of a nonlinear model, including extensions of similarity

transformations (Vajda et al., 1989), differential algebra (Ljung and Glad, 1994), and

techniques based on the Implicit Function Theorem (Xia and Moog, 2003). Grewal and

Glover (1976) showed that it is sufficient to show that if the linearized version of the

ODE model was identifiable, then the nonlinear ODE model is also identifiable. However,

the if the nonlinear ODE model is identifiable, it is not guaranteed that the linearized
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version is also identifiable (McLean et al., 2012). The techniques listed above have been

applied to the question of the implication of a non-identifiable linearized model (in both

the local and global sense), and are summarized in (Miao et al., 2011; McLean et al.,

2012). Although no conclusive method exists for large models, non-identifiability of the

linearized model does suggest that the original model might be ill-formulated, at least in

terms of the structure of model equations (McLean et al., 2012).

4.1.2 Estimability

Identifiability analysis provides a theoretical ground for practical identifiability (or es-

timability) analysis. If structural identifiability results suggest that a model is in fact

unidentifiable, then it follows directly that the model is also inestimable (Miao et al.,

2011). It is possible for portions of a model to be identifiable; if this is the case, then

estimability analysis should only be run on the subset of these identifiable parameters.

Structural identifiability analysis relies heavily on the assumptions that the model

structure is absolutely accurate and the measurements are exact (Miao et al., 2011).

However, in practice, this is often not the case, and a parameter that is deemed identifiable

a-priori may not be estimable due to data limitations. We say that a parameter is estimable

if its value can be uniquely determined from available data. A good modeling technique is

to combine structural and practical identifiability analysis to ensure reliable parameter

estimations. If a parameter is determined to be structurally unidentifiable, then no amount

of estimability analysis will change that. Conversely, if data is not amenable, an identifiable

parameter may not be estimable under practical identifiability analysis. Miao et al. (2011)

and McLean et al. (2012) detail several different methods for practical identifiability

analysis; we will focus on techniques relating to sensitivity-based identifiability analysis.
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4.1.3 Sensitivity-Based Identifiability Analysis

As methods for global identifiability and estimability of large models do not yet exist,

we will focus our attention on local at-a-point analysis. A parameter may be difficult

to estimate due to insensitivity, but it might also be correlated with other parameters,

thus adding to the complexity of the estimation process. If there is a large correlation

between a set of parameter estimates, then the elements of this set are likely to be

indistinguishable. However, sensitivity analysis can help tease out the dependencies and

provide a work-around to these complexities.

Consider again Equation (4.1):

d

dt
x(t) = f(t,x(t),q), y = g(t,x(t),q).

To determine the effects of parameters q on states x, we can differentiate both sides of

the model equations with respect to q to obtain a system of n+mn differential equations:

d

dt
x(t) = f(t,x(t),q) (4.3)

d

dt

∂x

∂q
=
∂f

∂x

∂x

∂q
+
∂f

∂q
. (4.4)

These sensitivity functions (Equation (4.4)) can be approximated using finite difference

methods or computed exactly using Automatic Differentiation. Details about these

methods are available in Appendix B.1. After computation of the sensitivity functions, we

need to compare the sensitivity of a state to one parameter to the sensitivity of the state

to that of another. We can accomplish this by first non-dimensionalizing the parameters
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by multiplying by the parameter value,

∂xi
∂qj

qj. (4.5)

Furthermore, we scale Equation (4.5) by dividing by the maximum value of the state

variable xi over [t0, tf ]. Utilizing the maximum value rather than the value at a particular

time tk eliminates the possibility of dividing by zero, as all biological compartments are

nonzero at t0. To finalize the calculations, we can take the L2 norm to achieve a normalized

ranking of the sensitivity of each parameter over the time frame [t0, tf ]:

Ci,j =

∥∥∥∥∂xi∂qj

qj
maxxi

∥∥∥∥2

2

=

∫ tf

t0

∣∣∣∣∂xi∂qj

qj
maxxi

∣∣∣∣2 dt ∈ R, (4.6)

where t0 and tf are the initial and final time points, respectively. In practice, the integral

can be approximated with the trapezoidal method. Parameters can be ranked in descending

order of sensitivity to begin to yield ideas on identifiability on the system as a whole. In

the simplest case, the larger the sensitivity ranking, the more influence a parameter will

have on model behavior. This does not imply, however, that all sensitive parameters are

uniquely estimable. For example, two parameters can have roughly the same normalized

ranking, but cannot be identified from each other based on model data. We will see this

is the case with kinetic parameters.

Typically speaking, a biological model will have many fewer output measurements

than state variables. In the case of the vitamin D model, we have one output measurement,

namely the concentration of 25(OH)D in the venous compartment. From this measurement,

we are forced to estimate the other states in the model. To consider the sensitivities for

the entire model through time with respect to the output measurements, we define a
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sensitivity matrix S(q, t). Recall y = [y1(t), y2(t), . . . , yp(t)]
T is a vector of outputs at time

t, with parameters q = [q1, q2, . . . , qm]T at time points t = [t1, t2, . . . tn]. The sensitivity of

each system output with respect to the parameter vector is given by the pn×m matrix

S(q, t). This is a block matrix composed of p time dependent blocks si,.(q, t) of size n×m,

as shown in Equation (4.7) (Beck and Arnold, 1977):

S(q, t) ≡



s1,.(q, t)

s2,.(q, t)

...

sp,.(q, t)


, si,.(q, t) =



si,1(q, t1) . . . si,m(q, t1)

si,1(q, t2) . . . si,m(q, t2)

...
. . .

...

si,1(q, tn) . . . si,m(q, tn)


, (4.7)

where the entries of si,j(q, t) are called (normalized) sensitivity coefficients and indicate

the influence of a perturbation in parameter qj on the prediction of the output state yi at

time tk. Formally, si,j(q, tk) can be defined as follows:

si,j(tk) =
∂yi(tk)

∂qj

qj
max yi

. (4.8)

A coefficient with a high value indicates that the output is highly sensitive to changes in

a particular parameter; this is an indication (but not a guarantee) that the parameter is

important to system behavior. Conversely, a parameter with a small sensitivity coefficient

is a candidate for an unidentifiable parameter (Quaiser and Mönnigmann, 2009; Miao

et al., 2011). Note that S(q, t) requires evaluation at a particular point q in parameter

space; thus, we consider this technique to be applicable only to at-a-point identifiability

analysis. In addition to giving an idea of the strength of a perturbation of a parameter on

model output, the columns of the sensitivity matrix can indicate correlation of parameters

through linear dependencies.
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Fisher Information Matrix

The sensitivity matrix S(q, t) is a local result, evaluated at a fixed point in the parameter

space q0. Let ∆q = q− q0 be a small perturbation from the initial point q0. We expect a

small change in the output function ∆y = y(t,q)− y(t,q0). Utilization of the chain rule

gives the following relation:

∆y = S∆q. (4.9)

A model is said to be locally estimable if the modified Fisher Information Matrix (FIM)

STS has full rank, i.e. rank(STS) = j where j is the number of model parameters. If the

FIM does not have full rank, then not all parameters are estimable (McLean et al., 2012).

Linearly dependent columns of the FIM imply that change in system output through

variation of a parameter, say pk, can be compensated by changing other parameter values

pj, j 6= k as well. Note that the FIM can be written as STΣS where Σ is a square weighting

matrix reflecting measurement noise information (McLean et al., 2012). For the purposes

of the vitamin D PBPK model, we assume that Σ is the identity matrix since we have

little information about measurement error.

Often in practice, calculation of the rank of STS is fraught with numerical uncertainties.

The condition number of the matrix, namely the ratio of the largest eigenvalue to the

smallest eigenvalue, can be used to assess estimability; however, singular or nearly-singular

matrices have large condition numbers, which can play into numerical computation

difficulties. We will instead direct our attention to a separate method for assessing

estimability of parameters based on the eigenvalues of the FIM.
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Eigenvalue Method

Several methods have been proposed that use the sensitivity matrix S(q, t); a detailed

summary is presented in Miao et al. (2011). We will focus primarily on the eigenvalue

method, first proposed by Vajda et al. (1989) and further discussed by Quaiser and

Mönnigmann (2009).

The original eigenvalue method proposed by Vajda et al. (1989) focused on minimizing

dependencies between eigenvectors arising due to special parameter combinations of the

form p1/p2 or p1p2 in the model. The first step entailed lumping these combinations into a

new parameter, e.g. p3 = p1p2, and recalculating the eigenvalues and eigenvectors for the

new system. These steps were repeated until the smallest eigenvalue was sufficiently large.

The downfall of this technique is that it requires manual inspection of the eigenvalues and

eigenvectors of the FIM and choices regarding lumping of the parameters, thus making

this method infeasible for large systems.

To combat the limitations of this technique, Quaiser and Mönnigmann (2009) devel-

oped an automatic, algorithmically-based, method to discern interrelationships between

parameters. This method amounts to calculating STS and testing for positive-definiteness

at a particular point q in parameter space. Positive-definiteness implies that all the eigen-

values are strictly positive; the authors in (Quaiser and Mönnigmann, 2009) utilize a lower

bound ε on the eigenvalues of STS to determine if the model is estimable. Eigenvalues

that are smaller than ε indicate the presence of inestimable parameters. Parameters that

are least estimable (elements in the eigenvectors corresponding to eigenvalues less than ε)

are sequentially fixed to literature values and the matrix STS is recalculated excluding

the fixed parameter. The resulting set of parameters from utilization of this algorithm are

parameters that are identifiable (since estimability analysis is only valid for identifiable
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parameters) and estimable.

Visual Inspection

A final method of determining the sensitivity of a parameter is through visual inspection

of the sensitivity functions. The normalized sensitivity of output state i with respect to

parameter j over time is given by the function

Si,j(t) =
∂yi(t)

∂qj

qj
max yi

. (4.10)

These functions correspond to columns of the matrix si,:(q, t) in Equation (4.7). Note

that nondimensionalization and scaling is essential when comparing sensitivities across

parameters to ensure that apparently small sensitivity values are not a product of poor

choice of units for parameters or response variables.

Sensitivity coefficients calculated using Equation (4.6) give an overall view of the

sensitivity of a parameter; however, information about the sensitivity of a parameter

over time is lost. This may lead to masking of interesting dynamics that may indicate

particular time points or parameters of interest. Therefore, it may be important to assess

time-course behavior of parameters that appear essential to the model but do not show

up as sensitive or estimable, but have an effect on the model under empirical testing.

Figure 4.1 shows the time-course sensitivities of four parameters: the kinetic pair for

CYP2R1 and the pair (α1, α2) relating to the amount of p450 enzyme available. If

the sensitivities for the kinetic enzymes were added together, the resulting curve would

very nearly lie on the zero-axis. This indicates that the columns in STS corresponding

to the CYP2R1 kinetic parameters are linearly dependent. In contrast, the sensitivities

for α1 and α2 do not show the same correlation, indicating the columns are not linearly
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Figure 4.1: Comparison of sensitivity of parameters over time. Kinetic parameters for
CYP2R1 are shown on the left and α1, α2 on the right.
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dependent. It is hasty to utilize only visual inspection to determine identifiability of

parameters; two columns may not be linearly dependent, but with the addition of other

columns (parameter sensitivities), a previous linearly independent column may become

dependent given the basis for STS. For this reason, we choose to only use visual inspection

as a graphical way of verifying the identifiability results.

4.2 Parameter Subset Selection

Before optimization of an arbitrary set of parameters, these parameters must be separated

into those which are identifiable and sensitive, and those that are not. We use the following

procedure:

1. Calculate the sensitivity matrix S and the total sensitivity of each parameter. Using

the total sensitivity, determine the identifiable parameters.

2. Construct the modified Fisher Information Matrix STS and utilize the eigenvalue

method to decide which identifiable parameters are also estimable.

3. Apply optimization techniques to this subset of parameters.

4.2.1 Parameter Identifiabilty

Perhaps the easiest first step in identifiability and estimability analysis is to determine

rankings of parameters based on sensitivity analysis. In the experimental design, three

doses–0µg, 5µg, and 10µg–are given on a daily basis. Figure 4.2 shows the total sensitivity

ranking of the parameters calculated utilizing Equation (4.6) and a 10µg dose. Note that

the dose choice is arbitrary, as sensitivities for the other doses have the same overall
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structure as the 10µg dose (results not shown). We chose to use the highest experimental

dose for analysis to tease out the behavior of the smallest sensitivities.

Parameters are ranked in order from most sensitive to least sensitive, with sensitivity

values given in Table 4.2. Obvious breaks in the ranking of the parameters are indications

of transitions between identifiable to unidentifiable parameters; some discretion must be

used, as the first two breaks appear within the first four parameters.
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Figure 4.2: Total sensitivity ranking. Note the logarithmic scale for the sensitivity
coefficients. Numbers above data points indicate the parameter.

The astute reader may notice that there are six instances in which pairs of parameters

appear next to each other in Figure 4.2; in addition these pairs have nearly equal sensitivity

coefficients, as given in Table 4.2. This is not a coincidence: the kinetic parameters Km

and Vmax are correlated, as Km is defined in terms of Vmax. As discussed in Section 3.2.5,

the slope of the metabolism function is roughly equal to Vmax

Km
for the dosing range of
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Table 4.2: Sensitivity coefficients for S, ordered by relative sensitivity. The horizontal
line separates identifiable from unidentifiable parameters.

Parameter # Parameter Sensitivity Index Sensitivity Coefficient

12 V 24A1b
max 1 1191.4

6 K24A1b
m 2 1191.3

14 P est
25 3 417.5

11 V 27A1b
max 4 184.7

5 K27A1b
m 5 184.7

8 V 2R1
max 6 128.5

2 K2R1
m 7 128.5

17 α2 8 92.4

10 V 24A1
max 9 78.7

4 K24A1
m 10 78.7

9 V 27B1
max 11 34.6

3 K27B1
m 12 34.6

16 α1 13 29.8

13 P est
D 14 8.9

7 V 27A1
max 15 7.9

1 K27A1
m 16 7.9

15 P est
1,25 17 1.8

the experiment. This indicates that although Vmax and Km for an enzyme may both be

identifiable, they are most likely not uniquely estimable. For completeness of analysis,

we will consider these parameters separately for the time being rather than lumping the

parameters as suggested earlier in this chapter.

Note that in Figure 4.2 there are several fairly significant gaps in the ranking of
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the parameters. These gaps occur after parameter indices two, three, ten, thirteen and

sixteen. As gaps in the ranking yield clues as to where the division between identifiable

and unidentifiable parameters lies, we must make an informed choice about which break

to choose as the dividing line. The last two gaps occur between parameters with very low

relative sensitivities; in a similar fashion, the first two gaps occur between parameters

with relatively high sensitivity. This leaves the break between parameter indices ten and

eleven as an optimal choice for identifiability separation.

The identifiability results from the spectrum of the information matrix are not surpris-

ing: parameters that are most structurally identifiable are directly related to 25(OH)D,

which is the metabolite for which we have data. The least identifiable set of kinetic pa-

rameters is for CYP27A1 acting on vitamin D. As discussed previously, this may actually

be the secondary pathway for CYP27A1, as it seems to prefer hydroxylated forms of the

compound.

4.2.2 Parameter Estimability

As discussed previously, we are using the eigenvalue method to determine parameters that

are both identifiable and estimable. A brief description of the algorithm is summarized

from (Quaiser and Mönnigmann, 2009).

Let p = {p1, p2, . . . , pn} denote the set of parameter values that are deemed identifiable

from previous analysis and plit denote the associated literature values of these parameters.

Let S denote the set of estimable parameters and U denote the set of inestimable

parameters.

1. Initialize the model by choosing ε, setting p∗ = plit as an evaluation point. Set

S = p, and U = ∅. For this analysis, we chose ε = 10−8.
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2. If S is empty, then stop. This implies that the model is not estimable with respect

to any parameter.

3. Fix any parameters pk ∈ U to their literature values. These parameters are deemed

inestimable, and thus we can gain no further information by varying them.

4. Calculate the Fisher Information Matrix with respect to parameters pj ∈ S and

evaluate it at p = p∗. Find the eigenvalues λj and associated normalized eigenvectors

vj of the FIM. Assume these pairs are ordered such that λ1 ≤ λ2 ≤ . . . ≤ λj.

5. If λ1 ≥ ε, then stop. The model is estimable with respect to parameters pj ∈ S.

6. Otherwise, chose the largest element |vi1| in the eigenvector v1. This corresponds to

the influence of the parameter pi on the model. Remove pi from the set S and add

it to the set U . This indicates that pi is not an estimable parameter with respect to

the model. Return to step 2.

The order in which parameters are removed from S determines the ranking of parameters

from least to most estimable. After determining which parameters are identifiable from

the model structure, we can apply the eigenvalue method to determine the most estimable

parameters.

As expected, estimability analysis has indicated that only one of each identifiable

kinetic parameter pair is estimable. The identifiable parameters that are deemed most

estimable are indicated in Figure 4.3 by red circles.

4.2.3 Optimization Methods

Parameters that are deemed both identifiable and estimable are expected to have an

influence on the model output. We may then optimize for these parameters, holding all
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Figure 4.3: Ranked parameters utilizing the spectrum of the information matrix. Param-
eters that are both estimable and identifiable are circled in red.

others at fixed literature values, to determine a parameter combination that yields a “best”

fit based on some cost function. In particular, the cost function that we use for this model

is given by

φ(q) =

γ∑
i=1

n∑
j=1

[
fi(tj,x(tj),q)− yi(tj)

]2
, (4.11)

with respect to q, where fi(tj,x(tj),q) is the model output and yi(tj) are the measured

data. In the case of the vitamin D model, there is only one set of measurement data, so

γ = 1. In particular, the output state y(t) corresponds to the state f20(t,x(t),q) Thus,

Equation (4.11) simplifies to

φ(q) =
n∑
j=1

[
f20(tj,x(tj),q)− y(tj)

]2
, (4.12)
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Various algorithms are available to minimize functions of this form; we chose to use the

MATLAB function fminsearch, which utilizes the Nelder-Mead search algorithm, to find

an initial local minimum. After an initial local minimum is found with a relatively good

model fit to data, we switch algorithms to a gradient-based method (lsqnonlin) to speed

up the convergence. Details about both types of methods can be found in Appendix B.

4.3 Parameter Confidence Intervals

The above techniques describe methods for choosing a parameter subset for estimation. To

determine the effectiveness of different parameter estimation techniques, we can consider

the standard errors of the resulting parameter estimations. To this end, we follow notation

in (Banks and Tran, 2009) for the development of this idea.

Consider the case of n scalar longitudinal observations for a generic statistical model

given by

Yk ≡ f(tk,q0) + Ek, k = 1, . . . n, (4.13)

where f(tk,q0) is the model for the observations in terms of the state variables, and

q0 ∈ Rp is the set of “true” parameter values. The observational errors, Ek, are assumed

to be independently and identically distributed (i.i.d.) random variables with mean zero

and an unknown variance σ2
0. This implies that the observations Yk are i.i.d. random

variables with mean f(tk,q0) and variance σ2
0.

In the ordinary least squares (OLS) approach, the goal is to use realizations {yk} of

the process {Yk} along with the model to determine a vector q∗ where

q∗ = arg min J(q) =
n∑
k=1

(
yk − f(tk, q)

)2
. (4.14)
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Yk is a random variable; this implies that the corresponding estimator q∗ is also

a random variable with a distribution called the sampling distribution. This sampling

distribution characterizes all possible values that q∗ could take on for a fixed data set

of length n. The standard errors approximate how much variability is present across

all realizations and provide a measure of the extent of uncertainty. This variability is

dependent on both the estimator q∗ and the sample size n.

The sample distribution can be estimated with a p-multivariate Gaussian distribution

(with asymptotic convergence to distribution) with mean q0 and covariance matrix

Σ0 = σ2
0(ST (q0)S(q0))−1. Here, S(q0) is the local, regular sensitivity matrix evaluated at

q0. For n large, the sampling distribution approximately satisfies

q∗(Y ) ∼ Np(q0,Σ0) ≈ Np(q0, σ
2
0[ST (q0)S(q0)]−1). (4.15)

Methods for computing the sensitivity matrix have been discussed previously in this

chapter; we can approximate σ2
0 by

σ2
0 ≈

1

n− p

n∑
k=1

(
yk − f(tk,q

∗)
)2
. (4.16)

Standard errors are given by the square root of the diagonal of the covariance matrix Σ:

Ek(q) =
√

Σkk(q) for k = 1, . . . n. (4.17)

The confidence intervals at the 100(1− α)% level are defined in terms of these errors:

P{q− t1−α/2Ek(q) < q0 < q + t1−α/2Ek(q)} = 1− α, (4.18)
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for α ∈ [0, 1] and t1−α/2 ∈ R+. For small values of α, e.g. 0.05, the values for t1−α/2 are

computed from the Student’s t distribution with n− p degrees of freedom.

We will present confidence intervals on our optimized parameters in Chapter 5.

4.4 Parameter Estimation

We utilized the following algorithm to determine the optimized parameter values for the

vitamin D model.

1. Calculate the sensitivity coefficients and the sensitivity ranking of parameters at a

nominal starting point.

2. Determine parameters that are identifiable using the total sensitivity coefficients

of STS; from these, utilize the eigenvalue method to determine which of these are

estimable.

3. Partition q = {qI ,qU} such that parameters in qI are both identifiable and sensitive

utilizing methods discussed previously. Parameters in qU are unidentifiable by the

model.

4. Determine if any parameters in qU warrant special consideration by investigating

time-course sensitivities. Remove these parameters from qU and add them to the

set qI .

5. Set all parameters in qU to their associated literature values. Parameters in qI will

be optimized for, with kinetic search regions constrained by available literature data

(found in Table A.4).
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6. Determine a local minimum for parameters in qI by minimizing Equation (4.12)

utilizing a Nelder-Mead optimizer, fminsearch.

7. Utilize a gradient-based algorithm, lsqnonlin, to speed up the convergence.

8. Display model output.

Chapter 5 discusses the results from application of this parameter estimation algorithm.
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Chapter 5:

Model Results

Modeling, especially modeling of biological systems, is an iterative process. In the case of

biological modeling, an initial attempt may fit portions of the data but grossly overestimate

or underestimate other portions of the data. It is at this point that more biology must be

investigated and evaluated for inclusion into the model. We see this is the case with the

vitamin D PBPK model. Each section of this chapter discusses the progression through

the different levels of complexity of the PBPK model and how each additional idea was

incorporated and the resulting model fit.

5.1 Initial Model Structure

In the initial model, we strived to keep the mathematics as simple as possible while

incorporating the majority of known biology. To this end, we needed to include not only

the major pathways of metabolism, but also the secondary pathways as well (namely,

CYPs 27A1 and 24A1 acting on the compound 25(OH)D). The resulting fit to the data is
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shown in Figure 5.1. The spikes in each model come from the daily dosing of vitamin D

through dietary consumption. Clearly, the zero-dosing scheme has a relatively good fit,

while the model vastly over-predicts the other two dosing schemes.
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Figure 5.1: Initial model results. This includes only the primary and secondary pathways.

A positive aspect of this initial model setup is that the model fits the zero-dose data

very well. This indicates that the majority of our parameters relating to steady-state

values are approximately accurate as the initial state conditions were also derived from a

zero-dose scheme (as discussed in Appendix A.2). This is an aspect of the model that we

would like to preserve, so changes to the model must occur in relationship to increasing

the dose. Note that the zero-dose prediction does decrease slightly over time; this may be

due to the individual variations in typical vitamin D consumption by study participants.
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5.2 Dynamic Adipose Partition Coefficients

The next iteration of the model explored the effects of a daily dosing scheme on the

adipose partition coefficients. Recall from Section 3.2.4 that a partition coefficient is

calculated with the assumption of steady-state conditions. However, with the daily dosing

of vitamin D, we may not have a steady-state environment. Equation (3.8) defines the

adipose tissue partition coefficient in terms of the concentration of the compound in the

venous compartment compared to the estimated steady state concentration. Figure 5.2

illustrates how the value of the adipose tissue partition coefficient changes with respect to

time and dosing amount.

0 5 10 15 20 25 30
20

25

30

35

40

45

50

55
Adipose partition coefficient for 25(OH)D based on dose

Time (days)

A
d

ip
o

s
e
 P

C

 

 

10D3

5D3

none

Figure 5.2: Time-course display of the values of the dynamic adipose partition coefficients.

All doses start with roughly the same adipose PC value; however, we see a strong

82



increase in the value of the partition coefficient as time progresses with the addition

of a dose of vitamin D to the diet. This corresponds to sequestering of the metabolite

25(OH)D in the adipose tissue. Conversely, the zero-dosing scheme yields a decreasing

value of the adipose tissue PC; this indicates donating behavior of the adipose tissue in

response to falling levels of 25(OH)D throughout the rest of the system. The adipose

partition coefficients for the other compounds display a similar behavior.

In terms of the model output, we expect that varying the adipose PC will have little

effect on the model for the zero-dosing scheme. This is because we expect little change

from steady-state levels of 25(OH)D since there is no appreciable change in the dietary

intake of vitamin D by the subjects. Conversely, we expect that dynamic adipose partition

coefficients will show a demonstrable effect on the model output for the other two dosing

schemes, most apparent in the 10µg dosing scheme. Indeed, this is the case, as shown in

Figure 5.3.

With the addition of the dynamic adipose partition coefficients, we see a strong

improvement in the fit for all doses over the course of the first 14 days, and continued

improvement for the 5µg dosing over the remainder of the experiment. Very little has

changed for the zero-dosing scheme, as anticipated, and the 5µg dosing predictions fit

very tightly to the available data. The model predictions for the 10µg dosing indicate a

trend with a concave-upward shape; this suggests that over a longer time period, the 10µg

dosing model may demonstrate the same ill-fitting issues as seen in the 5µg dosing without

the addition of the dynamic adipose PCs. Note also that the maximum concentration of

the 5µg dosing is roughly equal to the concentration of the 10µg dosing on day 7.

To address this issue, the next adaptation of the model would ideally affect the model

predictions only at high concentrations of 25(OH)D in the venous compartment, regardless

of dosing scheme.
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Figure 5.3: Model results with the addition of dynamic adipose partition coefficients.

5.3 Final Model and Optimized Parameters

The second adaption of the vitamin D PBPK model incorporated transcriptional regulation

of two enzymes involved in the cascade: CYPs 27B1 and 24A1. Recall, as discussed in

Section 2.2.5, the concentration of 1,25(OH)2D regulates the physical availability of

these two enzymes by controlling the amount of enzyme produced. We incorporate this

phenomenon into the PBPK model by allowing the amount of available enzyme to change

according to methods discussed previously.

Adjusting the amount of enzyme available serves to effectively decrease the concentra-

tion of 25(OH)D in the venous compartments at high concentration levels while sacrificing

little accuracy at lower concentrations. Figure 5.4 displays the final results.

Throughout the modeling process, we assumed several classes of parameters were
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Figure 5.4: Model results with the addition of dynamic adipose partition coefficients as
well as dynamic enzyme amounts.

constant and obtained through literature search. These parameter classes included com-

partment volumes, blood flow rates, and partition coefficients (with the exception of

adipose tissue). These values can be found in Table 3.2. The remaining parameters fall

into two classes: kinetic parameters (including the amount of enzyme available for CYPs

27B1 and 24A1) and the adipose partition coefficients. Table 5.1 displays these values.

Note that an asterisk indicates that the parameter has been optimized for, and contains

the 95% confidence interval. Non-optimized parameters are set to literature values, and

do not have associated confidence intervals.

With the advancement of understanding of the metabolic cascade for vitamin D, we

expect to be able to incorporate more detail in the model to truly capture the short

and long term aspects of the data, as well as increase our confidence in literature and

optimized values.
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Table 5.1: Final optimized parameter values. Bold-face entries with an asterisk indicate
optimized parameters, with Lower and Upper denoting the 95% confidence intervals (CI)
on an optimized parameter.

Parameter Km Vmax

Lower CI V alue Upper CI Lower CI V alue Upper CI

CYP27A1 − 3.20 − − 0.27 −

CYP2R1 − 0.45 − 0.988 0.99∗ 1.002

CYP27B1 − 2.70 − − 3.90 −

CYP24A1 0.116 0.12∗ 0.123 − 0.105 −

CYP27A1b 3.69 3.89∗ 4.10 − 0.021 −

CYP24A1b 0.368 0.37∗ 0.372 − 0.12 −

Parameter Lower CI V alue Upper CI

P est
D − 31.33 −

P est
25 40.54 40.65∗ 40.77

P est
1,25 − 31.9 −

α1 − 10.0 −

α2 13.32 14.0∗ 14.71
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Chapter 6:

Conclusion and Future Directions

In this work, we have constructed a human PBPK model that describes the distribution

of the metabolic pathway of vitamin D simultaneously over three oral dosing levels.

In contrast to typical PBPK models, the dosing compound, vitamin D, is not a näıve

substance to the human body. In fact, it is an internally-created compound, produced

through sunlight exposure and stored in various forms for utilization in darker months.

Therefore, the traditional assumption of zero or negligible amounts of the dose initially

present in each compartment is violated; we developed a novel technique to estimate

the amount of vitamin D and its metabolites in each compartment prior to the start of

the experiment. This allows the system to avoid the equilibrating process that would

otherwise skew the model predictions.

The vitamin D PBPK model is not a simple model. With thirty differential equations

constructing the backbone of the model, six kinetic equations, and thirty equations

predicting the partition coefficients, an exact solution is not possible. We are still able to

show existence and uniqueness of the model and its modifications by way of Lipschitz
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continuity. As parameter estimation relies heavily on local sensitivity and estimability

analysis, we utilize various methods to select pertinent parameters for optimization. These

methods include construction and analysis of the Fisher Information Matrix to determine

identifiability and use of an eigenvalue-based method for parameter subset selection. After

selection, we use several optimization methods to determine values that lead to optimal

model fits while satisfying biological constraints on parameter values.

Through incorporating a variety of biological phenomena, this model makes several

new contributions to PBPK modeling. These include: a novel method of calculating initial

conditions in a system with previous exposure to the substrates; concentration-dependent

partition coefficients reflecting a lack of steady-state conditions in the adipose tissue

compartment; and coupling of metabolic compounds through six kinetic pathways with

varying amounts of enzymes available through concentration-dependent transcriptional

regulation. Although these contributions push the boundary of PBPK modeling, we feel

confident that they are justified in describing the phenomena we observe.

As public and clinical interest in vitamin D continues to grow, we expect a variety of

new experiments will help shape our understanding of the underlying metabolic behavior

of the vitamin D pathway. With an enhanced understanding of the relevant behavior of the

four enzymes we have included—or the revelation of new enzymes or pathways involved—

we can refine the equations and parameters describing conversion of one compound to

another. This may be essential with the exploration of alternate dosing schemes, such as

high level dosing or alternate routes. New techniques are being developed to quantitatively

predict sunlight exposure; these results can be incorporated into this PBPK model for

datasets utilizing exposure as a dosing route. As the interplay between internally-produced

and externally-administered vitamin D is investigated, we hope to see several exciting

predictions come arise from our PBPK model.
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Appendix A:

Model Development Supplement

This appendix contains information that is relevant to the vitamin D model development.

Appendix A.1 contains tables of abbreviations that are used throughout this article

andAppendix A.2 contains a description of how the initial conditions for all compartments

were extrapolated.

A.1 Symbols and Abbreviations

The following symbols and abbreviations are used throughout the article.

Table A.1: Compound and enzyme abbreviations.

Name Abbreviation Relevance

Cholecalciferol Vitamin D Primary compound, dose compound

Calciferol 25(OH)D Metabolite, has available time-course data

Calcidol 1,25(OH)2D Metabolite, used in regulation of 25(OH)D

Continued on next page

100



Table A.1 – Continued from previous page

Name Abbreviation Relevance

CYP27A1 27A1 Converts vitamin D to 25(OH)D

CYP2R1 2R1 Converts vitamin D to 25(OH)D

CYP27B1 27B1 Converts 25(OH)D to 1,25(OH)2D

CYP24A1 24A1 Converts 1,25(OH)2D to further metabolites

CYP27A1b 27A1b Converts 25(OH)D to 1,25(OH)2D

CYP24A1b 24A1b Converts 25(OH)D to further metabolites

Table A.2: Compartmental abbreviations

Symbol Description Notes

L Liver Main metabolizing organ

K Kidney Secondary metabolizing organ

GI GI Tract Stomach and small intestines, entry from oral

supplementation

S Skin Entry from solar synthesis

RP Rapidly Perfused Tissue Heart, brain, lungs, pancreas, and thyroid

SP Slowly Perfused Tissue Extrapolated from other compartments

Adi Adipose Adjusted volume using study BMI values

Spl Spleen Unique contribution to hepatic circulation

Art Arterial Blood 25% total blood volume

V en Venous Blood 75% total blood volume

Λ {K,S,RP, SP,Adi} Used in equations for venous compartment
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Table A.3: Primary Symbols. Units of symbols are given in parentheses.

Symbol Description

Ci
j Concentration of chemical i in compartment j, namely

Ci
j =

Aij
Vj · P i

j

(ng/L)

Qj Blood flow in tissue j (L)

Qhep Hepatic blood flow, where Qhep = QL +QGI +QSpl (L)

V i
max Maximum rate of metabolism for enzyme i (ng/hr)

Ki
m Concentration at half-saturation for enzyme i (ng/L)

Kabs Rate of absorption from the GI lumen to the GI tract (ng/hr)

Aij Amount of chemical i in compartment j (ng)

AAi Amount of chemical i in arterial compartment (ng)

AV i Amount of chemical i in venous compartment (ng)

CAi Concentration of chemical i in arterial compartment, CAi = AAi

VArt
(ng/L)

CV i Concentration of chemical i in venous compartment, CV i = AV i

VV en
(ng/L)

Vj Volume of compartment j (L)

P i
j Tissue j:blood partition coefficient for chemical i (unitless)

BW Body weight (kg)

A.2 Prediction of Initial Conditions

In typical PBPK models, the dosing compound is assumed to be novel, meaning that the

body has little to no prior exposure to the compound. This is not the case for the vitamin

D cascade. Not only is vitamin D present in many fortified foods such as milk and cereals,
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Table A.4: Kinetic parameter ranges and literature sources. ∗Units are pmol/min/mg
p450.

Enzyme Km (µM) Vmax (mol/min/mol p450) Reference

CYP27A1 3.2± 0.5 0.27± 0.03 (Sakaki et al., 2005;
Shinkyo et al., 2004)

CYP2R1 0.45± 0.16 1.2± 0.05 (Shinkyo et al., 2004)

CYP27B1 2.7± 0.07 3.9± 1.6∗ (Sawada et al., 1999)

CYP24A1 0.17± 0.05 0.105± 0.012 (Zhu et al., 2010)

CYP27A1b 2.8± 0.4 0.021± 0.002 (Sawada et al., 2000)

CYP24A1b 0.33± 0.04 0.12± 0.012 (Zhu et al., 2010; Zhu
and DeLuca, 2012)

it is also internally synthesized in response to sunlight exposure. Whether ingested or

synthesized, vitamin D and the primary metabolites are present in all compartments that

we consider in this model prior to the start of the experimental.

This lack of novelty requires that the initial conditions of vitamin D and its metabo-

lites be estimated a priori. By initializing each compartment before to the start of the

experiment, the model can avoid an equilibrating process that would otherwise skew

model predictions. Our method also allows us to tailor the initial amount to the dosing

level based on the first data point. Through the design of the experiment, we have an

approximation of the daily intake of vitamin D through fortified foods as well as an

average amount of 25(OH)D in venous blood for each dose level. We will use these values

in conjunction with estimates of vitamin D and 1,25(OH)2D serum levels to predict the

associated levels based on the initial 25(OH)D concentration.

103



Method

Three separate sources are used for obtaining the initial concentrations of each metabolite

in the venous compartment. We chose sources that allowed us to compare the ratio of two

metabolites, one of which is 25(OH)D, so that we could scale the initial amounts to the

dataset from (Fisk et al., 2012). To determine vitamin D concentrations, we extrapolated

the ratio of the concentration of vitamin D to 25(OH)D from baseline data in (Heaney

et al., 2003); this ratio is approximately equal to 6%. 1,25(OH)2D concentrations were

taken from (Chun et al., 2012) and verified against data in (Bikle et al., 1984); the

ratio of 1,25(OH)D to 25(OH)D is approximately equal to 0.2%. Finally, dose-dependent

concentrations of 25(OH)D were taken from (Fisk et al., 2012) and were used to scale the

initial amounts of the other compounds. These amounts can be found in Table A.5.

Table A.5: Initial (total and free) concentration of metabolites in the venous compartment.

Dose

Amount Zero 5µg 10µg

Vitamin D
Total (nM) 1.93 2.03 2.06

Free (pM) 1.4 1.4 1.4

25(OH)D
Total (nM) 32.11 33.89 34.35

Free (pM) 12.8 13.6 13.7

1,25(OH)2D
Total (nM) 0.1 0.1 0.1

Free (pM) 0.4 0.4 0.4

Table A.5 also includes rows that give the free amount of each compound. These
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amounts are constructed using the Free Hormone Hypothesis (FHH), as discussed in

Section 2.2.1. Note in previous discussions, we gave reasons why the FHH was not valid

for vitamin D; these arguments apply strictly to orally-absorbed vitamin D, not vitamin

D produced by the body. For internally-produced vitamin D, the FHH does, in fact, hold.

Therefore, our scaling factor of 0.07% is justified in Table A.5 for vitamin D.

Once we have initial amounts in the venous compartment for each metabolite, we are

interested in finding the amounts in all other compartments. To do this, we will assume a

closed system PBPK model for each metabolite. These models are constructed by looking

at the compartments for each metabolite and removing any terms that allow entrance or

exit of compounds from the system, such as the kinetic-related terms. This creates three

isolated systems, one for each compound.

We can now consider each of these systems separately. As an example, let us consider

the case for 25(OH)D. We have extrapolated the free amount of 25(OH)D in the venous

compartment under steady-state conditions. Therefore, we need to find the amounts in the

other compartments that will maintain this steady state amount. Under these steady-state

conditions, neither the adipose partition coefficients nor the amount of p450 enzymes

available (the two adaptions to the original model) will change. Let the concentration of

25(OH)D in the venous compartment be represented by C. To calculate the concentrations

in the other compartments, we solve for a positive scalar β such that with the initial

conditions βC in the venous compartment and zero elsewhere, the 25(OH)D system will

reach an equilibrium such that the concentration in the venous compartment equals C

and the remaining compartments are also at equilibrium.

The other cases follow in the same manner, differing only in the scalar β that yields

the equilibrium values.
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Appendix B:

Approximations and Optimizations

A major portion of data fitting requires calculating the Fisher Information Matrix. To do

this, we need to calculate numerous partial derivatives. This section discusses techniques

for calculating this matrix, as well as optimization routines that are used in the process

of finding a best fit to model data.

B.1 Calculation of Sensitivity Coefficients

Recall the setup of sensitivity-based identifiability analysis from Section 4.1.3:

dx(t)

dt
= f(t,x; q) (B.1)

where x ∈ Rn denotes the states and q ∈ Rm denotes the parameters. To determine the

effects of parameters q on states x, we can differentiate both sides of the equation with
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respect to q to obtain a system of n+mn differential equations:

dx(t)

dt
= f(t,x; q) (B.2)

d

dt

∂x

∂q
=
∂f

∂x

∂x

∂q
+
∂f

∂q
. (B.3)

Note the mn sensitivity equations in Equation (B.3) are linear, matrix differential

equations in terms of ∂x
∂q

. However, ∂f
∂x

and ∂f
∂q

must be computed, either through finite

differentiation or similar manual techniques or through the use of Automatic Differentia-

tion (AD).

B.1.1 Finite Difference Method

In many practical applications, a scalar-valued function f is not given by a formula, but

rather is the output from a computational or experimental procedure. This generally

implies that the derivative f ′ is not readily available, and must be approximated when

required. Consider the case where x ∈ R1. Let h be a small, positive number. Then the

Taylor series of order n of a function f is given by

f(x+ h) = f(x) + hf ′(x) +
h2

2
f ′′(x) + · · ·+ hn

n!
f (n)(x). (B.4)

The derivative f ′(x) can be written as

f ′(x) =
f(x+ h)− f(x)

h
+ O(h). (B.5)
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Equation (B.5) is referred to as the forward finite difference. Alternately, utilizing the

Taylor series expansion of f(x− h) yields

f ′(x) =
f(x)− f(x− h)

h
+ O(h), (B.6)

also known as the backward finite difference. Combining these two equations yields the

central finite difference formula:

f ′(x) =
f(x+ h)− f(x− h)

2h
+ O(h2). (B.7)

As biological systems often contain more than one dimension, consider the multivariable

case where F : Rn → Rm. The derivative of F at x is called the Jacobian (J) of F at x,

where

F ′(x)ij =
∂fi
∂xj

(x), F ′(x) = J(x). (B.8)

If J(x) is not readily available, it can be approximated in a similar manner as in the

one-dimension case by using finite difference approximations. Here, we use the central

finite difference. The jth column of J(x) is approximated by

Aj =
F (x + hej)− F (x− hej)

2h
, (B.9)

where ej is the jth unit vector.

A reasonable question to ask is how to calculate the finite-difference step sizes in

practice. As most systems of equations are solved on computers, it is important to consider

the differences between finite-precision and exact arithmetic. Exact arithmetic suggests

choosing h as small as possible; however, finite-arithmetic may introduce errors through

108



inaccuracies in function values and cancellation errors. If h is too small, x + hej may be

so close to x that F (x + hej) ∼= F (x) and Aj may have very few good digits. Therefore,

h must be chosen to balance these conflicting issues. Let the relative error in computing

F (x) be denoted as η. In an ideal case (considering the forward difference), we would like

‖F (x + hej)− F (x)‖
‖F (x)‖

≤ √η, j = 1, . . . , n.

Dennis and Schnabel (1996) suggest that a reasonable way to accomplish this is to perturb

each component xj by its own step size hj =
√
η xj, which constitutes a relative change

of
√
η in xj. In the biological models we are considering, F (x) is given by relatively

simple formulas; thus, we can assume that η is on the order of machine precision εmach,

i.e. η ∼= εmach. Therefore, Equation (B.9) can be rewritten as

Aj =
F (x + hjej)− F (x)

hj
, (B.10)

with hj =
√
η xj. Thus, the forward difference approximation perturbs each component

in a relative fashion, and the choices of hj minimize the round-off and machine error in

calculations. In the case of the central difference approximation, we utilize h = 3
√
η xj.

B.1.2 Automatic Differentiation

Automatic Differentiation (AD) is a chain-rule-based technique for evaluating derivatives

with respect to input variables (Griewank, 1989; Verma, 2000). This can be accomplished

by noting that all computer programs use a finite set of elementary operations (e.g.,

trigonometric functions, addition, and multiplication are examples) to define a math-

ematical function through composition of these elementary operations. As the partial
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derivatives of these elementary functions are known, the total derivative is computed

through applying the chain rule to all functional compositions. The result from AD is

numerically accurate to floating point, thus preserving accuracy unlike finite difference

methods (Carmichael et al., 1997).

B.1.3 Comparison of Calculation Techniques

In the process of solving the sensitivity equations in Equation (B.3), we are required to

calculate several partial derivatives. We have presented two techniques to accomplish

this: a finite difference method and Automatic Differentiation. In Figure B.1, we compare

the sensitivity coefficients obtained by using each method and show that the central

finite difference approximation fits the results from Automatic Differentiation nicely. To

illustrate the tightness of the fit, we show results over a time span of 96 hours (4 days).

The ‘x’ markers indicate the finite difference approximation and the solid lines indicate

calculation of the sensitivity coefficients using AD techniques.

B.2 Optimization Techniques

After determining the identifiable and estimable parameters, we utilized several techniques

to optimize the parameters for a suitable model fit. These methods included direct search

methods and gradient-based methods. Direct search methods are often a good first choice

for PBPK models, as derivatives of the model are not needed. After the direct search

method finds parameters in a lower cost region, we switch to a gradient-based method to

speed up convergence.
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(a) Finite difference comparison for CYP2R1
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(b) Finite difference comparison for dynamic adipose PC

Figure B.1: Comparison of sensitivity calculations.
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B.2.1 Constraint Transformations

Many optimization algorithms in MATLAB do not directly admit constraints on variables.

An alternate option is to change the optimization algorithm to one that does admit

constraints; however, we are interested in utilizing the speed and complexity of algorithms

such as the Nelder-Mead direct search method or the Levenberg-Marquardt gradient-based

search algorithm.

The first attempt that we made on constraining variables was to have the cost function

return a value of “NaN” (Not-a-Number) whenever the parameter choice stepped out of

bounds. The NaN value was chosen over an arbitrary high cost as the optimizer function

handles NaNs in a slightly different manner. However, we found that with a NaN, the

optimizer would over-penalize the step direction.

A second approach is to transform the variables such that the bounds vanish, but the

relationship between the variable and the bounds are preserved. The use of a a scaled

periodic function will accomplish this. We draw inspiration from (D’Errico, 2006) in our

following explanation.

We will consider the case where all parameters are bounded above and below by a

finite value. Let xinit = [x1, x2, . . . , xn]T be the vector of parameters, and L and U be the

corresponding lower and upper bounds of xinit. Let u denote the transformed parameters.

We first scale each parameter by the magnitude of the bounding region:

x̂(i) = 2

(
xinit(i)− L(i)

U(i)− L(i)

)
− 1. (B.11)

112



We then take this scaled parameter x̂ and apply the arcsine function:

u(i) = 2π + arcsin
(

max(−1,min(1, x̂(i)))
)
. (B.12)

The addition of 2π is included to shift the transformed variables away from the origin,

which may cause problems in the Nelder-Mead search algorithm. The use of the combined

max/min functions is to remedy any floating point issues. The arcsine function has

an unbounded range, and thus the original bounded parameters are now scaled and

transformed into unbounded values.

Once Equations (B.11) and (B.12) are used to transform the original parameters,

u is fed into the optimizing function. As calculations in the cost function rely on the

original parameters, we must undo the transformation just before the parameters are

passed to the cost function. The backward-transformation is simple as well: Let û denote

an intermediate step, as before with x̂.

û(i) =

(
sin(u(i)) + 1

2

)
× (U(i)− L(i)) + L(i). (B.13)

To compensate for potential floating point issues, we again apply a combination of

max/min functions to Equation (B.13):

xnew(i) = max
(
L(i),min(U(i), û(i))

)
. (B.14)

The values in xnew correspond to choices for new parameter values. The cost function

returns a value to the optimizer for the cost of the transformed parameter selection, at

which point the algorithm selects for new parameters, as necessary.

The benefits of this transformation is that introduction of NaN values is not necessary,
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which allows for more consistency and speed within the optimizing routine. We directly use

the function fminsearchbnd created by (D’Errico, 2006) when utilizing the Nelder-Mead

search algorithm, and modifications of this function for other optimization algorithms.

B.2.2 Direct Search Methods

Direct search methods are deterministic sampling methods, meaning they only require

function values to compute components of the algorithm. These methods do not need

information about the derivatives of f to determine the minimizer of the function; instead,

direct search methods utilize sequential comparison of trial solutions with the “best”

solution obtained up to that time point. This is coupled with a strategy to decide what

the next trial solution will be. A more formal definition is given in (Kolda et al., 2003)

and contains the following requirements:

1. An order relation ≺ exists between any two points x and y such that x ≺ y if

f(x) < f(y) for some function f to be minimized. This means that x is a “better”

point than y because it yields a lower function value.

2. At any iteration, only a finite number of new iterates exist and these possibilities

can be determined in advance.

For this model, we used two direct search methods: the Nelder-Mead (NM) search

algorithm and the Compass Search algorithm. Both algorithms are described in the

following subsections. We chose to run the optimization routine twice, once with each

direct search algorithm. The resulting parameter values were similar, but the NM algorithm,

utilized with transformation algorithm described in Appendix B.2.1, took significantly

less time to find a local minimum than the compass search method. Therefore, the

114



final optimization routine that we chose uses the NM search algorithm with constraint

transformations.

An addition side benefit to using the NM search algorithm over the compass search

algorithm is that the MATLAB function for NM is available in the standard distribution

package, whereas the compass search algorithm requires the Global Optimization toolbox.

Nelder-Mead Search Algorithm

A significant portion of the optimization utilized the Nelder-Mead (NM) search algorithm

to find optimal parameter values. Consider a set of vertices {xj} for j = 1, 2, . . . , N + 1

for xj ∈ RN and a function to be minimized, f . These vertices are sorted according to

the objective function values

f(x1) ≤ f(x2) ≤ . . . ≤ f(xN+1). (B.15)

The NM algorithm attempts to replace the “worst” point xN+1 (the point with the highest

function value, f(xN+1)) with a new point that has a lower function value with the form

x(α) = (1 + α)x̄− αxN+1. (B.16)

The simplex in RN is constructed of {xj}Nj=1 and the centroid, x̄ is computed:

x̄ =
1

N

N∑
i=1

xi (B.17)

The value of α is selected such that

− 1 < αic < 0 < αoc < αr < αe, (B.18)
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where αk denotes an inner contraction ic, an outer contraction oc, a reflection r, or an

expansion e of the worst point. Standard values for α are

{αr, αe, αoc, αic} = {1, 2, 1/2,−1/2}

It is possible that none of these new points results in a function value less than f(xN+1).

In this case, the algorithm shrinks the simplex toward the “best” point, f(x1) by replacing

other points with

x̄i =
xi + x1

2
. (B.19)

The algorithm then restarts by sorting the points and finding the best and worst vertices.

To illustrate this method, consider the case when N = 2. The parameter space is R2

and the simplex appears as a triangle in the plane. Let h, s, and l denote these vertices.

Figure B.2 demonstrates the various directions that the algorithm can take the worst

point h. Here, r denotes the reflection point, and is shown is each image for a sense of

scale. The current simplex is shown in blue, various sight-lines in dashed black, and the

new working simplex in red. Figure B.2a demonstrates the effect of reflecting h across the

centroid to r. Figure B.2b shows the simplex extending to the expansion point e, keeping

the working simplex as large as possible to prevent premature termination of iterations

(this is especially helpful for non-smooth functions). Figures B.2c and B.2d illustrate the

effects of contraction of the simplex, whereas Figure B.2e shows the effect of shrinking

the simplex toward the best point, l due to lack of improvement in the function value.

There are various stopping criteria for the NM algorithm including: iteration count,

magnitude of difference between lowest and highest function values, and simplex size.

For a detailed treatment of the Nelder-Mead algorithm and other similar algorithms, see

(Kelley, 1999; Levy, 2012).
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Figure B.2: Various transformations of the working simplex.
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Compass Search Method

Another direct search method that we attempted to utilize in this model development is the

Compass Search Method, implemented using the function patternsearch in the Matlab

global optimization toolbox. The compass search method chooses points pi equidistant

from the starting point s in each of the coordinate directions; the function f is evaluated

at s and pi. If f(pj) < f(s) for some j, then move the starting point to pj and restart.

Otherwise, contract the step-length of the search directions and restart. If the step-length is

smaller than a predetermined minimum step-length, then terminate the search. Figure B.3

demonstrates these techniques.

Using the direct search method guarantees an eventual convergence to a minimum.

To see this, consider the two-dimensional case. Figure B.3 indicates that at each iteration,

at least one of the four directions is a descent direction, unless the starting point is fixed.

Extrapolation to an n-dimensional case is easy: given any x ∈ Rn such that ∇f(x) 6= 0,

at least one coordinate direction is in a descent direction. Searching in multiple directions

implicitly also ensures a descent direction, perhaps steeper than just a single direction.

The remainder of the proof of convergence is given in (Kolda et al., 2003); the interested

reader is also referred to this reference for further discussion on modifications of the

compass search method as well as additional direct search optimization methods.

B.2.3 Gradient-Based Methods

Direct search methods are typically good at getting into a region of a local minimum,

but tend to stall as the step-sizes of the optimizer decrease. To combat this stalling, we

can turn to gradient-based methods which utilize the derivative (or an approximation

of the derivative) to find the minimum. There are several different methods that are
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available for gradient-based optimizers; for the purposes of this model, we will use the

Levenberg-Marquardt Algorithm.

Levenberg-Marquardt Algorithm

The Levenberg-Marquardt Algorithm (LMA) can be seen as an adaptation of the Gauss-

Newton algorithm (a modification of Newton’s Method) and the method of gradient

descent. Rather than using a line search as is the case with the Gauss-Newton algorithm,

LMA utilizes a trust-region strategy. Briefly speaking, a trust region is a small subset of

the region of the objective function to be optimized that is approximated using a model

function (typically quadratic). More formally, we have the following definition:

Definition B.2.1 (Trust Region). Let ∆ be the radius of the ball about xc in which the

quadratic model

mc(x) = f(xc) +∇f(xc)
T (x− xc) + (x− xc)THc(x− xc)/2

can be trusted to accurately represent the function f . ∆ is called the trust region radius

and the ball

T (∆) = {x| ‖x− xc‖ ≤ ∆}

is called the trust region. (Kelley, 1999)

Suppose

f(x) =
1

2

m∑
j=1

r2
j (x),

where rk = (yk − f(xk)) is the residual for point k. For the LMA, we are solving the

subproblem

min
p

1

2
‖Jkp+ rk‖2

2 s.t. p ∈ T (∆). (B.20)
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As stated in (Nocedal and Wright, 2006), this is, in effect, choosing the model function as

mk(p) =
1

2
‖rk‖2 + pTJTk rk +

1

2
pTJTk Jkp.

Solving the trust-region subproblem Equation (B.20) amounts to determining λ > 0 such

that ‖p‖ = ∆ and

(JTJ + λI)p = −JT r. (B.21)

For large values of λ, the direction p tends toward the steepest descent direction, although

the magnitude of the direction decreases. Thus, λ can be controlled to always ensure

descent.

An algorithm for implementation of the LMA is found in Nocedal and Wright (2006)

and we use the MATLAB function lsqnonlin as our optimizer. Note that we do use

a wrapper function to enable the use of bounds; the LMA does not directly admit

optimization of bounded variables, so we use the transformation algorithm as described

in Appendix B.2.1.
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Appendix C:

Previous Work

PBPK models can vary widely both in complexity and in purpose. This appendix contains

summaries of two summer projects that were conducted in conjunction with undergrad-

uates. The first section details a PBPK model that was created with the intention of

exploring different metabolic hypotheses; the second section discusses work that utilizes

PBPK models for in vitro to in vivo extrapolation.

C.1 REU 2011: Metabolism of Bromochloromethane

The following is a summary of work published in (Cuello et al., 2012).

Bromochloromethane (BCM), a volatile water disinfection byproduct of chlorination,

is suggested to have dual-component metabolic pathway: a saturable Michaelis-Menten

P450 enzymatic hyperbola superimposed with a linear, glutathione transferase (GST)

pathway. However, recent work with a similar compound, dichloromethane, has suggested

that a single enzymatic pathway–utilizing an enzyme with a dual-binding site–may
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be responsible for the observed kinetics. The purpose of the summer project was to

demonstrate, mathematically, that a two-binding site metabolic pathway for BCM is

possible.

A flow-limited PBPK model was constructed to describe a previously published

experiment. In this experiment, bolus doses of BCM were administered into a chamber

in which rodents were placed. Time-course data of levels of BCM in the chamber were

taken at select intervals. This experiment was repeated with five increasing doses to try

to capture the entire spread of the kinetic behavior.

The kinetic behavior of the enzyme pathway was described using one of two models.

For the accepted two-pathway model, kinetics in the liver, Metliv and the kidney, Metkid,

were described using Equation (C.1).

Metliv = 0.948

(
Vmax[Cliv]

Km + [Cliv]
+ kGST [Cliv]Vliv

)
,

Metkid = 0.052

(
Vmax[Ckid]

Km + [Ckid]
+ kGST [Ckid]Vkid

)
,

(C.1)

in contrast to the equations describing the two-binding site kinetics (Equation (C.2)):

Metliv = 0.948

(
Vmax[Cliv] + CL2[Cliv]

2

Km + [Cliv]

)
,

Metkid = 0.052

(
Vmax[Ckid] + CL2[Ckid]

2

Km + [Ckid]

)
,

(C.2)

Two PBPK models, each containing one of the metabolic hypotheses, were constructed

and parameters were optimized to fit available data. Figure C.1 shows the final fit. The

models are virtually indistinguishable based on the fit to data; this suggests that both

metabolic hypotheses are mathematically plausible.
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Figure C.1: Comparison of model fit to the two-pathway (left) and two-site (right)
metabolic hypotheses. Figures adapted from (Cuello et al., 2012).
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In addition to optimizing for model fit, we also investigated the sensitivity of each

kinetic coefficient in the chamber as well as the liver compartments. Figure C.2 shows

the time-course sensitivity of the kinetic parameters in the two-binding site case. As
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Figure C.2: Time-course sensitivities for fixed parameter values. Adapted from (Cuello
et al., 2012)

sensitivity analysis is a local result, I developed a novel method to show the change in

the sensitivity topography as one parameter is allowed to change. All other parameters

are held constant, and the time-course sensitivity curves are plotted against the varying

parameter. An example is shown in Figure C.3, where Vmax is allowed to vary in the

two-pathway model. Two graphs are presented, comparing the sensitivity in the chamber

versus in the liver. This three-dimensional method allows for a better understanding of

how the sensitivities change if an estimate for a parameter is inaccurate; this can allow for
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better experimental design to capture an appropriate region of interest. For example, if

the true value of Vmax is larger than calculated, it will be most sensitive in the first hours

of the experiment; conversely, a lower true Vmax requires longer experimental run time,

but in both cases, three hours is sufficient to capture the most sensitive behavior of Vmax.

Similar experimental insights can be extrapolated by viewing the other parameters.

C.2 REU 2012: Dermal Exposure of Lindane

The following is a summary of work found in (Sawyer et al., in review).

Physiologically-based pharmacokinetic models can be used for extrapolating results

within species and between species; PBPK models can also be used to extrapolate results

between types of experiments, such as from in vitro experiments to in vivo experiments.

Also known as IVIVE, in vitro/in vivo extrapolation has significant implications in

determining potential risks and benefits of introducing a drug into a population. In vitro

experimentation is often less costly and does not carry the same ethical risks as in vivo

testing; however, drugs may interact with tissues differently in a laboratory setting versus

in actual implementation.

A major portion of PBPK modeling of environmental compounds has been devoted to

volatile compounds, and less to dermal exposure of semi-volatile or nonvolatile compounds.

A specific issue for dermal models is the increased complexity of the skin tissue as a

chemical passes through each barrier level. The amount of complexity needed to describe

the compartment may be related to the lipophilicity of the compound applied in addition

to the vehicle of application.

Lindane is an insecticide used in treatment of lice and scabies in humans, and although

no longer used as an agricultural pesticide, is still approved as a second-tier approach
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Figure C.3: 3D sensitivity analysis allowing Vmax to vary in the two-pathway model.
Adapted from (Cuello et al., 2012).

for the treatment of lice and scabies. Because of its use as a pharmaceutical, the human

pharmacokinetics of the metabolism of lindane have been extensively studied in both in
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vitro and in vivo dermal exposures. We utilize the results of these studies to investigate

the effects of dermal compartmental construction on IVIVE of lindane.

To begin the extrapolation process, a PBPK model for the in vitro experimental

design was created. As the dermal compartment structure–represented as either a single

homogenous compartment or with a parallel follicular compartment–may influence the

effects of absorption of lindane, we chose to compare each dermal model separately to

the available in vitro data to tease out any important characteristically differences in the

dermal structure. The resulting fit is shown in Figure C.4.
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Figure C.4: In vitro optimization results for lindane. Adapted from (Sawyer et al.,
in review).

For the in vitro model, both the parallel and the homogenous compartments fit the

available data. Utilizing several parameters that had been found in the course of optimizing

for the in vitro model, we optimized for remaining values to construct the corresponding

in vivo PBPK model, shown in Figure C.5.

The in vivo model, in contrast to the in vitro model, demonstrated different behavior

depending on the construction of the dermal compartment. The homogenous model
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Figure C.5: In vivo optimization results for lindane. Adapted from (Sawyer et al.,
in review).

neglected to capture any of the initial absorption of the chemical, nor did it predict

the slow decrease of chemical in the blood at later time points. In contrast, utilizing a

parallel compartment model–where follicles act as a sort of shunt to the lower dermal

levels–allowed for a better capture of the data throughout the duration of the model. In

addition, the parallel model shows a clear response to the experimental methodology of

wiping lindane off the skin after the sixth hour.

Through the course of the PBPK modeling, we determined that although industry

standards exist to predict absorption coefficients, some adaptations may need to be made

depending on properties of the chemical and the vehicle of application. Furthermore,

utilizing IVIVE techniques allows us to make predictions on experimental modifications

that will allow for a stronger response to study design parameters, such as the duration

of the experiment and frequency and timing of observations.
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