ABSTRACT

TAN, BIKAN. First-Principles Studies of Conformation and Solution Effects on DNA Transport. (Under the direction of Dr. Jerry Bernholc.)

DNA charge transport (CT) has attracted considerable attention by the scientific community over the past 20 years. This interest reflects the potential of DNA CT to provide a sensitive route for signaling, whether in the construction of a nano-scale biosensor or as an enzymatic tool to detect damage in the genome. Research in DNA CT began as a quest to determine whether the DNA double helix with π-stacked base pairs might share the conductive characteristics of π-stacked solids. Physicists carried out sophisticated experiments to measure the conductivity of DNA. But the means to connect DNA to the electrodes, as well as the conditions under which the conductivity was measured are different among many experiments, as the results of the current measurements. DNA CT was seen to depend upon the connection between electrodes and DNA, and coupling between the DNA base pair stacks. Importantly, for those studies that utilized well-characterized connections to the DNA and preserved the duplex native conformation in buffered solution, significant electron conductivities were achieved. Certainly, the debate among researches has shifted from ”Is DNA CT possible?” to ”How does it work?”.

To investigate the remarkable characteristics of the double-helix molecule, we use a first-principle technique combined with molecular dynamics simulations to calculate the transport properties of B-DNA sandwiched between carbon nanotubes via alkane linkers. The quantum results using the NEGF method are calculated from snapshots recorded in MD trajectories. In chapter 1, we will go through the basic quantum and classic theories on which our calculations are based. The subject of DNA structure, electronic properties and its potential application in many fields will be introduced in chapter 2. In chapter
3, we discuss our results towards the understanding of the mechanism of DNA charge transport.
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Chapter 1

Methodology

1.1 Introduction

Solutions to problems in engineering, the physical and biological sciences are using increasingly sophisticated mathematical techniques. Therefore, the bridge between mathematical sciences and other disciplines is increasingly traveled. With the great progress in new algorithms, computational methods and high performance parallel computation, it is now feasible to determine a variety of properties of a wide range of materials via fundamental equations for electrons, ions, atoms, molecules and bring insights into a lot of problems in physics, chemistry and material science.

Among the most popular computational methods, classical molecular dynamical simulation and quantum electronic structure calculations are becoming the major tools to understand the nature of materials and are useful to make predictions of real materials and understand experimentally observable phenomena. Classical molecular dynamics simulation allows us to observe important biological evolvement of molecules which are difficult to observe in experiment. Quantum electronic structure is an interacting many-
body problem that must be dealt with accurately in many situations to address relevant issues. However, many ideas and fundamental approaches toward solving the problem are based on independent single particle approximations. A good combination of both classical and quantum treatment of nano-scale system provides us a great tool to understand the nature of many physical systems of interest.

The purpose of this chapter is to provide a brief exposition of the basic theory and computational methods. In this chapter, we briefly introduce Quantum Mechanics theory and the classical molecular dynamics methods that foreshadow the theoretical methods in use today.

In section 1.2, we introduce the state-of-art density functional theory, which allows one to convert a complicated interacting many-electron problem into a single particle problem by treating the electron-electron interaction with an effective potential. In section 1.3, we introduce the concept of pseudopotential by which much of the computational cost can be reduced and many problems become feasible without loss of accuracy. In section 1.4, we discuss the order-n method with optimized localized orbitals which will linearize the computational effort with the number of atoms. An overview of Non-Equilibrium Green’s function (NEGF) methods and quantum transport theory is given in section 1.4. In section 1.5, we provide a brief introduction to classical molecular dynamical simulation of complicated nano-scale systems. We will also discuss the CHARMM force field which is used to describe the potential, and therefore the evolution of the system.
1.2 Density Functional Theory

Since the discovery of electrons in 1896, the theory of electrons has become one of the most challenging subjects. Electrons and nuclei are the fundamental particles that determine the nature of various materials. Electrons act like "glue" that hold repelling nuclei together and also determine various material’s properties such as electrical, optical and magnetic properties.

Electrons are fermions with spin of 1/2. The principle that wave function of electrons must be antisymmetric when two electrons are exchanged was discovered by Heisenberg and Dirac [14]. Consequently, no two electrons can be in the same quantum state. This is the so-called Pauli Exclusion Principle. Fermi extended the Pauli Exclusion Principle to a formula for the statistics of non-interacting identical particles

\[
f_i = \frac{1}{e^{\beta (\varepsilon_i - \mu)} + 1}.
\]  

(1.1)

The Hamiltonian for many-electron system is as follows:

\[
H = -\frac{\hbar^2}{2m_e} \sum_j \nabla_j^2 - \frac{\hbar^2}{2M_l} \sum_l \nabla_l^2 + \frac{1}{2} \sum_{j \neq j'} \frac{e^2}{|r_j - r_{j'}|} + \frac{1}{2} \sum_{l \neq l'} \frac{Z_l Z_{l'} e^2}{|R_l - R_{l'}|} - \sum_{j,l} \frac{Z_l \varepsilon_j}{|r_j - R_l|}.
\]  

(1.2)

The first two terms on the right hand side of the equation are the kinetic energy operator of all the electrons and the ions. The third term is the electron-electron interaction energy. The fourth term is ion-ion interaction and the fifth term is the electron-ion interaction. We can take out the second term and fourth term which are not related to electrons. And now the Hamiltonian is much simpler
\[ H = -\frac{\hbar^2}{2m_e} \sum_j \nabla_j^2 + \frac{1}{2} \sum_{j \neq j'} \frac{e^2}{|r_j - r_{j'}|} - \sum_{j,l} Z_l e^2 |r_j - R_l| \] 

where \( j \) denotes each individual electron and \( l \) denotes each individual ion.

The reason for the simplification of the Hamiltonian is based on the Born-Oppenheimer approximation. This approximation originates from the idea that the mass of an ion is much larger than the mass of an electron and the fact that both electrons and ions are experiencing forces of the same order of magnitude. This simply means that electrons move much faster than the ions, and respond instantaneously to the movement of ions and quickly relax to the ground state for any dynamical ionic configuration. Therefore, it allows us to separate the nuclear and electronic motions.

The challenge facing physicists is to develop theoretical approaches and computational methods that can accurately describe the interacting system of many electrons and nuclei within a reasonable time scale. Enormous progress has been made in finding the approximate solutions for the many-electron Schrödinger Equation. Density Functional Theory (DFT) presented a beautiful way to accurately treat the problem in terms of electron density distribution \( n(r) \). On one hand, DFT focuses on the real, 3-dimensional electron density of the ground state. And the exchange correlation hole density \( n_{xc}(r,r) \) describes how the presence of an electron at \( r \) depletes the total density of the other electron at \( r \). The understanding of this provides transparent insight into the nature of many-electron systems. On the other hand, comparing to the traditional many-body wavefunction methods where an exponential wall will be encountered when the number of atoms exceeds a critical value, DFT can solve a much bigger system of thousands of atoms. This is due to the fact that the computing time rises more moderately with the number of atoms. With an order-N method, the increase of computing time is essentially
linear with the number of atoms.

### 1.2.1 Hohenberg-Kohn Theorem

A. The ground state electron density \( n(r) \) determines everything

The ground state density \( n(r) \) of an interacting electron system in some external potential \( v(r) \) uniquely determines the potential \( v(r) \) up to an uninteresting additive constant. This simply means that there is a unique one to one mapping between the ground state density \( n(r) \) and the external potential \( v(r) \). The proof is simple and rigorous. It is presented for a non-degenerate ground state.

Let \( n(r) \) be the non-degenerate ground state density of \( N \) electrons in the external potential \( v_1(r) \). The corresponding ground state is \( \Psi_1 \), and the energy is \( E_1 \). Then, we have:

\[
E_1 = (\Psi_1, H_1 \Psi_1) \tag{1.4}
\]
\[
= \int v_1(r)n(r)dr + (\Psi_1, (T + U)\Psi_1). \tag{1.5}
\]

where \( H_1 \) is the total Hamiltonian in external potential \( v_1(r) \). \( T \) is the universal kinetic operator and \( U \) is universal electron-electron interaction operator. Now let’s assume that there exists another external potential \( v_2(r) \), with its corresponding ground state \( \Psi_2 \) which must be different from \( \Psi_1 \). But it gives the same ground state density \( n(r) \). Then we have:
\[E_2 = (\Psi_2, H_2 \Psi_2)\]  
\[= \int v_2(r)n(r)dr + (\Psi_2, (T + U)\Psi_2).\]  

(1.6)  

(1.7)

Given \(\Psi_1\) is the only ground state solution of \(H_1\), we have

\[E_1 < (\Psi_2, H_1 \Psi_2)\]  
\[= \int v_1(r)n(r)dr + (\Psi_2, (T + U)\Psi_2)\]  
\[= E_2 + \int [v_1(r) - v_2(r)]n(r)dr.\]  

(1.8)  

(1.9)  

(1.10)

Similarly,

\[E_2 \leq (\Psi_1, H_2 \Psi_1)\]  
\[= \int v_2(r)n(r)dr + (\Psi_1, (T + U)\Psi_1)\]  
\[= E_1 + \int [v_2(r) - v_1(r)]n(r)dr.\]  

(1.11)  

(1.12)  

(1.13)

The reason we use \(\leq\) is that the non-degeneracy is not assumed for \(\Psi_2\) with the total Hamiltonian being \(H_2\). Combining the above two equations, we come to an obvious contradiction

\[E_1 + E_2 < E_1 + E_2\]  

(1.14)
Therefore, the assumption that there exist two external potentials that share the same ground state density \( n(r) \) must be wrong. Provided that \( n(r) \) determines both \( N \) and \( v(r) \), it also determines the total \( H \) and implicitly all the properties derivable from \( H \).

B. The Hohenberg-Kohn variational principle

The most significant property of a particular electronic ground state is its total energy \( E \) which can be obtained by either solving the Schrödinger equation \( H \Psi = E \Psi \) or from minimizing

\[
E = \min_{\Psi} (\Psi, H \Psi) \tag{1.15}
\]

where \( \Psi \) is the normalized trial function for \( N \) electrons to minimize the total energy. The trial density \( \tilde{n}(r) \) can be obtained by integrating the \( \tilde{\Psi} \ast \tilde{\Psi} \) over all variables except the first and multiplying by \( N \). Therefore, we can decompose the minimization process into two steps. First, let’s fix the \( \tilde{n}(r) \) and denote by \( \tilde{\Psi}_\alpha^{\tilde{n}} \) the trial function that integrates to \( \tilde{n}(r) \). We define the constrained minimized total energy as

\[
E_v[\tilde{n}(r)] = \min_{\alpha} (\tilde{\Psi}_\alpha^{\tilde{n}}, H \tilde{\Psi}_\alpha^{\tilde{n}}) \tag{1.16}
\]

\[
= \int v(r)\tilde{n}(r)dr + F[\tilde{n}(r)] \tag{1.17}
\]

where

\[
F[\tilde{n}(r)] = \min_{\alpha} (\tilde{\Psi}_\alpha^{\tilde{n}}, (T + U) \tilde{\Psi}_\alpha^{\tilde{n}}) \tag{1.18}
\]

\( F[\tilde{n}(r)] \) is not related to \( v(r) \), therefore it is a universal function of \( \tilde{n}(r) \). So the next step is to minimize the total energy over all possible \( \tilde{n}(r) \)
\[ E = \min_{\tilde{n}(r)} E_v[\tilde{n}(r)] \]  
\[ = \min_{\tilde{n}(r)} \left\{ \int v(r)\tilde{n}(r)dr + F[\tilde{n}(r)] \right\} \] (1.19) (1.20)

Now, the formidable problem of minimizing the total energy of a 3\textit{N} dimensional many-body system is greatly simplified into finding the 3 dimensional density function \( n(r) \) which minimizes the total energy. \( F[\tilde{n}(r)] \) is a well defined but not explicitly known functional of density. It represents the sum of kinetic energy and interaction energy.

An approximation could be made by rederiving the Thomas-Fermi (TF) theory

\[
T = \int n(r) \frac{3}{10} k_F^2[n(r)]dr \] (1.21)

\[
U = \frac{1}{2} \int \frac{n(r)n(r')}{|r-r'|} drdr' \] (1.22)

where \( K_F(n) \) is the Fermi wave vector of a uniform electron gas with density \( n \) and \( \frac{3}{10} k_F^2[n] \) is the corresponding mean kinetic energy per electron. \( U \) represents the classic mean-field coulomb’s interaction energy. The error is mainly due to poor description of the kinetic energy \( T \).

### 1.2.2 The self-consistent Kohn-Sham Equations

Kohn and Sham decomposed \( K_F(n) \) into three parts

\[
F[\tilde{n}(r)] = T_s[\tilde{n}(r)] + \frac{1}{2} \int \frac{\tilde{n}(r)\tilde{n}(r')}{|r-r'|} drdr' + E_{xc}[\tilde{n}(r)] \] (1.23)
where \( T_s[\tilde{n}(r)] \) is the kinetic energy functional. The second term is the coulomb interaction energy and the last term is the so-called exchange-correlation energy. The Hohenberg-Kohn variational principle with the corresponding Euler-Lagrange multipliers \( \varepsilon \) make sure the total number of electrons are conserved under the variation

\[
\delta E_v[\tilde{n}(r)] = \int \delta \tilde{n}(r) \left\{ v_{\text{eff}}(r) + \frac{\delta}{\delta \tilde{n}(r)} T_s[\tilde{n}(r)] \bigg| \tilde{n}(r) = n(r) \right\} - \varepsilon \right\} dr = 0 \quad (1.24)
\]

where

\[
v_{\text{eff}}(r) \equiv v(r) + \int \frac{n(r')}{|r - r'|} dr' + v_{xc}(r) \quad (1.25)
\]

and

\[
v_{xc}(r) \equiv \frac{\delta}{\delta \tilde{n}(r)} E_{xc}[\tilde{n}(r)] \bigg| \tilde{n}(r) = n(r) \quad (1.26)
\]

From (1.24) and the fact that

\[
\frac{\delta \tilde{n}(r)}{\delta \psi_j^*(r)}|_{\tilde{n}(r) = n(r)} = \psi_j(r) \quad (1.27)
\]

we can naturally conclude that \( n(r) \) can be obtained by solving the single-particle equation

\[
 \left( -\frac{1}{2} \nabla^2 + v_{\text{eff}}(r) - \varepsilon_j \right) \psi_j(r) = 0 \quad (1.28)
\]

with

\[
n(r) = \sum_{j=1}^{N} |\psi_j(r)|^2 \quad (1.29)
\]
\[ v_{\text{eff}}(r) = v(r) + \int \frac{n(r')}{|r - r'|} dr' + v_{xc}(r) \]  

(1.30)

where \( v_{xc}(r) \) is the exchange-correlation potential depending on the function \( n(r) \). The ground state total energy of any system is given by

\[
E = \sum_{j=1}^{N} \varepsilon_j + E_{xc}[n(r)] - \int v_{xc}(r)n(r)dr - \frac{1}{2} \int \frac{n(r)n(r')}{|r - r'|} drdr'
\]  

(1.31)

The equations 1.28 - 1.31 are called Kohn-Sham (KS) equations. In the Kohn-Sham ansatz, the electrons move independently from each other except that they feel the effective field from the other electrons and ions.

### 1.2.3 Exchange-Correlation Approximation

How to treat the electron-electron interaction accurately through the exchange correlation energy, turns out to be the most challenging problem of the field of Electronic Structure today. Many approaches have been used to improve the exchange-correlation energy functional. Here, we briefly introduce the local density approximation (LDA) and the generalized gradient approximation (GGA)\[69]\[68].

**Local Density Approximation**

The LDA approximation is the simplest approximation among all. It is based on the idea that the exchange-correlation energy \( \varepsilon_{xc}(r) \) per electron at a point \( r \) is approximated by the exchange-correlation energy \( \varepsilon_{xc}^{\text{hom}}[n(r)] \) of a homogeneous electron gas with uniform
density. LDA assumes that the exchange-correlation energy functional is essentially local

\[ E_{xc}^{LDA}[n(r)] = \int n(r)\varepsilon_{xc}^{hom}[n(r)] dr. \]  

(1.32)

LDA ignores the corrections to the exchange-correction energy due to the variation in \( n(r) \), so it was expected to be useful only for system in which the density varies slowly on the scale of the local Fermi wavelength. However, it has been surprisingly successful for total energy calculation in most applications. This is due to the fact the LDA satisfies the sum rule which express the normalization of the exchange-correction hole.

**Generalized Gradient Approximation**

Although the LDA works very well in many solid state systems, it fails in systems which lack any resemblance to noninteracting electron gas, such as the electronic Winger crystal and molecules with tight bonding. Generalized gradient approximation (GGA) was introduced targeting the incorporation of the effects of inhomogeneities by including the gradient component of the density

\[ E_{xc}^{GGA}[n(r)] = \int n(r)\varepsilon_{xc}^{hom}[n(r)]F_{xc}[n(r), \nabla n(r)] dr. \]  

(1.33)

\( F_{xc}[n(r), \nabla n(r)] \) is the enhancement factor. There are many efforts towards getting the best form for the enhancement factor. Perdew, Burke and Ernzerhof (PBE) \[69\] have devised a PBE functional which uses a very simplified exchange enhancement factor in the form
\[ F_x^{PBE}(s) = 1 + \kappa - \frac{\kappa}{1 + \mu s^2/\kappa} \]  
where \( s(r) \) is the dimensionless reduced charge density gradient

\[ s(r) = \frac{|\nabla n(r)|}{2K_F(r) n(r)} \]  
with

\[ K_F(r) = [3\pi^2 n(r)]^{1/3} \]

GGA construction has made use of sum rules, general scaling properties, asymptotic behavior of the effective potential, and densities in the tail region of atoms and their aggregates.

### 1.3 Pseudopotential Approximation

One of the difficulties of DFT is to treat accurately both the electrons close to nuclei and electrons in the smooth bonding regions. Since only electrons close to Fermi level will participate in electrical conduction, heat capacity and other phenomena, the pseudopotential method, which deals only with valence electrons, solves this problem. The use of pseudopotentials helps us to reduce the computational cost by dealing with only outer shell electrons, and providing a smoother external potential. If we were to represent the highly localized wavefunctions of those core electrons, the computational load would be formidable due to the increase of number of electrons to deal with and due to the very strong core electron interaction with the nuclear potential.

Orthogonalized plane wave (OPW) formalism, introduced by Herring[33, 34] in 1940,
is very helpful in understanding the concept of pseudopotential. The theorem sets the requirement that the valence states should be orthogonal to the core states. This orthogonalization provides an effective repulsive potential for the valence states. Therefore, the repulsive potential almost cancels out the attractive potential exerted by the positive core region, leaving a relatively smooth potential for the valence electrons.

In the OPW methods, the valence states are expressed as the sum of a smooth function $\phi$ and a sum of all core states $\phi_c$

$$|\Psi\rangle = |\phi\rangle + \sum_c \alpha_c |\phi_c\rangle$$ (1.37)

Since the valence states $\Psi$ is orthogonal to the core states $\phi_c$, we have

$$|\Psi\rangle = |\phi\rangle - \sum_c |\phi_c\rangle \langle \phi_c | \phi\rangle$$ (1.38)

Assume that $\Psi$ satisfies the Schrödinger equation:

$$H |\Psi\rangle = (T + V_c) |\Psi\rangle = E |\Psi\rangle$$ (1.39)

where $T$ is the kinetic energy operator and $V_c$ represents the attractive core potential. Combining the above two equations, we have

$$H |\phi\rangle + \sum_c (E - E_c) |\phi_c\rangle \langle \phi_c | \phi\rangle = E |\phi\rangle$$ (1.40)

given that, $E_c$ is the eigen energy of the core state $\phi_c$

$$H |\phi_c\rangle = E_c |\phi_c\rangle$$ (1.41)
Then the Schrödinger equation can be rewritten as

\[ T + V_{ps} |\phi\rangle = E |\phi\rangle \]  

(1.42)

where

\[ V_{ps} = V_c + \sum_c (E - E_c) |\phi_c\rangle \langle \phi_c| \]  

(1.43)

[71]

1.3.1 Norm-Conserving Pseudopotential

The purpose is to get a pseudized smooth solution \( \phi \) instead of the highly varied true solution \( \Psi \). The so-called norm-conserving pseudopotential is constructed in such a way that it matches the true potential outside the core radius. The pseudo-wavefunctions also must match the true wavefunction outside the core radius. The eigenvalues calculated using the pseudopotential should be equal to the true eigenvalues obtained from the all-electron calculations. Moreover, the charge density match the true charge density outside this region. Lastly, the integration of charge density over the core region should be the same.

The true wavefunctions are constructed from all-electron DFT calculations as a reference. The resulting pseudized valence wavefunctions are obtained by removing the oscillations in the core region while obeying the norm-conserving constraint. The Schrödinger equation is then inverted to look for pseudopotential which will reproduce the pseudized valence wavefunctions[29].
1.3.2 Ultrasoft Pseudopotential

There has been a rapid growth of first-principle calculations with the advent of norm-conserving pseudopotentials \([29, 45]\) in the last three decades. The constraint of norm-conserving pseudopotentials is that the charge inside of a cutoff radius \(r_c\) should be equal to the charge obtained from all-electron calculations. However, this constraint, in certain cases such as \(O\)'s 2p or \(Ni\)'s 3d orbitals \([83]\), becomes an obstacle to construct a smooth pseudo wavefunction. Vanderbilt introduced a new scheme to generate the so-called ultrasoft pseudopotentials (UPPs) in early 1990s.

In his UPP method, the norm-conserving constraint is relaxed, and the pseudo wave functions are allowed to be as soft as possible within the core region. Therefore, the energy cutoff required to represent the wave functions is reduced dramatically. The implementation of UPP enables efficient calculations of the atomic electronic structures and electron transport properties of nano-scale systems.

The Vanderbilt UPP has the norm-conserving constraint relaxed:

\[
\int_0^{r_c} \psi^*_n(r)\psi_m(r) - \int_0^{r_c} \phi^*_n(r)\phi_m(r) \neq 0 \quad (1.44)
\]

where \(\psi_n(r)\) are the all-electron wavefunctions and \(\phi_n(r)\) are the pseudo wavefunctions. This relaxation provides capability in the construction of smooth pseudo waves inside the core region. Therefore, the new augmentation functions, namely, \(Q^{I}_{n,m}(r)\) are defined as:

\[
Q^{I}_{n,m}(r) = Q_{n,m}(r - R_I) = \psi^*_n(r)\psi_m(r) - \phi^*_n(r)\phi_m(r) \quad (1.45)
\]

which describe the charge density difference between true and pseudo valence orbitals. We should notice that the augmentation functions are strictly zero outside the core region, so
\( Q_{n,m}^I(r) \) are localized in the core region only. In order to recover the electronic charge, the electron charge density of the squared moduli of the pseudo wavefunctions is augmented in the core region by the following:

\[
n(r) = \sum_i \left[ |\phi_i(r)|^2 + \sum_{nm} Q_{n,m}^I(r) <\phi_i(r)|\beta_n^I > <\beta_m^I|\phi_i(r)> \right]
\]

Here \( \beta_n^I = \beta_n(r - R_I) \) are projector functions centered on the ionic positions and vanish outside the core region. For UPP, two projectors are often required for each angular momentum channel. Therefore, the total number of projectors is generally twice as many as that for a norm-conserving pseudopotential.

In addition, the orthonormality condition for the wavefunctions takes on a generalized form due to the relaxation of the norm-conserving condition,

\[
<\phi_i|S(R_I)|\phi_i> = \delta_{ij}
\]

where the Hermitian overlap operator \( S \) depends on the ionic positions via the projector functions \( |\beta_n^I> \) and is defined by

\[
S(R_I) = 1 + \sum_{nm,I} q_{nm} |\beta_n^I> <\beta_m^I|
\]

with

\[
q_{nm} = \int Q_{nm}(r)dr
\]
The total energy functional in Vanderbilts UPP scheme is given by

\[ E_{\text{tot}}[^{\varphi_i,R_I}] = \sum_{i=1}^{N} \langle \varphi_i | -\frac{1}{2} \nabla^2 + V_{NL} | \varphi_i \rangle + \frac{1}{2} \int \frac{n(r)n(r')}{|r-r'|} dr dr' + \int dr V_{\text{ion}}^\text{loc}(r)n(r) + E_{xc}[n(r)] + E_{\text{ion}}(R_I) \]  

(1.50)

with

\[ V_{NL} = \sum_{nm,I} D_{nm}^{(0)} |\beta_n^I \rangle \langle \beta_m^I | \]  

(1.51)

where \( D_{nm}^{(0)} \) are also parameters characterizing the UPP. The minimization of this total energy functional which is subject to the new constraint leads to a generalized eigenvalue problem

\[ H |\phi_i \rangle = \varepsilon_i S |\phi_i \rangle \]  

(1.52)

where

\[ H = -\frac{1}{2} \nabla^2 + V_{\text{eff}} + \sum_{nm,I} D_{nm}^I |\beta_n^I \rangle \langle \beta_m^I | \]

(1.53)

with the \( V_{\text{eff}}(r) \) completely local

\[ V_{\text{eff}}(r) = V_{\text{ion}}^\text{loc}(r) + V_H + V_{XC} \]  

(1.54)

and the coefficient \( D_{nm}^I \) of the nonlocal part of UPP is given by

\[ D_{nm}^I = D_{nm}^{(0)} + \int V_{\text{eff}}(r)Q_{nm}^I(r)dr \]

(1.55)

Apparently, the UPPs have a fully separable form of the non-local pseudopotential, and the coefficients depending on the wavefunctions via \( V_{\text{eff}} \) have to be updated at each self-consistent step.
The ultrasoft pseudopotential will be thus fully determined once the quantities $V_{\text{loc}}, D_{nm}, Q_{nm}(r)$ and $\beta_n(r)$ are specified. The detailed procedure used to generate these quantities is described in [83]. Comparing with the norm-conserving pseudopotential, the relaxation of the norm-conserving condition results in the introduction of the S overlap operator, the generalization of the eigenvalue equation, the wavefunction dependence of the coefficients $D_{nm}^f$, and the increase of the number of projector functions, but it makes the wavefunctions much smoother inside the core region and therefore allows for lower cutoff energies to represent the wavefunctions. In most cases, the cutoff energy is about half that of conventional norm-conserving pseudopotentials when ultrasoft pseudopotentials are used. Such advantage puts the UPPs on the top list of the most widely used pseudopotentials in the field of modern condensed matter ab-initio calculations.

1.4 Order-N DFT Method

The expansions of the wave functions can be generally divided into two classes. In the basis of plane waves, its kinetic energy is diagonal in Hamiltonian. In the basis of real space, the local potential is diagonal. The real-space grid method can lead to easier parallelization using domain decomposition on massively parallel supercomputers. Moreover, real-space is necessary for the implementation of $O(N)$ techniques, which reduce computational cost from $O(N^3)$ to much lower linear cost with respect to the number of atoms. These techniques are based on optimized nonorthogonal orbitals which are very much localized in space. Therefore, the overlaps between functions far away from each other vanish. The total number of overlaps is $O(N)$. Fully self-consistent $O(N)$ DFT calculations with atomic-like orbitals as basis have been previously developed in our group [16, 60, 50]. With our real-space oriented approach, the unoccupied states can
be included to accelerates the convergence. Several similar works has already been done [32, 31, 37]. A multigrid preconditioner is also included for efficient iterative minimization. We also use a compact and accurate Mehrstellen finite difference (MFD) scheme, which has already been introduced in electronic calculations. [9] Finally, the optimized localized orbitals enable the efficient calculations of quantum transport properties, which rely on the expansion of Hamiltonian and Green’s function matrices in terms of localized orbitals.

1.4.1 Matrix formulation

This subsection describes the general matrix formulation for the iterative DFT calculation using grid-based localized orbitals. Let \( N \) denote the number of wave functions we need to solve for and \( M \) denote the number of grid points used to discretized the total system. Usually we have \( M \gg N \).

We need to solve

\[
H \psi_j = \left[ -\frac{1}{2} \nabla^2 + v_{\text{ion}} + v_H + v_{\text{xc}} \right] \psi_j
\]  

(1.56)

where \( \Psi = (\psi_1, \ldots, \psi_N) \) are the set of orthonormal eigen-functions of the K-S equation. Assume that we have a set of normalized but nonorthogonal trial functions \( \Phi = (\phi_1, \ldots, \phi_N) \) that will span the subspace of the occupied orbitals. We denote by \( C \) the \( N \times N \) transformation matrix that transform \( \Phi \) into \( \Psi \)

\[
\Psi = (\psi_1, \ldots, \psi_N) = \Phi C
\]  

(1.57)

Therefore, given that \( \Psi \) are orthonormal, we have

\[
I = \Psi^T \Psi = C^T \Phi^T \Phi C = C^T SC
\]  

(1.58)
where
\[ S = \Phi^T \Phi \] (1.59)

so
\[ CC^T = S^{-1} \] (1.60)

Moreover, since \( \Psi \) are orthonormal eigen-solutions of \( H \), we have
\[ \Lambda = \Psi^T H \Psi \] (1.61)

where \( \Lambda \) is a \( N \times N \) diagonal matrix, with eigenvalues on the diagonal. From equation (1.61) and equation (1.57), we can easily get
\[ \Lambda = C^T \Phi^T H \Phi C \] (1.62)
\[ = C^T H^{(\Phi)} C \] (1.63)

Therefore, it leads us to the generalized eigenvalue problem
\[ H^{(\Phi)} C = C^{-T} \Lambda \] (1.64)
\[ = SCA \] (1.65)

In the basis of \( \Psi \), the energy functional decreases at the fastest rate along SD directions. They are the negative residual of the Kohn-Sham equation and can be expressed in a \( M \times N \) matrix
\[ D^{(\Psi)} = \Psi \Lambda - H \Psi, \] (1.66)
At each iteration, \( \Lambda \) is determined by the condition that the following equation

\[
0 = \Psi^T D^{(\Psi)} = \Psi^T \Psi \Lambda - \Psi^T H \Psi
\]  

(1.67)

has to be satisfied for good convergence. Once we know the direction \( D^{(\Psi)} \), then the next \( \Psi^{new} \) can be computed with pseudo time step \( \eta \) and a linear preconditioning operator \( K \)

\[
\Psi^{new} = \Psi + \eta KD^{(\Psi)}
\]  

(1.68)

Without preconditioning, the stability of the iterative process depends on \( \eta \) being small.

Now, let’s preserve the SD direction and work with nonorthogonal basis \( \Phi \). The simplest way to obtain the SD direction in the \( \Phi \) basis is to use the matrix

\[
D^{(\Phi)} = D^{(\Psi)} C^{-1} = (\Psi \Lambda - H \Psi) C^{-1} = \Phi \Theta - H \Phi
\]  

(1.69)  

(1.70)  

(1.71)

where

\[
\Theta = S^{-1} H^{(\Phi)}
\]  

(1.72)

The preconditioned steepest descend (PSD) direction tells us how to update the next \( \Phi \)

\[
\Phi^{new} - \Phi = \eta K D^{(\Phi)} = \eta K (\Phi \Theta - H \Phi)
\]  

(1.73)

Note that in the whole iterative process, there is no need to solve the generalized eigenvalue problems. At each step the basis functions \( \Phi \) are updated according to [1.73] and
the electronic density is computed as

\[ \rho(r) = 2 \sum_{j,k=1}^{N} (s^{-1})_{jk} \phi_j(r) \phi_k(r) \]  

(1.74)

To get the first term on the right hand side of equation 1.31, we can do

\[ \sum_{j=1}^{N} 2 \varepsilon_j = 2Tr(\Lambda) = 2Tr(\Theta) \]  

(1.75)

due to similarity-invariant

\[ Tr(\Theta) = Tr(C \Lambda C^{-1}) = Tr(C^{-1} \Lambda C) = Tr(\Lambda) \]  

(1.76)

1.4.2 Computations with unoccupied orbitals

Inclusion of unoccupied orbitals substantially increases the convergence rate. Now we denote \( N \) as the sum of both occupied and unoccupied orbitals counts. But in order to calculate the electron density and total energy, a density-matrix formalism need to be introduced here. \( \mu \) denotes the chemical potential. \( N \times N \) diagonal matrix \( \Upsilon \) incorporates the Fermi-Dirac distribution.

\[ \Upsilon_{ij} = \delta_{ij} f[\varepsilon_i - \mu / k_B T] \]  

(1.77)

Then, the density operator \( M \times M \) matrix \( \hat{\rho} \) is given by

\[ \hat{\rho} = \Psi \Upsilon \Psi^T \]  

(1.78)
It will be natural to express the density operator on the $\Phi$ basis since it will dramatically shrink its size to $N \times N$ matrix

$$\rho^{(\Phi)} = \Phi^T \Phi = \Phi^T \Psi \Psi^T \Phi$$  \hspace{1cm} (1.79)

$$= \Phi^T \Phi C \Psi C^T \Phi^T \Phi$$  \hspace{1cm} (1.80)

$$= S C \Psi C^T S$$  \hspace{1cm} (1.81)

$$= C^{-T} \Psi C^{-1}$$  \hspace{1cm} (1.82)

As in [62], we introduce $\bar{\rho}^{(\Phi)}$

$$\bar{\rho}^{(\Phi)} = S^{-1} \rho^{(\Phi)} S^{-1} = C \Psi C^T$$  \hspace{1cm} (1.83)

This facilitates the calculation of expectation value of any physical properties using

$$\bar{A} = 2Tr(\Psi A^{(\Psi)}) = 2Tr(\bar{\rho}^{(\Phi)} A^{(\Phi)})$$  \hspace{1cm} (1.84)

For instance, the number of occupied electrons in the system is given by

$$N_e = 2Tr(\Psi I) = 2Tr(C \Psi C^{-1}) = 2Tr(C \Psi C^T S) = 2Tr(\bar{\rho}^{(\Phi)} S)$$  \hspace{1cm} (1.85)

### 1.5 NEGF Method

The purpose of this chapter is to describe a method to calculate the electron transport in nano-scale system. Consider a conductor sandwiched between two large contacts. If the dimension of the conductor is large, the conductance would be given by $G = \sigma W / L$ where $W$ is the width and $L$ is the length and $\sigma$ depends on the material. Thus, we would
Figure 1.1: Ballistic transport scheme plot. A graphene nanoribbon field-effect transistor (GNRFET) is an example of a ballistic conductor. Contacts A and B are at different Fermi levels. Figure retrieved from http://en.wikipedia.org/wiki/File:GNRFET.png

expect that the conductance will grow indefinitely as we shrink its length. Experimentally, however, the conductance will approach to a limiting value $G_c$ when the length becomes much shorter than the mean free path but still much longer than the phase-relaxation length. After all, a ballistic conductor without any scattering should in principle have no resistance. This resistance comes from the interface between the contact pads and the conductor where it requires the redistribution of the current among the current-carrying modes.

Let us consider to calculate the current through a ballistic conductor with different chemical potential $\mu_A$ in the left contact, and $\mu_B$ in the right contact as shown in Figure 1.1. Let’s assume that the contacts are reflectionless: $+k$ states in the conductor are occupied by electrons coming from the left contact while $-k$ states are occupied by electrons coming from the right contact. Let’s try to simplify the problem further by considering a single transverse mode conductor whose $+k$ states occupied according to
The current which is equal to $env$ can be written as:

$$I = \frac{e}{L} \sum_k v f(E) = \frac{e}{L} \sum_k \frac{1}{\hbar} \frac{\delta E}{\delta k} f(E) = \frac{e}{\hbar L} 2 \text{(for spin)} \frac{L}{2\pi} \int dk \frac{\delta E}{\delta k} f(E) = \frac{2e}{\hbar} \int_{\epsilon}^{\infty} f(E) dE$$

(1.86)

since the electron density associated with the single $k$ state in the conductor of length $L$ is just $\frac{1}{L}$.

### 1.5.1 Landauer Formula

The conductance of large conductor obeys an ohmic law: $G = \sigma W / L$, but as the dimension goes smaller and smaller, there are two corrections to this law. First there is an interface resistance and secondly the conductance depends on the number of transverse modes in the conductor which goes down discretely in steps as the width shrinks.

$$G = \frac{2e^2}{\hbar} MT$$

(1.87)

Where $T$ represents the transmission probability that an electron injected from one end of the conductor will transmit to the other end, and $M$ represents the number of such modes. $M$ usually plays a significant role in narrow conductor. As the width of the conductor was reduced, the conductance goes down in discrete steps.

For simplicity, let’s assume zero temperature. So the current flow takes place over the range between $\mu_A$ and $\mu_B$. The influx of electrons from contact A is

$$I^+_A = \frac{2e}{\hbar} M [\mu_A - \mu_B]$$

(1.88)
The outflux from contact B is just the influx from contact A times the transmission probability $T$:

$$I_B^+ = \frac{2e}{\hbar}MT[\mu_A - \mu_B] \quad (1.89)$$

while the rest of the flux is reflected back to contact A:

$$I_A^- = \frac{2e}{\hbar}M(1-T)[\mu_A - \mu_B] \quad (1.90)$$

Therefore the net current $I$ flowing in the device at any point is given by

$$I = I_B^+ - I_A^- = I_B^+ = \frac{2e}{\hbar}MT[\mu_A - \mu_B] \quad (1.91)$$

Hence the conductance is

$$G = \frac{I}{|\mu_A - \mu_B|/|e|} = \frac{2e^2}{\hbar}MT \quad (1.92)$$

We can extend the system from zero temperature to non-zero temperature. Now the current flow takes place at a slightly larger range

$$\mu_A + (\text{a few } K_BT) > E > \mu_B - (\text{a few } K_BT) \quad (1.93)$$

and the net current $i(E)$ flowing at any point is given by

$$i(E) = i_A^+ - i_A^- = \frac{2e}{\hbar} [T(E)f_A(E) - \bar{T}'(E)f_B(E)] \quad (1.94)$$

where $\bar{T}(E) = M(E)T(E)$ and if we assume there is no inelastic scattering, we will have
\( \bar{T}(E) = \bar{T}'(E) \) for a two terminal device. The formula can be rewritten as

\[
i(E) = \frac{2e}{\hbar} \bar{T}(E)[f_A(E) - f_B(E)] \tag{1.95}
\]

and

\[
I = \int i(E)dE \tag{1.96}
\]

If both contacts are held at the same potential which means \( \mu_A = \mu_B \) then we have zero current since \( f_A(E) = f_B(E) \). Now let’s assume \( \mu_A \) is just a little larger than \( \mu_B \). The current will be

\[
\delta I = \frac{2e}{\hbar} \int \bar{T}(E)\delta[f_A - f_B]dE = \frac{2e}{\hbar} \int \bar{T}(E)(-\frac{\delta f}{\delta E})[\mu_A - \mu_B]dE \tag{1.97}
\]

At low temperature, we have \(-\frac{\delta f}{\delta E} = \delta(E_f - E)\). Therefore the conductance reduces to linear response form:

\[
G = \frac{2e^2}{\hbar} \bar{T}(E_f) \tag{1.98}
\]

The linear response result is only valid when the bias is smaller than the sum of \( K_B T \) and correlation energy \( \varepsilon_c \):

\[
\mu_A - \mu_B \ll K_B T + \varepsilon_c \tag{1.99}
\]

The Landauer-Buttiker formalism is valid for coherent transport where the exclusion principle should not be considered. When there is elastic scattering taking place, we can also regard the scatterer as a virtual probe in the system, and calculate the current at the same footing as the contacts, although its net current is zero. Elastic scattering does not involve any vertical flow of current from one energy to another. The transmission functions can be calculated using phenomenological approaches.
where $\psi$ represent the elastic scatterer. So the overall effective transmission can be sum up by both the direct coherent transport where electrons go coherently from contact A to contact B and the indirect transport where electrons go from contact A to the scatterer coherently, suffering a phase-breaking process, then continue to contact B coherently. The Landauer-Buttiker formalism still holds in this case except with a different effective transmission coefficient. Even if the vertical flow is present, it can be neglected if the transmission functions are approximately constant over the energy range where transport occurs.

### 1.5.2 The Green’s functions and truncating the matrix

The Green’s function is a more powerful tool. It relates to the response at any point due to an excitation from another point. Assume that we have an excitation $S$, and the response is $\Psi$. The problem can be expressed as

$$[E - H]\Psi = S$$  \hspace{1cm} (1.101)

The corresponding Green’s functions is

$$G = [E - H]^{-1}$$ \hspace{1cm} (1.102)

If the system is open, $G$ will not be representable. How to truncate the open system, namely the semi-infinity leads, into a finite closed system is very important. We need to convert the open system with non-reflecting boundaries to a closed system with fully
reflecting boundaries. Consider a conductor connected to a lead \( p \) as shown below.

We can divide the system’s Green’s function into four sub-matrices as follows:

\[
\begin{bmatrix}
G_p & G_{pC} \\
G_{Cp} & G_C
\end{bmatrix} = \begin{bmatrix}
EI - H_p & \tau_p \\
\tau_p^+ & EI - H_C
\end{bmatrix}^{-1}
\]  

(1.103)

where \( EI - H_p \) represents the isolated lead, \( EI - H_C \) represents the isolated conductor and \( \tau_p \) represents the coupling between points from the conductor and points from the lead. We assume the coupling only exists for adjacent points across the interface.

\[
\tau_p(p_i, i) = t
\]  

(1.104)

We are only interested in the closed Green’s function \( G_C \), which describes the relation between any two points in the conductor with the effect of the infinite lead included. From (1.103), we have

\[
[EI - H_p]G_{pC} + [\tau_p]G_C = 0
\]  

(1.105)

and

\[
[EI - H_c]G_C + [\tau_p^\ast]G_{pC} = I
\]  

(1.106)

If we cancel \( G_{pC} \), we obtain

\[
G_C = [EI - H_C - \tau_p^\ast g_p^R \tau_p]^{-1}
\]  

(1.107)

where

\[
g_p^R = [EI - H_p]^{-1}
\]  

(1.108)

is the Green’s function for the isolated semi-infinite lead. Now \( G_C \) is a finite matrix with
size $C \times C$, $C$ being the number of grid points in conductor. The lead effect is taken into account through term $\tau_p^* g^R_p \tau_p$, the so-called self-energy term. If we have multiple leads, the term is additive. So

$$G_C = [EI - H_C - \Sigma^R]^{-1}$$

(1.109)

where the self-energy is

$$\Sigma^R = \sum_p \Sigma^R_p = \sum_p t^2 g^R_p$$

(1.110)

### 1.5.3 Density-functional Method for electron transport

In this section, we describe the ab initio method for calculating the electronic structure and electronic transport for atomic system connected to semi-infinite leads. This method is based on DFT. The valence states are based on finite-range atomic orbitals. We use not only the total charge density, but also the Kohn-Sham wave functions as single-particle wave functions when calculating the current. We assume the XC functionals are able to describe the electrons in the nonequilibrium situations where current flow exists. Here, inelastic scattering, for instance, by phonons [61], is not considered. The great advantage of using finite-range nonorthogonal orbitals as the basis is that the Hamiltonian interactions go to zero beyond some distance, which allows us to partition the overall system.

We will consider the case as in Figure 1.2. Two semi-infinite leads are connected with a contact from both sides. The left lead is far away from the right lead so that there is no direct interaction between them. We can test this assumption by including part of the leads in contact region. We need a finite Green’s function to describe the open system.
Figure 1.2: We only describe a finite region of the infinite system. Inside $L$ and $R$ parts, the Hamiltonian matrix have the bulk electrodes values and are fixed during the self-consistent calculation. The conductor region is self-consistently updated by evaluating the charge density and Green’s function calculation.

by inverting the finite matrix,

$$
\begin{pmatrix}
H_L + \Sigma_L & V_L & 0 \\
V_L^\dagger & H_C & V_R \\
0 & V_R^\dagger & H_R + \Sigma_R
\end{pmatrix}
$$

Here, $H_L$, $H_R$ and $H_C$ are the Hamiltonian matrices in the L (left lead), R (right lead) and C (the conductor region). $V_L$ ($V_R$) is the interaction between the L (R) and C. $\Sigma_L$ and $\Sigma_R$ are the self energies of the leads.

$H_L + \Sigma_L$ and $H_R + \Sigma_R$ are determined from two separate calculations for the bulk systems corresponding to the bulk of infinite left lead and right lead. These systems have periodic boundary conditions in x direction and are solved using Bloch’s theorem. The self energies of the leads are determined by cutting the infinite lead system into two semi-infinite pieces using either the ideal construction\cite{88} or the efficient recursion method\cite{79}.
The remaining part of the Hamiltonian, namely, $V_L$, $V_R$ and $H_C$ are determined by self-consistently calculating nonequilibrium electron charge density. We will show how the nonequilibrium electron charge density matrix can be calculated given these parts of Hamiltonian and how the Hamiltonian matrix elements are calculated from the density matrix. Let’s consider the scattering states $\psi^0_l$ starting in the left lead. They are generated from the unperturbed incoming states of the uncoupled, semi-infinite lead. Using the retarded Green’s function $G$ of the coupled system, we will have

$$
\psi_l(\vec{x}) = \psi^0_l(\vec{x}) + \int d\vec{y} G(\vec{x}, \vec{y}) \psi^0_l(\vec{y}) \quad (1.112)
$$

and due to the fact that there is no direct interaction between the two leads we will have

$$
V_R(\vec{r}) \psi_l(\vec{r}) = V_L(\vec{r}) \psi_r(\vec{r}) = 0 \quad (1.113)
$$

Our nonequilibrium situation is established by the following scenario: All the states deep in the left/right leads are filled up to the electrochemical potential of the left/right lead, namely, $\mu_L$ and $\mu_R$. Therefore the density matrix of the incoming scattering states from the left and right lead can be constructed as

$$
D(\vec{x}, \vec{y}) = \sum_l \psi_l(\vec{x}) \psi^*_l(\vec{y}) n_F(\varepsilon_l - \mu_L) + \sum_r \psi_r(\vec{x}) \psi^*_r(\vec{y}) n_F(\varepsilon_r - \mu_R) \quad (1.114)
$$

Here the density matrix only describes states in $C$ which couple to the leads.

Now we will represent density matrix in terms of nonorthogonal localized orbitals.

$$
\psi_l(\vec{x}) = \sum_\mu c_{\mu} \phi_\mu(\vec{x}) \quad (1.115)
$$
So the above density matrix can be rewritten in orbital representation as:

$$D_{\mu,v} = \sum_l c_{l\mu} c_{l\nu}^* n_F(\varepsilon_l - \mu_L) + \sum_r c_{r\mu} c_{r\nu}^* n_F(\varepsilon_r - \mu_R) \quad (1.116)$$

where

$$c_{l\mu} = c_{l\mu}^0 + \sum_v \left[ G(z) V \right]_{\mu\nu} c_{l\nu}^0 \quad (1.117)$$

The overlap between orbitals is handled by defining the Green’s function as the inverse of \( zS - H \). So

$$[zS - H] G(z) = 1 \quad (1.118)$$

It is convenient to introduce the spectral density matrix \( \rho_L \)

$$\rho_L^{\mu\nu}(\varepsilon) = \sum_l c_{l\mu} c_{l\nu}^* \delta(\varepsilon - \varepsilon_l) \quad (1.119)$$

Therefore summation in (1.116) becomes integration

$$D_{\mu,v} = \int d\varepsilon \rho_L^{\mu\nu}(\varepsilon) n_F(\varepsilon_l - \mu_L) + \rho_R^{\mu\nu}(\varepsilon) n_F(\varepsilon_r - \mu_R) \quad (1.120)$$

Given that we are only interested in the scattering region (L-C-R), the coefficient \( c_{l\mu}^0 \) are zero for the basis functions \( \mu \), therefore

$$c_{l\mu} = \sum_v \left[ G(z) V \right]_{\mu\nu} c_{l\nu}^0 \quad (1.121)$$

So the spectral density matrix can be written as

$$\rho_L^{\mu\nu}(\varepsilon) = \left( G(\varepsilon) \frac{1}{\pi} Im[V g^L(\varepsilon) V^\dagger] G^\dagger(\varepsilon) \right)_{\mu\nu} \quad (1.122)$$
Here we take use of the unperturbed left retarded Green’s function

$$g_{\mu\nu}^L(\varepsilon) = \sum_l \frac{c_0^{\mu l} c_0^{\nu* l}}{\varepsilon - \varepsilon_l + i\delta} \quad (1.123)$$

and with the relation

$$\{g_{\mu\nu}^L(\varepsilon) - [g_{\mu\nu}^L(\varepsilon)]^\dagger\}_{\mu\nu} = 2\pi i \sum_l c_0^{\mu l} c_0^{\nu* l} \delta(\varepsilon - \varepsilon_l) \quad (1.124)$$

and that $g = g^T$ due to time-reversal symmetry.

We can finally express $\rho^L$ as

$$\rho_{\mu\nu}^L = \frac{1}{\pi} [G(\varepsilon)\Gamma_L(\varepsilon)G^\dagger(\varepsilon)]_{\mu\nu} \quad (1.125)$$

where we use the definition of the retarded self-energy:

$$\Sigma^L(\varepsilon) \equiv [Vg^L(\varepsilon)V^\dagger] \quad (1.126)$$

$$\Gamma_L(\varepsilon) \equiv i[\Sigma^L(\varepsilon) - \Sigma^L(\varepsilon)^\dagger]/2 \quad (1.127)$$

and a similar expression can be obtained for $\rho^R$.

We can combine the left and right parts in (1.123)

$$G\Gamma G^\dagger = \frac{i}{2} G[\Sigma - \Sigma^\dagger]G^\dagger \quad (1.128)$$

$$= \frac{i}{2} G[(G)^{-1} - (G^\dagger)^{-1}]G^\dagger \quad (1.129)$$

$$= -Im[G] \quad (1.130)$$

where $\Sigma$ consists of both $\Sigma_L$ and $\Sigma_R$ and time-reversal symmetry $G^\dagger = G^*$ was invoked.
Now equation (1.123) reduces to a well-known expression

\[ D = -\frac{1}{\pi} \int_{EB}^{\infty} d\varepsilon \text{Im}[G(\varepsilon)] n_F(\varepsilon - \mu) \]  
\[ = -\frac{1}{\pi} \text{Im} \left[ \int_{EB}^{\infty} d\varepsilon G(\varepsilon)n_F(\varepsilon - \mu) \right] \]  

As we can see from Figure 1.3, all the poles of the Green’s function are lying on the real axis and the function is analytic otherwise. Instead of doing the integral on x-axis shown by the dotted line, we consider a contour defined for a given finite temperature shown by the solid line. The closed contour begins with a line segment \( L \), followed by the circle segment \( C \), and spans along the real axis from \( (EB + i\delta, \infty + i\delta) \) where \( EB \) is below the bottom valence-band edge. This contour only encloses poles originated from \( n_F(z) \) located at \( z_v = i(2v+1)\pi kT \) with \( x = E_F \). According to the residue theorem

\[ \oint dz G(z)n_F(z - \mu) = 2\pi i kT \sum_{z_v} G(z_v) \]
therefore the overall contour integration is

\[ \int_{E_B}^{\infty} d\varepsilon G(\varepsilon)n_F(\varepsilon - \mu) = -\int_{C+L} dz G(z)n_F(z - \mu) - 2\pi i kT \sum_{z_v} G(z_v) \quad (1.134) \]

The contour integral can be computed numerically using a given finite temperature by choosing the number of Fermi poles to enclose. This insures the contour stays away form the real axis to avoid singularities and therefore the Green’s function behaves sufficiently smooth.

1.5.4 Procedure for calculating Nonequilibrium density matrix and potential

When source-drain bias is presented, the density matrix consists of the equilibrium part \( D_{\mu,v}^L \) and the Nonequilibrium part \( \Delta_{\mu,v}^L \):

\[
D_{\mu,v} = \int d\varepsilon \rho_{\mu,v}^L(\varepsilon)n_F(\varepsilon_l - \mu_L) + \rho_{\mu,v}^R(\varepsilon)n_F(\varepsilon_r - \mu_R) \quad (1.135)
\]

\[
= D_{\mu,v}^L + \Delta_{\mu,v}^R \quad (1.136)
\]

where

\[
D_{\mu,v}^L = -\frac{1}{\pi} \text{Im} \left[ \int_{E_B}^{\infty} d\varepsilon G(\varepsilon)n_F(\varepsilon - \mu_L) \right] \quad (1.137)
\]

and

\[
\Delta_{\mu,v}^R = \int_{E_B}^{\infty} d\varepsilon \rho_{\mu,v}^R(\varepsilon)[n_F(\varepsilon - \mu_R) - n_F(\varepsilon - \mu_L)] \quad (1.138)
\]

or equivalently
\[ D_{\mu, v} = \int d\varepsilon \rho_{\mu v}^L(\varepsilon) n_F(\varepsilon_i - \mu_L) + \rho_{\mu v}^R(\varepsilon) n_F(\varepsilon_r - \mu_R) \quad (1.139) \]
\[ = D_{\mu, v}^R + \Delta_{\mu, v}^L \quad (1.140) \]

where
\[ D_{\mu, v}^R = -\frac{1}{\pi} \text{Im} \left[ \int_{EB}^{\infty} d\varepsilon G(\varepsilon) n_F(\varepsilon - \mu_R) \right] \quad (1.141) \]
and
\[ \Delta_{\mu, v}^L = \int_{EB}^{\infty} d\varepsilon \rho_{\mu v}^R(\varepsilon) [n_F(\varepsilon - \mu_L) - n_F(\varepsilon - \mu_R)] \quad (1.142) \]

We notice that only the "equilibrium" part of the density matrix is real due to the time-reversal symmetry. The "Nonequilibrium" part cannot be made real since it breaks the time-reversal symmetry by the scattering states. However, we can neglect the imaginary part of \( D \), if we are only interested in the electron density:
\[ n(\vec{r}) = \sum_{\mu, v} \phi_\mu(\vec{r}) [D_{\mu v}] \phi_v(\vec{r}) \quad (1.143) \]

Since we can the charge density from the density matrix which is obtained using Green’s function, we can again construct Hamiltonian. The DFT effective potential consists of three parts: Pseudopotential \( V_{ps} \), the exchange correlation potential \( V_{xc} \), and the Hartree potential \( V_H \). The Hartree potential can be determined by solving Poisson’s equation:
\[ \nabla^2 V_H(\vec{r}) = -4\pi n(\vec{r}) \quad (1.144) \]
Suppose $\phi(r)$ is a solution of the Poisson equation, then the general solution is:

$$V_H(\vec{r}) = \phi(\vec{r}) + \vec{a} \cdot \vec{r} + b$$  \hspace{1cm} (1.145)

The remaining two parameters $a_x$ and $b$ can be determined by the value of potential at the $L-C$ and $C-R$ boundaries. The electrostatic potential in the $L$ and $R$ region can be determined from separate bulk calculations and then shifted relative to the source-drain bias. Therefore, the Hartree potential can be uniquely determined iteratively with these boundary conditions.

### 1.6 Molecular Dynamics simulation

Molecular dynamics (MD) is a simulation process of physical movements of atoms and molecules in a system with well defined boundary conditions. The atoms and molecules are allowed to interact, giving us a clear view of the motion of the system for a period of time. The trajectories of the atoms and molecules are determined numerically by solving the Newton’s equations of motion. Forces between the particles and the potential energy are evaluated by molecular mechanics force fields.

Because most molecular systems of interests consist of a huge number of particles, it is often impossible to find the properties of such complex systems analytically. MD simulation can solve this problem by using numerical methods. However, long MD simulations are mathematically ill-conditioned due to cumulative errors in numerical integration. The error can be controlled by proper selection of algorithms and parameters, but cannot be eliminated entirely.

The MD method is widely applied today in the field of materials science, biochem-
istry and biophysics. For instance, it is frequently used to simulate three-dimensional structures of proteins and other macromolecules based on experimental constraints from X-ray crystallography or NMR spectroscopy. Moreover, MD is often used to examine the dynamics of atomic-level phenomena that cannot be observed directly, such as protein folding and metalloprotein chelation in Alzheimer’s disease [77]. It also plays an important role on examining the physical properties of nanotechnological devices that are really difficult to understand without the details of their dynamical conformations.

The classical force field used for the molecular dynamical simulation represents the real effective force acting on a particle. All particles in the system are described using the particles’ locations, velocities and acceleration. The relative displacement of two particles, \( r_{ij} \), is the positional metric for determining the force interaction between them. Thus the total force applied to any particle \( i \) can be obtained by summing over all forces exerted from other particles. In practice it is often easier to first obtain the total potential for each particle in the form of a scalar field, reducing the computation overhead of vector sums. The force on any particle \( i \) is then computed as the negative gradient of the total potential at the position of particle \( i \).

Let’s briefly introduce an implementation of the molecular dynamics algorithm using classical force field.

1. For each atom, determine the effective total potential as the sum of potential produced from all other interacting atoms

\[
V_i = \sum_{j \neq i} v_j(r_{ij})
\]  
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2. For each atom, determine the total force by calculating the negative gradient of the
total potential at the location of the atom

\[ \mathbf{F}_i = -\nabla V(r_i) \]  \hspace{1cm} (1.147)

3. Update the positions and the velocities after a small time step for each atom

\[ \begin{align*}
    r'_i &= r_i + \left[ \frac{p_i}{m_i} + \frac{\mathbf{F}_i \Delta t}{2m_i} \right] \Delta t \\
    p'_i &= p_i + F_i \Delta t
\end{align*} \]  \hspace{1cm} (1.148)

4. Repeat from step 1 until the simulation reach to a certain period of time and the desired physical properties of the system can be obtained from the dynamical trajectory.

A molecular dynamics simulation should also account for the available computational power. On one hand, the number of particles, time step and total time duration must be carefully selected so that the calculation can finish within a reasonable time period. On the other hand, the simulations should be long enough to reach the time scales of the natural processes being studied. To make statistically valid conclusions from the simulations, the time span should match the kinetics of the natural process. Many scientific publications regarding to the dynamics of proteins and DNA use data from simulations spanning several nanoseconds to microseconds depending on different process. To obtain these simulations, parallel algorithms allowing the load to be equally distributed in CPUs are used.

During a classical MD simulation, the most intensive task is the evaluation of the
force field potential as a function of the particles’ coordinates. For energy evaluation, the most expensive part is the non-bonded interaction which scales by $O(n^2)$ if all pairwise electrostatic and van der Waals interactions must be evaluated explicitly. However, this huge computational cost can be reduced to $O(n \log(n))$ by employing electrostatics methods such as Particle Mesh Ewald (PME). With the help of a very fast computational method, namely, fast Fourier transformation, PME is a useful method for dealing with long range electrostatic interactions in the system when periodic boundary conditions are present. The particle mesh is a 3-D grid over which the system charge is distributed. Therefore, the grid size should be chosen such that it is fine enough to accurately represent the system. Usually, the number of grid points should be greater than or equal to length of the basis vector.

### 1.6.1 CHARMM Force Field

CHARMM force field is one of the implementation of force field potentials. There are several versions of the CHARMM force field available. For instance, CHARMM22 \[52\] and CHARMM27 \[53, 18\] are the two most popular versions of the force field. For protein systems, the two are equivalent. However, CHARMM27 has been optimized for simulating DNA, RNA, and lipids. Using CHARMM force field, NAMD package \[70\] allows generation and analysis of a wide range of molecular simulations. Minimization of a given structure and simulation runs of a molecular dynamics trajectory are the two basic kinds of simulations. More advanced features include free energy perturbation (FEP), quasi-harmonic entropy estimation, correlation analysis and combined quantum, and molecular mechanics (QM/MM) methods.

The CHARMM force field consists six terms in the potential energy function. For the
remainder of the CHARMM discussion we will explain each term.

\[ V(r) = \sum_{\text{bonds}} K_b (b - b_0)^2 + \sum_{\text{angles}} K_\theta (\theta - \theta_0)^2 + \sum_{\text{dihedrals}} K_\phi (1 + \cos(n\phi - \delta)) + \sum_{\text{impropers}} K_\omega (\omega - \omega_0)^2 + \sum_{\text{Urey-Bradley}} K_{UB} (S - S_0)^2 \]  

(1.150)

\[ + \sum_{\text{nonbonded}} \left( \varepsilon \left[ \left( \frac{\rho_{ij}}{r_{ij}} \right)^{12} - \left( \frac{\rho_{ij}}{r_{ij}} \right)^6 \right] + \frac{q_i q_j}{\varepsilon r_{ij}} \right) \]

The first term is based on the harmonic inter-atomic displacement metric. It accounts for the bond stretches. \( k_b \) is the bond force constant and \( b_0 \) represents the relaxed bond length at equilibrium. \( b - b_0 \) represents the displacements from equilibrium that the atom has moved from. The second term in the equation accounts for the bond angles between two neighbour bonds. \( k_\theta \) is the angle force constant and \( \theta - \theta_0 \) is the angle from equilibrium positions of the two neighbour bonds. The third term is for the dihedrals where \( k_\phi \) refers to the dihedral force constant, \( n \) is the multiplicity of the function, \( \phi \) is the equilibrium dihedral angle and \( \delta \) is the phase shift. The fourth term represents the impropers, which refers to the out of plane bending. \( k_\omega \) is the force constant and \( \omega - \omega_0 \) is the out of plane angle. The Urey-Bradley component accounting for angle bending is represented in the fifth term, where \( k_{UB} \) is the respective force constant and \( S \) is the distance between the 1,3 atoms in the harmonic potential.

The nonbonded interactions between any pair of atoms, for instance \( (i, j) \), are represented by the last term. The nonbonded forces are only applied to atom pairs which are separated by at least three bonds. The van Der Waals (VDW) energy is evaluated using a standard Lennard-Jones potential. The electrostatic energy with a Coulombic potential is also included. In the Lennard-Jones potential above, the \( \rho_{ij} \) is where the Lennard-Jones
potential is zero. In order to run the MD simulations, the parameter file must have all the terms specified in the energy function.
Chapter 2

Introduction

In this chapter, we briefly introduce the subject of DNA, including its basic geometric structure, the composition of double stranded molecule and its general electronic properties.

2.1 Introduction to DNA

Deoxyribonucleic acid (DNA) was first discovered by James Watson and Francis Crick in the early 1950s. It is a molecule which encodes the genetic instructions. Along with RNA and proteins, DNA is one of the three major molecules essential for life. We are now in such an exciting time with the rise of molecular biology. Its many offspring are likely to reshape nearly every aspect of contemporary life. With the completion of the first draft of the human genome sequence trumpeting the beginning of the twenty first century, success in the biological sciences is occupying the center stage, linking the biological science to chemical, physical, mathematical and computer sciences.

The genetic information is encoded as a sequence of nucleotides (guanine, adenine,
thymine, and cytosine) represented with the letters G, A, T, and C. Most DNA molecules are double-stranded helices, consisting of two long polymers. The backbones are made of alternating sugars (deoxyribose) and phosphate groups (related to phosphoric acid), with the nucleobases (G, A, T, C) attached to the sugars. The bases are classified into two types. The purines, A and G, being fused five- and six-membered heterocyclic compounds, are also called as double-ring bases. The pyrimidines, the six-membered rings C and T are also called as single-ring bases.

The two strands run in anti-parallel direction, with one strand being 3’ (three prime) end and the other strand being 5’ (five prime) end at the same side. As shown in Figure 2.1, this refers to the direction the 3rd and 5th carbon on the sugar molecule. Attached to each sugar is one of four types of molecules called nucleobases (we will refer them as bases). It is the sequence of these four bases along the backbone that encodes information. DNA chain is measured to be 22 to 26 angstroms wide, and one nucleotide unit is measured to be 0.34 nm long. Although each individual repeating unit is very small, DNA polymers can be very large molecules containing many of nucleotides.

The DNA double helix is stabilized by two major forces: hydrogen bonds within a base pair and base-stacking interactions between aromatic intrastrand neighbor bases. As hydrogen bonds are not covalent, they can be broken and rejoined easily. The two strands of DNA in a double helix can therefore be unpaired like a zipper, either by a mechanical force or high temperature. The conjugated $\pi$ bonds of nucleotide bases align perpendicularly to the axis of the DNA molecule due to base-stacking interactions.

DNA exists in many possible conformations, such as A-DNA, B-DNA, and Z-DNA. The conformation that DNA adopts depends on the hydration level, DNA sequence, the amount and direction of supercoiling, chemical modifications of the bases, the type and concentration of metal ions, as well as the presence of polyamines in solution. B-DNA is
Figure 2.1: DNA chemical structure. The two strands of double helical DNA have opposite directions, one going from the 5' end to the 3' end, the other from the 3' end to the 5' end. The number 3’ and 5’ refer to the position of carbon in deoxyribose. Guanine (G) usually paired with cytosine (C) by three hydrogen bonds (shown as dotted lines); adenine (A) usually paired with thymine (T) by two hydrogen bonds. Negatively charged phosphate backbones consists of alternating phosphate groups and sugar rings. Figure retrieved from http://en.wikipedia.org/wiki/File:DNA_chemical_structure.svg
Figure 2.2: The structures of A (left), B (middle) and Z (right) DNA. DNA structures built from 3DNA [51].

the most common under the conditions found in cells. Compared to B-DNA, the A-DNA is a wider right-handed spiral, with a shallow, wide minor groove and a narrower, deeper major groove. Z-DNA is a left-handed double helical structure which winds to the left in a zig-zag pattern as shown in Figure 2.2. The corresponding geometry attributes are listed in Table 2.1

2.2 Motivation of using DNA as an electronic material

The principal story of DNA has long centered on the fundamental role in carrying the genetic code of organisms. However, there has been a lot of interest in its electronic properties recently, motivated by its potential biological and technological applications.
The highly specific binding between the two strands of DNA, its ability to synthesize DNA in any molecular sequence makes it a natural candidate for use in molecular electronics industry.

As early as 1962, Eley and Spivey suggested that the interbase hybridization of the $\pi_z$ orbitals along the axis of DNA could lead to a delocalized state and therefore lead to conducting behavior. There are also similar stacked aromatic crystals that are indeed metallic, such as the famous Bechgaard salts [78]. However, there are also crucial differences between DNA and the conventional conductors. One of the most significant differences is that DNA is not a periodic system. DNA is also greatly under the influence of its environment, such as the water molecules and counterions surrounding the DNA. The double helix of DNA acts to keep the hydrophobic bases out of the water, but the negatively-charged phosphate group on the backbone requires positive counterions to shield its potential. The water molecules and counterions exert non-negligible potential on the electrons in the base pair stack, and therefore contribute to the random electronic environment. The dielectric medium provides a fluctuating potential for the local DNA segment.

In addition, the lowest ionization potential (IP) of guanine is about 0.2 $eV$ lower
than adenine and 0.6 eV lower than cytosine and thymine bases [30]. The difference of IP between the pyrimidine and purine bases is higher than the estimated electronic coupling between the highest occupied (HOMO) or lowest unoccupied molecular orbitals (LUMO) of the neighboring bases. This leads to the expectation of localization of the electronic state.

DNA itself is very flexible at the room temperature, giving the potential possibility of replication or partial uncoiling. Therefore, conformational change of its structure is also an important factor in determining its electronic properties.

### 2.3 DNA as a molecular wire in molecular electronics

Interesting hints began to merge twenty years ago in the studies of Barton and co-workers, who observed distance-independent charge transfer between DNA-intercalated transition-metal complexes [59] and noted its implications in biotechnology. For example, they demonstrated photoinduced oxidation by a rhodium metallointercalator in DNA over 40 angstrom away within 0.1 nano-second (ns) [28]. Another experiment showed that thymine dimer could be healed by a photoexcited rhodium intercalator molecule from 16 base pairs away [12].

Barton and coworkers have hypothesized that there could be signal and receiver protein exploiting the electron migration properties of DNA. In the absence of damage, DNA could be probed electronically and the receiver protein could be reduced and detached by electron transfer. It should be noticed that while the transfer can be rapid, very long range migration could be much slower due to multiple hops. But this process is still very
fast in a sense that cell replication in an organism usually takes about a day.

In the past 15 years, there have been many experimental studies of DNA’s conductance, leading to a wide range of results. It is of tremendous importance to resolve these issues, given that electron transport in DNA could have a variety of applications in molecular electronics and biotechnology. For example, a DNA chip could be used for DNA sequencing, disease screening, and gene expression analysis. If DNA can conduct sufficiently well, a sequence could be read out electronically instead of visually with the fluorescent dyes. The general idea is that floppy single strands of DNA are insulating, but well-stacked double stranded DNA after successful hybridization could be conducting.

In addition, DNA’s sequence-dependent self-assembly properties could be taken advantage of to build complex nanowire arrangements. Interesting topological structures could be created with DNA by Seeman and co-workers. DNA-based templating may also have important applications in nanoelectronics. The sticky ends at the ends of the helix can be used to attach single DNA molecules to modified metal electrodes, bypassing the need for precise nanofabrication and mechanical manipulation, therefore solving the difficulties in precise localization and interconnection of nanotubes. Moreover, the first single-DNA field transistor was built by Kawai’s group using the intrinsic conducting properties of short DNA segments.

2.4 DNA sensors: capable of detecting mutations and disease

DNA sensors are known to be useful for genomic sequencing and mutation detection. Although sophisticated techniques to assay the hybridization of DNA target sequence with
arrays of immobilized single stranded DNA have been developed for genomic sequencing and mutation detection, hybridization assays are inherently limited in sensitivity when it comes to base-mismatch detection. Detection of a point mutation requires a distinguishable difference in pairing energy. The difference therefore is often too small to be measurable. As a consequence, detection of point mutation requires extensive manipulation of hybridization conditions and sophisticated deconvolution algorithms.

Monitoring charge transport through DNA helix provides an alternative way for the detection of point mutations. DNA-mediated charge transport shows a weak distance dependence but is extremely sensitive to perturbations in the base stack: intervening bulges prevent long-range photochemical guanine oxidization [27], and single-base mismatches remarkably reduce the electron transfer yields [42]. Barton and coworkers have shown that a deliberately induced damage to DNA can greatly reduce electron migration [43, 44] and DNA conductivity [26]. Therefore, DNA-mediated charge transport may provide a signaling mechanism for DNA-based sensors.
Chapter 3

First-principles studies of conformation and solution effects on DNA transport

3.1 Introduction

Charge transport (CT) along the helical axis of DNA has received considerable attention by researchers over the past 20 years due to potential applications in bio/nano-electronics [73, 20, 63], electrochemical DNA sequencing [57] and design of nanoscale sensors for detection of DNA mutations or protein binding to DNA [81]. In addition, CT in DNA has a biological function as it plays an important role in the process of DNA repair [6]. Numerous experimental studies of CT in DNA have yielded a wide range of conflicting results, ranging from insulating [13, 92], semiconducting [72], metallic [91] and even superconducting [39]. This is because DNA conductivity is sensitive to many factors such as contacts with electrodes, coupling between the DNA base pairs, DNA length
and sequence, thermally induced motion, and interaction with solvent and counterions. However, studies that utilized well-defined DNA contacts and preserved the native conformation in buffered solution, have achieved more consistent results with conductivities between $10^{-5}G_0$ and $10^{-2}G_0$ \[59, 41, 11, 35, 90, 26\], $G_0$ being $2e^2/h$. For example, Guo et al. used a single DNA molecule connected to carbon nanotube leads \[26\]. Results showed that a well-matched 15-base-pair B-DNA has a conductance of about $10^{-2}G_0$ with a source-drain bias of 50 mV while a mismatch led to a dramatic decrease of the conductance.

Traditionally, charge transport in DNA has been explained in terms of two processes called superexchange and hopping. The former is a single step process, in which a hole tunnels directly from a donor to an acceptor without occupying the intervening base pairs \[38, 23, 20, 24\]. Superexchange transport decays exponentially with relatively large decay constant and thus is only relevant for distances of only a few base pairs. To explain long distance transport along DNA, hopping mechanism has been proposed. This process consists of multiple superexchange steps with holes being briefly localized on either guanines \[21\] or adenines \[22\] and then ”hop” onto nearby bases via superexchange. Hopping has shallower distance dependence because it avoids long tunneling steps. Other types of transport have also been described. For example, Barton and coworkers observed a single-step charge transport mechanism overtaking hopping at longer distances \[20\]. In contrast to superexchange, charge is delocalized over the intermediate bases pairs.

Theoretical studies of CT in DNA have been performed at various levels of accuracy including \textit{ab initio} \[67, 55, 54\] and semiempirical methods \[30, 47, 82, 25, 75\]. At an \textit{ab initio} level, NEGF/DFT methodology was employed. Due to the high computational cost, studies have been limited to a single DNA conformation considering either a canonical DNA structure or a snapshot obtained from classical molecular dynamics. Sanvito
and coworkers investigated the conductance of an ideal dry 6-base pair A-DNA connected to gold leads. They found conductance values ranging from $10^{-13}G_0$ to $10^{-16}G_0$, which is several orders of magnitude smaller than that observed in experiments [67]. They also concluded that adding solvation decreases the transport. Maeda et al. studied a 4-base pair CGCG B-DNA snapshot connected to gold leads. They considered both dry and hydrated cases and found that hydration enhances the current by an order of magnitude at the gate bias of 0.3 V [54]. Mallajosyula et al. investigated the sequence dependence of electron transport in wet DNA [55]. Their calculation used a single structure averaged from 10 snapshots sampled over 1 ns MD simulation. They found a delocalized orbital extending over several guanine sites but not over the whole DNA molecule.

Many semiempirical studies on CT in DNA exist in literature. Their advantage over ab initio works is that they can consider longer DNA and/or more conformations to better describe thermal motions. For example, Hatcher et al. investigated the electronic coupling between donor and acceptor in DNA and PNA using thousands of MD snapshots. Their model only included base pairs, while DNA backbones, water and counterions were excluded [30]. They found that the coupling fluctuates considerably and that peptide nucleic acid (PNA) has a larger coupling compared to DNA due to bigger geometric overlap between neighboring bases and a larger structural flexibility. Similarly, Troisi and Orlandi also found that the effective coupling fluctuates greatly over the MD simulation. They identified the transverse motions of the DNA bases as the main factor determining the couplings [82]. Lee et al. [47] attempted to explain results of experiments by Guo et al. [26], in which a dramatic difference in CT between well matched and mismatched cases was observed. Of the two models used, only one was able to reproduce the experimental results and even then an appropriate value of Fermi energy had to be used. They also found that the degree of charge localization onto the backbones can be strongly affected
by the theory level, becoming weaker when using an \textit{ab initio} approach.

In this work, we perform extensive DFT/NEGF calculations to gain new insight into CT in DNA. We investigate multiple snapshots extracted from MD trajectories to determine the how solvent, counterions, DNA conformation and sequence affect the CT. The results show that while both solvent and counter ions modulate the conductivity, the main factor is DNA conformation. We also find that while the optimum structure is preferred for CT along the poly(G)-poly(C) chain, this is not the case for other sequences. 

This chapter is organized as follows. Section 3.2 describes the methodology we use for classical MD simulations and quantum calculations of transmission using Landauer formula and Green’s function formalism. In Section 3.3, we show the calculated results with the discussion focused on the effect of counterions, water molecules, DNA conformations and DNA sequence including mismatched DNA. Lastly, we summarize our conclusions in section 3.4.

3.2 Methodology

Our calculations consider a B-DNA connected to (5,5) carbon nanotube (CNT) leads via alkane linkers $CONH - (CH_2)_3$. The system is first investigated in molecular mechanics (MM) calculations using NAMD \cite{70} with CHARMM27 \cite{17} force field. A simulation box of dimensions $160 \times 160 \times 160 \text{Å}^3$ is considered and periodic boundary conditions are applied. Particle Mesh Ewald (PME) procedure is used to account for the long-range interactions. The system is solvated by adding two thousand water molecules around DNA. $Na^+$ and $Cl^-$ ions are added to balance DNA charged backbones and achieve saline concentration of 0.05 mol/L. MM calculations start with equilibration for 0.1 ns, after which the calculation is continued for additional 2ns, during which 20 snapshots are
recorded.

Figure 3.1: The configuration of 4BP poly(G)-poly(C) DNA sandwiched between SWNT. The shaded area represents the solvent environment.

Transport properties of the MM snapshots are analyzed at quantum level using non-equilibrium Green function (NEGF) technique as implemented in our localized orbital density functional theory (DFT) code [16, 60, 50]. The quantum calculations include CNT leads, linkers, DNA and a first solvation shell, which is defined as water molecules and counterions within 3 Å of the DNA. The rest of water molecules and counterions are omitted. The total charge of the omitted counterions is treated as a uniform charged background.

The setup for such a quantum calculation of a 4BP poly(G)-poly(C) DNA is shown in Figure 3.1. Six orbitals per atom with a cutoff radius of 9 Bohr were used in the localized orbital calculations. The electron-ion interactions are represented by ultrasoft pseudopotentials [36, 84]. The implementation is based on RMG [9, 36, 4] code in which Kohn-Sham equations are solved in real-space and the multigrid technique is used to accelerate convergence of the ground state wavefunctions. The Hamiltonian and the Green’s function are obtained self-consistently from DFT calculation with complex contour integration [7]. The potentials and charge densities of the leads are fixed to those corresponding to
the bulk material. The effects of the infinite CNTs are included in the self-energy terms of the left (L) and right (R) leads. Eight atomic layers of CNT are included at both sides of the central conductor (C) to account for screening effects so that the potentials and the charge densities match at the interfaces between the conductor and leads after self-consistent iterations. The Hartree potential is obtained by solving Poisson’s equation with boundary conditions matching the potentials of all the leads. After the KS potential and the charge density are obtained self-consistently, we calculate the transmission coefficient using the Landauer formula.

\[
T(E) = Tr[\Gamma_L(E)G^R_C(E)\Gamma_R(E)G^A_C(E)]
\] (3.1)

where \(\Gamma_L\), \(\Gamma_R\) and \(G^R_C\), \(G^A_C\) are the coupling functions for the left and right leads and retarded and advanced Green’s functions of the conductor part, respectively. The current is obtained by integrating the transmission curve over the HOMO band below the Fermi level using a source-drain bias of \(V_{sd} = 50mV\) [26], and multiplied by \(G_0 = 2e^2/h\).

\[
I = \frac{2e^2}{h} \int_{-V_{sd}}^{0} T(E)dE
\] (3.2)

Automatic enhancement of the energy grid is implemented to integrate transmission curves with sharp peaks. The technical details are presented in the Appendix. It has been argued that self-interaction correction (SIC) is fundamental to obtain a proper molecular-level alignment [67]. We do not consider the SIC since the current is obtained by integrating the HOMO band which is pinned to the Fermi level of the leads [55].
3.3 Results and discussion

3.3.1 Thermal Fluctuations in DNA Conductivity

DNA is highly flexible at room temperature. To capture the effect of thermal fluctuations we extract 20 snapshots from a 2 ns molecular mechanics simulation of fully solvated DNA. Our NEGF calculations include the DNA, the solvent and the counterions in the first solvation shell. We first consider 4BP and 10BP GC DNA. We choose GC base pairs because they provide good conductivity due to guanine’s low ionization potential \[46\] and high hole mobility \[3, 48, 85, 44\]. Hydrogen bonding between G and C is stronger than that in A-T base pairs. One expects, from simple orbital mixing arguments, that the poly(G)-poly(C) homogeneous sequence should display fast charge transfer properties.

The calculated currents for both 4BP and 10BP cases are displayed as histograms in Figures 3.2. The conductivities vary over several orders of magnitude: from \(10^{-7}\, \text{nA}\) up to \(10^{-1}\, \text{nA}\) for 4BP and from \(10^{-14}\, \text{nA}\) up to \(10^{-2}\, \text{nA}\) for 10BP DNA. The average is 0.1 nA for the 4BP DNA and 0.0029 nA for the 10BP DNA. Assuming exponential length dependence of the current, \(I(L) = I_0 \exp(-\beta L)\), which is often assumed for DNA \[5\], the value of the decay constant \(\beta\) can be estimated as 0.18Å\(^{-1}\). This weak distance dependence is consistent with experimental findings by O’Neill and Barton \[64\], but it should be noted that previous works have obtained a wide range of \(\beta\) values from 0.05Å\(^{-1}\) to 1Å\(^{-1}\) \[80, 90, 15, 58\]. Next, we explore the cause behind the large variance of current between snapshots taken from MD simulations. In our setup, four factors influence the conductance: DNA structure, linker structure, solvent configuration, and counterion positions. In the following we examine each of those independently to gauge their importance.
The alkane linker used in our calculations is insulating with a large band gap [40] and thus suppresses the overall current. It has been shown [40] that the resistance of an alkane wire roughly scales as $R = R_0 \exp(\beta_{alkane} \cdot n)$, where $n$ is the number of carbon atoms and $\beta_{alkane} \approx 1$. In our calculations, $n = 8$ and thus the linker is expected to decrease the current by a factor of about 3000. While this is a large suppression, here we are concerned with how much it changes between MD snapshots. The linker structure changes during MD simulations and thus linker may be a factor causing large differences in current. To examine this, we have set up a restrained MD simulation of 4BP DNA with the alkane linker kept frozen. 10 snapshots were extracted from this simulation and the currents were calculated in the same way as for a fully flexible DNA system. We find that the average current is similar (0.13 nA) as in the fully flexible case and that ratio between the maximum and the minimum currents is six orders of magnitude as before. Therefore, we conclude that the linker flexibility does not influence DNA conductivity significantly. The carbon-carbon single bond linkers are standard in experimental setups, however, one cannot completely rule out the possibilities that some parts of the DNA
have direct contacts with the electrodes, thus reducing the contact resistance as discussed in Ref. [67].

**Role of counterions in DNA conductivity**

To investigate how much of the current variation is caused by counterions, we repeat the 4BP NEGF calculations with counterions removed. The charge state of all snapshots is -8 and this is accounted for by using uniformly charged background. The calculated currents are shown in a histogram in Figure 3.3. The results show that after removal of the ions the average current increases by a factor of two to 0.205 nA, while the minimum and maximum are $3 \times 10^{-5}$ nA and 1.4 nA, respectively. Thus, while the presence of counterions decreases DNA conductivity, their dynamics is not an important factor behind the large variation of current passed through DNA.

![Figure 3.3: Histogram of calculated current of 4BP poly(G)-poly(C) DNA without explicit counterions.](image)

To investigate the effects of counterions, we further analyze several snapshots with
the highest conductivities when counterions are present. This can be best demonstrated for snapshot 2, which is visualized in the right panel in Figure 3.5(a). This snapshot contains two counterions in the DNA vicinity. One of them is near the phosphate group connecting G2 and G3, while the other one is close to G4. The transmission curve for this configuration is shown in the left panel in Figure 3.5(a). (Only the channels below the Fermi level are shown because the conductivity is dominated by hole transfer.) Analysis of the conducting states near the Fermi level shows that in contrast to other guanines, no states are significantly localized on G4. (See HOMO-2 in Figure 3.5(a) for an example.) This is caused by the counterion near G4, because when this ion is omitted from the snapshot, the conductive states are extended over all guanines as shown in Figure 3.5(c). In previous studies, Barnett et al. [2] also investigated ion-gated transport and found that hole states characterized by varying degrees of localization are governed by an evolving ionic configurations. It should be noted that the current between different ionic configurations can be calculated and compared directly in our work. For instance, the
current increases by a factor of 3 after removal of the counterion near G4. Closeness to a guanine is the critical factor because when the second ion, which is not in the vicinity of a guanine, is removed, no changes in the current and transmission spectrum are observed as shown in Figure 3.5(b). This behavior is true for other snapshots that we analyzed in the same way. Thus we conclude that counterions close to guanine bases decrease the conductivity of DNA by blocking conducting states from occupying the guanines. This is most likely due to electrostatic interaction between positive ions and a charge on a guanine, causing an energy shift of the states located there, away from the HOMO energy region. The influence of counterions on conductivity is location-dependent, because counterions near the phosphate groups do not play a role in DNA CT.

Figure 3.5: Calculated transmission curves (left panels) and local density of states (right panels) for (a) both counterions present, (b) counterion near the phosphate group removed, (c) counterion near G4 removed. Positive counterions are shown as purple spheres. The isosurface in the right panel corresponds to the peak labeled by the blue arrow on the left panel. Dash-circled regions indicate more extended state.
Role of water molecules in DNA conductivity

To isolate the role of solvent, we compare conductivity through 4BP DNA with and without the first shell of water, as shown in Figures 3.3 and 3.4 respectively. In both cases, counterions were not present. The comparison shows that water presence decreases the current by a factor of four on average, from 0.86 nA (without water) to 0.205 nA (with water). The ratio between the maximum and minimum increases from $10^4$ (without water) to $10^5$ (with water) and thus solvent dynamics is not the main reason for large fluctuations in DNA current. It should be noted that these calculations are computational experiments designed to investigate the role of water and not an accurate representation of a real DNA. In fact, water removal would cause structural changes in DNA. B-DNA form, which is considered here, requires at least 13 water molecules per nucleotide to be stable [87].

Figure 3.6: Relation between the number of surrounding water molecules and conductivity is shown for 4BP DNA (snapshot 2). Water dipoles generally suppress the conducting state on the negatively charged phosphate groups, leading to reduced conductivity. Including more than 80 water molecules no longer changes the conductivity.

We now focus on how the current changes with the number of water molecules around
DNA. This dependence is plotted in Figure 3.6 for snapshot 2. As expected, the current decreases with increased solvation. To understand why, we plot local densities of states for the most dominant transmission peak in the HOMO conduction range for 37 and 135 water molecules. These are shown in Figure 3.6 (A) and (B). Comparing them shows that when the number of waters is increased, charge on the phosphate groups in the DNA backbone is suppressed. This is most likely due to the electrostatic potential of water molecules shifting the energy levels of states localized on the phosphate groups to outside the conductive region. Thus solvent eliminates the CT channel through the DNA backbone leading to decreased conductivity. Our finding agrees with the experimental observations \[49\] that for a solvated DNA, the charge transfer is not through the sugar-phosphate backbone but through the base pair stack, since the breaks in backbone do not affect CT signal. In the context of studying DNA CT, it is important to include the effects of the first hydration shell, since the existence of the counterions and the water dipoles modulates the local potential and changes the energy levels of the DNA as well as DNA CT.

**Effect of DNA conformation**

Our calculations show large variations in current between snapshots along the recorded molecular dynamics trajectories. For 4BP DNA, a six orders of magnitude difference between the most and the least conductive snapshots was found. As discussed in previous sections, about two orders of magnitude are due to the effect of counterions and solvent molecules. The remaining variation is due to the DNA configuration itself, as found in the previous section in calculations for dry DNA. It should be noted that in those calculations not only the DNA, but also the linker changes configuration. As found in Section 3.1.1, the linker has negligible effect on the current variation and thus we attribute the variations
Table 3.1: Correlation coefficient of standard helicoidal DNA parameters with current for 10GC DNA.

<table>
<thead>
<tr>
<th></th>
<th>mean</th>
<th>minimum</th>
<th>maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>twist</td>
<td>0.4888</td>
<td>0.1505</td>
<td>-0.0592</td>
</tr>
<tr>
<td>roll</td>
<td>0.1571</td>
<td>-0.0128</td>
<td>0.0126</td>
</tr>
<tr>
<td>tilt</td>
<td>0.1303</td>
<td>0.181</td>
<td>0.1959</td>
</tr>
<tr>
<td>rise</td>
<td>-0.0833</td>
<td>0.2417</td>
<td>0.1569</td>
</tr>
<tr>
<td>slide</td>
<td>0.3821</td>
<td>0.383</td>
<td>-0.1662</td>
</tr>
<tr>
<td>shift</td>
<td>0.4568</td>
<td>0.6176</td>
<td>0.1275</td>
</tr>
<tr>
<td>overlap</td>
<td>0.4208</td>
<td>0.9106</td>
<td>0.051</td>
</tr>
</tbody>
</table>

seen in the dry DNA to the thermally induced structural changes in DNA itself.

CT is found to be sensitive to how the DNA base pairs are dynamically stacked [27, 19, 56, 86]. The double-helix DNA chain exhibits substantial flexibility and CT through DNA has been described by a conformational gating model [64, 66]. Enhanced DNA base motions generally lead to longer-range CT through well-coupled conformations of base domains. Therefore, CT rates have a complicated time dependence due to conformational dynamics. This is consistent with our histogram shown in Figure 3.2(b). However, how do CT-active conformations look like is still elusive. In the following, we analyze the 10BP poly(G)-poly(C) DNA structures recorded in our MD simulations to uncover the key factors that distinguish high and low conductivity configurations. The 20 snapshots of the 10BP DNA (see Figure 3.2(b) for current histogram) are characterized with the standard helicoidal parameters [11], such as rise, twist, roll, tilt, shift, slide and overlap area between the neighboring guanine bases. The parameters are calculated with 3DNA [51]. Using the DNA and the first solvation shell, we analyze correlation between conductivity and the helicoidal parameters. Because these can be calculated for every two consecutive bases.
pairs (thus giving us 9 values), we consider correlation with not just average, but also with minimum and maximum values of the parameters. This is shown in Table 3.1 where we find that the dominant factor is the minimum overlap area. This means that DNA conductivity is highly sensitive to its local configuration and that the break between any consecutive base pairs affects the conductivity of the entire molecule. Figure 3.7 shows the plot of the current versus the minimum overlap. A strong correlation between the minimum overlap and conductivity is apparent. Our finding agrees with a previous semiempirical study [82], which found that the effective coupling can increase greatly when by chance the value of many individual couplings is high. They also found that the motion of a purine base parallel to its plane is a critical factor in DNA conductivity.

![Figure 3.7: Dependence of the conductivity of 10BP poly(G)-poly(C) DNA with the minimum overlap.](image)

In addition to flexible DNA, we also focus on 10BP poly(G)-poly(C) DNA frozen in an optimum B-DNA configuration with only the solvent molecules allowed to move. Quantum transport calculations are carried out for five recorded snapshots. For optimum
Figure 3.8: Isosurface of the charge density of the most conducting HOMO state from a high conductivity configuration (snapshot 15). This state is extended over most of the guanine bases.

B-DNA, the value of the overlap is $2.23\text{Å}^2$ between any two pairs. Note that this is much better than the minimum overlap seen in our MD simulations. In this case, the conductivity is also improved compared to the dynamical DNA structures and we get a current of 0.025 nA, which is nearly 10 times larger than the average current that we have seen in flexible 10BP poly(G)-poly(C) DNA. Thus we conclude that for the poly(G)-poly(C) case the optimum structure is the most conductive conformation.

In order to put the above results into perspective, we analyze the charge distribution

Figure 3.9: Isosurface of charge density of the most conducting state from a poor conducting system (snapshot 16). The charge density is mainly localized on G1-G5.
of the HOMO states. In the case of high conductivity, the HOMO states are generally delocalized over the guanine bases. Figure 3.8 shows a HOMO state for a representative high conductivity configuration (snapshot 15). For the low conductivity configurations, the HOMO states are no longer extended, because the π-stacking is jeopardized due to the small overlaps, as shown in Figure 3.9. In this snapshot, the HOMO states are localized on a few guanine bases. As a result, the calculated current is very small.

![Image](image.png)

Figure 3.10: The charge delocalization of the most conducting state across G5 and G6 is reduced due to smaller minimum overlap between G5 and G6.

To further investigate the overlap effect, we start with a highly conductive configuration (snapshot 15, the minimum overlap is between G5 and G6) and run a constrained MD simulation in which only a single base pair (G6-C6) is allowed to move while the rest of the system is frozen. The motivation is to examine the conductivity change as the minimum overlap changes with the thermal motion of the G6-C6 pair. From our restrained MD simulation, we extract a frame with the lowest minimum overlap value, which corresponds to the case in which the overlap between G5 and G6 decreases from 1.46Å² to 0.73Å² while that between G6 and G7 stays mostly unchanged. The most conducting state for this configuration is shown in Figure 3.10. As one can see, the conductive state
Table 3.2: Correlation coefficient of standard helicoidal parameters with current for 10AT DNA

<table>
<thead>
<tr>
<th></th>
<th>mean</th>
<th>minimum</th>
<th>maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>twist</td>
<td>-0.2009</td>
<td>-0.1178</td>
<td>-0.1027</td>
</tr>
<tr>
<td>roll</td>
<td>-0.1915</td>
<td>-0.2666</td>
<td>-0.08</td>
</tr>
<tr>
<td>tilt</td>
<td>-0.2392</td>
<td>0.0184</td>
<td>-0.1494</td>
</tr>
<tr>
<td>rise</td>
<td>0.3082</td>
<td>0.1626</td>
<td>-0.0373</td>
</tr>
<tr>
<td>slide</td>
<td>-0.0674</td>
<td>-0.1361</td>
<td>-0.2459</td>
</tr>
<tr>
<td>shift</td>
<td>0.0935</td>
<td>0.1678</td>
<td>-0.0507</td>
</tr>
<tr>
<td>overlap</td>
<td>-0.0456</td>
<td>0.3781</td>
<td>-0.2635</td>
</tr>
</tbody>
</table>

becomes substantially less extended in the entire molecule when the minimum overlap is reduced. This phenomenon is confirmed for the other HOMO states near the Fermi level. The current calculated from the snapshot with reduced minimum overlap is smaller by a factor of three. We conclude that the overlaps between the neighbor guanine bases, especially the minimum overlaps, are critical in determining the degree of delocalization, which in turn dictates conductivity.

We also investigate 10BP poly(A)-poly(T) DNA in the same manner as 10BP poly(G)-poly(C) DNA. There are important differences between poly(G)-poly(C) and poly(A)-poly(T) chains. First, an A-T pair has only two hydrogen bonds compared to three for G-C, which makes the poly(A)-poly(T) more flexible under thermal motion. Furthermore, the overlaps between AT pairs are smaller compared to GC pairs (the average minimum overlap is $0.4 \AA^2$ for poly(A)-poly(T) and $0.75 \AA^2$ for poly(G)-poly(C)). In addition, the HOMO energy of A is lower than that of G. This could lead to a larger gap between HOMO states and Fermi level of the leads. However, water states in the gap may randomly create CT channels through water molecules as shown in Figure 3.11.
poly(A)-poly(T) DNA parameters is shown in Table 3.2. While the minimum overlap is still the best parameter governing the conductance, the correlation is much smaller compared to the poly(G)-poly(C) case.

Figure 3.11: Isosurface of charge distribution of a conducting state. State occupies water molecules in a 10BP poly(A)-poly(T) DNA

Another difference between the poly(A)-poly(T) and poly(G)-poly(C) chains is that for the former, the ideal B-DNA conformation does not yield much better conductance than the dynamic structures sampled from our MD calculation. Specifically, the current through the ideal conformation is 0.0035 nA on average, while it is 0.0028 nA on average for the flexible sampled conformations.

3.3.2 DNA sequence effect

Experiments have shown that DNA sequence also plays a role in DNA charge transport, and that a mismatched base pair reduces the conductivity [41, 26, 80]. Here we study how DNA conductivity changes when a single base pair in a homogeneous 10BP poly(G)-poly(C) DNA is replaced with AT(matched), GT or AC at position 6. The DNA structures are built by 3-DNA software [51] and relaxed in the CHARMM force field.
Table 3.3: Calculated current (nA) for different flexible sequences

<table>
<thead>
<tr>
<th></th>
<th>GC</th>
<th>AT</th>
<th>GT</th>
<th>AC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average</td>
<td>0.0029</td>
<td>0.0021</td>
<td>0.0028</td>
<td>0.0033</td>
</tr>
</tbody>
</table>

For each sequence, we extract 10 snapshots from the 2 ns MD simulations. The average currents of these snapshots are similar with those flexible poly(G)-poly(C) DNA, as shown in Table 3.3. To exclude the effect of conformational fluctuations we repeat this calculation with the DNA structures frozen in an ideal B-DNA configurations with only the solvent allowed to move to obtain a good description of the DNA environment. For each case, quantum transport calculations are carried out for five recorded snapshots. The results for different sequences are summarized in Table 3.4. Note that in this case significant differences are observed between the four cases.

For the ideal poly(G)-poly(C) DNA, the conducting states are delocalized as shown in Figure 3.12. This is expected due to the large coupling between neighboring guanine bases in ideal DNA structures. In this case, good conductivity can be achieved because all the overlaps are equally large and the states are delocalized. As we can see from Table 3.4, the conductivity in ideal 10BP poly(G)-poly(C) DNA is relatively large. However, the signal decreases by a factor of five upon an insertion of a base pair different from GC. This indicates that the homogeneous sequence is essential for efficient coherent transport along DNA. A single non-GC base pair can destroy the HOMO alignment. As a result, the HOMO states, main contributors to the current, are no longer extended on site 6. This is shown in Figure 3.13 for the case of a mismatched GT substituted in position 6. Note the charge contraction near site 6, which could lead to backscattering.
Table 3.4: Calculated current (nA) for different sequences at site 6

<table>
<thead>
<tr>
<th></th>
<th>GC</th>
<th>AT</th>
<th>GT</th>
<th>AC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average</td>
<td>0.0252</td>
<td>0.0058</td>
<td>0.0046</td>
<td>0.0048</td>
</tr>
<tr>
<td>Max</td>
<td>0.0400</td>
<td>0.0070</td>
<td>0.0061</td>
<td>0.0069</td>
</tr>
<tr>
<td>Min</td>
<td>0.0150</td>
<td>0.0040</td>
<td>0.0025</td>
<td>0.0032</td>
</tr>
</tbody>
</table>

Similar phenomena are also found for the AT and AC base pair insertions. The inserted base pair, regardless of its identity, substantially decreases CT compared to the homogeneous sequence. A non-homogeneous base pair incorporated into a poly(G)-poly(C) domain acts like a tunneling barrier and thus reduces the charge delocalization as well as charge transport. This is consistent with previous first-principle calculations which showed that even the very modest sequence variation in poly(G)-poly(C) sequence lead to electron localization which limits the coherent transport mechanism [13, 55]. The sequence inhomogeneities are expected to change the onsite energy and the base-base coupling and therefore jeopardize the natural pathway for charge transport through guanine bases.

Figure 3.12: Isosurface of the charge density of the most conducting level from an optimum 10BP DNA system. The charge density of this level is uniformly delocalized through the entire system.
O’Neill and Barton examined the temperature dependence of the yield of CT between photoexcited 2-aminopurine and G through DNA bridges of varied length and sequence [64]. They found that the yield of CT through mixed or mismatched sequence bridge is not as efficacious at a low temperature as the well-coupled homogeneous sequence. The influence of temperature on CT is so dramatic that CT yields through a mixed or mismatched sequence approaches the yield of a homogeneous bridge at high temperature before DNA melting. Based on our calculations, we also find that a single inserted different base pair in homogeneous DNA decrease CT by a factor of five in relaxed optimum DNA structures, this corresponds to low temperature limit in experiment. Our calculated results qualitatively agree with the experiments [65, 64, 89], which showed that the sequence variation in a homogeneous DNA chain reduces CT signal only at lower temperature, but the sequence effect diminishes as temperature increases.

Figure 3.13: Isosurface of charge density of the most conducting state from 10BP DNA with a GT mismatched base pair at site 6. Notice the contraction of charge distribution at site 5 and 6. Counterions are not shown for simplicity.
3.4 Conclusions and summary

In this work, we investigated conductivity of B-DNA using \textit{ab initio} calculations. For the first time, we considered multiple DNA conformations sampled from MD simulations. We found that thermal fluctuations cause large variations of the current. The best predictor of good conductivity is the overlap area between neighboring base pairs.

From our calculations, we favor the mechanism of single-step coherent transport determined by charge delocalization over the superexchange and the hopping model. The decay parameter of electronic conductance is found to be $\beta = 0.18 \text{Å}^{-1}$ by comparing the snapshot-averaged conductivity from the two different length homogeneous DNA systems. This small decay parameter indicates that DNA could be a very promising conductor. If charge transport is dominated by superexchange, one would expect the falloff parameter to be much larger, e.g., $\beta = 1.0 \text{Å}^{-1}$\cite{75}. Moreover, in the well-conducting DNA where all overlaps between the neighbor guanine bases are large, extended conducting states can be formed. The charge delocalization again indicates that superexchange tunneling model in which intervening bases are not occupied does not make a major contribution to the mechanism of CT in DNA. The hopping model in which the charge is localized is also excluded here. Our results underscore the importance of coherent steps in DNA-mediated CT process. Barton and co-workers already proposed a coherent single step mechanism dependent upon transient delocalized domains \cite{20}. In their experiment, they separated the single step process CT with the multi-step process CT and found that the single-step coherent CT overtakes the incoherent CT, and plays a dominant role in 10 BP DNA. From our results, the extended coherent states are transient depending on the possibility of achieving good stacking for every pair of the neighboring guanine bases simultaneously, since the minimum overlaps along the chain determine the conductivity.
Finally, we discovered that different base pairs inserted into the homogeneous sequence act like a tunneling barrier and thus reduce the conductivity significantly. Our results indicate that the sensing of sequence variation will be most selective at low temperatures. These results provide insight for fundamental parameters governing DNA CT in a homogeneous sequence and sensing applications in modified DNA sequence under biologically relevant conditions.
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APPENDIX
Appendix A

Computational technique

A.1 Adaptive integration

The transmission curves obtained from quantum calculations usually contain very sharp peaks [67, 55]. In order to calculate the current accurately, we have implemented a simple adaptive algorithm in energy integration. At first, we calculate the transmission at uniformly distributed energy points near the Fermi level. Then we locate the peaks in the transmission and insert energy points near the peak with energy spacing being half of the previous level. The procedure is iterated until we obtain a converged current. One example of snapshot 2 in 4BP calculation is shown in Figure A.1. The calculated current is converged to 0.37 nA with the finest energy spacing of about $10^{-6}$eV (level 11).
Figure A.1