Abstract

GAEBLER, JOHN ALEXANDER. Failure Bounding and Sensitivity Analysis Applied to Monte Carlo Entry, Descent, and Landing Simulations. (Under the direction of Dr. Robert Tolson).

In the study of entry, descent, and landing (EDL) scenarios, Monte Carlo sampling methods are often employed to study uncertainties in the designed trajectory. The large number of uncertain inputs and outputs, coupled with complicated non-linear models, can make interpretation of the results difficult. Often it is desirable to reduce the uncertainty of an output or to understand why a failure occurred. Methods are sought that can provide this information, thereby increasing the value of performing Monte Carlo analyses. The specific insights desired are the statistics of the inputs causing failure, the sensitivity of failed cases to input statistics, and the sensitivities of output statistics to input statistics.

Three methods that provide statistical insights were identified and applied to both a simple projectile trajectory simulation and an EDL simulation. The projectile trajectory was included to help understand and describe the methods. To test the merits of the methods a two dimensional ballistic EDL simulation was developed. The EDL simulation included a temperature varying atmosphere model, a rotating atmosphere with wind, and correlated entry states. This simulation had seventeen statistical inputs composed of initial states, atmospheric parameters, and vehicle properties.

The first technique studied was failure domain bounding. If during an analysis of a large sample set a case fails, i.e. by consuming all the propellant before engine shut down, it is imperative to understand the cause. This method identifies an upper bound on the failure region by utilizing an optimizer to locate the most probable failed case in the design space. With this knowledge, randomly generated cases within the complement safe region can be assumed successful, thus reducing the number of cases that need to be simulated when studying failure. This allows the generation of more failed cases for study which increases the accuracy of the failure probability approximation with less computational expense.

Next a global variance-based sensitivity analysis developed by I.M. Sobol was tested. The sensitivities provided are based on how the total variance of the output can be segmented into components due to individual or combinations of inputs. This knowledge allows an engineer to identify which input will have the greatest impact on reducing the variance, or
uncertainty, on an output. This method has the additional benefit of identifying which inputs are interacting, or coupling.

Finally a method that provides local probabilistic sensitivities was studied. These are sensitivities of an output mean or variance to an input mean or variance. The information provided is the same as approximating the partial derivative of the output statistics with respect to the input statistics by finite differencing. Instead Leibniz’s rule is introduced to approximate certain partial derivatives with the benefit of requiring fewer simulations than finite differencing. These benefits are realized when calculating the sensitivities to inputs with infinite bounds on their probability density function.

The advantages and disadvantages of each method are discussed in terms of the insights gained versus the computational cost. Models with fewer input dimensions and small probabilities of failure can benefit from application of the failure domain bounding method. Variance-based sensitivities give many statistical insights, but potentially at high computational cost. Finally if the inputs are uncorrelated with probability density functions having infinite bounds, the probabilistic sensitivity analysis gives statistical insights without requiring many simulations.
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1 Introduction

In the study of Entry, Descent, and Landing (EDL) scenarios, Monte Carlo sampling (MCS) methods are employed to study the effects of input variable uncertainties on trajectory output variables. The MCS method involves generating thousands of random input samples using their estimated probability distributions and assembling them into input cases. These input cases are then run through an EDL simulation yielding numerous output cases, one for each input case. Analyzing and gaining physical insight from these output cases is often an overwhelming task given that there are often many input variables.

Complications arise when there are failed cases that need to be understood. An example of such a failed case may be parachute deployment at too-low an altitude, which may lead to a reduced time between parachute deployment and landing, preventing successful completion of the EDL sequence. With such a large input set, along with the non-linear dynamics involved, it can sometimes prove difficult to identify the cause of a failed case, such as which input variable or combination resulted in failure.

Another situation that often arises is when there is a request for certain mission requirements, such as a smaller landing ellipse, so that a lander can land close to a location of high scientific value. In this case the engineers need to identify which inputs have the greatest influence on the landing ellipse if their uncertainty could be reduced. Running experiments to reduce the uncertainty in an input variable is often a costly endeavor. It is important to identify those input variables where the most benefit can be gained by reducing their uncertainty. Given these issues, methods are sought that can provide insights into the statistical sensitivities of simulation outputs with respect to inputs of the EDL trajectories.

1.1 Current Methods

Engineers at NASA Langley Research Center (LaRC) analyze EDL missions by running the Program to Optimize Simulated Trajectories (POST) [11] with uncertain input variables generated by MCS. These analyses often have hundreds of input variables. The simulation is executed thousands of times so that the uncertainty bounds on each perturbed
input will be well distributed, according to the Probability Density Function (PDF) assumed. Meeting with LaRC engineers active in MCS EDL studies shed light on the current methods used to understand the output uncertainties of the simulations. Mainly statistical plots are used to view the data, while relying on experience to understand the EDL system behavior. The following is a list of current methods for viewing the simulation outputs:

- Statistic quantities (e.g. mean, standard deviation, etc.)
- Histograms
- Percentiles
- Quantile-Quantile plots
- Scatter plots
- Cumulative distributions
- Confidence intervals
- Animations
- Detailed study of individual outlier cases
- Simultaneous animation of numerous trajectories

### 1.2 Project Goals

Relying on the data presented by the methods listed above is not always sufficient for understanding the simulation outputs. The engineers desire additional information to aid in the decision making process. A common theme among the desired insights is a sense for the effect a particular input variable has on a particular output variable. Methods were sought that can provide insights into the following goals:

- Statistics of the input variables causing failure
- Sensitivity of failed cases to input variable statistics
- Sensitivity of output variable statistics to input variable statistics
1.3 Approach

First a literature search was conducted, identifying several possible methods to investigate. Methods were chosen for their ability to provide insight into the statistical output from a MCS analysis. Those considered here are Failure Domain Bounding (FDB) [4], Sobol’s global variance-based sensitivities [15], and Probabilistic Sensitivity Analysis (PSA) [5]. The FDB method was chosen to generate additional failed cases with fewer simulations than typical MCS which provides an accurate estimate of the probability of failure while providing more failed cases to generate statistics of the inputs causing failure. Sobol’s method was investigated to approximate global sensitivities of output variables with respect to input variables. Finally PSA was chosen to approximate local sensitivities of output variable statistics with respect to input variable statistics. A local sensitivity is the sensitivity of an output variable at a specific value (i.e. at a specific statistic such as the mean value), while a global sensitivity is the sensitivity of an output variable over the entire range of values.

First, to gain insight on the usefulness of the methods, a simple example based on a projectile fired from a cannon was tested. The projectile trajectory example has four inputs and three outputs with analytic equations of motion. Next a simplified EDL simulation was developed to test the methods. The simulation is based on the Viking lander mission concept of operations and inputs. It has 17 perturbed inputs and tracked 44 outputs.

This document is structured to first introduce the two example applications: the projectile trajectory, and the EDL simulation. Each method will be introduced, then results from testing on the projectile trajectory will be presented first, followed by the application to the EDL simulation.
2 Projectile Trajectory

A simple simulation was prepared to help understand the methods. The simple model is based on two dimensional (2D) Equations of Motion (EOM) for the flight of a projectile being fired from a cannon. The inputs are: the height of the cannon $y_0$, the initial velocity of the projectile $V_0$, the initial flight path angle $\gamma_0$, and the acceleration of gravity $g$. Outputs from the model are the final distance $X_f$, final flight path angle $\gamma_f$, and the final velocity $V_f$. The initial flight path angle is positive above the horizon as shown in Figure 2.1. This case is sufficiently nonlinear to provide a challenging, yet easily understood problem.

![Figure 2.1: Projectile trajectory](image)

2.1 Equations

The EOM for this model are easily developed in 2D as:

$$x(t) = V_0 \cos(\gamma_0) t$$  \hspace{1cm} (2.1)

$$y(t) = -\frac{1}{2} gt^2 + V_0 \sin(\gamma_0) t - y_0$$  \hspace{1cm} (2.2)

Analytic solutions can be obtained for each of the outputs as follows:
\[ X_f = \frac{V_0 \cos(\gamma_0)}{g} \left( V_0 \sin(\gamma_0) + \sqrt{(V_0 \sin(\gamma_0))^2 + 2gy_0} \right) \]  

\[ V_f = \sqrt{(V_0 \cos(\gamma_0))^2 + \left( -\left( V_0 \sin(\gamma_0) + \sqrt{(V_0 \sin(\gamma_0))^2 + 2gy_0} \right) + V_0 \sin(\gamma_0) \right)^2} \]  

\[ \gamma_f = \tan^{-1} \left( \frac{1}{V_0 \cos(\gamma_0)} \left( -\left( V_0 \sin(\gamma_0) + \sqrt{(V_0 \sin(\gamma_0))^2 + 2gy_0} \right) + V_0 \sin(\gamma_0) \right) \right) \]  

2.2 Input Dispersions

Each input was assigned a PDF along with the statistics to define it. The acceleration of gravity was assumed to be 10 m/s\(^2\) with a uniform distribution between 9 and 11. Initial height was set to 125 m with a uniform distribution between 120 and 130. The initial velocity was set to a nominal value of 1000 m/s normally distributed with a standard deviation of 100 m/s. Initial flight path angle was set to 0° normally distributed with a standard deviation of 5°. The distribution of \( g \) is unrealistic, but was chosen to increase the nonlinearity of the problem. Tight bounds were placed on initial height to make that variable insignificant. Finally the inputs were evenly split between uniform and normal distributions to cover the pertinent PDFs typically encountered in EDL simulations.

2.3 Output Dispersions

To investigate how these input distributions affect the output, 100,000 cases were generated through MCS to produce the histograms on the output variables in Figure 2.2. The top left plot shows that final position has a large number of cases where the projectile did not travel far, this occurs because any negative \( \gamma_0 \) causes the projectile to hit the ground quickly. A positive \( \gamma_0 \) allows the projectile to loft, achieving a large range and resulting in the long tail in the distribution. The top right plot shows that \( \gamma_f \) is one sided since it cannot be positive. Bottom left shows that \( V_f \) has a distribution similar to the distribution on the \( V_0 \), however it is offset slightly due to the extra height (~125 m) which adds additional energy to
the trajectory. Also in the figure are the nominal values obtained when the mean of each input is run through the simulation.

![Histograms of projectile trajectory outputs](image)

**Figure 2.2: Projectile trajectory output histograms**

### 2.4 Failure Definitions

Limits were set on each output beyond which the case is considered to have failed. These limits were arbitrarily set to allow for a failure probability (i.e., any one variable exceeding its limit) of approximately 1.7%. This required limiting the final position to be less than 47,000 m, final flight path angle greater than -14°, and a final velocity less than 1250 m/s. Figure 2.3 shows this failure region as a plot of initial velocity versus initial flight path angle. Successful combinations of these inputs are blue dots, while failures are plotted as red dots.
Analyzing the failure region from plots of the other possible input combinations indicates that $\gamma_0$ and $g$ have a minor effect on the failure region. Figure 2.3 shows each constraint clearly since the main contributors are $\gamma_0$ and $V_0$. Along the bottom of the plot are failures due to a $\gamma_f$ less than $-14^\circ$, along the right hand side are failures due to $V_f$ greater than 1250 m/s. Along the top of the plot are two constraint violations, the horizontal line to the left of $V_0$ of 1000 m/s is a $\gamma_f$ violation. To the right of this are failures from a $X_f$ greater than 47,000 m, which is a nonlinear constraint dependent on $V_0$ and $\gamma_0$. Further investigation of this nonlinear constraint shows a dependency on $g$ is present since a low value of $g$ will let a projectile travel farther, increasing the chance of traveling too far.
3 EDL Simulation

A simulation was needed that would be representative of an EDL mission; however it also needed to be simplified so that the results of this study could be understood. The simulation created for the present study is a simplified model of the Viking lander missions encompassing all phases of EDL from entry to landing. The equations of motion were limited to 2D and integrated with a Runge-Kutta fourth order (RK4) algorithm. Any planet could be studied with this simulation; however as used in the present study it is configured for Mars trajectory analyses. The derivation of the equations of motion, the required models, and the definition of the example system were provided by Dr. Juan R. Cruz.

3.1 Concept of Operation

The EDL phases shown in Figure 3.1 are included in the simulation. The concept of operations starts with atmospheric interface and ends with touchdown.

Figure 3.1: EDL concept of operations

Upon entry atmospheric drag slows the vehicle until the estimated dynamic pressure $q_{\text{est}}$ reaches a trigger value $q_{\text{deploy}}$ where parachute deployment is initiated. A second trigger for parachute deployment is the change in sensed acceleration $da/dt$ which must be decreasing to prevent an early parachute deployment. Once the parachute is deployed a timer
is started so that after a fixed time $\Delta t_{HS}$ the heatshield is released. Next the engine ignites when the calculated thrust required $T_{calc}$ is greater than a trigger value $T_{start}$. To prevent a premature ignition $dT_{calc}/dt$ must be positive. Then the lander is released from the backshell and parachute after a fixed engine warmup time $\Delta t_{warmup}$. Once a specified altitude $h_{const}$ or relative speed $V_{const}$ is reached the constant propulsive descent stage begins. Finally the engine shuts off at touchdown. Table 3.1 shows each event with the associated trigger.

<table>
<thead>
<tr>
<th>Event</th>
<th>Trigger (to start event)</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parachute Deployment</td>
<td>$q_{estimate} \leq q_{deploy}$ or $da/dt &lt; 0$</td>
<td>$q_{deploy} = 525$ Pa</td>
</tr>
<tr>
<td>Heat Shield Release</td>
<td>$\Delta t_{HS}$ (fixed time)</td>
<td>$\Delta t_{HS} = 7$ sec</td>
</tr>
<tr>
<td>Engine Startup</td>
<td>$T_{calc} \geq T_{start}$ or $dT_{calc}/dt &gt; 0$</td>
<td>$T_{start} = 3859.6$ N</td>
</tr>
<tr>
<td>Back Shell Release</td>
<td>$\Delta t_{warmup}$ (fixed time)</td>
<td>$\Delta t_{warmup} = 2$ sec</td>
</tr>
<tr>
<td>Propulsive Descent</td>
<td>$h \leq h_{const}$ or $V_{rel} \leq V_{const}$</td>
<td>$h_{const} = 16.5$ m ; $V_{const} = 2.44$ m/s</td>
</tr>
<tr>
<td>Touchdown</td>
<td>$h = 0$</td>
<td></td>
</tr>
</tbody>
</table>

### 3.2 Basic Assumptions

There are two degrees of freedom in the simulation restraining the motions to a planar trajectory. Motion is assumed to be in the equatorial plane so that down track distance is longitude. The planet is assumed to be spherical in shape and topography. Assuming that the planet’s mass distribution is spherically homogeneous allows the use of a point-mass gravity model. The atmosphere is assumed to rotate with the planet. Superimposed upon the atmosphere is a wind model which ignores vertical motion. A ballistic entry trajectory is assumed with drag as the only aerodynamic force. Finally a gravity turn propulsive terminal descent technique is utilized.
3.3 Equations of Motion

The equations of motion are solved in terms of four state variables: \( r_\lambda, \lambda, v, \) and \( \gamma \) (inertial radius, longitude, speed, and flight path angle, respectively). Figure 3.2 shows the definition of these state variables.

![Figure 3.2: Initial EDL entry states](image)

Forces arising from aerodynamics, acceleration of gravity, and propulsion are included in the simulation giving the governing EOM:

\[
\begin{align*}
\frac{dv_\gamma}{dt} &= \frac{F_\parallel v_\gamma}{m_\gamma} \\
\frac{d\gamma}{dt} &= \frac{v_\lambda}{r_\gamma} \cos \gamma - \frac{F_\perp v_\lambda}{m_\gamma r_\gamma} \\
\frac{d\lambda}{dt} &= \frac{v_\lambda}{r_\lambda} \cos \gamma \\
\frac{dr_\lambda}{dt} &= v_\gamma \sin \gamma
\end{align*}
\]  

(3.1)  

(3.2)  

(3.3)  

(3.4)

Here \( F_\parallel v_\gamma \) is the sum of all forces acting on the vehicle parallel to the velocity vector, and \( F_\perp v_\lambda \) are those forces acting perpendicular to the velocity.
The initial entry states are modeled as correlated random variables using a covariance matrix provided by NASA\(^a\). Appendix A describes how to generate correlated random variables. Nominal initial conditions were chosen to be similar to Viking with a radius of 3637.2 km, velocity of 4.6 km/s, flight path angle of -16.9°, and longitude of 0°.

### 3.4 Models

Following is a brief explanation of the models incorporated into the simulation that are used to calculate forces acting on the vehicle. Assuming a spherical planet with uniform radial density distribution allows the planet to be treated as a point mass in the calculation of the gravitational force:

\[
|\overline{F}_g| = \frac{GM_p m_v}{r_i^2}
\]  

(3.5)

A temperature model with a constant lapse rate from the surface to 57 km and an isothermal region above 57 km is used. Atmospheric density is calculated with the hydrostatic equation as a function of surface density and temperature. There are three perturbed variables involved: surface density, surface temperature, and isothermal temperature. Temperatures at the surface and at 57 km were given distributions that generate a density at 60 km consistent with published data [6],[14].

The wind model has a linearly increasing wind speed up to a perturbed altitude \(h_{v_{\text{iso}}}\), where a constant wind speed region begins. Inputs related to wind speed are conservative estimates considering the variability of Mars wind. They were developed by considering average measurements at random landing sites from the Mars Regional Atmospheric Modeling System\(^b\), as well as published data [9].

Drag coefficients for the aeroshell, parachute, and lander/backshell from Viking are used in this simulation [2],[7]. Equations were fit to published data as functions of Mach number.

---

\(^a\) Personal communication with Jill Prince of NASA Langley Research Center  
\(^b\) Personal communication with Jamie Wilson of North Carolina State University
For propulsion, a variable thrust liquid propellant engine with a constant $I_{sp}$ is assumed. To determine the propellant consumption the rocket equation was used.

Aerothermal considerations during entry are calculated at the nose of the aeroshell as a stagnation convective heat rate.

\[
\dot{q}_{\text{conv}} = k \frac{\rho}{r_{n,A}} V_{\infty}^3
\]  

(3.6)

Here $\rho$ is the atmospheric density, $r_{n,A}$ is the aeroshell nose radius, $k$ is a constant, and $V_{\infty}$ is the airspeed.

### 3.5 Perturbed Inputs

The perturbed input variables can be organized into three groups: initial states, atmospheric parameters, and vehicle properties. Initial states have correlated uncertainties making them the most complicated inputs from an analysis standpoint. Atmospheric variables will have the greatest uncertainties due to limited direct measurements of the Martian environment. Table 3.2 shows the nominal or mean values of each perturbed input with $3\sigma$ variance and PDF. Nominal initial states are given in section 3.3 having normal distributions.

Several sources were utilized to create Table 3.2. NASA experts were questioned to obtain dispersions for inputs with NASA as the source. Variables related to parachute modeling were provided by Dr. Juan R. Cruz at NASA LaRC.
Table 3.2: Perturbed inputs to the EDL simulation

<table>
<thead>
<tr>
<th>Input</th>
<th>Nominal</th>
<th>$3\sigma$ Variance</th>
<th>Distribution</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_{D_{1,0}}$</td>
<td></td>
<td>± 5 %</td>
<td>Normal</td>
<td>Ref. [6]</td>
</tr>
<tr>
<td>$C_{D_{1,0}}$</td>
<td></td>
<td>± 5 %</td>
<td>Normal</td>
<td>Ref. [6]</td>
</tr>
<tr>
<td>$C_{D_{p}}$</td>
<td></td>
<td>± 15 %</td>
<td>Uniform</td>
<td>J. R. Cruz</td>
</tr>
<tr>
<td>$C_{X}$</td>
<td>1.3</td>
<td>± 10 % (0.13)</td>
<td>Uniform</td>
<td>J. R. Cruz</td>
</tr>
<tr>
<td>$h_{\gamma,\text{loc}}$</td>
<td>12 km</td>
<td>± 16.7 % (2 km)</td>
<td>Uniform</td>
<td>J. A. Gaebler</td>
</tr>
<tr>
<td>$I_{SP}$</td>
<td>205 s</td>
<td>± 10 % (20.5 s)</td>
<td>Normal</td>
<td>NASA</td>
</tr>
<tr>
<td>$m_{E}$</td>
<td>982.9 kg</td>
<td>± 0.2 % (2 kg)</td>
<td>Normal</td>
<td>NASA</td>
</tr>
<tr>
<td>$S_{P}$</td>
<td>204.96 m²</td>
<td>± 3 % (6.14 m²)</td>
<td>Uniform</td>
<td>J. R. Cruz</td>
</tr>
<tr>
<td>$V_{w_{o}}$</td>
<td>3 m/s</td>
<td>± 100% (3 m/s)</td>
<td>Uniform</td>
<td>J. R. Cruz</td>
</tr>
<tr>
<td>$V_{w_{oc}}$</td>
<td>20 m/s</td>
<td>± 60 % (12 m/s)</td>
<td>Uniform</td>
<td>J. R. Cruz</td>
</tr>
<tr>
<td>$\rho_{0}$</td>
<td>$1.56*10^{-2}$ kg/m³</td>
<td>± 15 % (2.34*10⁻³ kg/m³)</td>
<td>Normal</td>
<td>Ref. [6]</td>
</tr>
<tr>
<td>$T_{0}$</td>
<td>225 K</td>
<td>± 6.7 % (15 K)</td>
<td>Normal</td>
<td>J. A. Gaebler</td>
</tr>
<tr>
<td>$T_{57}$</td>
<td>140 K</td>
<td>± 12.9 % (18 K)</td>
<td>Normal</td>
<td>J. A. Gaebler</td>
</tr>
</tbody>
</table>

3.6 Tracked Output

Outputs from the EDL simulation include the states, vehicle mass, heat rate, total heat load, parachute deployment altitude, parachute deployment acceleration, and propellant mass. To verify that the simulation was performing as intended, the history of the states is plotted in Figure 3.3 when run with the nominal inputs. As designed, the terminal altitude and velocity are zero. The relative flight path angle approaches -90° at touchdown. From entry to touchdown the vehicle crosses approximately 16° of longitude or 950 km across the Martian surface. Discontinuities in the plot of the vehicle mass are due to the separation phases (heatshield release, etc.). Once the engine is started the mass decreases with propellant consumption. The red lines in the plots show 3 events: parachute deployment, backshell separation, and the start of constant propulsive descent respectively.
Figure 3.3: Nominal trajectory from EDL simulation

Figure 3.4 shows a plot of velocity versus altitude which can be compared to real mission responses [3].

Figure 3.4: Nominal trajectory, velocity vs. altitude of final descent

Output statistics can be seen in Figure 3.5 displaying the histograms for select outputs with a red line at the failure limit. Note that the fourth plot for longitude has two lines since it has a bounded failure constraint.
After reviewing the output statistics from the simulation, six outputs were selected for tracking by establishing failure constraints as shown in Figure 3.5. They were arbitrarily
chosen to give an overall low probability of failure, around 1.37% (i.e., a constraint violation of any one tracked output constitutes failure). The failure constraint limits are:

- Peak heating rate greater than 26 W/cm²
- Altitude at parachute deployment greater than 9.5 km
- Maximum acceleration at parachute deployment greater than 13 g
- Final longitude less than 14.5°
- Final longitude greater than 15.5°
- Percentage fuel consumed greater than 100%

A simplified EDL simulation was developed to test the methods. Engineers studying EDL trajectories would typically run a multi degree of freedom simulation, such as POST. Ultimately these methods need to be evaluated with such a program. The simulation developed has a reduced number of perturbed inputs easing interpretation of the results.
4 Failure Domain Bounding

This method was published in 2008 by engineers at NASA LaRC and a National Institute of Aerospace (NIA) staff scientist for estimating very small failure probabilities [4]. For a model with many uncertain inputs, MCS can be used to estimate the failure probability. However, if the probability of failure is very small, MCS can be computationally expensive. Instead of sampling the entire input space, FDB gives an upper bound on the failure region, thus only cases within this boundary need to be sampled when approximating the probability of failure. This upper bound can be considered a conservative boundary since it overestimates the failure region. Sample sets generated outside of this upper bound, in the complement safe region, can be assumed to have only successful output cases (i.e. non-failures). It would be costly to characterize the failure domain boundaries in the n-dimensional design space.

4.1 Method Description

To find the upper bound on the failure region, all the uncertain input variables are mapped into standard normal distributions with a mean of zero and standard deviation of one. A transformation of this type can be accomplished if the cumulative distribution function is known, even for correlated variables. The origin is now considered the nominal design. An optimization routine is used to find the Critical Point (CP) of failure, which represents the point of the failure domain that is closest to the origin or nominal design. The distance from the origin to this point can be interpreted as the radius of a hypersphere, which represents a conservative boundary of the failure region. The hypersphere radius \( R_{CP} \) is calculated from a vector with components for each input as shown in Equation (4.1) with three inputs.

\[
R_{CP} = \sqrt{x_1^2 + x_2^2 + x_3^2} \tag{4.1}
\]

Figure 4.1 illustrates this idea with a two dimensional example. The hatched area is the failure region. The design space within the hypersphere can be considered a safe region, while everything beyond is a risky region that could have a failure. After the optimizer
locates the CP and the radius of the hypersphere, the failure probability can be estimated by sampling outside the safe region as represented by the dots.

The optimizer chosen was a gradient based algorithm. Therefore each step requires \((n+1)\) function evaluations to pick a search direction, evaluating the current position and the change caused by changing each input variable. Each failure definition is represented by an inequality constraint function in the optimization program. If there are failure bounds on an output, such that it is only successful within those bounds, these bounds are split into two separate inequality constraints. The output hypersphere radius can be mapped into the original input design space to identify the safe region where no failures are assumed to occur.

When evaluating the failure probability, no cases within the hypersphere need to be considered. A MCS analysis can now be performed on the parameters in the space beyond this radius by rejecting points generated within the radius [4] or by conditional sampling, so as to never generate points within the radius [8]. This method may greatly reduce the number of model evaluations needed to estimate the probability of failure. The flow chart in Figure 4.2 aids in conceptualizing the method.
4.1.1 Advantages

The main advantage of this method is the possible reduction in model evaluations required to obtain the failure probability. By assuming cases within the hypersphere are successful the number of evaluations should be significantly reduced. Ignoring samples generated within the hypersphere saves runtime for more samples to be evaluated within the upper bounds on the failure region. Thus a better approximation of the failure probability can be obtained with fewer computations. Random samples are generated like a typical MCS, but any sample within the hypersphere can be assumed successful (i.e. not run through the
simulation) when computing the failure probability. There is also the benefit of generating more failed cases to study the statistics on the inputs causing failure.

4.1.2 Disadvantages

An optimizer is utilized to find the minimum distance from the origin to the failure domain. Use of an optimizer introduces several potential complications. For this problem a gradient based optimizer was utilized. For nonlinear models with several extrema the optimizer may fail to find the global minimum. For situations where the model is highly nonlinear with multiple extrema a gradient method could still be used if multiple starting points were tested to gain confidence. A potentially better optimization method to use for a highly nonlinear model is a genetic algorithm or similar algorithm that tests multiple starting points.

4.2 Application to Projectile Trajectory

Application of FDB for a failure region resulting in approximately 1.7% failures was studied. Constraints defining failure on the outputs were: $X_f$ greater than 47,000 m, $\gamma_f$ less than $-14^\circ$, and $V_f$ greater than 1250 m/s. First a sense of the actual probability of failure is needed. One million MCS cases were generated and evaluated, obtaining a failure probability of approximately 1.68%. Next for comparison purposes a theoretical upper limit on the number of model runs is set to 2000 cases.

The optimization routine must be applied to each constraint separately so that each will have a hypersphere radius $\|r\|$ associated with it. The projectile trajectory has three failure constraints, thus three separate vectors are needed. Equation (4.2) shows the components of the hypersphere radius vector. Table 4.1 presents the vector components found for each failure constraint when FDB is applied to the projectile trajectory. The optimizer required 176 model evaluations to find the hypersphere radius vector components.
\[ \bar{u} = \begin{bmatrix} u_g \\ u_y \\ u_v \\ u_r \end{bmatrix} \] (4.2)

Table 4.1: Hypersphere radius found for each constraint in the projectile trajectory

<table>
<thead>
<tr>
<th>Constraint</th>
<th>(X_f &gt; 47,000) m</th>
<th>(\gamma_f &lt; -14^\circ)</th>
<th>(V_f &gt; 1250) m/s</th>
</tr>
</thead>
<tbody>
<tr>
<td>(u_g)</td>
<td>(-0.3946\sigma)</td>
<td>(0.0129\sigma)</td>
<td>(0.0019\sigma)</td>
</tr>
<tr>
<td>(u_y)</td>
<td>(0.0022\sigma)</td>
<td>(0.0052\sigma)</td>
<td>(0.0008\sigma)</td>
</tr>
<tr>
<td>(u_v)</td>
<td>(0.9467\sigma)</td>
<td>(-0.0325\sigma)</td>
<td>(2.4900\sigma)</td>
</tr>
<tr>
<td>(u_r)</td>
<td>(2.2028\sigma)</td>
<td>(2.7415\sigma)</td>
<td>(0.0000\sigma)</td>
</tr>
<tr>
<td>(|\bar{u}|)</td>
<td>(2.4299\sigma)</td>
<td>(2.7418\sigma)</td>
<td>(2.4900\sigma)</td>
</tr>
</tbody>
</table>

The maximum position constraint provides the smallest radius of \(2.4299\sigma\). The smallest safe region is the complement to the largest risky region, or the upper bound on failure. Now random inputs can be generated via MCS in the standard normal space with all cases having a radius less than \(2.4299\sigma\) assumed successful. Only cases outside this radius need to be run through the model or simulation. Individual components of the \(\bar{u}\) vector for each constraint also give an indication of the level of significance each input has on that failure. Initial velocity has the greatest effect on final velocity as seen in the right column of Table 4.1. The middle column shows that the initial flight path angle has the greatest effect on the final flight path angle. As expected, the final position constraint has three variables affecting failure.

Evaluating the cannon problem with 2000 input cases using typical MCS, provided 35 failed cases, giving a failure probability of 1.75%. Since 176 function evaluations were required to find the minimum radius by the optimizer, there are 1824 evaluations left when there is a 2000 case maximum enforced. Random inputs were generated one at a time until 1824 cases were generated in the risky region. Each input set in the safe region was stored, but not evaluated. A total of 8526 input variable sets were generated before the maximum of 1824 function evaluations was reached, giving 6702 safe cases. Of the 1824 risky cases, 141
were failures giving a failure probability of 1.65%. This failure probability is within 0.03% of the probability found by running one million cases (1.68%), but only requiring 2000 evaluations. Running 2000 cases using typical MCS gave a failure probability within 0.07% for comparison.

A visual comparison of the typical convergence of MCS vs. FDB for 2000 runs is shown in Figure 4.3. This figure only shows the cases evaluated on the x-axis, thus ignoring the cases in the safe region for FDB. The FDB method converges on the failure probability with fewer evaluations than MCS. The samples generated in the safe region were evaluated to check if there were any failures, and none were present.

![Typical Convergence](image1)

![FDB Convergence](image2)

**Figure 4.3: Convergence comparison between MCS and FDB with 2000 run limit**

By identifying the risky region, the percentage of failed cases produced increases from 1.75% to 7.0% of the cases run. Four times as many failed cases can be produced for future study for the same number of function evaluations. Acquiring a large number of failed cases is useful. The inputs from the failed cases can be plotted as histograms to study which inputs are causing failure. Figure 4.4 shows the histograms of inputs causing a $\gamma_f$ less than
-14°. In the top left plot, 7 of the 47 cases with $\gamma_f < -14°$ had a $g$ between 9 and 9.1 m/s$^2$. It is easily seen from the bottom right plot that $\gamma_0$ is the main influence on failure. The gap in the plot shows that no failures occurred when $\gamma_0$ had values between roughly $-13°$ and $+13°$. Figure 4.5 shows failures from the projectile traveling greater than 47,000 m, indicating trends in three of the input variables. Acceleration of gravity has a slight trend toward the lower bound, velocity is distributed around the $1\sigma$ value of 1100 m/s, and $\gamma_0$ is distributed around the $2.5\sigma$ value of 12°. Finally in Figure 4.6 the input sets causing the velocity constraint violations are shown. Here the main contributor is $V_0$ which causes failure when it is above ~1250 m/s.

**Figure 4.4: Input histograms of cases causing $\gamma_f$ failure**
Final Position Failures

Final Velocity Failures

Figure 4.5: Input histogram of cases causing $X_f$ failure

Figure 4.6: Input histograms of cases causing $V_f$ failure
The size of the failure region has an effect on the benefits from this method. A region with approximately 1.7% failure probability has been studied. If the region is reduced to only constitute about 0.4% of the design space the benefits are amplified. The failure criteria were modified to be: \( X_f \) greater than 58,000 m, \( \gamma_f \) less than -16°, and \( V_f \) greater than 1300 m/s.

Previously the hypersphere radius was \( 2.4299\sigma \), now with these new constraints it has increased to \( 2.9177\sigma \). The optimizer required 175 runs to find this radius. Applying the FDB method identified a safe region containing 21,937 cases that were ignored. The risky region gave 107 failures out of the 1825 cases run. This gives a failure probability of 0.45%. This number of failed cases is a 10 fold increase over running the typical MCS analysis, whereas it was 4 fold previously. Post analysis of these cases showed no failures occurred in the safe region. A convergence study is shown in Figure 4.7 where MCS requires more than 10,000 cases to converge, well over the 2,000 case limit that was set.

![Figure 4.7: Convergence comparison between MCS and FDB for ~0.4% failures](image)
4.2.1 Conclusions

Assuming that there is a failure region and that an optimum hypersphere radius is obtainable, the FDB method can yield insights into the failure characteristics. For the projectile trajectory it was shown that more failed cases can be generated for further study. As shown above in Figure 4.4-Figure 4.6, these additional failed cases provide more informative histograms for studying the cause of failure. Also the output $\bar{u}$ vectors for each failure constraint give an indication of the inputs contributing to each failure.

If there are limitations on the runs allowable, due to time or computing constraints, this method gives a better estimate of the failure probability then performing a traditional MCS analysis when applied to the projectile trajectory. When the accurate estimate of the failure probability is desired, the FDB will converge on a solution with less runs then the typical MCS analysis. Finally the smaller the failure region is, the greater the benefits of the FDB become.

4.3 Application to EDL Simulation

To recap from section 3.5, a failure region was defined to have a probability of 1.37% for the EDL simulation example. This includes failures due to max heat rate greater than 26 W/cm$^2$, altitude at parachute deployment greater than 9.5 km, max acceleration at parachute deployment greater than 13 g, a final longitude less than 14.5° or greater than 15.5°, and greater than 100% propellant used.

Application of this method returned a hypersphere radius of 2.5441$\sigma$. Table 4.2 shows the radius for each constraint since they are optimized separately. Also shown is the number of model evaluations the optimizer required. The high number of evaluations is caused by the large number of inputs and the use of a gradient based optimizer. Each time the optimizer takes a step toward the optimum, it must run the model 18 times, once at the current point, and 17 times to perturb each input. The final result is the minimum value of the hypersphere radius from each constraint.
Table 4.2: Hypersphere radius found for each constraint in the EDL simulation

<table>
<thead>
<tr>
<th>Constraint</th>
<th>Radius</th>
<th>Model Evaluations</th>
</tr>
</thead>
<tbody>
<tr>
<td>( (\frac{dq_{\text{conv}}}{dt})_{\text{max}} &gt; 26W/cm^2 )</td>
<td>2.5729(\sigma)</td>
<td>1705</td>
</tr>
<tr>
<td>( h_{\text{deploy}} &gt; 9.5km )</td>
<td>2.7949(\sigma)</td>
<td>859</td>
</tr>
<tr>
<td>( a_{\text{deploy}} &gt; 13g's )</td>
<td>2.5441(\sigma)</td>
<td>221</td>
</tr>
<tr>
<td>( \lambda_f &lt; 14.5^\circ )</td>
<td>2.6970(\sigma)</td>
<td>348</td>
</tr>
<tr>
<td>( \lambda_f &gt; 15.5^\circ )</td>
<td>3.2909(\sigma)</td>
<td>909</td>
</tr>
<tr>
<td>( P_{\text{propellant}} &gt; 100% )</td>
<td>2.6307(\sigma)</td>
<td>1712</td>
</tr>
<tr>
<td>Final</td>
<td>2.5441(\sigma)</td>
<td>5754</td>
</tr>
</tbody>
</table>

The radius presented in Table 4.2 is the Euclidian norm of a vector pointing to the CP. Plotting this vector as a bar graph gives Figure 4.8 for the output altitude of parachute deployment. This plot indicates which variables are affecting failure. The inputs defining the upper atmosphere, and the drag force acting on the vehicle are the most influential as expected. Those variables that have no effect on parachute deployment failure are zero as expected, such as the \( I_{SP} \). A study of the physics in the EDL simulation indicates that the sensitivity to \( \rho_0 \) and \( C_{\text{dae}} \) should be equivalent. The results do not make this obvious however. The reason lies in the variance assigned to the inputs. Referring to Table 3.2, \( \rho_0 \) has a \( 3\sigma \) value that is three times greater than that on \( C_{\text{dae}} \), thus the sensitivity to \( \rho_0 \) is three times greater since these sensitivities are based on the statistics.

The next step is to start generating input cases and identifying those cases that can be assumed successful. Generating 30,000 random input cases gave 309 cases in the safe region, identified with the hypersphere radius, which is only \( \sim 1\% \). The remaining 29,691 risky cases had 416 failures. Notice that it takes more evaluations to identify the safe region (5754), than there are cases in the safe region (309). There are no benefits to this method when the safe region is so small.
4.3.1 Complications

After investigating why the safe region was so small two complications were identified. First was the assumption that a hypersphere, which encompasses the safe region, would contain a significant portion of the design space. The second complication was with the minimization of the hypersphere over all dimensions (or inputs).

Investigating the first complication shows that the hypersphere does not contain a significant portion of the input design space due to how a large number of input dimensions spread the design space. This spreading undermines the usefulfulness of minimizing a hypersphere around the nominal design. Since the inputs have standard normal distributions, a radius around the origin should encompass a large portion of the sample set. For a standard normal distribution of a single variable, a hypersphere radius of $2\sigma$ would encompass $\sim95\%$ of the design space. Adding a second independent dimension has a spreading effect on the design space. There is a greater chance of being far from the nominal point. Since this is a 2D situation, the hypersphere would be a circle. A hypersphere radius of $2\sigma$ now encompasses $\sim86\%$ of the design space. Adding a third dimension further reduces the probability of being within $2\sigma$ to $74\%$. This trend continues as more dimensions are considered.

The second complication involves minimization of the hypersphere radius vector over all inputs. The vector component for any input with minimal influence on the failure region will have a distance of zero. Figure 4.9 illustrates this scenario where the input represented...
by $x_2$ has no influence on failure. The vector to the CP in this scenario is $2\sigma$ in the $x_1$, and $0\sigma$ in $x_2$. This second input can have any value without affecting failure. Thus including the component for $x_2$ in the hypersphere radius vector unnecessarily reduces the safe region.

![Figure 4.9: Hypersphere radius with a non-influential variable](image)

To get around this complication, components of the output hypersphere radius vector with values less than some tolerance can be ignored in defining the safe region. The main justification for this action is the insensitivity as shown in Figure 4.9. It is desirable to ignore insensitive inputs to reduce the dimensionality of the problem. When identifying whether a case is safe or not, only the inputs affecting failure are considered. For example, if there are three inputs, and the hypersphere radius is $\bar{u} = [3 \ 0 \ 4]$, then the second input could be ignored. Thus for each case generated, only inputs $x_1$ and $x_3$ are checked to see if the case lies within a radius of $\sqrt{3^2 + 4^2} = 5$. The remaining variable $x_2$ is not taken into account, it could have any value, including 5, without causing that case to be designated risky. However, now each constraint must be considered in defining the safe region. An input that does not influence one failure constraint may be important to another. If that variable were ignored there would be failed cases in the safe region due to the second constraint. In essence this new approach identifies separate safe regions, or individual hyperspheres, for each constraint, where each hypersphere has minimal dimensions. Reducing the dimensionality also counteracts the spreading effect.
The old methodology would have had a single 17 dimensional hypersphere radius that should in theory touch the CP and contain most of the design space. It does not contain a significant portion of the space, however, due to the spreading effect of increasing the dimensions. For the EDL simulation the new methodology proposed has six hyperspheres, of only 4-6 dimensions each. The tolerance used to ignore a component was set to $0.2\sigma$. Input dimensions less than this threshold can be thought of as having infinite bounds to define the safe region for that particular dimension. These six regions are merged into one, so that only points common to all six hyperspheres are considered safe. The effect is to increase the safe region from containing 1% to over 42% of the sample set. No failed cases were identified in the safe region at this tolerance. Figure 4.10 shows the convergence of the estimated failure probability by performing typical MCS versus using FDB. The FDB dots on the plot start at 5754 model runs, since those were required by the optimizer to find the CP. Both methods have similar convergence. The benefits would increase if the dimensionality of the hyperspheres could be reduced further, or if there were less failure constraints.

![Typical Convergence](image1)

![FDB Convergence](image2)

**Figure 4.10: Convergence of EDL simulation failure probability for MCS vs. FDB**
5 Global Variance-Based Sensitivities

This method was created in 1990 by Dr. I.M. Sobol, a Russian mathematician. It provides a way of representing a global type of sensitivity based on the variance of the output [15]. Advances to the original method reduce the required computations and are incorporated in this work [13]. Global sensitivity measures the effect input variance, for a specific input or combination of inputs, has on the output variance.

5.1 Method Description

Appendix B provides an in depth derivation of this method, here is a brief explanation. The output is approximated as a series of summands of different dimensions:

\[ f(\bar{x}_1, \ldots, \bar{x}_n) = f_0 + \sum_{i=1}^{n} f_i(\bar{x}_i) + \sum_{1 \leq i < j \leq n} f_{ij}(\bar{x}_i, \bar{x}_j) + \cdots + f_{1,2,\ldots,n} \]  

(5.1)

Sobol calls this a Fourier-Haar series expansion. This approach is similar to performing a Fourier series approximation; however the individual functions do not need to be calculated. The function approximations are only needed to show that the total variance can be decomposed into individual components. These functions are orthogonal, with the special property that the area under each function sums to zero. Each function in this series is associated with a single input, or a combination of inputs as represented by the number of subscripts.

Computing the expected value or mean in equation (5.2) requires an integration of these functions over each input, giving zero for each individual function and leaving only the constant mean value \( f_0 \). This occurs since the area under each function sums to zero. That is the functions have a value of -1 over a portion of the domain and a value of +1 over the same size portion with a value of zero everywhere else. The portion of the domain with a non-zero value is different depending on the subscript in equation (5.1). For example \( f_i \) is -1 on [0 ½] and +1 on [½ 1], but \( f_{ij} \) may be -1 on [0 ¼] and +1 on [¼ ½], zero everywhere else.
The functions are only defined on the unit hypercube \([0,1]\) and each integration below is from 0 to 1.

\[
E[f(\bar{x})] = \int f(\bar{x}) d\bar{x} = f_0
\]  
(5.2)

To find the variance the expected value operator must be evaluated twice as seen in equation (5.3). The expected value of the function squared is no longer canceled giving equation (5.4). The variance due to a specific input is given in equation (5.5). This allows the comparison of the variance due to any input with the total variance on the output.

\[
V[f(\bar{x})] = E[f(\bar{x})^2] - E[f(\bar{x})]^2
\]  
(5.3)

\[
V = \int f^2(\bar{x}) d\bar{x} - f_0^2
\]  
(5.4)

\[
V_i = \int f_i^2(\bar{x}_i) d\bar{x}_i
\]  
(5.5)

\[
S_i = \frac{V_i}{V}
\]  
(5.6)

The sensitivity can be found for each input separately or in any combination with other input variables. Sensitivities due to individual variables are considered main or 1\textsuperscript{st} order effects. Coupling or 2\textsuperscript{nd} order effects comprise all possible combinations of two variables. Combinations of variables can be up to order \(n\). All the sensitivities sum to a value of 1. Stated another way, the variance due to each input and combination of inputs must add up to the total variance. Another parameter of interest is the total effect sensitivity. Summing sensitivities, such as the main effect and all higher order terms involving the variable of interest, gives the total effect. These ideas are portrayed in equations (5.7) and (5.8) for a 3 input model, where the number of subscripts represents the order (1\textsuperscript{st}, 2\textsuperscript{nd} \ldots) and the superscript \(T\) is for total effect.

\[
S = 1 = S_1 + S_2 + S_3 + S_{12} + S_{23} + S_{13} + S_{123}
\]  
(5.7)

\[
S_T = S_1 + S_{12} + S_{13} + S_{123}
\]  
(5.8)
Conceptually Figure 5.1 shows what type of information Sobol’s method provides. The left plot shows the output of a function with two inputs sampled 20 times. When the 1\textsuperscript{st} input set is resampled, while leaving the 2\textsuperscript{nd} set the same, the center plot is generated. Hence each output would change since one of the inputs is different. Next the right plot is produced by resampling the 2\textsuperscript{nd} variable and using the original for the 1\textsuperscript{st}. Again the outputs would change. The original outputs were left in the plot for reference. By taking this new variance and comparing it to the original, an idea of the influence that variable has is obtained. In Figure 5.1 it is obvious that the second variable has a larger effect on the output variance. Hence the second variable would have a larger sensitivity.

To isolate the variance of a specific input $i$ all the inputs are varied via MCS to approximate the total variance $V$ then the complimentary variables $j \neq i$ are resampled to approximate the variance caused by $i$. The required integrals for calculating the variance are approximated by MCS. The equations in approximate form are:

\begin{equation}
    f_{0} \approx \frac{1}{N} \sum_{i=1}^{N} f(\bar{x})
\end{equation}

\begin{equation}
    V + f_{0}^{2} \approx \frac{1}{N} \sum_{i=1}^{N} f^{2}(\bar{x})
\end{equation}
\[ V_i^2 + f_0^2 \approx \frac{1}{N} \sum_{i=1}^{N} f(\bar{x}) f(\bar{x}_i, \bar{x}_j^R) \] 

(5.11)

Here \( \bar{x} \) is a matrix of the \( n \) inputs with \( N \) samples and \( \bar{x}_i \) is the 1 by \( N \) set of samples of the input for which the sensitivity is desired. Finally \( \bar{x}_j^R \) is the set of \((n-1)\) by \( N \) samples that are resampled. Choice of sampling method can be important. Low discrepancy sequences, or quasi-random number generators, get better results then pseudo-random number generators by picking numbers in a manner that attempts to guarantee uniformity across the design space [10]. Two such quasi-random number generators available to use are Halton sequence leaped [10] and Sobol’ sequence generators [18].

These global sensitivities give a measure of the sensitivity of the output statistics to the input statistics. The most influential variable can be identified by comparing the individual effects of each variable on the output variance. Such knowledge can help engineers decide where to focus their efforts in reducing the uncertainty on the output to obtain the most benefit. Considering combinations of variables, as opposed to individual variables, gives an indication of the coupling between inputs.

### 5.1.1 Advantages

This method is ideal for simulations since it is model independent. There are no assumptions of the type of model or functions used. Just as the most influential variable can be found, unessential variables can also be identified. These variables can be removed from the analysis by being set to their nominal value with minimal effect on the output uncertainty.

### 5.1.2 Disadvantages

A large sample set is required to obtain reliable statistics. Each input requires \( N \) runs times the number of higher order terms involving that input. Thus for each individual or coupled sensitivity desired, the model must be evaluated with a separate sample set. Often surrogate models are developed based on a design of experiments, and then the surrogate is
used to obtain the sensitivities. Errors would be introduced by using a surrogate, however computational expense is reduced.

There are some requirements on the input parameters. For example, the inputs must be uncorrelated and transformed to uniform distributions on the unit hypercube. In addition, there is no way to evaluate the accuracy of the results, although there are methods to obtain confidence intervals [1].

5.2 Application to Projectile Trajectory

Final position from the projectile trajectory is studied to explain the meaning of variance-based sensitivity. Instead of constantly resampling, two separate samples are generated to be used throughout the process. If the number of variables is \( n \), and the number of samples is \( N \), then both sets will be independently generated to be \( N \) by \( n \). For the projectile trajectory \( n \) is four. Variables from the first set will have the superscript \( A \); while those from the second set will have superscript \( B \). A numerical integration scheme is implemented to calculate the variances. The variance calculated from the first sample set is used as the basis of the sensitivities. The expected value is computed to give the mean value \( f_0 \). Numerically this is just the average of the output:

\[
f_0 = \frac{1}{N} \sum_{1}^{N} X_f(g^A, y^A_0, V^A_0, \gamma^A_o) \quad (5.12)
\]

\[
V = \frac{1}{N} \sum_{1}^{N} \left[ X_f(g^A, y^A_0, V^A_0, \gamma^A_o)^2 \right] - f_0^2 \quad (5.13)
\]

In each future calculation of a variance, the mean \( f_0 \) shown above with sample set \( A \) is used. To find the sensitivity of final position to each input or coupling of inputs, the model is rerun with the variable/s of interest taken from sample set \( A \) while the other variables are from set \( B \). For the sensitivity to \( y_o \) the variance is calculated as:

\[
V_{y_o} = \frac{1}{N} \sum_{1}^{N} \left[ X_f(g^A, y^A_0, V^A_0, \gamma^A_o) \ast X_f(g^B, y^A_0, V^B_0, \gamma^B_o) \right] - f_0^2 \quad (5.14)
\]
\[
S_{j_0} = \frac{V_y}{V} \tag{5.15}
\]

Figure 5.2 shows how the variance on the output changes as each input is resampled. In these plots the green dots represent the variance between the two sample sets, i.e. they are plots of the model run with set \( A \) on the x-axis versus the model run with set \( B \) on the y-axis. The blue dots are model runs of set \( A \) versus runs with combinations of the two sets which are labeled.

![Figure 5.2: Effect of resampling each input variable on final position](image)

From the top right plot the effects of \( y_0 \) are negligible as can be seen. In this simulation \( y_0 \) has nearly no effect on the variance, hence it would have a very small sensitivity. The blue dots lie directly on top of the green dots. Thus changing the input \( y_0 \) does not affect the output. At the other extreme is the bottom right plot showing the main effect of \( y_0 \). Here the blue dots show final position calculated with the same sample set of \( y_0 \) on both axes, with different sample sets for the other inputs. The plot appears to be approaching a straight line, as would occur if a variable was plotted versus itself. Final
position is so dependent on $\gamma_0$ that it plots as if position was plotted against itself. In these plots the labels have been simplified to ignore the order of magnitude which was $10^4$. The two left plots show the effects of $g$ and $V_0$ where it is difficult to judge which is more influential between the two.

Another way to portray the change in variance is with residuals shown in Figure 5.3. They show the same information as above, in a different form. Starting with the top left and going clockwise the plots show:

\[
X_f\left(g^A, y_0^B, V_0^B, \gamma_0^B\right) - X_f\left(g^B, y_0^B, V_0^B, \gamma_0^B\right) \tag{5.16}
\]

\[
X_f\left(g^B, y_0^A, V_0^B, \gamma_0^B\right) - X_f\left(g^B, y_0^B, V_0^B, \gamma_0^B\right) \tag{5.17}
\]

\[
X_f\left(g^B, y_0^B, V_0^A, \gamma_0^B\right) - X_f\left(g^B, y_0^B, V_0^B, \gamma_0^B\right) \tag{5.18}
\]

\[
X_f\left(g^B, y_0^B, V_0^B, \gamma_0^A\right) - X_f\left(g^B, y_0^B, V_0^B, \gamma_0^B\right) \tag{5.19}
\]

![Figure 5.3: Residual variance of resampling each input variable on final position](image)

They illustrate how swapping the sample set of a particular input changes the output. Viewing the data in this form shows that between $g$ and $V_0$, velocity has a greater influence on the output variance, which was indistinguishable in Figure 5.2. In the bottom two plots
there is some structure visible; this is a consequence of using a quasi-random number generator.

The above figures serve as an aid in visualizing what a global variance-based sensitivity provides. In calculation, the sensitivities are obtained by taking a ratio of the variances as described earlier.

Accurate estimates of the sensitivities require enough samples be run through the simulation for the statistics to be well represented. Convergence is studied in the next plot. Figure 5.4 shows convergence of the main effects to their sensitivities. The solution has converged with just over 1,000 samples. The sensitivities of $g$ and $y_0$ are about zero, $\gamma_0$ is around 0.93, and $V_0$ has slight value of 0.02. Based on the main effects $\gamma_0$ is the most influential input affecting final position.

![Sobol main effect sensitivity convergence for final position](image)

**Figure 5.4: Convergence analysis for sensitivities to main effects**

The total function or model evaluations required to obtain sensitivities is dependent on how many terms are desired. For the projectile trajectory, if just the main effects are required then there are four terms sought. In the following $T$ is the number of terms sought.

$$\text{main effects cost} = N \cdot (T + 1)$$

(5.20)
Based on the convergence study, \( N \) could be set to 1,000 samples giving a total computational cost of 5,000 runs. The total effect terms, which will hint at the couplings present, can be obtained with a small increase in computations:

\[
\text{main + total effects cost} = N \ast (T + 2)
\]  

(5.21)

The additional 1,000 runs give an indication of which couplings should be investigated, if necessary, to understand the system. If the main, total, and 2\(^{nd}\) order couplings are desired, the above equation would be used with 10 terms, 4 main and 6 coupling pairs, requiring 12,000 runs. If run times become prohibitive, a design of experiments approach could be implemented to create a surrogate model. Since all the sensitivities must add up to one, the main and total effects can be used as a guide to search until the sum of the sensitivities found approaches one. A precursor analysis could be performed by running a low number of cases which uniformly span the design space. Graphing these responses would give an idea of which terms to focus on initially.

Values for the sensitivities of position are shown in Table 5.1. Generally since the sensitivity is a ratio of the variances they should never be negative. Negative values can exist since different sample sets are used while the same mean from set \( A \) is always subtracted. Hence the mean could be slightly different, however the means should approach the same value as the size of the sample set is increased.

**Table 5.1: Final position sensitivities by Sobol’s method for projectile trajectory**

<table>
<thead>
<tr>
<th>Total Effects</th>
<th>Main Effects</th>
<th>2(^{nd}) Order Effects</th>
<th>3(^{rd}) Order Effects</th>
</tr>
</thead>
<tbody>
<tr>
<td>( g^T )</td>
<td>( g )</td>
<td>( g - y_0 )</td>
<td>( g - y_0 - V_0 )</td>
</tr>
<tr>
<td>( y_0^T )</td>
<td>( y_0 )</td>
<td>( y_0 - V_0 )</td>
<td>( g - y_0 - V_0 )</td>
</tr>
<tr>
<td>( V_0^T )</td>
<td>( V_0 )</td>
<td>( g - V_0 )</td>
<td>( V_0 - y_0 - V_0 )</td>
</tr>
<tr>
<td>( y_0^T )</td>
<td>( y_0 )</td>
<td>( y_0 - V_0 )</td>
<td>( V_0 - y_0 )</td>
</tr>
</tbody>
</table>

39
5.2.1 Conclusions

Final position main effect sensitivities show that the dominant effect is from $\gamma_0$ as expected, with the next largest contributor being the coupling between $\gamma_0$ and $V_0$. With the current input distributions, position is the only output with significant nonlinear effects. Final flight path angle and velocity have only one major contributor to their variance, being $\gamma_0$ and $V_0$ respectively. This method worked well on the projectile trajectory giving the insights desired at a reasonable computational cost.

5.3 Application to EDL Simulation

Due to the large number of inputs going into the simulation, which increases the samples needed for convergence, only main effects and total effects were sought. To give an idea of the sensitivities obtained, two of the outputs will be investigated. Figure 5.5 shows the main effect or 1st order sensitivities of the parachute deployment altitude.

![Parachute deployment sensitivities](image)

**Figure 5.5: Global sensitivities on parachute deployment altitude**

The uncertainty in the parachute deployment altitude comes mainly from the surface density and temperature which determine the atmospheric model. These terms affect the density in the upper atmosphere, which causes drag on the vehicle. The entry configuration drag coefficient is the other primary contributor to the drag acting on the vehicle. The values
make physical sense and match between the two analyses presented thus far. In this case however, the sensitivity to $\rho_0$ is roughly nine times higher than that on $C_{dae}$, due to this method giving sensitivities based on the variance ($\nu = \sigma^2$).

The second output investigated is the final percentage of propellant consumed. Figure 5.6 indicates that the parachute drag coefficient is the main contributor to the output uncertainty. Three other terms that have an effect are the engine specific impulse, surface density, and reference area of the parachute. Specific impulse is the only variable directly included in the calculation of propellant consumed. The parachute will affect the vehicle altitude at which the thrusters are switched on.

![Figure 5.6: Global sensitivities on percent propellant used](image)

A large number of runs were required to obtain these sensitivities. Figure 5.7 shows an example of the convergence for the sensitivity of parachute deployment altitude to surface temperature. It shows that around 6,000 runs are required for convergence. That is 6,000 runs for just this one input sensitivity. Referring to equation (5.20), for 17 inputs it takes 108,000 runs to obtain the main effect sensitivities.
An additional 6,000 runs will provide the total effects terms, which should indicate which variables have higher order couplings. An investigation of these terms does not indicate any significant couplings for this output.

5.3.1 Complications

Sobol’s method had difficulty approximating the sensitivities to outputs with small output variances. Only 19 of the 44 tracked output variables converge on a solution. Of those, the outputs of interest are the total heat load, altitude at parachute deployment, longitude, maximum force and acceleration at parachute deployment, and the propellant consumed.

If convergence to an accurate sensitivity isn’t required, but instead the relative sensitivities are acceptable, a smaller sample set could be run. After $N = 2,000$ runs (for each sensitivity) the top three contributors remained constant compared to each other for those 19 outputs. For example the top three contributors to the maximum acceleration at parachute deployment were $C_{D_P}$, $C_X$, and $S_P$ in that order. Increasing $N$ does not change that order. The actual sensitivity values haven’t converged in 2,000 runs, but the relative values compared to each other have.

Figure 5.7: Parachute deployment altitude sensitivity convergence to surface temperature
5.3.2 Conclusions

Knowledge of which variables directly influence the output uncertainty, along with which interactions between variables exist, is very useful. Testing on the EDL simulation proved questionable however. If the variance on the output is low the method has convergence issues. Applying this method to a POST simulation may provide valuable insights, but at a high computational cost.
6 Probabilistic Sensitivity Analysis

This method was published in 2008 by NASA LaRC engineers and a NIA staff scientist for approximating probabilistic sensitivities [5]. The results of PSA give the approximation of the sensitivities of output statistics to input statistics. These probabilistic sensitivities are found by taking the partial derivative of the mean or variance of the output with respect to the mean or variance of a specific input variable: \( \frac{\partial \mu_{out}}{\partial \mu_{in}} \), \( \frac{\partial \mu_{out}}{\partial \nu_{in}} \), \( \frac{\partial \nu_{out}}{\partial \mu_{in}} \), or \( \frac{\partial \nu_{out}}{\partial \nu_{in}} \).

6.1 Method Description

Calculation of the mean or variance can be found with the expected value operator in equation (6.1), where \( y(\cdot) \) is an output function and \( X \) is the matrix of input parameters with known PDFs represented jointly as \( p(\cdot) \). The input matrix \( X \) can have \( n \) dimensions with \( N \) samples. Two methods are proposed by Crespo [5] to obtain the sensitivities, the first of which is finite differencing of the expected output in equation (6.2), where \( \theta_i \) is either the mean, \( \mu_x \), or variance, \( \nu_x \), of the input vector \( x_i \) for input variable \( x_i \). Since \( X \) represents a sample set it has a mean and variance associated with each input. The variable of interest \( x_i \) can be transformed to reflect a perturbation of \( \Delta \) to the \( \mu_{x_i} \) or \( \nu_{x_i} \), which is incorporated into \( X_\Delta \) with all other inputs unchanged.

\[
E[y(\bar{X})] = \int y(\bar{X}) p(\bar{X}) d\bar{X} \quad (6.1)
\]

\[
\frac{\partial E[y(\bar{X})]}{\partial \theta_i} \approx \frac{1}{\Delta} (E[y(\bar{X}_\Delta)] - E[y(\bar{X})]) \quad (6.2)
\]

The second method applies Leibniz’s rule to find the derivative of the integral in the expected value operator in equation (6.1). Calculating the sensitivity requires moving the derivative inside the integral simplifying to equation (6.3). An in-depth derivation of equation (6.3) is found in Appendix C. In this equation \( p_i(\cdot) \) is the PDF for \( x_i \). The
multidimensional integral in the expected value operator in equation (6.1) is integrated over the bounds of each input. Equation (6.3) includes the bounds of \( \bar{x}_i \) as \( a \) and \( b \). Sample set \( \bar{X}_a \) has the input vector \( \vec{x}_i \) replaced with the boundary value \( a \) for all samples, while leaving all other variables unchanged. Similarly \( \bar{X}_b \) has \( b \) replacing the input vector \( \vec{x}_i \).

\[
\frac{\partial E[y(\bar{X})]}{\partial \theta_i} = E\left[ \frac{y(\bar{X})}{p_i(\bar{X})} \frac{\partial p_i(\bar{X})}{\partial \theta_i} \right] + \frac{\partial b}{\partial \theta_i} p_i(b)E[y(\bar{X}_b)] - \frac{\partial a}{\partial \theta_i} p_i(a)E[y(\bar{X}_a)]
\] (6.3)

It is assumed that the partial derivatives of \( p_i(\cdot) \) can be found analytically. Appendix D lists the partial derivatives for the PDFs used in this analysis. At first glance there is no apparent benefit over finite differencing in terms of computational expense: \( y(\bar{X}) \) must be evaluated, then for each partial \( y(\bar{X}_b) \) and \( y(\bar{X}_a) \) must also be evaluated via a MCS method. However for PDFs with bounds at infinity, the second and third terms in equation (6.3) become zero (e.g. for a normal distribution \( p(\infty) = 0 \)) reducing the number of cases simulated. If a set of cases are simulated to obtain the mean and variance of the outputs, e.g. \( E[y(\bar{X})] \), the partial derivatives of inputs with normal distributions can be obtained at no additional computational cost (i.e., no additional samples), since \( y(\bar{X}_b) \) and \( y(\bar{X}_a) \) need not be simulated. Similarly, equations can be defined for the sensitivity of the variance \( V[y(\bar{X})] \).

\[
\frac{\partial V[y(\bar{X})]}{\partial \theta_i} = E\left[ \frac{\left((y(\bar{X}) - E[y(\bar{X})])^2\right)}{p_i(\bar{X})} \frac{\partial p_i(\bar{X})}{\partial \theta_i} \right] + \frac{\partial b}{\partial \theta_i} p_i(b)V[y(\bar{X}_b)] - \frac{\partial a}{\partial \theta_i} p_i(a)V[y(\bar{X}_a)]
\] (6.4)

To provide a fair comparison between the derivatives, the outputs are given as percent derivatives. Calculation of percent derivatives requires defining step sizes. The step \( \Delta \) is used as a percentage of the statistic to be perturbed. In this work \( \Delta \) is set to 1% of the input variable mean if the partial derivative is with respect to the mean (similarly for the variance). If the perturbed mean is zero, then \( \Delta \) is taken as 1% of the range. Where the range is twice the standard deviation. For finite differencing the step size is directly used in the equation. When using Leibniz’s rule the step size is used to scale the results of the method.
Sample sets, for the calculation of the sensitivities, can be generated by several methods such as: Sobol sequence generator [18], pseudo-random number generator, or Halton sequence generator [10].

6.1.1 Advantages

Obtaining the sensitivity of an output to each input mean allows for the identification of the largest contributing input variable. Calculating the sensitivity to the variance on the inputs would show where the most benefits could be gained by performing further experimentation (such as analysis or hardware changes, etc) to reduce uncertainty on an input. Application of Leibniz’s rule is promising because it requires the evaluation of only one sample set of $N$ samples to obtain many sensitivities when the bounds of the input PDFs are infinite such as in a normal distribution.

6.1.2 Disadvantages

There are some limitations to this method. The analytic partial derivative of the PDF is required for the Leibniz approach. While no additional sets of runs are required to obtain sensitivities for normal distributions beyond a first set, there is an additional computational cost for PDFs having bounds that are functions of $\theta$, such as uniform distributions. For the worst case scenario, the computational cost of using Leibniz’s rule is equivalent to that required for finite differencing, since the computational cost of using Leibniz’s rule is dependent on the types of input variable PDFs present. Therefore the entire analysis can be performed via the Leibniz’s rule with the benefit of fewer simulations if there are input variables with normal distributions.

6.2 Application to Projectile Trajectory

The results of the application of Leibniz’s rule to the projectile trajectory are shown in Table 6.1. Each value represents the percent change of the output from a 1% change in the indicated input. To produce these values the sample size $N$ was set to be 100,000. The first
value is $\frac{\partial \mu_f}{\partial \mu_g}$, showing that a 1% change to the mean of the gravitational acceleration (0.1 m/s$^2$) causes a -0.83 % change to the mean of the final position. These sensitivities were also found by finite differencing, matching to within 2 significant figures.

Table 6.1: Sensitivities to projectile trajectory outputs via Leibniz’s rule

<table>
<thead>
<tr>
<th></th>
<th>$X_f$</th>
<th>$\gamma_f$</th>
<th>$V_f$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\partial \mu / \partial \mu_g$</td>
<td>-0.828</td>
<td>0.180</td>
<td>0.001</td>
</tr>
<tr>
<td>$\partial \mu / \partial y_0$</td>
<td>0.178</td>
<td>0.180</td>
<td>0.001</td>
</tr>
<tr>
<td>$\partial \mu / \partial \mu_v$</td>
<td>1.630</td>
<td>-0.369</td>
<td>0.997</td>
</tr>
<tr>
<td>$\partial \mu / \partial \gamma_v$</td>
<td>1.910</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>$\partial \mu / \partial \gamma_g$</td>
<td>0.003</td>
<td>-0.000</td>
<td>-0.000</td>
</tr>
<tr>
<td>$\partial \mu / \partial \gamma_v$</td>
<td>-0.000</td>
<td>-0.000</td>
<td>-0.000</td>
</tr>
<tr>
<td>$\partial \mu / \partial \gamma_{\mu}$</td>
<td>0.007</td>
<td>0.005</td>
<td>-0.000</td>
</tr>
<tr>
<td>$\partial \mu / \partial \gamma_{\gamma}$</td>
<td>0.314</td>
<td>0.319</td>
<td>-0.000</td>
</tr>
<tr>
<td>$\partial v / \partial \mu_g$</td>
<td>-2.061</td>
<td>-0.244</td>
<td>-0.003</td>
</tr>
<tr>
<td>$\partial v / \partial \mu_y$</td>
<td>-0.044</td>
<td>-0.243</td>
<td>-0.003</td>
</tr>
<tr>
<td>$\partial v / \partial \mu_v$</td>
<td>3.925</td>
<td>0.484</td>
<td>0.002</td>
</tr>
<tr>
<td>$\partial v / \partial \gamma_v$</td>
<td>2.177</td>
<td>0.002</td>
<td>0.001</td>
</tr>
<tr>
<td>$\partial v / \partial \gamma_g$</td>
<td>0.009</td>
<td>0.000</td>
<td>-0.000</td>
</tr>
<tr>
<td>$\partial v / \partial \gamma_y$</td>
<td>0.000</td>
<td>0.000</td>
<td>-0.000</td>
</tr>
<tr>
<td>$\partial v / \partial \gamma_{\mu}$</td>
<td>0.081</td>
<td>0.004</td>
<td>0.999</td>
</tr>
<tr>
<td>$\partial v / \partial \gamma_{\gamma}$</td>
<td>1.007</td>
<td>1.238</td>
<td>0.000</td>
</tr>
</tbody>
</table>

The sensitivities found match the physics of the model. Both the final velocity and flight path angle are dependent on the coupled term $gy_0$ in equations (2.4) and (2.5). The inputs $g$ and $y_0$ only appear together within the equations. Therefore any sensitivity to gravitational acceleration or initial height on these outputs should have the same value as seen in the table. Final velocity is dependent mostly on the initial velocity, with almost a one
to one basis, $\partial \mu_{v_f}/\partial \mu_{v_0} = 0.997$ and $\partial v_{f}/\partial v_{v_0} = 0.999$. Final position is the most non-linear since it has several terms with significant sensitivities.

Inspecting the last four terms in the first column for final position, those showing the sensitivity of the output variance with respect to the input variance, shows the same trend as found with Sobol’s method in Table 5.1. The output variance on final position is mostly affected by the initial flight path angle, followed by initial velocity, with a slight influence by gravitational acceleration.

It was mentioned that sensitivities to inputs with normal distributions can be obtained without simulating additional sample sets. In equation form, the computational cost to obtain sensitivities to the statistics is:

$$\text{Leibniz Cost} = N \ast (2 \ast U + 1) \quad (6.5)$$

Here $U$ is the number of inputs with a uniform distribution, since the inputs had either normal or uniform distributions. The computational cost for the projectile trajectory to obtain Table 6.1 was 500,000 runs or $5N$ since two inputs had uniform distributions. Using finite differencing would have required $9N$. Obviously the benefits are increased by having more distributions with infinite bounds. The computational cost for finite differencing is dependent on the total number of inputs $n$. Each input requires the simulation of two additional sample sets to obtain all four possible sensitivities: $\partial \mu_{out}/\partial \mu_{in}$, $\partial \mu_{out}/\partial v_{in}$, $\partial v_{out}/\partial \mu_{in}$, and $\partial v_{out}/\partial v_{in}$.

$$\text{Finite Difference Cost} = N \ast (2 \ast n + 1) \quad (6.6)$$

For Table 6.1 $N$ was set to 100,000 to obtain accurate results. Similar results could have been obtained if the sample set was reduced to 1,000 samples, as indicated by the convergence data in Figure 6.1 for the final position variance sensitivity to initial flight path angle variance. This plot shows the worst case convergence, since output variance requires two approximations via MCS numerical integration: $V[y(\bar{X})] = E[y(\bar{X})^2] - E[y(\bar{X})]^2$. 
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6.2.1 Complications

Percent derivatives were employed to overcome scaling and dimensionality issues. Without doing so the sensitivities provided would not be a fair comparison. There is also the concern of how to deal with inputs that have zero mean when choosing the percent change. In this analysis they are arbitrarily set to a percentage of the range.

6.2.2 Conclusions

Application of Leibniz’s rule provides sensitivities similar to Sobol’s method at about the same computational cost for the projectile trajectory. Inputs with PDFs having infinite bounds allow the approximation of sensitivities without additional simulation of sample sets for each input. Since the computational cost to calculate sensitivities to inputs with uniform distributions is equivalent to finite differencing, and fewer evaluations are needed for inputs with normal distributions, Leibniz’s rule can be used to calculate all sensitivities.
6.3 Application to EDL Simulation

A large amount of information is provided by PSA. For each output there are four partial derivatives per input. Thus for the EDL simulation there are 68 partial derivatives for each output (4*17 inputs). The parachute deployment altitude output is analyzed here. Four bar charts are presented, one for each set of partial derivatives.

First the sensitivities to the parachute deployment altitude mean with respect to the input means are shown in Figure 6.2. The initial states were omitted from the following plots because they were correlated. The sensitivities are scaled to show how a 1% change in the mean surface temperature causes a 2.63% change in the mean parachute deployment altitude for example. This plot suggests that the mean surface temperature, surface density, and initial mass have the greatest influence on the mean parachute deployment altitude. These results make physical sense since the first two terms dictate the atmospheric density, while the last term will control how fast the vehicle is traveling.

![Parachute deployment altitude sensitivities](image)

Figure 6.2: Sensitivity of parachute deployment altitude mean to each input mean

Next the sensitivity of the output mean with respect to the input variance can be investigated. Figure 6.3 shows that a change to the variance of any input has little effect on the output mean. The largest term only causes a 0.002% change to the output mean. While the larger terms in this plot are those that define the upper atmospheric conditions, this plot
appears to be influenced by numerical noise due to running a limited sample set (e.g., not running infinite simulations).

Figure 6.3: Sensitivity of parachute deployment altitude mean to each input variance

The sensitivity of the output variance due to the input mean is shown in Figure 6.4. Here there is only one term with a major influence, being the initial mass with a small effect from the surface temperature. Increasing the mass of the vehicle should reduce the effect of the aerodynamic forces acting upon it.

Figure 6.4: Sensitivity of parachute deployment altitude variance to each input mean

Finally the output variance sensitivity to input variance is shown in Figure 6.5. Again the atmospheric variables, surface temperature and density, are the main contributors. In
addition there is some influence from the coefficient of drag for the aeroshell. These results again match with those found by the previous two methods explored in this report. The sensitivity in this chart is based on the variance, thus if there are different variances assigned to the inputs $C_{dae}$ and $\rho_0$, this variation will appear in the sensitivities. Again the sensitivity to $\rho_0$ is roughly nine times greater than that of $C_{dae}$ since the variance is equal to $\sigma^2$ and there was a factor of three difference between the assigned $3\sigma$ values on those inputs.

![Parachute deployment altitude sensitivities](image)

**Figure 6.5: Sensitivity of parachute deployment altitude variance to each input variance**

Additional insights into the EDL simulation can be gained by investigating another output variable. The following figures show the sensitivities of the final longitude at touchdown statistics with respect to each of the inputs. The final longitude, $\lambda_f$, is a measure of how far the vehicle traveled before touching down. Figure 6.6 shows the sensitivities of the mean $\lambda_f$ with respect to the mean of each input. The two main contributors are the mass of the vehicle and the surface temperature. This information shows that increasing the mass will generally increase the distance traveled by the vehicle. Increasing the mass would decrease the deceleration of the vehicle caused by drag during entry, thus the horizontal component of the velocity decreases at a slower rate increasing the distance traveled.
Not shown are the sensitivities of the mean $\lambda_f$ with respect to the variance on each input because the scale of the sensitivities is $10^4$ indicating noise rather than true sensitivities. Next Figure 6.7 shows the sensitivities of the variance of $\lambda_f$ with respect to the mean of each input. The main contributor is again the mean mass of the vehicle. An increase to the mean mass by 1% causes a decrease in the $\lambda_f$ variance by about 7%.
The final chart to be investigated is Figure 6.8 showing the sensitivities of the $\lambda_f$ variance with respect to the variance of each input. The top two contributors are the surface temperature and surface density which dictate the atmospheric density. Increasing the variance on these two inputs will increase the variance on the density which affects entry and descent, the two segments of EDL where the vehicle has the greatest horizontal movement. To reduce the variance on $\lambda_f$ an engineer would gain the most benefit by reducing the uncertainties in $T_0$ and $\rho_0$. The ratio between the sensitivities to $\rho_0$ and $C_{dae}$ is about nine in Figure 6.8, again due to the increased uncertainty associated with $\rho_0$.

![Figure 6.8: Sensitivity of final longitude variance to each input variance](image)

The sensitivities shown above were obtained using a sample size $N$ of 15,000 to give accurate results. Figure 6.9 shows that the method converges within 5,000 samples. Using equation (6.5) with $U = 6$, since there are six inputs with uniform distributions, gives 65,000 total function calls. Calculating these sensitivities using finite differencing would have required 175,000 function calls to obtain the same results.
6.3.1 Complications

The previous sections ignored the initial states. The partial derivatives required by Leibniz’s rule are difficult to calculate for correlated variables. Since the four ignored inputs are correlated, the joint PDF associated with them cannot be separated when calculating the analytic partial derivatives as can be done with independent inputs.

6.3.2 Conclusions

This method reduces computational cost by providing sensitivities to any inputs having a normal distribution without simulating additional sample sets. The results found match with what is calculated by finite differencing. Given a situation where partial derivatives of the statistics to an input set having several normally distributed inputs are desired, application of Leibniz rule has clear advantages. It provides the same approximations as finite differencing at a reduced computational cost.
7 Conclusions

This study analyzed the merits of three methods that provide insights into the statistics of EDL simulations. The failure domain bounding method promised to provide a more accurate approximation of the failure probability with less runs than a typical MCS analysis. Global variance-based sensitivities and probabilistic sensitivity analysis are methods that provide the sensitivity of the output statistics to the input statistics. These three methods were applied to a 2D EDL simulation to assess their potential.

FDB was able to successfully identify a safe region. When applied to the EDL simulation an optimizer required 5,754 runs to find a hypersphere radius defining the safe region. For the variables that dictate failure, the radius vector also gives a sense of the sensitivities to the inputs. The safe region was found to encompass an insignificant portion of the design space due to a spreading effect of increasing the input dimensions. A modification was implemented to partially fix the problem. Instead of identifying one tiny safe region, it was modified to find several regions, than combine them giving a larger safe region. With the given failure constraints convergence to the probability of failure was equivalent to MCS. FDB gives better results when there are fewer constraints, smaller failure probability, or fewer input variables.

Sobol’s method successfully gave the sensitivities to each input variable. Accurate results required 108,000 runs for main effect sensitivities. Inspection of the total effects terms did not indicate many significant couplings. It was found that the method did not work well if the output variance was small. This method works better with large output variances and less input variables. With longer run times a surrogate model could be used to alleviate the computational cost.

The PSA method also successfully gave the sensitivities to the input statistics. While it does not provide a direct sense of couplings that may be present, it does provide sensitivities to both the mean and variance. It required 65,000 runs for accurate results, providing similar information to Sobol’s method at a fraction of the computations. PSA
provides the same information as finite differencing, again with fewer computations. The method requires the analytic partial derivatives of the PDFs with respect to the mean and variance, which was not an issue for the situation studied, but could be for other PDFs. Application of Leibniz’s rule to variables that are correlated requires further study. Sensitivities of the failure probability or to correlated inputs can still be obtained via finite differencing. The benefits of PSA are augmented with an increase in the number of input variables defined with normal distributions, or other distributions with infinite bounds.
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Appendices
Appendix A: Generating Correlated Entry States

An entry trajectory analysis first requires a set of initial conditions comprising position and velocity vectors. These states contain six variables as vector components in an inertial Cartesian system.

\[
\{R\} = \begin{bmatrix} x \\ y \\ z \end{bmatrix}, \quad \{V\} = \begin{bmatrix} \dot{x} \\ \dot{y} \\ \dot{z} \end{bmatrix}
\]  

(A.1)

Combining these terms into one column vector gives the state vector.

\[
\{S\} = \begin{bmatrix} x \\ y \\ z \\ \dot{x} \\ \dot{y} \\ \dot{z} \end{bmatrix}
\]  

(A.2)

To perform a MCS analysis numerous perturbations of the initial conditions must be chosen randomly. Most of the variables involved in this report are perturbed independently; however the states are not independent having a covariance matrix \( \Gamma \).

\[
\Gamma = \begin{bmatrix}
\sigma_x^2 & \rho_{xy} \sigma_x \sigma_y & \rho_{xz} \sigma_x \sigma_z & \rho_{yx} \sigma_x \sigma_y & \rho_{zx} \sigma_x \sigma_z \\
\rho_{xy} \sigma_x \sigma_y & \sigma_y^2 & \rho_{yz} \sigma_y \sigma_z & \rho_{yy} \sigma_y \sigma_y & \rho_{zy} \sigma_y \sigma_z \\
\rho_{xz} \sigma_x \sigma_z & \rho_{yz} \sigma_y \sigma_z & \sigma_z^2 & \rho_{zz} \sigma_z \sigma_z & \rho_{zr} \sigma_z \sigma_z \\
\rho_{yx} \sigma_x \sigma_y & \rho_{yx} \sigma_x \sigma_y & \rho_{zx} \sigma_z \sigma_x & \sigma_x^2 & \rho_{zx} \sigma_z \sigma_x \\
\rho_{zx} \sigma_z \sigma_x & \rho_{yz} \sigma_y \sigma_z & \rho_{zy} \sigma_z \sigma_y & \rho_{zy} \sigma_z \sigma_y & \sigma_y^2 \\
\rho_{xz} \sigma_x \sigma_z & \rho_{zy} \sigma_y \sigma_z & \rho_{zx} \sigma_z \sigma_x & \rho_{zy} \sigma_y \sigma_z & \sigma_z^2 \\
\end{bmatrix}
\]  

(A.3)

Off-diagonal terms have a linear correlation coefficient \( \rho \). It is desirable to randomly choose each perturbation independently, which requires a transformation. Before getting into the transformation the dimensions must be reduced since in this analysis a 2D simulator is
being utilized requiring a simplification of the six initial states to the variables \( r_I, \lambda_I, v_I, \)
and \( \gamma_I. \)

\[
\begin{align*}
  r_I &= \sqrt{x^2 + y^2 + z^2} \quad (A.4) \\
  \lambda_I &= \cos^{-1} \left( \frac{\{R_n\}^T \cdot \{R_p\}}{\|R_n\| \cdot \|R_p\|} \right) \quad (A.5) \\
  v_I &= \sqrt{x^2 + y^2 + z^2} \quad (A.6) \\
  \gamma_I &= \frac{\pi}{2} - \cos^{-1} \left( \frac{\{V_p\}^T \cdot \{R_p\}}{\|V_p\| \cdot \|R_p\|} \right) \quad (A.7)
\end{align*}
\]

The subscript \( n \) represents the nominal state, while the subscript \( p \) is for vectors projected into the 2D plane defined by the nominal position and velocity vectors. In Equation (A.5) the sign is dictated by whether the projected position is down track (positive) or not.

A sensitivity matrix \( \mathbf{A} \) was developed to transform the 6x6 \( \mathbf{\Gamma} \) matrix to a 4x4 matrix allowing the generation of four independent variables instead of six. The superscripts are added to the covariance matrices to represent the size of the matrix.

\[
\mathbf{A} = \begin{bmatrix}
  \frac{\partial r}{\partial x} & \frac{\partial r}{\partial y} & \frac{\partial r}{\partial z} & \frac{\partial v}{\partial x} & \frac{\partial v}{\partial y} & \frac{\partial v}{\partial z} \\
  \frac{\partial v}{\partial x} & \frac{\partial v}{\partial y} & \frac{\partial v}{\partial z} & \frac{\partial \gamma}{\partial x} & \frac{\partial \gamma}{\partial y} & \frac{\partial \gamma}{\partial z} \\
  \frac{\partial \gamma}{\partial x} & \frac{\partial \gamma}{\partial y} & \frac{\partial \gamma}{\partial z} & \frac{\partial \lambda}{\partial x} & \frac{\partial \lambda}{\partial y} & \frac{\partial \lambda}{\partial z} \\
  \frac{\partial \lambda}{\partial x} & \frac{\partial \lambda}{\partial y} & \frac{\partial \lambda}{\partial z} & 1 & 0 & 0 \\
\end{bmatrix} 
\quad (A.8)
\]

\[
\mathbf{\Gamma}^4 = \mathbf{A} \mathbf{\Gamma}^6 \mathbf{A}^T \quad (A.9)
\]

The transformation is accomplished by calculating a matrix \( \varphi \) whose columns are the eigenvectors of \( \mathbf{\Gamma}^4 \), which can be used to diagonalize \( \mathbf{\Gamma}^4 \).
\[ \Gamma_d = \varphi^T \Gamma^4 \varphi \quad \text{(A.10)} \]

Because \( \Gamma^4 \) is positive definite symmetric, \( \Gamma_d \) exists and has the eigenvalues of \( \Gamma^4 \) on the diagonal with off-diagonal elements equal to zero. Regan describes this process thoroughly in the chapter on error analysis [12]. The orthogonal rotation matrix \( \varphi \) defines the linear combination of perturbations that provide linearly independent random values [16]. The square root of \( \Gamma_d \) gives the independent standard deviations of the states as a diagonal 4x4 matrix \( \sigma \). Now a set of random values can be chosen to perturb the four simplified states independently as a 4x1 array \( \{P_{\text{rand}}\} \). With this information the perturbations to the initial states are:

\[ \{\Delta S\} = \varphi^4 \sigma \{P_{\text{rand}}\} \quad \text{(A.11)} \]

\[ \{S\} = \{S_o\} + \{\Delta S\} \quad \text{(A.12)} \]
Description of Haar Function

Haar functions are described on Wolfram MathWorld [17] as:

\[
\psi(x) = \begin{cases} 
1 & 0 \leq x < 1/2 \\
-1 & 1/2 < x \leq 1 \\
0 & \text{otherwise}
\end{cases}
\] (B.1)

\[
\psi_{jk}(x) = \psi(2^j x - k)
\] (B.2)

for a nonnegative integer \( j \) and \( 0 \leq k \leq 2^j - 1 \). A function can be written as a series expansion:

\[
f(x) = c_0 + \sum_{j=0}^{\infty} \sum_{k=0}^{2^j-1} c_{jk} \psi_{jk}(x)
\] (B.3)

The functions \( \psi_{jk} \) and \( \psi \) are orthogonal on \([0,1]\) such that:

\[
\int_0^1 \psi(x) \psi_{jk}(x) dx = 0
\] (B.4)

\[
\int_0^1 \psi_{jk}(x) \psi_{lm}(x) dx = 0
\] (B.5)

for \((j,k) \neq (0,0)\) in (B.4) and \((j,k) \neq (l,m)\) in (B.5). Inputs are defined in a unit \( n \)-dimensional cube:

\[
x = x_1, \ldots, x_n
\]

\[
K^n = \{ x \mid 0 \leq x_i \leq 1; i = 1, \ldots, n \}
\] (B.6)

The function \( f(x) \), equation (B.3), is a model that can be calculated at any given point \( x \). All integrations to follow are from 0 to 1 for each variable.
Fourier-Haar Series Expansion

A function can be represented by an expansion into summands of different dimensions based on the Haar function replacing $\psi$ with $f(\cdot)$:

$$f(x_1,\ldots,x_n) = f_0 + \sum_{i=1}^{n} f_i(x_i) + \sum_{1 \leq i < j \leq n} f_{ij}(x_i,x_j) + \ldots + f_{1,2,\ldots,n} \tag{B.7}$$

Sobol calls this a Fourier-Haar series expansion [15]. This approach is similar to performing a Fourier series approximation; however, the individual functions do not need to be calculated. The function approximations are only needed to show that the total variance can be decomposed into individual components.

Orthogonality

Integrating (B.7) with respect to the input variables from 0 to 1 gives zero for each individual function and leaving only the constant mean value $f_0$. This occurs because the area under each function sums to zero. That is, the functions have a value of -1 over a portion of the domain and a value of +1 over the same size portion with a value of zero everywhere else as seen in (B.1). The portion of the domain with a non-zero value is different depending on the subscript in equation (5.1). For example, $f_i$ is -1 on $[0, \frac{1}{2}]$ and +1 on $[\frac{1}{2}, 1]$, but $f_{ij}$ may be -1 on $[0, \frac{1}{4}]$ and +1 on $[\frac{1}{4}, \frac{1}{2}]$, zero everywhere else. The functions are only defined on the unit hypercube $[0,1]$. Assuming that the integrals of $f_{i_1,\ldots,i_s}$ with respect to their ‘own’ variables are zero:

$$\int_0^1 f_{i_1,\ldots,i_s}(x_{i_1},\ldots,x_{i_s})dx_{i_k} = 0 \quad ; \quad 1 \leq k \leq s \tag{B.8}$$

Thus all the summands are orthogonal:

$$\int_{k^s} f_{i_1,\ldots,i_s} f_{j_1,\ldots,j_s}dx = 0 \quad \text{if} \quad (i_1,\ldots,i_s) \neq (j_1,\ldots,j_s) \tag{B.9}$$

Since at least one index is not repeated. From the above relations it can be shown that:
\[ f_0 = \int_{K^n} f(x) \, dx \]  

\textbf{Variance Calculation}

Any function can be represented by a unique Fourier-Haar series with input defined on \( K^n \) and a constant mean value of \( f_0 \). The variance can be computed:

\[ V(X) = \int (x - \mu)^2 \, p(x) \, dx \]  

where \( p(x) \) is the probability density function. Equation (B.11) can be restated as:

\[ V(X) = E(X^2) - [E(X)]^2 \]  

where \( E(\cdot) \) is the expected value operator. Looking at the first term of (B.12) in terms of the Fourier-Haar representation:

\[ E(X^2) = \int x^2 \, p(x) \, dx \]  

\[ E(f(x)^2) = \int_{a}^{b} \frac{1}{b-a} \, f(x)^2 \, dx = \int [f(x)]^2 \, dx \]  

For the second term in (B.12):

\[ E(X) = \int x \, p(x) \, dx \]  

\[ E(f(x)) = \int_{a}^{b} f(x) \frac{1}{b-a} \, dx = \int f(x) \, dx = f_0 \]  

where \( a = 0 \) and \( b = 1 \). Thus the variance becomes:

\[ V(f(x)) = \int f^2(x) \, dx - f_0^2 \]  

For any individual or combination of variables, similar expressions can be developed:

\[ E(f_i^2) = \int f_i^2 \, dx_i \]
\[ E(f_i) = \int f_i \, dx_i = 0 \quad \text{(B.19)} \]

by (B.8), or integration with respect to its ‘own’ variable.

\[ V(f_i(x_i)) = \int f_i^2(x_i) \, dx_i \quad \text{(B.20)} \]

Thus all sets of variances for each variable can be computed. By squaring and integrating the function representation (B.7):

\[ V = \sum V_i + \sum \sum V_{ij} + \ldots + V_{ij\ldots n} \quad \text{(B.21)} \]

**Sensitivity**

Now the global sensitivity can be estimated by the ratio of any individual or combination of variances to the total variance.

\[ S = \frac{V_i}{V} \quad \text{(B.22)} \]

\[ \sum S_i + \sum \sum S_{ij} + \ldots + S_{ij\ldots n} = 1 \quad \text{(B.23)} \]

**Algorithm**

For calculation of sensitivities to functions, such as a black box calculation, Sobol divides the input set into two groups \( x = \{y, z\} \); where \( y = \{x_1, \ldots, x_s\} \) and \( z = \{x_{s+1}, \ldots, x_n\} \). Now the expansion can be shown with subscript 1 for \( y \) and 2 for \( z \) as:

\[ f(x) = f_0 + f_1(y) + f_2(z) + f_{12}(y, z) \quad \text{(B.24)} \]

The variances are:

\[ V_1 = \int f_1^2(y) \, dy \quad \text{(B.25)} \]

\[ V_2 = \int f_2^2(z) \, dz \quad \text{(B.26)} \]
\[ V = \int f^2(x)dx - f_0^2 \]  

(B.27)

But to calculate the variance in a computer environment, the \( f_1 \) and \( f_2 \) terms must be removed. In doing so a new set of independent random variables \( t = \{u,v\} \) is introduced. This set is similar to the original set \( x \) in dimensions.

\[ V_1 = \int f_1^2(y)dy = \int \left( \int f(x)dz - f_0 \right)^2 dy \]  

(B.28)

\[ = \int \left( \int f(x)dz \right)^2 dy - 2f_0 \int \int f(x)dzdy + \int f_0^2 dy = \int \left( \int f(x)dz \right)^2 dy - 2f_0^2 + f_0^2 \]  

(B.29)

Now where the function is squared the second independent set of variables is introduced. Since the variance with respect to \( y \) is desired, the subset \( y \) is kept as input with both function calls. However the subset \( z \) is replaced with the subset \( v \) in the second function call.

\[ V_1 = \int f(y,z)f(y,v)dzdy - f_0^2 \]  

(B.30)

Similarly for the variance of subset \( z \).

\[ V_2 = \int f(y,z)f(u,z)dudy - f_0^2 \]  

(B.31)

At this point all the necessary integrals can be calculated using MCS methods as \( N \to \infty \):

\[ f_0 = \int f(x)dx \approx \frac{b-a}{N} \sum_{i=1}^{N} f(x_i) \]  

(B.32)

again \( (b - a) = (1 - 0) = 1 \). For each of the required integrals:

\[ f_0 \approx \frac{1}{N} \sum_{i=1}^{N} f(y_i,z_i) \]  

(B.33)

\[ V + f_0^2 \approx \frac{1}{N} \sum_{i=1}^{N} f^2(y_i,z_i) \]  

(B.34)

\[ V_1 + f_0^2 \approx \frac{1}{N} \sum_{i=1}^{N} f(y_i,z_i)f(y_i,v_i) \]  

(B.35)
\[ V_2 + f_0^2 \approx \frac{1}{N} \sum_{i=1}^{N} f(y_i, z_i) f(u_i, z_i) \]  \hspace{1cm} (B.36)

The left hand side of the above equations can then be used to calculate sensitivities. There are advances in the literature that decrease the function evaluations, decrease errors, and increase convergence. Pseudo-random Monte Carlo methods work well, however low discrepancy sequences, which pick numbers in a way that attempt to guarantee uniformity across the design space, are better. If the sensitivity to a single variable is desired, then subset \( y \) is set just to that variable while \( z \) is all other variables in \( x \).

\[ y = \{x_i\} \quad z = \{x \neq x_i\} \quad \Rightarrow S_i \]  \hspace{1cm} (B.37)

Similarly for coupled terms:

\[ y = \{x_i, x_j\} \quad z = \{x \neq x_i, x_j\} \quad \Rightarrow S_{ij} \]  \hspace{1cm} (B.38)
Appendix C: Derivation of Probabilistic Sensitivities via Leibniz’s Rule

Application of Leibniz’s Rule to the Expected Value:

Application of Leibniz’s rule is discussed in [5], however the derivation of the equations are left to the reader. The final equations are developed here for completeness:

$$\frac{\partial}{\partial z} \int_{a(z)}^{b(z)} f(x, z) dx = \int_{a(z)}^{b(z)} \frac{\partial f(x, z)}{\partial z} dx + f(b(z), z) \frac{\partial b}{\partial z} - f(a(z), z) \frac{\partial a}{\partial z} \quad (C.1)$$

Consider a two input system:

$$E[y(\bar{x}_1, \bar{x}_2), \theta_1, \theta_2] = \int_{a(\theta_1)}^{b(\theta_1)} \int_{c(\theta_2)}^{d(\theta_2)} y(\bar{x}_1, \bar{x}_2) p(\bar{x}_1, \bar{x}_2, \theta_1, \theta_2) d\bar{x}_2 d\bar{x}_1 \quad (C.2)$$

where $p(\ )$ is the joint probability density function. To be concise: $\bar{X} = [\bar{x}_1, \bar{x}_2]$ ; $\theta = [\theta_1, \theta_2]$. Also the bounds and PDF will no longer include the independent variable $\theta$, e.g. $a(\theta_1)$ will just be $a$ & $p_1(\bar{x}_1, \theta_1)$ will be $p_1(\bar{x}_1)$. If the inputs are independent then the joint PDF can be separated giving:

$$E[y(\bar{X}), \theta] = \int_{a}^{b} \int_{c}^{d} y(\bar{X}) p_1(\bar{x}_1) p_2(\bar{x}_2) d\bar{x}_2 d\bar{x}_1 \quad (C.3)$$

The parameters, $\theta_i$, are for the PDF, such as the $\mu$ (mean) and $\nu$ (variance) for normal distributions. Below $\theta_i$ represents some parameter of interest that is in $p_1$. Also $E$ is shorthand for $E[y(\bar{X}), \theta]$ unless otherwise specified:

$$\frac{\partial E}{\partial \theta_1} = \frac{\partial}{\partial \theta_1} \int_{a}^{b} \int_{c}^{d} y(\bar{X}) p_1(\bar{x}_1) p_2(\bar{x}_2) d\bar{x}_2 d\bar{x}_1 \quad (C.4)$$

Application of Leibniz’s rule gives:

$$\frac{\partial E}{\partial \theta_1} = \int_{a}^{b} \frac{\partial}{\partial \theta_1} \left( \int_{c}^{d} y(\bar{X}) p_1(\bar{x}_1) p_2(\bar{x}_2) d\bar{x}_2 \right) d\bar{x}_1 + ... \quad (C.5)$$

$$\frac{\partial b}{\partial \theta_1} \int_{c}^{d} y(b, \bar{x}_2) p_1(b) p_2(\bar{x}_2) d\bar{x}_2 - \frac{\partial a}{\partial \theta_1} \int_{a}^{b} y(a, \bar{x}_2) p_1(a) p_2(\bar{x}_2) d\bar{x}_2 \quad (C.6)$$
Focusing on equation (C.5) Leibniz’s rule can be invoked again, however this time the limits of integration are not functions of $\theta$, so the additional terms disappear $\left( \frac{\partial c}{\partial \theta_i} = 0 \right)$.

Rearranging to simplify notation:

$$ \int_a^b \int_c^d y(\bar{x}) \frac{\partial p_i(x)}{\partial \theta_i} p_i(x)p_2(x)d\bar{x}_2d\bar{x}_1 $$

$$= E\left[ \frac{y(\bar{x})}{p_i(\bar{x})} \frac{\partial p_i(\bar{x})}{\partial \theta_i} \right] $$

Now looking at the remaining terms in equation (C.6):

$$ \frac{\partial b}{\partial \theta_i} \int_c^d y(b, \bar{x}_2)p_1(b)p_2(\bar{x}_2)d\bar{x}_2 = \frac{\partial b}{\partial \theta_i} p_1(b)E[y(b, \bar{x}_2)] $$

$$ \frac{\partial a}{\partial \theta_i} \int_c^d y(a, \bar{x}_2)p_1(a)p_2(\bar{x}_2)d\bar{x}_2 = \frac{\partial a}{\partial \theta_i} p_1(a)E[y(a, \bar{x}_2)] $$

Combining equations (C.8), (C.9), and (C.10) gives the final formula:

$$ \frac{\partial E}{\partial \theta_i} = E\left[ \frac{y(\bar{x})}{p_i(\bar{x})} \frac{\partial p_i(\bar{x})}{\partial \theta_i} \right] + \frac{\partial b}{\partial \theta_i} p_1(b)E[y(b, \bar{x}_2)] - \frac{\partial a}{\partial \theta_i} p_1(a)E[y(a, \bar{x}_2)] $$

**Application of Leibniz’s Rule to the Variance:**

$$ V[y(\bar{x}), \theta] = E\left[ (y(\bar{x}) - E)^2 \right] $$

$$ V[y(\bar{x}), \theta] = E\left[ y(\bar{x})^2 - 2y(\bar{x})E + E^2 \right] $$

Note that the joint PDF is used assuming independent inputs ($p(\bar{x}) = p_1(\bar{x})p_2(\bar{x})$). Also $V$ will be shorthand for $V[y(\bar{x}), \theta]$ unless otherwise specified.

$$ \frac{\partial V}{\partial \theta_i} = \frac{\partial}{\partial \theta_i} \int_a^b \int_c^d (y(\bar{x}) - E)^2 p(\bar{x})d\bar{x}_2d\bar{x}_1 $$
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Application of Leibniz’s rule gives:

\[
\int_a^b \frac{\partial}{\partial \theta_1} \left( \int_c^d \left( (y(X) - E)^2 p(X) dX \right) d\theta_1 + ...
\]

\[= \int_a^b \frac{\partial}{\partial \theta_1} \left( \int_c^d \left( y(b, \theta) - E \right)^2 p(b, \theta) d\theta - ...
\]

\[= \frac{\partial}{\partial \theta_1} \int_a^b \left( y(a, \theta) - E \right)^2 p(a, \theta) d\theta
\]

The last two terms ((C.16) and (C.17)) can be expressed as:

\[
\frac{\partial b}{\partial \theta_1} p_1(b) \int_c^d (y(b, \theta) - E[y(b, \theta), \theta])^2 p_2(\theta) d\theta - ...
\]

\[
\frac{\partial a}{\partial \theta_1} p_1(a) \int_c^d (y(a, \theta) - E[y(a, \theta), \theta])^2 p_2(\theta) d\theta
\]

Returning to the first term (C.15), Leibniz’s rule can be applied again, however the bounds \(c\) and \(d\) are not functions of \(\theta_1\) so the partial derivatives will be zero. Ignoring the additional terms and applying the chain rule to (C.15):

\[
\int_a^b \int_c^d \frac{\partial}{\partial \theta_1} \left( (y(X) - E)^2 p(X) \right) + \left( y(X) - E \right)^2 \frac{\partial}{\partial \theta_1} \left( p(X) \right) dX d\theta_1
\]

Expanding and solving each component of the first derivative in the equation (C.19):

\[
\frac{\partial}{\partial \theta_1} \left( y(X)^2 - 2y(X)E + E^2 \right) = 0 - 2y(X)\frac{\partial E}{\partial \theta_1} + 2E\frac{\partial E}{\partial \theta_1}
\]

Returning (C.20) into the integration:

\[
\int_a^b \int_c^d \left( -2y(X)\frac{\partial E}{\partial \theta_1} + 2E\frac{\partial E}{\partial \theta_1} \right) p(X) dX d\theta_1
\]

Evaluating the first term:

\[
-2 \frac{\partial E}{\partial \theta_1} \int_a^b \int_c^d y(X) p(X) dX d\theta_1 = -2 \frac{\partial E}{\partial \theta_1} E
\]

Evaluating the second term:
\[ 2E \frac{\partial E}{\partial \theta_i} \int_a^b \int_c^d \rho(\bar{x}) d\bar{x} d\bar{y} = 2 \frac{\partial E}{\partial \theta_i} E(1) \]  
(C.23)

Therefore:

\[ \int_a^b \int_c^d \frac{\partial}{\partial \theta_i} \left( (y(\bar{x}) - E)^2 \right) \rho(\bar{x}) d\bar{x} d\bar{y} = 0 - 2 \frac{\partial E}{\partial \theta_i} E + 2E \frac{\partial E}{\partial \theta_i} (1) = 0 \]  
(C.24)

Leaving only the second term in equation (C.19) which can be expressed as:

\[ \int_a^b \int_c^d \left( (y(\bar{x}) - E)^2 \right) \frac{\partial}{\partial \theta_i} (\rho(\bar{x})) d\bar{x} d\bar{y} \]  
(C.25)

\[ = \int_a^b \int_c^d \left( (y(\bar{x}) - E)^2 \right) \frac{\partial p_i(x_i)}{\partial \theta_i} p_i(x_i) p_2(x_2) d\bar{x} d\bar{y} \]  
(C.26)

\[ = \frac{\left( (y(\bar{x}) - E)^2 \right)}{\rho_i(x_i)} \frac{\partial p_i(x_i)}{\partial \theta_i} \]  
(C.27)

Combining what was developed in (C.18) and (C.27) gives:

\[ \frac{\partial V}{\partial \theta_i} = \left[ \frac{(y(\bar{x}) - E)^2}{\rho_i(x_i)} \frac{\partial p_i(x_i)}{\partial \theta_i} \right] + \frac{\partial b}{\partial \theta_i} p_i(b) \mathcal{W}[y(b, \bar{x}_2)] - \frac{\partial a}{\partial \theta_i} p_i(a) \mathcal{W}[y(a, \bar{x}_2)] \]  
(C.28)
Appendix D: Equations for Relevant Probability Density Functions

Normal probability density function:

\[ p(\bar{x}, \mu, \sigma) = \frac{1}{\sigma \sqrt{2\pi}} \exp\left(-\frac{(\bar{x} - \mu)^2}{2\sigma^2}\right) \]  
(D.1)

\[ \frac{\partial p}{\partial \mu} = \frac{1}{\sqrt{2\pi} \sigma^3} \frac{(\bar{x} - \mu)}{\sigma^2} \exp\left(-\frac{(\bar{x} - \mu)^2}{2\sigma^2}\right) \]  
(D.2)

\[ \frac{\partial p}{\partial \nu} = \frac{1}{\sigma^3 \sqrt{2\pi}} \left(\frac{(\bar{x} - \mu)^2}{\sigma^2} - 1\right) \exp\left(-\frac{(\bar{x} - \mu)^2}{2\sigma^2}\right) \]  
(D.3)

Uniform probability density function:

\[ p(a, b) = \frac{1}{b - a} \]  
(D.4)

\[ \mu = \frac{a + b}{2} \quad \sigma = \frac{b - a}{\sqrt{12}} \]  
(D.5)

\[ a = \mu - \sqrt{3}\sigma \quad b = \mu + \sqrt{3}\sigma \]  
(D.6)

\[ p(\mu, \sigma) = \frac{1}{2\sqrt{3}\sigma} \]  
(D.7)

\[ \frac{\partial p}{\partial \mu} = 0 \]  
(D.8)

\[ \frac{\partial p}{\partial \nu} = -\frac{1}{4\sqrt{3}\sigma^3} \]  
(D.9)