ABSTRACT

STOUGHTON, JACK WILLIAM. Organizational Opinions Untethered: Mobile Technologies in Survey Deployment. (Under the direction of Lori Foster Thompson).

The advancement of the organizational sciences relies on self-report survey data. The effort, attention, and affective reactions of employees taking organizational surveys are critical to the success of organizational survey initiatives, many of which are conducted online. Recently, smartphone and tablet use has increased, providing a new means for employees to access surveys. The present study examines whether mobile devices affect: (a) the quality of data produced by the survey respondents, (b) the affective reactions of survey respondents to an employee opinion survey, and (c) whether or not level of mobile optimization influences the degree to which the survey device utilized affects these outcomes. Participants ($N = 292$) were randomly assigned to one of three survey device conditions: (a) smartphone, (b) tablet, and (c) computer – with the level of website optimization manipulated for mobile respondents. Results indicated that for both closed-and open-ended items, the device utilized for survey completion did not significantly affect data quality. However, as expected, survey respondents on smartphones and tablets took significantly longer to complete the survey, with smartphone respondents exhibiting a higher rate of attrition than any other survey group. Additionally, results indicated that smartphone respondents were significantly less satisfied with the survey modality compared to tablet and computer respondents. Finally, the level of mobile-optimization increased satisfaction with the survey for both smartphone and tablet respondents. Taken together, the results provide useful information for researchers and practitioners deploying surveys for organizational analysis.
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Introduction

The advancement of the organizational and psychological sciences relies on self-report survey data, asking people to rate their perceptions, attitudes, and personality, among other topics. The effort, attention, and affective reactions of employees are critical to the success of organizational survey initiatives, which rely on engaged participants attending to and completing the measures of interest (Meade & Craig, 2012; Rogelberg, Luong, Sederburg, & Cristol, 2000; Thompson, Surface, Martin, & Sanders, 2003). Over the past decades, surveys have undergone a transformation, evolving from paper-and-pencil formats to emailed hyperlinks and web-hosted solutions that participants can fill out on their own devices, at their convenience (Granello & Wheaton, 2004; Kraut, 2006). The transition to Internet surveys created the opportunity to more easily gather large samples quickly, lowering the cost of data collection, and easing data entry, while producing a potentially user-friendly experience (Macey, 1996; Naus, Philipp, & Samsi, 2009; Weigold, Weigold, & Russell, 2013). Moreover, the shift to online surveys led to an increase in the administration of employee opinion surveys, a common means of gauging employee attitudes and perceptions on a range of issues (Kraut, 2006; Rogelberg et al., 2000; Thompson & Surface, 2009). Paralleling this shift to online surveys was the growth of smartphone and tablet usage. Although the psychological and organizational sciences were quick to recognize the side effects of mobile device Internet capability for job applicants, where online access permits job candidates to take selection tests via smartphones or tablets (e.g., Doverspike, Arthur, Taylor, & Carr, 2012; Illingworth, Morelli, Scott, Moon, & Boyd, 2013; Lawrence,
Wasko, Delgado, Kinney, & Wolf, 2013; Morelli, Illingworth, Scott, & Lance, 2012), less attention has been paid to the phenomenon in employee opinion survey research. Accordingly, the current study will redress this gap in the literature by examining the differences between smartphones, tablets, and personal computers with respect to: (a) the quality of data produced by the survey respondents, (b) the affective reactions of survey respondents to an employee opinion survey, and (c) whether or not level of mobile optimization influences the degree to which the survey device utilized affects these outcomes. This phenomenon will be examined in a U.S. context.

**Mobile Devices and Organizational Surveys**

By 2010, smartphones, defined as “programmable mobile phones with relatively sophisticated sensing capabilities, increasing storage capacity, and built-in networking,” outpaced shipments of the personal computer (PC) (Goldman, 2011; Raento, Oulasvirta, & Eagle, 2009, p. 427). By early 2012, nearly 90% of the United States population, or 276 million people, used mobile phones (Gahran, 2012). By 2013, market research demonstrated that smartphones were used by 65% of the United States population, up from 18% in 2009 (Fingas, 2014; Roberts, 2012). Additionally, nearly 70% of new phones purchased, are “smart” (Roberts, 2012). Similarly, the use of tablet computers, general-purpose computers contained in a single panel that utilize touch screens for input, is rapidly expanding (PCMag, n.d.). First introduced by Microsoft at an industry tradeshow in late 2000, the tablet computer gained popularity quickly after the introduction of the iPad in 2010 (Ranger, 2013). Early estimates of tablet sales predicted more tablets sold than PCs by 2016 (DisplaySearch,
2012). However, in a short time that figure was pushed forward one year and estimates have tablets outselling PCs in 2015 (Petronzio, 2014). Moreover, this is not just an American trend. Smartphones and tablets are increasingly making worldwide access to the Internet ubiquitous, helping to bridge the so-called “digital divide,” a theoretical division between “those who have” and “those who do not” with respect to internet access (Chong & de Mendoza, 2012; Joshi & Avasthi, 2007).

The capacity to access the Internet, inherent to both smartphones and tablets, provides employees the opportunity to complete employee opinion surveys via a mobile device. In the case of employee opinion surveys, smartphones and tablets provide an option for the mobile workforce frequently away from the office on travel, or those who do not have the time or resources to complete the survey at work. Mobile devices are often available, providing ample opportunity to work on a survey from a location of one’s choosing. For example, employees with mobile devices could work on a survey from: an airport, while waiting for an appointment, in a coffee shop, or while watching TV (Perlow, 2012). Mobile devices also provide another option for those who would prefer to complete the survey away from the office; for example, those working in public spaces where there is some concern about others seeing their computer screen during survey completion or those who are concerned about the anonymity of kiosks or other measures taken by an organization to promote survey response anonymity (Whelan, 2008).

However, the ability of employees to access opinion surveys via mobile devices is not without potential drawbacks. For instance, using a smartphone or tablet to complete an
opinion survey operates in opposition to one of the touted advantages of online instruments, increased consistency of administration. Consistency, with respect to Internet surveys, refers to the delivery of an instrument with identical instructions, precise timing, and uniform item and page presentation for all participants (Tippins et al., 2006). When employees access opinion surveys on their mobile device, organizations forfeit the consistency of administration because of constraints inherent to smartphones and tablets. For instance, smartphones and tablets generally have smaller screens than desktop and laptop computers, causing users to scroll more to read text, such as survey items or instructions (Sanchez & Branaghan, 2011). Smartphones typically display only fifteen lines of thirty to forty characters on the screen compared to a desktop screen with approximately forty lines of one hundred characters (Lee & Rethemeyer, 2012). Additionally, smartphones and tablets generally include a standard QWERTY keyboard on a small touchscreen or possibly a tactile keyboard with very small buttons placed below the screen (Morgan & Thompson, 2013). Users could connect a mouse or keyboard via the Bluetooth capability of the device in order to remedy some of these deficiencies. However, it is presently not “the norm” for most users to sacrifice the portability and convenience of the device by committing time and resources to connecting an external mouse or keyboard. As such, users often do not have the ability to type with two hands while completing a survey. As a result, mobile devices can be more difficult to use than desktop and laptop computers, making input relatively cumbersome.

As smartphones and tablet computers become the most common means of accessing information on the Internet, examining the effects on organizational survey efforts grows
critical (Doverspike et al., 2012; Joshi & Avasthi, 2007; Morelli et al., 2012; Sanchez & Branaghan, 2011). Internet surveys have received considerable attention, with researchers investigating a range of topics: attrition, psychometric properties, and satisfaction, to name just a few (Rogelberg et al., 2003; Stoughton, Gissel, Clark, & Whelan, 2011; Thompson & Surface, 2007; respectively). Similar attention is warranted for the transition to smartphones and tablet use in the employee opinion survey literature, a point reinforced by the differing user experiences on the mobile Internet.

By mid-2013, smartphones and tablets accounted for more Internet browsing time than PCs in the United States (Goodman, 2013). However, a mobile user’s experience can vary dramatically from website-to-website, and best practices are rapidly changing. Mobile-optimized (MO) websites are the current industry standard for a satisfactory mobile user experience. A MO-website is built for smartphones and tablets or auto-detects mobile devices and reformats, acknowledging the smaller screen, streamlining navigation with bigger text and buttons, with less requirement to scroll or zoom (Gallizzi, 2013; Technologies, 2013). Often, MO-websites take advantage of “touch” options, with push-to-call or email, used throughout the page (Technologies, 2013). Conversely, non-mobile-optimized (NMO) websites are designed to display on a smartphone or tablet just as they would on a computer, only smaller (Gallizzi, 2013; Technologies, 2013). For smartphone and tablet users, this means that they are often required to scroll left and right to view text cut off by the smaller screen, referred to as web-clipping, as well as zoom to better display smaller text (Albers & Kim, 2002; Sanchez & Goolsbee, 2010). In the popular press and
marketing literature, NMO sites are referred to as “mobile-friendly;” however, this format for web-display is less than ideal and arguably not friendly. Accordingly, mobile-friendly websites are referred to hereafter as non-mobile-optimized throughout this text.

**Effect of Mobile Use on Employee Opinion Survey Data Quality**

In short, smartphones and tablet computers are changing the way people use the Internet. As mentioned above, the relatively small existing body of literature concerning smartphones and tablets for work tends to concern applicants using the devices for pre-employment tests (e.g., Illingworth et al., 2013; Impelman, 2013; Morelli et al., 2012). Past studies have not addressed the implications for data quality on employee opinion surveys. To examine this issue thoroughly, the quality of both closed-ended and open-ended survey responses needs to be considered.

**Close-ended items.** The quality of closed-ended rating data can be studied by examining what the scientific literature refers to as “careless responding” indices. Inattentive or careless responding, a subset of content nonresponsivity, is defined as responding without concern for the item content (Meade & Craig, 2012; Nichols, Greene, & Schmolck, 1989). This responding can manifest itself in a variety of data patterns. For instance, an employee could choose to respond at random to all closed-ended items; or, a nonrandom pattern could be employed where all “agree” responses are input, or a “strongly disagree, disagree, neither agree/disagree, agree, strongly agree,” pattern of item response could be exhibited. The common theme of careless responding is a failure to respond to the content of the items regardless of the motivation of the survey taker (Nichols et al., 1989).
Careless responding can result in: skipped items, instrument non-completion, non-normal data, and other problems as response patterns exhibit carelessness. Whatever the mechanism, this data loss or carelessness is important because it results in exclusion of cases from the dataset, which affects overall sample size (Hardre, Crowson, & Xie, 2012). In the case of careless responding that exhibits a pattern, the resultant data can be decidedly nonrandom, impacting the quality of data, especially the internal consistency of instruments or item equivalence between subjects (Meade & Craig, 2012). Said differently, the raw data provided by a respondent may not accurately reflect his or her true level on the measured construct. Due to the inherent decrease in data quality and to draw clear linkages with open-ended comments, careless responding indices will be referred to as closed-ended data quality measures throughout the rest of the manuscript.

Previous examinations of close-ended data quality in an employee hiring/selection setting (where an applicant is likely to be motivated to provide high quality data) revealed the phenomenon to be as high as five percent (Ehlers, Zajack, Weekley, & Greene-Shortridge, 2009). In another study of employees’ propensity to provide inferior data, Curran, Kotrba, and Denison (2010) found the base-rate to range from 7%-50% depending on the indicator of data quality used. Even in a setting that should engender conscientious survey completion (i.e., organizational surveys) it seems that many participants will provide low quality data, necessitating investigations of the factors that contribute to the inattention to survey item content. Increased survey time-to-completion and increased cognitive load created by using
mobile devices to complete surveys may be two such factors that contribute to decreased data quality for close-ended items.

Previous research demonstrated that using small electronic devices rather than computers to complete reasoning tasks increases the time-to-completion (Illingworth, Morelli, Scott, & Boyd, 2014; Sanchez & Branaghan, 2011). It is possible that these findings would be similar for survey completion on smartphones and tablets. While it is generally accepted that participant interest in a psychological survey decreases the likelihood of inattention to item content, longer instruments likely increase fatigue and cause participant attention to wane, even with highly motivated samples such as employees (Berry et al., 1992; Ehlers et al., 2009; Meade & Craig, 2012; Schwarz, 1999; Tourangeau, Rips, & Rasinski, 2000). Additionally, initial investigations of cross-sectional survey completion have linked increased time-to-completion with greater respondent attrition (Meade & Pappalardo, 2013). Therefore, even if the content of the survey is kept shorter to avoid decreased data quality, the constraints presented by smartphones and tablets, such as smaller screens, may contribute to workload, inattention, and attrition.

The smaller screens of smartphones and tablets compared to computers likely increases cognitive load for survey takers by requiring them to remember information not in their visual field when text is cut off due to screen size. Whereas long term memory is unlimited, working memory is limited (Thorndike et al., 2009). This is fundamental to the four maxims of cognitive load theory: (1) humans have a limited working memory, which can only process a limited number of elements at any given time, (2) individuals have
unlimited long term memory that can be used to overcome deficits in working memory, (3) the mind creates schemas in long term memory that assimilate information in order to reduce the burden on working memory, and (4) the mind then processes this information automatically, as opposed to consciously, further reducing the burden on working memory (Pollock, Chandler, & Sweller, 2002; Thorndike et al., 2009). On smartphones, much of a user’s time is spent scrolling to read textual information clipped due to the size of the screen when on NMO websites (Sanchez & Branaghan, 2011). Previous research demonstrated increased scrolling results in increased cognitive load (MacIsaac, Cole, Cole, McCullough, & Maxka, 2002). This should affect close-ended data quality, as increased cognitive load serves to fatigue survey takers. Owing to the effect of the device itself on survey time-to-completion and participant cognitive load, survey takers may be more likely to provide lower quality data. In light of the possible increase in survey time-to-completion and cognitive load of survey takers, I propose the following hypotheses:

**Hypothesis 1:** Smartphones (H1a) will affect time-to-completion such that those who complete a survey on a smartphone will take longer, followed by those completing a survey on a tablet (H1b), while those completing a survey on a computer are expected to take the least amount of time to complete a survey.

**Hypothesis 2:** Smartphones (H2a) will affect attrition such that those who complete a survey on a smartphone will demonstrate the most attrition,
followed by those completing a survey on a tablet ($H2b$), while those completing a survey on a computer are expected to attrit the least.

**Hypothesis 3:** Smartphones ($H3a$) will decrease close-ended data quality such that those who complete a survey on a smartphone will exhibit the lowest quality data, followed by those completing a survey on a tablet ($H3b$), while those completing a survey on a computer are expected to provide the highest quality data.

**Hypothesis 4:** There will be an interaction between mobile device and presence of mobile-optimization, such that the degree to which smartphones ($H4a$) and tablets ($H4b$) decrease close-ended data quality depends on presence or absence of mobile-optimization.

For the hypotheses above, inattention to survey content will be tested across several different indices of closed-ended data quality, as decreases in the quality of closed-ended item data can manifest in several distinct ways.

**Open-ended comments.** The move to Internet surveys renewed interest in open-ended comments (i.e., questions with no pre-determined response options), which are now generally included on organizational surveys (Kraut, 2006; Poncheri, Lindberg, Thompson, & Surface, 2007). The quality of open-ended comments can be critical to a survey effort as managers and key organizational decision makers often pay particular attention to open-ended responses, especially in instances where open- and close-ended questions differ in
results (Poncheri et al., 2007). The increased use of mobile devices for survey completion however may have implications for the collection of open-ended responses.

For open-ended comments, the quality of data may be determined in part by the length of response (Denscombe, 2007; Hardre et al., 2012; Mehta & Sivadas, 1995). Longer responses are often more refined, containing more vivid descriptions, rich with information (Hardre et al., 2012). For employees, it is hypothesized that the renewed interest in open-ended responses has been tolerated by respondents because often-times individuals type faster than they write (Thompson et al., 2003). Indeed, the assertion that employees may not mind open-ended comments for Internet surveys is supported by the increase in length of open-ended comments on online surveys compared to paper-and-pencil alternatives (Kraut, 2006). However, smartphones and tablets may make open-ended comments cumbersome. The difficulty of input is apparent when comparing speed; smartphone users’ typical input speed is approximately 20 words per minute, compared to 60 words per minute on the computer (Bao, Pierce, Whittaker, & Zhai, 2011). If Thompson and colleagues (2003) are correct about survey respondents accepting open-ended comments because of ease of entry on a computer, the move to smartphones and tablets while continuing to include open-ended questions on surveys may negatively affect quality of employee open-ended comments.

Accordingly I propose the following hypothesis:

**Hypothesis 5:** Smartphones (H5a) will affect length of open-ended comments such that those who complete a survey on a smartphone will have shorter open-ended comments, followed by those completing a survey on a tablet.
(H5b), while those completing a survey on a computer are expected to have the longest open-ended comments.

In addition, open-ended comments can lead to skipped items, also referred to as item nonresponse. Past examinations of open-ended responses versus closed-ended responses revealed more item nonresponse for open-ended questions (Reja, Manfreda, Hlebec, & Vehovar, 2003). This is hypothesized to occur because of the increased burden of providing open-ended written comments (Reja et al., 2003). As mentioned above, smartphones and tablets generally make open-ended responses more cumbersome because of the technical limitations of the devices. Accordingly, I propose the following hypothesis:

_Hypothesis 6:_ Smartphones (H6a) will affect nonresponse to open-ended items such that those who complete a survey on a smartphone will skip the greatest number of open-ended questions, followed by those completing the survey on a tablet (H6b), while those completing the survey on a computer are expected to skip the fewest open-ended questions.

**Satisfaction with Mobile Surveys**

In addition to data quality, considering participant reactions to organizational survey efforts is important (Hardre et al., 2012; Thompson & Surface, 2009). Satisfaction is meaningful to contemplate as Thompson and Surface (2007) suggested that employees’ like or dislike with a particular survey medium (e.g., mobile device or computer) could influence response behavior, such as attrition before completely filling out the instrument, on an organizational survey if respondents have a negative affective reaction to the instrument.
Given the importance of reactions to a survey, there is a need to consider how device may influence user acceptance of a survey initiative (Thompson et al., 2003). Currently no data exist for researchers or practitioners to answer the question of whether employees are more satisfied taking surveys on their computer or a mobile device.

The visual presentation of survey items has been shown to influence the affective impression of a user (Cho, Park, Han, & Kang, 2011). As noted above, NMO- and MO-websites offer different visual mobile user experiences. Survey items on NMO-websites require participants to scroll left and right to view item content cutoff by the smaller screen (Gallizzi, 2013). This is perceived to be a poor user experience, which could affect survey respondents’ satisfaction. MO-websites, on the other hand, are intentionally designed to be viewed on a smartphone or tablet, with streamlined navigation to decrease scrolling and zooming (Gallizzi, 2013).

Counteracting the potential negative effects caused by characteristics of mobile devices, the convenience of using a smartphone or tablet may alleviate concerns or increase approval. For instance, members of an organization’s mobile workforce may prefer the option of easy access to organizational surveys while away from the workplace. For this segment of an organization’s workforce, a smartphone or tablet is more likely to have Internet access than a computer, permitting people to take a survey without the added effort of finding an Internet access point when away from office connectivity. It is therefore possible that the ability to immediately respond to a survey when a link is emailed, rather than waiting until access to a connected computer is available, may increase the acceptance
of surveys taken on a smartphone or tablet. In 2001, Church posed the following question about paper-and-pencil vs. computer surveys, “Given the choice which method of response do employees prefer?” (p. 938). Following this line of inquiry, I propose the following research questions:

*Research Question 1*: Which survey device (i.e., smartphone, tablet, or computer) promotes the greatest satisfaction with the survey?

*Research Question 2*: Does level of mobile optimization (i.e., NMO vs. MO) affect survey taker satisfaction for mobile device users?

**Method**

**Participants**

Participants (N = 292) were U.S.-based adults utilizing Amazon’s Mechanical Turk (MTurk) crowdsourcing website. MTurk is an online marketplace that connects requesters (e.g., researchers) with individuals willing to do tasks unable to be completed by a computer, such as those requiring human intelligence. Previous investigations found MTurk users to be more demographically diverse than university subject pools and produce data that met or exceeded the psychometric standards of published research (Buhrmester, Kwang, & Gosling, 2011). Moreover, peer-reviewed research not specifically investigating the efficacy of MTurk and instead examining psychological and organizational research questions has started to appear in the literature (e.g., Giacopelli, Simpson, Dalal, Randolph, & Holland, 2013; Stoughton, Thompson, & Meade, 2013). For a more detailed explanation of using MTurk in psychological research see Barger, Behrend, Sharek, and Sinar (2011) and
Behrend, Sharek, Meade, and Wiebe (2011). The mean age of the sample was 30.42 years ($SD = 11.53$). With respect to ethnicity, 76% of the sample was Caucasian, 9% was African American, 6% was Asian American, and approximately 9% reported another ethnicity. The sample was nearly split with respect to gender; 51% female, 49% male. To qualify for this study, participants were required to have a computer, a smartphone, and a tablet and work 30 or more hours a week (see Table 1 for participant occupations). Participants were paid U.S. $0.50 for their participation in the human intelligence task (HIT), outlined below. The level of compensation was comparable to the median pay rate for research studies requiring a similar time and resource commitment.

**Design**

This study used a between-groups design with random assignment to conditions. There were two independent variables of interest: (1) survey device and (2) website optimization. However, these two variables could not be fully-crossed as survey takers utilizing a computer cannot experience a NMO website. Thus, participants were randomly assigned to one of five conditions: (1) smartphone-NMO, (2) smartphone-MO, (3) tablet-NMO, (4) tablet-MO, and (5) computer. As smartphones continue to grow larger, the distinction between smartphone and tablet becomes blurred. In general, tablets range from 7- to 13-inches (Radar, 2013); this rule of thumb was used to classify devices into the appropriate condition, with devices below 7 inches categorized as smartphones and devices above 7 inches categorized as tablets. There were two dependent variables of interest: (1)
data quality and (2) satisfaction with the survey. Data quality was examined with respect to both closed- and open-ended items, and was assessed in a variety of ways, described below.

**Procedure**

An advertisement was created on MTurk that contained a brief description of the study and a link to an informed consent form. The description indicated that the study entailed completing an employee opinion survey, and that in order to qualify for the study participants must own a smartphone, tablet, and a computer and work 30 or more hours each week. Additionally, the informed consent explained to participants that their payment was contingent on completing the questionnaire on the appropriate device. After checking a box to electronically transmit their informed consent, participants were asked to complete a survey. Participants were randomly assigned to one of the five possible conditions via a JavaScript application embedded in the online study materials. At this point, participants followed a link to their appropriate survey, which may have required them to change devices to complete the questionnaire if they initiated the study on a computer and were assigned to a mobile condition or vice versa. Participants were prompted, “Please navigate to [survey link] on your [device type] to complete the survey. I remind you that you must complete the survey on your [device type] to receive payment.” Additionally, steps were taken to ensure that the switch from computer to mobile device was made for survey completion. An item was embedded in the survey content that limited survey completion to a specific device type, mobile or computer based on the condition assigned.
Mobile-optimization was prevented for the NMO conditions by utilizing an iframe. An iframe is an inline frame used to embed another document (i.e., the survey) in another website, in this case one that does not permit mobile-optimization. Most survey software does not permit the option to “turn-off” mobile-optimization when the capability exists. Because the study required mobile-optimization for two of the conditions, the use of an iframe in a website that did not permit mobile-optimization allowed the same survey software (i.e., Qualtrics) to be employed across all study conditions increasing the standardization between conditions. See Figure 1 for an example of NMO vs. MO survey presentation. The survey was five pages in length with 20 close-ended items per page, the response scale presented at the top of the page, prompt and radio buttons presented in matrix format, and one open-ended question at the end of each page. All of these questions permitted skipping. Participants were asked to imagine they were responding to the survey for the organization they work 30 or more hours at each week. After the questionnaire was completed, participants filled out the outcome variables of interest (i.e., a survey satisfaction instrument) and manipulation check items. Participants were then debriefed. See Figure 2 for the flow of respondents through the survey.

**Measures**

**Employee Opinion Survey** (100 items). Table 2 summarizes the measures used to simulate the employee opinion survey. The items administered on the employee opinion survey were chosen to represent the types of questions commonly used across a number of roles and industries. Moreover, the breadth of content is reflective of many yearly
organization “engagement” or “opinion” survey initiatives (Kraut, 2006; Thompson & Surface, 2009).

**Manipulations Checks.** There were two manipulations that required assessment: mobile-optimization and survey device. Accordingly, two different types of checks were devised to ensure that participants had the intended experience on the right device.

**MO Manipulation Checks** (5 items, $\alpha = 0.80$). The mobile optimization manipulation was assessed with five items utilizing a five point Likert-scale, with responses ranging from 1 (*never*) to 5 (*always*). An example item is, “Did you enlarge the text (zoom in) at any point to better read or answer questions?”

**Survey Device Check** (2 items). One item was administered to assess the survey device utilized by the mobile condition participants. Participants selected the device they were using from a list of options. Sales data from 2013 were utilized to populate the survey device list prior to administering the survey. Additionally, an “other” category was included to account for devices that may not have been on the list as it was not intended to be exhaustive, but instead to pick out the “most likely” utilized devices for ease of coding. As mentioned above, an item was also embedded in the survey content of the mobile conditions to exclude all but mobile devices from taking the survey and vice versa for the computer condition, while returning both operating system and screen resolution with each respondent’s data. As such, only mobile users were able to take the mobile survey conditions and computer users the computer condition.

**Dependent Variables.**
**Time-to-completion.** Time-to-completion was measured using an embedded marker in the survey content. This was collected by the survey software; survey participants were not required to make an entry for start and end times. Time was measured continuously in seconds and converted to minutes for ease of interpretation.

**Attrition.** Survey completion was collected by the survey software; attrition was coded a 0 for those that did not complete the survey and a 1 for those who completed the survey.

**Close-Ended Indices of Data Quality.** There are three types of post hoc methods for identifying lower quality close-ended item data: consistency indices, outlier indices, and study response time (Meade & Craig, 2012). Consistency indices refer to methods of identifying decreased data quality by matching similar items together, based on either the underlying construct or historical correlation, and examining whether there is a lack of consistent responding. Outlier indices look at a series of responses and the relative distances for these items to identify outliers. Finally, study response time often identifies a time threshold for low data quality, such that those respondents who take less time than the threshold are identified as producing decreased quality data.

Examining the relative merits of the different close-ended item data quality indicators, Meade and Craig (2012) made a number of practical recommendations. For cases in which robust correlations are of interest (e.g., employment surveys), they recommend using instructed response items (e.g., “Respond with ‘strongly agree’ for this item.”) and three post hoc data quality indices: the Even-Odd Consistency Index (Jackson, 1976), the
Maximum LongString Index (Johnson, 2005), and the Mahalanobis D (Mahalanobis, 1936). In line with the recommendations of Meade and Craig (2012), each of these indices was utilized to investigate data quality in the current study and scored so that higher values represented decreased levels of data quality.

*Instructed Response Items (5 items).* On each of the five pages of the survey, a single item was included to assess participant response attention. These quality check items, recommended by Meade and Craig (2012) (e.g., “Respond with ‘strongly agree’ for this item.”), were used as a continuous measure of respondent carelessness. Items were scored 0 for a correct response and 1 for an incorrect response summed across the five items, thus scores ranged from 0 to 5 such that those exhibiting lower quality data to the items had a higher score.

*Even-Odd Consistency Index.* The Even-Odd Consistency Index is a consistency indicator of closed-ended data quality predicated on the idea that items from the same scale should correlate with each other for a particular individual (Huang, Curran, Keeney, Poposki, & DeShon, 2011). Huang and colleagues (2011) identified Even-Odd Consistency as one of the more discriminating indices of data quality, with the power to identify inattention in survey research while refraining from misspecifying normal patterns of response. Even-Odd Consistency was computed by dividing the items from all of the scales on the employee opinion survey into two groups based on the order in which the items appeared, even and odd (Jackson, 1976). Subscale scores were computed for each grouping of items (i.e., 14) based on the average value of each response for the group of items. A within person correlation
was then calculated for the matching even and odd subscale scores to generate the final value for the Even-Odd Consistency Index. The item groups were corrected for length using the Spearman-Brown formula, as recommended by Jackson (1976). Lower individual internal consistencies are indicative of lower data quality. For ease of interpretation these values were transposed after scoring; accordingly, for all indicators of closed-ended data quality higher values equate with lower quality response.

**Maximum LongString Index.** The Maximum LongString Index is a consistency index for close-ended data quality referring to the consecutive string of a particular response option for any given survey page (e.g., “strongly agree”). Costa and McCrae (2008) recommend LongString calculations for detecting low quality data, citing that none of their compliant study participants demonstrated particularly long strings of continuous responses for a particular response option. A response set consisting of the same response option for a given survey page is unlikely, especially given reverse worded options (Johnson, 2005). The Maximum LongString was computed for each survey page using a Microsoft Excel array formula. An array formula can return multiple calculations on one or more of the items in an array, in this case values in a row of participant data. Like Meade and Craig (2012), I only investigated the longest single string of response options; accordingly, the array calculated the longest string for all survey pages, and then returned the greatest value from the five pages. Again, higher scores are more likely to represent low quality data (Johnson, 2005).

**Mahalanobis D.** Mahalanobis distance, or Mahalanobis D, is an outlier index for identifying decreased data quality. Mahalanobis distance is a multivariate vector of a
respondent’s item response distances from the vector of response means (Meade & Craig, 2012). Ehlers et al. (2009) found Mahalanobis D to be an effective index for identifying inattentive responding to a job application, a setting where participants are likely highly motivated to respond attentively. Mahalanobis distance measures were calculated for all study scales. Following the procedures of Meade and Craig (2012), separate distance measures were calculated for each scale and averaged into a single Mahalanobis distance value to reduce the computational burden of using the raw, item-level data across all items. Higher values for Mahalanobis D indicate decreased levels of data quality.

**Open-ended Comment Data Quality.** Open-ended item comment quality was measured two ways. First, length of open-ended comments completed was measured using a word-count software option to determine the total number of words generated across all open-ended items. Additionally, open-ended item comment completion was recorded, where number of open-ended comments skipped was scored continuously with scores ranging from 0 to 5; higher scores were indicative of more items skipped.

**Survey Satisfaction** (7 items, $\alpha = 0.93$). Respondent satisfaction with the survey device and format were assessed using items adapted from Thompson and colleagues (2003). Items were presented using a Likert-type scale, with responses ranging from 1 (*strongly disagree*) to 5 (*strongly agree*). An example item is, “This online format is a useful way to complete organizational surveys.”
Results

Background Analysis

Prior to data collection, an a priori power analysis was conducted using G*Power 3 (Faul, Erdfelder, Lang, & Buchner, 2007). The results suggested that for analyses utilizing an $F$ statistic with five conditions, a minimum sample size of $N = 200$ was needed to produce sufficient statistical power at a value of $0.80$ for $\alpha = .05$ to detect a medium effect size of $0.25$ (see Cohen, 1988). Thus, the final sample size of $N = 292$ was deemed adequate to detect a medium or large effect. Though similar, sample sizes were not identical across conditions due to small differences in response rates and the number of eligible participants per condition. As noted earlier, participants were randomly assigned to condition via a JavaScript application embedded in the online study materials. The application was set so that each condition had the same statistical likelihood of having a participant assigned. At the time data collection was terminated, the number of participants assigned to each condition was slightly uneven due to random chance (see Figure 2).

Table 3 provides descriptive means, standard deviations, and correlations among the study variables. Next, experimental manipulations were checked. The data were inspected to ensure respondents accessed the survey on the appropriate device and removed where appropriate. Figure 2 demonstrates the efficacy of the embedded item that limited a large number of noncompliant respondents to the appropriate device. Subsequently, the data were examined to determine the extent to which participants perceived the mobile-optimization. A 2 (optimized/non-optimized) × 2 (smartphone/tablet) Analysis of Variance (ANOVA)
conducted on the mobile-optimization manipulation check items across the four mobile conditions was significant, $F(3, 180) = 12.91, p = .001, \eta^2 = 0.18$. As expected, there was a main effect for mobile optimization, $F(1, 180) = 10.87, p = .001, \eta^2 = 0.05$. Survey respondents on smartphones ($d = 1.06$) and tablets ($d = 0.25$) perceived differences between conditions such that those in NMO-conditions had to zoom, scroll, turn to view landscape, etcetera more than those in MO-conditions. Table 4 shows mean responses per condition for the mobile optimization manipulation items.

**Hypothesis Tests**

Table 4 provides the means and standard deviations per condition for the eight primary outcome variables of interest. For directional hypotheses, one-tailed tests are appropriate and are indicated where applicable in table or text. $H1a$ and $H1b$ predicted that mobile devices would affect time-to-completion on online surveys. The initial test of this hypothesis required a one-way ANOVA comparing the five conditions (collapsed across optimization) with respect to time-to-completion on the survey. The overall ANOVA was significant (see Table 5). Planned comparisons indicated survey respondents on mobile devices took significantly longer than computers, however respondents on smartphones did not take significantly longer than those on tablets. Taken together these findings provide partial support for hypothesis 1 in that mobile devices increase time-to-completion on surveys, but the effect does not increase in magnitude based on the screen size of the device; see Table 5 for means by device utilized.
Hypothesis 2 predicted smartphones ($H2a$) would affect attrition such that those completing a survey on a smartphone would demonstrate the most attrition, followed by those completing the survey on a tablet ($H2b$), while those completing the survey on a computer were expected to attrit the least. The results of a one-way ANOVA comparing the five conditions (collapsed across optimization) with respect to attrition on the survey were significant (see Table 5). Planned comparisons indicated that survey takers utilizing mobile devices did not attrit significantly more than those on a computer, but the comparisons did demonstrate survey participants on smartphones attrit more than those on tablets; Table 5 provides attrition percentages by device. Taken together these findings provide partial support for hypothesis 2 in that smartphones demonstrate increased attrition over tablets and computers ($H2a$), however tablets did not demonstrate more attrition than computers ($H2b$).

To test $H3a$ and $H3b$, that mobile devices would decrease data quality compared to computers for online surveys, a multivariate analysis of variance (MANOVA) was utilized. The results of the MANOVA revealed no multivariate differences in respondent carelessness by device, Wilk’s $\lambda = 0.96, F(8, 486) = 1.31, p = 0.236, \eta^2_{\text{partial}} = 0.02$. Therefore, hypothesis 3a and 3b were not supported.

Hypothesis 4 stated there would be an interaction between mobile device and level of mobile-optimization, such that the degree to which smartphones ($H4a$) and tablets ($H4b$) affect data quality depends on level of mobile-optimization and was tested via MANOVA. The MANOVA results revealed a significant multivariate difference between the conditions and quality of survey respondent data, Wilk’s $\lambda = 0.79, F(12, 463.30) = 3.60, p < 0.001$,
\( \eta^2_{\text{partial}} = 0.08 \). Four univariate ANOVAs and discriminant function analyses (see Table 6) were conducted to investigate the nature of these differences. Results revealed significant univariate differences for the *Instructed Response* indicators; the Tukey Post Hoc tests revealed significant differences within device conditions for smartphones, but not in the expected direction. Thus, hypothesis 4a and 4b were also not supported. See Table 7 for correlations among data quality indices.

Hypothesis 5 predicted that smartphones (*H5a*) and tablets (*H5b*) would decrease the length of open-ended comments by survey takers versus those on a computer. Because hypothesis 6 investigates skipped items only completed comments were analyzed. A one-way ANOVA comparing all conditions (collapsed across mobile devices) was not significant (see Table 5). Planned comparisons indicated that survey takers utilizing mobile devices did not write significantly less those on a computer and survey participants on smartphones did not write significantly less than those on tablets. These findings do not provide support for *H5a* or *H5b*.

Hypothesis 6 predicted that smartphones (*H6a*) and tablets (*H6b*) would affect open-ended responses such that the use of mobile devices for survey completion would decrease completion of open-ended questions. A one-way ANOVA was not significant. Planned comparisons indicated that survey takers utilizing mobile devices did not skip significantly more open-ended comments than computer users. Additionally, participants on smartphones did not skip significantly more comments than those on tablets. Therefore, *H6a* and *H6b* were not supported.
In order to address research question 1 [Which survey device (i.e., smartphone, tablet, or computer) promotes the greatest satisfaction with the survey?], a one-way ANOVA was conducted comparing the five conditions for satisfaction with the survey $F(4, 172.67) = 8.41$, $p = .000$, $\eta^2 = 0.13$. Tukey post hoc tests revealed that the mean score for the smartphone-NMO ($M = 3.10$, $SD = 1.15$) and smartphone-MO ($M = 3.39$, $SD = 1.02$) conditions were significantly lower than the score for both the tablet-MO ($M = 4.11$, $SD = 0.86$, $d = -0.99$, $d = -0.76$) and computer ($M = 4.09$, $SD = 0.68$, $d = -1.05$, $d = -0.81$) conditions.

In order to address research question 2, whether level of mobile optimization (i.e., NMO vs. MO) affects survey taker satisfaction for mobile device users, a 2 (optimized/non-optimized) x 2 (smartphone/tablet) ANOVA was conducted revealing a significant main effect for level of optimization on the amount of satisfaction with the survey, $F(1, 180) = 6.74$, $p = .010$, $\eta^2 = 0.03$. Participants taking a non-optimized survey ($M = 3.33$, $SD = 1.31$) experienced significantly less satisfaction than those taking an optimized survey ($M = 3.70$, $SD = 1.01$, $d = -0.32$). Consistent with results of research question 1, there was a main effect for the survey device used on level of survey satisfaction, $F(1, 180) = 11.84$, $p = .001$, $\eta^2 = 0.06$. Smartphone users ($M = 3.27$, $SD = 1.08$) experienced significantly less satisfaction than participants taking the survey on a tablet ($M = 3.82$, $SD = 1.21$, $d = -0.48$). The interaction between survey device used and optimization was not significant, $F(1, 180) = 0.71$, $p = 0.113$, $\eta^2 = 0.00$, indicating the degree to which non-mobile-optimization reduced survey satisfaction did not vary across device conditions.
Discussion

This investigation provides an initial examination of the effects of smartphones and tablets on survey data quality and respondent satisfaction, providing a useful step forward to answering questions about organizational opinions untethered by empirically demonstrating the effect of smartphone and tablet use for current organizational surveys initiatives. Results indicated survey respondents utilizing smartphones and tablets did not produce data of significantly lower quality for closed-ended items or open-end comments, although respondents on smartphones and tablets took significantly longer to complete the survey, with the former demonstrating a greater rate of attrition than any other survey respondent group. While the ease of access to survey content permitted by smartphones and tablets was thought to potentially mitigate the inherent limitations of the devices with respect to respondent reactions, results indicated that respondents completing the survey on a smartphone were significantly less satisfied with the survey modality compared with tablet and computer respondents. Finally, the level of mobile-optimization was found to increase satisfaction with the survey format for mobile device respondents on both device types. Taken together, the results of this investigation provide useful information for researchers and practitioners deploying surveys for organizational analysis.

Study Limitations and Future Research

While this study makes a notable contribution to the extant literature, it has several limitations that should be acknowledged. First, the requirement of owning a smartphone, tablet, and computer for survey participation could be perceived to limit the generalizability
of the study and represent a uniquely tech savvy population. However, as of 2013, 30% of smartphone owners also owned a tablet, a percentage that reflects how generalizable the sample was even when requiring a multitude of devices to be owned (Fingas, 2014). Additionally, the requirement of owning all three devices facilitated random assignment to condition and thus allowed the study to truly test cause and effect for mobile devices and outcomes of interest. Studies initially examining employment testing on mobile devices (e.g., Illingworth et al., 2014) state that the decision of survey respondents to take an assessment on a smartphone or tablet may stem from the unfounded perception that their ability to appropriately respond to the content presented is as great as on a computer without acknowledging the technical limitations (i.e., screen size, virtual keyboard, etc.) of the mobile devices. Thus, this study provided a true test of respondent response quality and affective reaction across devices by experimentally manipulating survey modality.

The nature of the survey and the context under which it was conducted may also serve as boundary conditions. The survey was relatively short in nature ($M = 14.42$ minutes, $SD = 7.68$ minutes) when compared to other research studies on survey data quality (e.g., Meade & Craig, 2012; Meade & Pappalardo, 2013) where longer surveys are utilized to induce variance in the sample by creating conditions conducive to lowering data quality. However, in an effort to increase the face-validity of the study, the survey was kept to a length more closely resembling organizational survey efforts. Additionally, the use of Mechanical Turk and the payment received by study participants may have served to increase participant diligence and attentiveness on the survey task. Individuals participating in an
employee opinion survey though have a vested interest in informing their organization with respect to the issues at hand. Thus, the interest and conscientiousness of survey participants is likely to extend to individuals engaged in organizational survey initiatives.

Additionally, the added effort required to utilize the device prescribed by the study randomization may have attenuated the correlations between the survey device utilized and data quality indicators. As stated in the method, individuals that initiated the survey on a computer could have been required to switch to a mobile device after reading the informed consent if assigned to a mobile condition and vice versa for mobile device users assigned to a computer condition (see Figure 2). The additional effort to switch devices after starting on one may have led to a particularly diligent sample that attended to close-ended items and open-ended questions on the survey to a greater extent than those choosing not to continue when required to switch to a different device. Thus, what remains to be seen is the magnitude of the effect of mobile device use when participants self-select device type.

The study was a first step in exploring how mobile devices are changing organizational survey efforts. Future research should investigate whether these findings generalize to both older and younger generations. Younger generations may be more apt to take surveys in areas filled with distractions. First, they are cited as more likely to multi-task (e.g., Carrier, Cheever, Rosen, Benitez, & Chang, 2009), which can include: listening to music, watching television, or playing online games while engaging in another activity. While every attempt may be made to attend to the task at hand, involuntary shifts of attention are indeed possible (Cowan, 1988). In addition, the portability of smartphones and tablets
creates a situation where the barriers to completing a survey in a less than desirable location are removed. Future researchers should examine the effect of smartphones and tablets on where surveys are taken and the implications this has on attention and data quality.

Related to the physical context in which the survey is filled out are respondent perceptions of anonymity. Web-based surveys are considered among the more private modes of survey administration (Couper, 2011). This tends to engender higher perceptions of anonymity in participants (Whelan, 2008). Unlike computers, which are perceived as less private in public, mobile phones engender a sense of privacy with researchers previously describing smartphone use with a “bubble” of private space (Lee & Rethemeyer, 2012; Puro, 2002). Future research should investigate participant perceptions of privacy and anonymity on different devices to help identify conditions that induce survey respondent candor especially when sensitive organizational information is at issue.

The literature on data quality indicates that cognitive load is one of the likely mechanisms affecting survey outcome variables of interest. As noted above, researchers demonstrated increased cognitive load results in survey respondent carelessness and attrition (MacIsaac et al., 2002; Sanchez & Branaghan, 2011). However, the current investigation did not directly measure cognitive load and thus could not link survey device utilized to increases in load. Future researchers would benefit from the direct linking of survey device and increases in load in order to more fully understand the nature of the relationships among the variables of interest.
Moreover, MO-manipulation check items in the current study confirmed that survey respondents utilizing mobile devices zoomed and scrolled more than computer respondents, which has been hypothesized to increase cognitive load (Sanchez & Branaghan, 2011). Researchers suggest presenting information in pieces as opposed to all at once to limit the effect of scrolling, which can be accomplished in surveys by limiting the number of items presented per page (Pollock et al., 2002). However, at times this is taken to the extreme and only one item is presented per page for mobile respondents. Each page change therefore represents a state change taxing users’ cognitive systems, where mobile respondents are forced to assimilate complex information across multiple pages. Previous research showed the perception of continuity (i.e., gradual state changes) helped to reduce cognitive load (Joshi & Avasthi, 2007). Future research should further examine best practices with respect to item presentation for mobile surveys beyond the MO findings in the present investigation.

**Theoretical and Practical Implications**

The study was the first known investigation of smartphones’ and tablets’ effects on organizational survey efforts. Integrating survey, cognitive load, and mobile communication literature to create a framework for the evaluation of survey respondent data quality to new survey modalities. The current effort serves as a useful contribution to researchers’ understanding of the both data quality and satisfaction with different survey modalities for survey respondents utilizing mobile devices.

The significant results with respect to attrition for smartphones is particularly interesting as it creates a unique situation where the actual time-to-completion for
smartphones may be underestimated. That is, individuals on smartphones who took the longest were likely to have been the individuals who attrited; thus, the relationship between smartphones and time-to-completion is possibly attenuated. The likelihood of this supposition is bolstered by the survey satisfaction results. Survey respondents utilizing smartphones rated the experience most poorly, which Thompson and Surface (2007) identified as a likely contributor to nonresponse for cross-sectional survey research. When attrition is occurring due to device type, the possibility exists that the nature of the relationships between the outcomes of interest (e.g., closed-ended data quality) is not accurate, that is to say nonresponse bias may be at play. Thus, it is likely that the magnitude of the effects remain to be seen.

Additionally, the effects of device differences, specifically attrition and the suboptimal experience reported by smartphone users, could have far reaching implications when additional factors such as the socioeconomic status of the respondents are considered. Individuals in lower socioeconomic groups are more likely than higher income, more highly educated individuals to use their smartphone as their primary point of access to the Internet (Madden, Lenhart, Duggan, Cortesi, & Gasser, 2013). As such, differences by device (e.g., survey attrition) could manifest in nonresponse bias for the lower socioeconomic groups of an organization’s workforce. For example, line workers in a manufacturing organization may be more likely to take an organizational survey on their smartphone. Accommodations could be made for these workers, such as kiosks to complete a survey, however anonymity concerns may prevent would-be respondents from utilizing such survey adjustments.
(Whelan, 2008). Therefore, even if efforts are made to combat nonresponse bias for certain groups, the possibility of bias is very real. The implications of smartphone deficits for disparate groups within organizations cannot be understated, according to the Bureau of Labor Statistics (2014) the manufacturing industry represents one in six jobs in the US with nearly 12 million Americans employed directly in manufacturing, a number that demonstrates the far reaching implication of the current example.

Furthermore, the results and demographics characteristics of smartphone users suggest that the aforementioned digital divide has not been bridged; rather, it has transformed and may be subtler and less apparent than it once was. Smartphone users do not have the same Internet experience as tablet or computer users and thus in some ways are still “those who have not” with respect to Internet access, disadvantaged by their suboptimal user experience. Smartphone users’ satisfaction with the survey and mobile-optimization may generalize to similar settings (e.g., high stakes employment testing) if not beyond. What remains unknown is the degree to which this study’s findings extend to other situations where individuals may be apt to utilize a smartphone in lieu of a tablet or computer.

The results also indicate that mobile versus non-mobile is not the appropriate distinction to be made. Instead researchers should more appropriately conceptualize differences by device group and examine differences accordingly (see Illingworth et al., 2014 for an additional discussion of device level analysis). The extent to which previous studies conceptualized as devices into mobile and non-mobile (e.g., Arthur, Doverspike, Muñoz, Taylor, & Carr, 2014) and not by specific device (i.e., smartphone, tablet, and/or computer)
may have inadvertently prevented significant differences from being revealed. Future researchers may benefit from increased specificity of analysis by device type and have justification for categorizing devices in this way.

For practitioners in organizations, this study has very concrete implications. First, organizational stakeholders need to understand whether or not their survey collection software permits mobile devices to access survey content. When organizational systems permit mobile access to surveys several considerations need to be made. Practitioners should consider the length of the survey request. Knowing that smartphone users will take longer to complete the survey, organizational researchers should keep survey lengths to a minimum in order to facilitate increased attention to the items at hand to and ensure that participant attention does not wane throughout the duration of the survey. Shorter surveys should also help to prevent smartphone respondent attrition before the survey is completed, helping to produce more useable data for evaluation.

Next, organizational researchers need to be aware that they cannot make distinctions between smartphones and tablets with their survey software. Android devices do not distinguish between smartphone and tablet when reporting their operating system to websites or survey software, so practitioners cannot limit the decision to “go mobile” exclusively to tablets. Moreover, Android tablets and smartphones occupy a market share of greater than 50%, so a decision by organizational researchers to include or exclude mobile devices from accessing organizational systems mean this limitation of Android devices affects more than half of all possible mobile respondents (Rivera & van der Meulen, 2014; Whitney, 2014).
Effectively this means practitioners cannot make decisions about smartphones and tablets in a vacuum, considerations of the possible effects of each device must be contemplated when deciding whether to allow the use of mobile devices for employee surveys.

Finally, practitioners would do best to ensure the highest level of mobile-optimization possible is delivered to survey respondents when mobile access to survey content is permitted. Mobile optimization increased satisfaction with the survey format for both survey modalities (i.e., smartphones and tablets). As mentioned previously, increased satisfaction with a particular survey format helps to ensure the overall success of the organizational survey initiative.
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Table 1

<table>
<thead>
<tr>
<th>Occupation</th>
<th>SP-NMO (N = 56)</th>
<th>SP-MO (N = 67)</th>
<th>T-NMO (N = 50)</th>
<th>T-MO (N = 44)</th>
<th>Computer (N = 75)</th>
<th>Total %*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Computer and mathematical</td>
<td>7</td>
<td>8</td>
<td>11</td>
<td>4</td>
<td>8</td>
<td>13.0</td>
</tr>
<tr>
<td>Sales and related</td>
<td>6</td>
<td>9</td>
<td>4</td>
<td>4</td>
<td>9</td>
<td>11.0</td>
</tr>
<tr>
<td>Office and administrative support</td>
<td>6</td>
<td>6</td>
<td>3</td>
<td>4</td>
<td>11</td>
<td>10.3</td>
</tr>
<tr>
<td>Education, training, and library</td>
<td>8</td>
<td>5</td>
<td>4</td>
<td>6</td>
<td>5</td>
<td>9.6</td>
</tr>
<tr>
<td>Business and financial operations</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td>7</td>
<td>8</td>
<td>8.9</td>
</tr>
<tr>
<td>Management</td>
<td>5</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>6</td>
<td>6.5</td>
</tr>
<tr>
<td>Arts, design, entertainment, sports, and media</td>
<td>3</td>
<td>0</td>
<td>3</td>
<td>5</td>
<td>5</td>
<td>5.5</td>
</tr>
<tr>
<td>Production</td>
<td>2</td>
<td>6</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>4.5</td>
</tr>
<tr>
<td>Life, physical, and social science</td>
<td>1</td>
<td>4</td>
<td>5</td>
<td>1</td>
<td>1</td>
<td>4.1</td>
</tr>
<tr>
<td>Health practitioners and technical</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>3</td>
<td>3.8</td>
</tr>
<tr>
<td>Food preparation and serving related</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>3.8</td>
</tr>
<tr>
<td>Community and social services</td>
<td>2</td>
<td>3</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>2.4</td>
</tr>
<tr>
<td>Transportation and material moving</td>
<td>0</td>
<td>3</td>
<td>1</td>
<td>0</td>
<td>3</td>
<td>2.4</td>
</tr>
<tr>
<td>Healthcare support</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1.7</td>
</tr>
<tr>
<td>Protective services</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>1.7</td>
</tr>
<tr>
<td>Legal</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1.4</td>
</tr>
<tr>
<td>Personal care and service</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1.4</td>
</tr>
<tr>
<td>Farming, fishing, and forestry</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1.4</td>
</tr>
<tr>
<td>Architecture and engineering</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>Construction and extraction</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1.0</td>
</tr>
<tr>
<td>Installation, maintenance, and repair</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>1.0</td>
</tr>
<tr>
<td>Military specific</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1.0</td>
</tr>
<tr>
<td>Building grounds cleaning and maintenance</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.7</td>
</tr>
</tbody>
</table>

Note. N = 292, includes participants that attrited, SP = Smartphone, T = Tablet, respondents were asked to select their occupation from the list of O*NET Occupational Taxonomy Standard Occupational Classifications, O*NET was developed under the sponsorship of the U.S. Department of Labor and is the primary source of occupation information in the United States, * total % does not equal 100 due to rounding and 4 participants electing not to disclose occupation
Table 2

Summary of Scales Used for Employee Opinion Survey

<table>
<thead>
<tr>
<th>Scale</th>
<th>No. items</th>
<th>Example Item</th>
<th>Response scale</th>
<th>α</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Perceived Organizational Support</td>
<td>17</td>
<td>“The organization values my contribution to its well-being.”</td>
<td>1 (strongly disagree) to 5 (strongly agree)</td>
<td>0.96</td>
<td>Eisenberger, Huntington, Hutchison, and Sowa (1986)</td>
</tr>
<tr>
<td>2. Job Satisfaction</td>
<td>5</td>
<td>“Generally speaking, I am very satisfied with this job.”</td>
<td>1 (strongly disagree) to 5 (strongly agree)</td>
<td>0.89</td>
<td>Hackman and Oldham (1975)</td>
</tr>
<tr>
<td>3. Turnover Intentions</td>
<td>4</td>
<td>“I am thinking about leaving this organization.”</td>
<td>1 (strongly disagree) to 5 (strongly agree)</td>
<td>0.95</td>
<td>Kelloway, Gottlieb, and Barham (1999)</td>
</tr>
<tr>
<td>4. Person-Organization Fit</td>
<td>30</td>
<td>“This organization encourages and rewards loyalty.”</td>
<td>1 (strongly disagree) to 5 (strongly agree)</td>
<td>0.87</td>
<td>Bretz and Judge (1994)</td>
</tr>
<tr>
<td>5. Intrinsic Work Motivation</td>
<td>6</td>
<td>“My opinion of myself goes up when I do this job well.”</td>
<td>1 (strongly disagree) to 5 (strongly agree)</td>
<td>0.71</td>
<td>Hackman and Oldham (1975)</td>
</tr>
<tr>
<td>6. Organizational Justice</td>
<td>18</td>
<td>“Your supervisor considers your viewpoint.”</td>
<td>1 (strongly disagree) to 5 (strongly agree)</td>
<td>0.95</td>
<td>Moorman (1991)</td>
</tr>
<tr>
<td>7. Pay Fairness</td>
<td>15</td>
<td>“Determining the pay for my job.”</td>
<td>1 (very dissatisfied) to 5 (very satisfied)</td>
<td>0.96</td>
<td>Scarpello and Jones (1996)</td>
</tr>
<tr>
<td>8. Open-ended Comment Questions</td>
<td>5</td>
<td>“Please use the space below to provide additional information or to make comments about your satisfaction with your job that has not been covered to this point.”</td>
<td></td>
<td></td>
<td>Adapted from Harman, Thompson, and Surface (2009)</td>
</tr>
</tbody>
</table>
Table 3

*Descriptive Statistics and Correlations among the Study Variables*

<table>
<thead>
<tr>
<th>Variable</th>
<th>M</th>
<th>SD</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Time-to-completion</td>
<td>14.42</td>
<td>7.68</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. Attrition</td>
<td>14%</td>
<td>0.35</td>
<td>0.19**</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. Instructed Response Items</td>
<td>0.61</td>
<td>0.98</td>
<td>-0.16*</td>
<td>-0.10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. Even-odd Consistency Index</td>
<td>-3.10</td>
<td>21.88</td>
<td>-0.07</td>
<td>-0.04</td>
<td>0.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5. Maximum LongString Index</td>
<td>8.31</td>
<td>4.38</td>
<td>-0.01</td>
<td>0.40**</td>
<td>-0.04</td>
<td>-0.02</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6. Mahalanobis D</td>
<td>14.14</td>
<td>6.85</td>
<td>0.05</td>
<td>0.17**</td>
<td>0.25**</td>
<td>-0.14*</td>
<td>-0.33**</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7. Open-ended Comment Length</td>
<td>13.11</td>
<td>15.87</td>
<td>0.36**</td>
<td>0.05</td>
<td>-0.45</td>
<td>0.01</td>
<td>0.02</td>
<td>-0.13</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8. Open-ended Comment Skips</td>
<td>4.04</td>
<td>1.67</td>
<td>-0.17**</td>
<td>-0.16**</td>
<td>0.02</td>
<td>0.02</td>
<td>0.06</td>
<td>-0.12</td>
<td>-0.28**</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9. Survey Satisfaction</td>
<td>3.68</td>
<td>1.09</td>
<td>-0.02</td>
<td>0.69**</td>
<td>-0.11</td>
<td>-0.03</td>
<td>-0.06</td>
<td>-0.08</td>
<td>0.15</td>
<td>-0.03</td>
<td>(0.94)</td>
</tr>
</tbody>
</table>

\[N = 251, \ *p < .05, \ **p < .01, \ \text{coefficient alpha reliabilities on diagonal, } N = 292 \ \text{for correlations with attrition}\]
Table 4

Criterion Means, Standard Deviations, and 95% Confidence Intervals by Condition

<table>
<thead>
<tr>
<th>Condition</th>
<th>Smartphone-NMO (N = 40)</th>
<th>Smartphone-MO (N = 57)</th>
<th>Tablet-NMO (N = 44)</th>
<th>Tablet-MO (N = 43)</th>
<th>Computer (N = 67)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>M (SD)</td>
<td>CI_L</td>
<td>CI_U</td>
<td>M (SD)</td>
<td>CI_L</td>
</tr>
<tr>
<td>Mobile-optimization Manipulation Check</td>
<td>2.71 (1.09)</td>
<td>2.36</td>
<td>3.06</td>
<td>2.10 (0.54)</td>
<td>1.95</td>
</tr>
<tr>
<td>Time-to-completion</td>
<td>15.83 (8.62)</td>
<td>13.07</td>
<td>18.59</td>
<td>15.28 (8.67)</td>
<td>12.98</td>
</tr>
<tr>
<td>Attrition</td>
<td>29% (0.46)</td>
<td>0.59</td>
<td>0.84</td>
<td>15% (0.36)</td>
<td>0.76</td>
</tr>
<tr>
<td>IR Items</td>
<td>0.32 (0.92)</td>
<td>0.03</td>
<td>0.62</td>
<td>1.11 (0.70)</td>
<td>0.92</td>
</tr>
<tr>
<td>Even-Odd Cons.</td>
<td>-1.79 (7.01)</td>
<td>-4.04</td>
<td>0.45</td>
<td>-3.11 (21.16)</td>
<td>-8.77</td>
</tr>
<tr>
<td>Max LongString</td>
<td>8.03 (4.18)</td>
<td>6.69</td>
<td>9.36</td>
<td>8.11 (4.31)</td>
<td>6.96</td>
</tr>
<tr>
<td>Mahalanobis D</td>
<td>15.06 (6.81)</td>
<td>12.88</td>
<td>17.24</td>
<td>15.11 (7.29)</td>
<td>13.18</td>
</tr>
<tr>
<td>OE Comment Length</td>
<td>8.88 (7.50)</td>
<td>4.35</td>
<td>13.41</td>
<td>14.48 (10.17)</td>
<td>9.43</td>
</tr>
<tr>
<td>OE Comment Skips</td>
<td>4.15 (1.73)</td>
<td>3.60</td>
<td>4.70</td>
<td>4.18 (1.53)</td>
<td>3.77</td>
</tr>
<tr>
<td>Survey Satisfaction</td>
<td>3.10 (1.15)</td>
<td>2.73</td>
<td>3.47</td>
<td>3.39 (1.02)</td>
<td>3.12</td>
</tr>
</tbody>
</table>

Note. N = 251, N = 292 for attrition, N = 94 for open-ended comment length, IR = Instructed Response, Cons. = Consistency, OE = Open-ended
Table 5

*Univariate ANOVA and Planned Comparison Results for Time-to-completion, Attrition, and Open-Ended Comment Quality*

<table>
<thead>
<tr>
<th>Dependent Variable</th>
<th>Smartphone</th>
<th>Tablet</th>
<th>Mobile&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Computer</th>
<th>M (SD)</th>
<th>F</th>
<th>df (between, within)</th>
<th>p</th>
<th>η&lt;sup&gt;2&lt;/sup&gt;</th>
<th>Contrast ds</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Time-to-completion</td>
<td>15.51 (8.61)</td>
<td>14.42 (7.43)</td>
<td>15.00 (8.07)</td>
<td>12.83 (6.28)</td>
<td>2.44</td>
<td>2, 248</td>
<td>0.015</td>
<td>0.02</td>
<td>0.30&lt;sup&gt;†&lt;/sup&gt;</td>
<td>0.14</td>
</tr>
<tr>
<td>2. Attrition</td>
<td>21%</td>
<td>7%</td>
<td>15%</td>
<td>11%</td>
<td>5.15</td>
<td>2, 273&lt;sup&gt;†&lt;/sup&gt;</td>
<td>0.001</td>
<td>0.03</td>
<td>-0.12 -0.41&lt;sup&gt;‡&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>3. OE Comment Length</td>
<td>12.13 (9.43)</td>
<td>10.78 (8.75)</td>
<td>11.42 (9.03)</td>
<td>16.53 (25.16)</td>
<td>1.11</td>
<td>2, 91</td>
<td>0.056</td>
<td>0.02</td>
<td>-0.27 0.15</td>
<td></td>
</tr>
<tr>
<td>4. OE Comment Skips</td>
<td>4.16 (1.60)</td>
<td>3.93 (1.70)</td>
<td>4.05 (1.65)</td>
<td>3.99 (1.72)</td>
<td>0.49</td>
<td>2, 248</td>
<td>0.102 &lt;0.01</td>
<td>0.04</td>
<td>0.14</td>
<td></td>
</tr>
</tbody>
</table>

*Note.* N = 251, N = 292 for attrition analysis, N = 94 for respondents completing open-ended comments, hypotheses are directional thus all p values one-tailed. †df rounded when homogeneity assumption violated and robust test used. ANOVA = Analysis of Variance, OE = Open Ended. <sup>a</sup>Mobile is a combination of both smartphone and tablet conditions. For all planned comparisons mobile compared with computer first (contrast 1), followed by smartphone to tablet (contrast 2). ‡ indicates significant planned comparison
Table 6  
*Univariate Analysis of Variance, Standardized Discriminant Function Coefficients, and Tukey Post Hoc Pairwise Tests for Close-ended Data Quality Indices by Mobile Condition*  

<table>
<thead>
<tr>
<th>Dependent Variable</th>
<th>$F(3, 178)$</th>
<th>$p$</th>
<th>$\eta^2$</th>
<th>SP-NMO</th>
<th>SP-MO</th>
<th>T-NMO</th>
<th>T-MO</th>
<th>Std. Discriminant $f(x)$ Coefficients</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Instructed Response</td>
<td>10.08</td>
<td>0.000</td>
<td>0.10</td>
<td>0.33$^a$</td>
<td>1.07$^{abc}$</td>
<td>0.41$^b$</td>
<td>0.36$^c$</td>
<td>-0.79</td>
</tr>
<tr>
<td>2. Even-Odd Consistency</td>
<td>0.67</td>
<td>0.574</td>
<td>0.01</td>
<td>-1.79</td>
<td>-3.11</td>
<td>-1.18</td>
<td>-7.96</td>
<td>0.43</td>
</tr>
<tr>
<td>3. Maximum LongString</td>
<td>2.09</td>
<td>0.104</td>
<td>0.01</td>
<td>8.03</td>
<td>7.89</td>
<td>9.25</td>
<td>7.04</td>
<td>0.54</td>
</tr>
<tr>
<td>4. Mahalanobis Distance</td>
<td>1.17</td>
<td>0.324</td>
<td>0.00</td>
<td>15.06</td>
<td>15.37</td>
<td>13.90</td>
<td>12.87</td>
<td>0.81</td>
</tr>
</tbody>
</table>

*Note.* $N = 249$, **$p < .01$, SP = Smartphone, T = Tablet, Standardized Discriminant Function Coefficient, Superscripts indicate significant Tukey comparisons.
Table 7

*Correlations among Close-ended Data Quality Indices*

<table>
<thead>
<tr>
<th>Variable</th>
<th>M</th>
<th>SD</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Instructed Response</td>
<td>0.61</td>
<td>0.98</td>
<td>–</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. Even-Odd Consistency</td>
<td>-3.10</td>
<td>21.88</td>
<td>0.01</td>
<td>–</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. Maximum LongString</td>
<td>8.30</td>
<td>4.38</td>
<td>-0.04</td>
<td>-0.02</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>4. Mahalanobis Distance</td>
<td>14.14</td>
<td>6.85</td>
<td>0.25**</td>
<td>-0.14**</td>
<td>-0.33**</td>
<td>–</td>
</tr>
</tbody>
</table>

*N = 251, *p < .05 **p < .01*
Figure 1. Example of differences between survey presentation by level of mobile-optimization.
Figure 2. Flow of participants through each stage of the experiment.
Appendix A.

Proposal Document

Organizational Opinions Untethered: Mobile technologies in survey deployment

The advancement of the organizational and psychological sciences relies on self-report survey data, asking people to rate their perceptions, attitudes, and personality, among other topics. The effort, attention, and affective reactions of employees is critical to the success of organizational survey initiatives, which rely on engaged participants attending to and completing the measures of interest (Meade & Craig, 2012; Rogelberg et al., 2000; Thompson et al., 2003). Over the past decades, surveys have undergone a transformation, evolving from paper-and-pencil formats to emailed hyperlinks and web-hosted solutions that participants can fill out on their own devices, at their convenience (Granello & Wheaton, 2004; Kraut, 2006). The transition to Internet surveys created the opportunity to more easily gather larger samples quickly, lowering the cost of data collection, and easing data entry, while producing a potentially user-friendly experience (Macey, 1996; Naus et al., 2009; Weigold et al., 2013). Moreover, the shift to online surveys has led to an increase in the administration of employee opinion surveys, a common means of gauging employee attitudes and perceptions on a range of issues (Kraut, 2006; Rogelberg et al., 2000; Thompson & Surface, 2009).

Paralleling this shift to online surveys is the growth of smartphone and tablet usage. By 2010, smartphones, defined as “programmable mobile phones with relatively sophisticated sensing capabilities, increasing storage capacity, and built-in networking,”
outpaced shipments of the personal computer (PC) (Goldman, 2011; Raento, Oulasvirta, & Eagle, 2009, p. 427). By early 2012, nearly 90% of the United States population, or 276 million people, used mobile phones (Gahran, 2012). By 2013, market research demonstrated that smartphones were used by 65% of the United States population, up from 18% in 2009 (Fingas, 2014; Roberts, 2012). Additionally, nearly 70% of new phones purchased, are “smart” (Roberts, 2012). Similarly, the use of tablet computers, general-purpose computers contained in a single panel that utilize touch screens for input, is rapidly expanding (PCMag, n.d.). First introduced by Microsoft at an industry tradeshow in late 2000, the tablet computer gained popularity quickly after the introduction of the iPad in 2010 (Ranger, 2013). Early estimates of tablet sales predicted more tablets sold than PCs by 2016 (DisplaySearch, 2012). However, in short time that figure was pushed forward two years and estimates have tablets outselling PCs the second quarter of 2014 (Wilhelm, 2014). Moreover, this is not just an American trend, smartphones and tablets are increasingly making worldwide access to the Internet ubiquitous, helping to bridge the so-called “digital divide,” a theoretical division between “those who have” and “those who do not” with respect to internet access (Chong & de Mendoza, 2012; Joshi & Avasthi, 2007).

The capacity to access the Internet, inherent to both smartphones and tablets, provides employees the opportunity to complete employee opinion surveys via a mobile device. In the case of employee opinion surveys, smartphones and tablets provide an option for the mobile workforce frequently away from the office on travel, or those who do not have the time or resources to complete the survey at work. Mobile devices are often available, providing
ample opportunity to work on a survey from a location of one’s choosing. For example, employees with mobile devices could work on a survey from: an airport, while waiting for an appointment, in a coffee shop, or while watching TV (Perlow, 2012). Mobile devices provide another option for those who would prefer to complete the survey away from the office; for example, those working in public spaces where there is some concern about others seeing their computer screen during survey completion or those who are concerned about the anonymity of kiosks or other measures taken by an organization to promote survey response anonymity (Whelan, 2008).

However, the ability of employees to access opinion surveys via mobile devices is not without potential drawbacks. For instance, using a smartphone or tablet to complete an opinion survey operates in opposition to one of the touted advantages of online instruments, increased consistency of administration. Consistency, with respect to Internet surveys, refers to the delivery of an instrument with identical instructions, precise timing, and uniform item and page presentation for all participants (Tippins et al., 2006). When employees access opinion surveys on their mobile device, organizations forfeit the consistency of administration because of constraints inherent to smartphones and tablets. For instance, smartphones and tablets generally have smaller screens than desktop and laptop computers, causing users to scroll more to read text, such as survey items or instructions (Sanchez & Branaghan, 2011). Smartphones typically display only fifteen lines of thirty to forty characters on the screen compared to a desktop screen with approximately forty lines of one hundred characters (Lee & Rethemeyer, 2012). Additionally, smartphones and tablets
generally include a standard QWERTY keyboard on a small touchscreen or possibly a tactile keyboard with very small buttons placed below the screen (Morgan & Thompson, 2013). Users could connect a mouse or keyboard via the Bluetooth capability of the device in order to remedy some of these deficiencies. However, it is presently not “the norm” for most users to sacrifice the portability and convenience of the device by committing time and resources to connecting an external mouse or keyboard. As such, users often do not have the ability to type with two hands while completing a survey. As a result, mobile devices can be more difficult to use than desktop and laptop computers, making input relatively cumbersome.

As smartphones and tablet computers become the most common means of accessing information on the Internet, examining the effects on organizational survey efforts grows critical (Doverspike et al., 2012; Joshi & Avasthi, 2007; Morelli et al., 2012; Sanchez & Branaghan, 2011). Internet surveys have received considerable attention, with researchers investigating a range of topics: attrition, psychometric properties, and satisfaction, to name just a few (Rogelberg et al., 2003; Stoughton et al., 2011; Thompson & Surface, 2007; respectively). Although the psychological and organizational sciences were quick to recognize the side effects of mobile device Internet capability for job applicants, where online access permits them the ability to take screening/selection tests via smartphones or tablets (e.g., Doverspike et al., 2012; Illingworth et al., 2013; Lawrence et al., 2013; Morelli et al., 2012), less attention has been paid to the phenomenon in the employee opinion survey literature. Accordingly, this study will address this gap in the literature by examining the differences between smartphones, tablets, and personal computers with respect to: (a) the
quality of data produced by the survey-takers, (b) the affective reactions of the survey participants to an employee opinion survey, and (c) whether or not level of mobile optimization influences the degree to which the survey device utilized affects these outcomes. This phenomenon will be examined in a U.S. context.

The Mobile Internet

By mid-2013, smartphones and tablets accounted for more Internet browsing time than PCs in the United States (Goodman, 2013). However, the mobile user experience can vary dramatically from website-to-website, and best practices are rapidly changing. Mobile-optimized (MO) websites are the current industry standard for a satisfactory mobile user experience. An MO-website is built for smartphones and tablets or auto-detects mobile devices and reformats, acknowledging the smaller screen, streamlining navigation with bigger text and buttons, with less requirement to scroll or zoom (Gallizzi, 2013; Technologies, 2013). Often, MO-websites take advantage of “touch” options, with push-to-call or email, used throughout the page (Technologies, 2013). Conversely, non-mobile-optimized (NMO) websites are designed to display on a smartphone or tablet just as they would on a PC, only smaller (Gallizzi, 2013; Technologies, 2013). For smartphone and tablet users, this means that they are often required to scroll left and right to view text cut off by the smaller screen, referred to as web-clipping, as well as zoom to better display smaller text (Albers & Kim, 2002; Sanchez & Goolsbee, 2010). In the popular press and marketing literature, NMO sites are referred to as “mobile-friendly;” however, this format for web-
display is less than ideal and arguably not friendly. Accordingly, mobile-friendly websites are referred to hereafter as non-mobile-optimized throughout the text.

**Effect of Mobile Use on Employee Opinion Survey Data Quality**

In short, smartphones and tablet computers are changing the way people use the Internet. As mentioned above, the relatively small existing body of literature concerning smartphones and tablets for work tends to concern applicants using the devices for pre-employment tests (e.g., Illingworth et al., 2013; Impelman, 2013; Morelli et al., 2012), past studies have not addressed the implications for data quality on employee opinion surveys. To examine this issue thoroughly, the quality of both closed-ended and open-ended survey responses needs to be considered.

**Careless Responding.** The quality of closed-ended rating data can be studied by examining what the scientific literature refers to as “careless responding” indices. Inattentive or careless responding, a subset of content nonresponsivity, is defined as responding without concern for the item content (Meade & Craig, 2012; Nichols et al., 1989). This responding can manifest itself in a variety of data patterns. For instance, an employee could choose to respond at random to all closed-ended items; or, a nonrandom pattern could be employed where all “agree” responses are input, or a “strongly disagree, disagree, neither agree/disagree, agree, strongly agree,” pattern of item response could be exhibited. The common theme of careless responding is a failure to respond to the *content* of the items regardless of the motivation of the survey taker (Nichols et al., 1989).
Careless responding can result in: skipped items, instrument non-completion, non-normal data, and other problems as response patterns exhibit carelessness. Whatever the mechanism, this data loss or carelessness is significant because it results in exclusion of cases from the dataset, which affects overall sample size (Hardre et al., 2012). In the case of careless responding that exhibits a pattern, the resultant data can be decidedly nonrandom, impacting the quality of data, especially the internal consistency of instruments or item equivalence between subjects (Meade & Craig, 2012). Said differently, the raw data provided by a respondent may not accurately reflect his or her true level on the measured construct. Moreover, previous examinations of careless responding in an employee hiring/selection setting (where an applicant is likely to be motivated to provide high quality data) revealed the phenomenon to be as high as five percent (Ehlers et al., 2009). In another study of employees’ propensity to carelessly respond, Curran, Kotrba, and Denison (2010) found the base-rate to range from 7%-50% depending on the indicator of careless response used. Even in a setting that should engender conscientious survey completion (i.e., organizational surveys) it seems that many participants will respond carelessly, necessitating investigations of the factors that contribute to the inattention to survey item content. Increased survey time-to-completion and increased cognitive load created by using mobile devices to complete surveys may be two such factors that contribute to careless responding.

In brief, employees’ use of mobile devices to complete surveys is a possible antecedent of careless responding. Previous research has demonstrated that using small electronic devices rather than computers to complete reasoning tasks increases the time-to-
completion (Sanchez & Branaghan, 2011). It is possible that these findings would be similar for survey completion on smartphones and tablets. While it is generally accepted that participant interest in a psychological survey decreases the likelihood of careless responding, longer instruments likely increase fatigue and cause participant attention to wane, even with highly motivated samples such as employees (Berry et al., 1992; Ehlers et al., 2009; Meade & Craig, 2012; Schwarz, 1999; Tourangeau et al., 2000). Therefore, even if the content of the survey is kept shorter to avoid careless responding, the constraints presented by smartphones and tablets, such as smaller screens, may contribute to workload and careless response.

Additionally, the smaller screens of smartphones and tablets compared to computers likely increases cognitive load for survey takers, requiring them to remember information not in their visual field when text is cut off due to screen size. Whereas long term memory is unlimited, working memory is limited (Thorndike et al., 2009). This is fundamental to the four maxims of cognitive load theory: (1) humans have a limited working memory, which can only process a limited number of elements at any given time, (2) individuals have unlimited long term memory that can be used to overcome deficits in working memory, (3) the mind creates schemas in long term memory that assimilate information in order to reduce the burden on working memory, and (4) the mind then processes this information automatically, as opposed to consciously, further reducing the burden on working memory (Pollock et al., 2002; Thorndike et al., 2009). On smartphones, much of a user’s time is spent scrolling to read textual information clipped due to the size of the screen when on
NMO websites (Sanchez & Branaghan, 2011). Previous research has demonstrated increased scrolling results in increased cognitive load (McIsaac et al., 2002). This should affect careless responding, as increased cognitive load serves to fatigue survey takers. Owing to the effect of the device itself on survey time-to-completion and participant cognitive load, survey takers may be more likely to respond carelessly. In light of the possible increase in survey time-to-completion and cognitive load of survey takers, I propose the following hypotheses:

**Hypothesis 1:** Smartphones (H1a) will affect time-to-completion such that those who complete a survey on a smartphone will take longer, followed by those completing a survey on a tablet (H1b), while those completing a survey on a computer are expected to take the least amount of time to complete a survey.

**Hypothesis 2:** Smartphones (H2a) will increase careless responding such that those who complete a survey on a smartphone will exhibit the most careless responding, followed by those completing a survey on a tablet (H2b), while those completing a survey on a computer are expected to demonstrate the least careless responding.

**Hypothesis 3:** There will be an interaction between mobile device and presence of mobile-optimization, such that the degree to which smartphones (H3a) and tablets (H3b) increase careless responding depends on presence or absence of mobile-optimization.
For the hypotheses above, content nonresponsivity will be tested across several different indices of careless responding, as careless responding can manifest itself in several distinct ways.

**Open-ended comments.** The move to Internet surveys renewed interest in open-ended comments (i.e., questions with no pre-determined response options), which are now generally included on organizational surveys (Kraut, 2006; Poncheri et al., 2007). The quality of open-ended comments can be critical to a survey effort as managers and key organizational decision makers often pay particular attention to open-ended responses, especially in instances where open- and close-ended questions differ in results (Poncheri et al., 2007). The increased use of mobile devices for survey completion however may have implications for the collection of open-ended responses.

For open-ended comments, the quality of data may be determined in part by the length of response (Denscombe, 2007; Hardre et al., 2012; Mehta & Sivadas, 1995). Longer response are often more refined, containing more vivid descriptions, rich with information (Hardre et al., 2012). For employees, it is hypothesized that the renewed interest in open-ended responses has been tolerated because often-times individuals type faster than they write (Thompson et al., 2003). Indeed, the assertion that employees may not mind open-ended comments for Internet surveys is supported by the increase in length of open-ended comments on online compared to paper-and-pencil surveys (Kraut, 2006). However, smartphones and tablets may make open-ended comments cumbersome. The difficulty of input is apparent when comparing speed; smartphone users’ typical input speed is
approximately 20 words per minute, compared to 60 words per minute on the computer (Bao et al., 2011). If Thompson and colleagues (2003) are correct about survey respondents accepting open-ended comments because of ease of entry on a computer, the move to smartphones and tablets while continuing to include open-ended questions on surveys may negatively affect quality of employee open-ended comments. Accordingly I propose the following hypothesis:

**Hypothesis 4:** Smartphones \((H4a)\) will affect length of open-ended comments such that those who complete a survey on a smartphone will have shorter open-ended comments, followed by those completing a survey on a tablet \((H4b)\), while those completing a survey on a computer are expected to have the longest open-ended comments.

In addition, open-ended comments can lead to skipped items, also referred to as item nonresponse. Past examinations of open-ended responses versus closed-ended responses revealed more item nonresponse for open-ended responses (Reja et al., 2003). This is hypothesized to occur because of the increased burden of providing open-ended written comments (Reja et al., 2003). As mentioned above, smartphones and tablets generally make open-ended responses more cumbersome because of the technical limitations of the devices. Accordingly, I propose the following hypothesis:

**Hypothesis 5:** Smartphones \((H5a)\) will affect nonresponse to open-ended items such that those who complete a survey on a smartphone will skip the greatest number of open-ended questions, followed by those completing the
survey on a tablet (H5b), while those completing the survey on a computer are expected to skip the fewest open-ended questions.

**Satisfaction with Mobile Surveys**

In addition to data quality, considering participant reactions to organizational survey efforts is also important (Hardre et al., 2012; Thompson & Surface, 2009). Satisfaction is important to contemplate as Thompson and Surface (2007) suggested that employees’ dislike or satisfaction with a particular survey medium (e.g., mobile device or computer) could influence response behavior, such as attriting before completely filling out the instrument, on an organizational survey if respondents have a negative affective reaction to the survey. Survey nonresponse is detrimental because it decreases sample size, thereby lowering statistical power. Given the importance of reactions to a survey, there is a need to consider how device may influence user acceptance of a survey initiative (Thompson et al., 2003). Currently no data exists for researchers or practitioners to answer the question of whether employees are more satisfied taking surveys on their computer or a mobile device.

The visual presentation of survey items has been shown to influence the affective impression of a user (Cho et al., 2011). As noted above, NMO- and MO-websites offer different visual mobile user experiences. Survey items on NMO-websites require participants to scroll left and right to view item content cutoff by the smaller screen (Gallizzi, 2013). This is perceived to be a poor user experience, which could affect survey respondents’ satisfaction. MO-websites, on the other hand, are intentionally designed to be
viewed on a smartphone or tablet, with streamlined navigation to decrease scrolling and zooming (Gallizzi, 2013).

Counteracting the potential negative effects caused by characteristics of mobile devices, the convenience of using a smartphone or tablet may alleviate concerns or increase approval. For instance, an organization’s mobile workforce members may prefer the option of easy access to organizational surveys while away from the workplace. For this segment of an organization’s workforce, a smartphone or tablet is more likely to have Internet access than a computer, permitting people to take a survey without the added effort of finding an Internet access point when away from office connectivity. It is therefore possible that the ability to immediately respond to a survey when a link is emailed, rather than waiting until access to a connected computer is available, may increase the acceptance of surveys taken on a smartphone or tablet. In 2001, Church posed the following question about paper-and-pencil vs. computer surveys, “Given the choice which method of response do employees prefer?” (p. 938). Following this line of inquiry, I propose the following research questions:

**Research Question 1:** Which survey device (i.e., smartphone, tablet, or computer) promotes the greatest satisfaction with the survey?

**Research Question 2:** Does level of mobile optimization (i.e., NMO vs. MO) affect survey taker satisfaction for mobile device users?

**Method**

**Participants**
Participants will be adults currently residing in the U.S. utilizing Amazon’s Mechanical Turk (MTurk) crowdsourcing website. MTurk is an online marketplace that connects requesters (e.g., researchers) with individuals willing to do tasks unable to be completed by a computer, such as those requiring human intelligence. Previous investigations have found MTurk users to be more demographically diverse than university subject pools and produce data that meets or exceeds the psychometric standards of published research (Buhrmester et al., 2011). Moreover, published research not specifically investigating the efficacy of MTurk and instead examining psychological and organizational research questions has started to appear in the literature (e.g., Giacopelli et al., 2013; Stoughton et al., 2013). For a more detailed explanation of using MTurk in psychological research see Barger, Behrend, Sharek, and Sinar (2011) and Behrend, Sharek, Meade, and Wiebe (2011). To qualify for this study, participants will be required to have a computer, a smartphone, and a tablet and work 20 or more hours a week. Participants will be paid U.S. $1.00 for their participation in a human intelligence task (HIT), outlined below. The level of compensation is comparable to the median pay rate for research studies requiring a similar time and resource commitment.

**Design**

This study will use a between-groups design with random assignment to conditions. There are two independent variables of interest: (1) survey device and (2) website optimization. However, these two variables cannot be fully-crossed as survey takers utilizing a computer cannot experience a non-mobile-optimized website. Thus, participants will be
randomly assigned to one of five conditions: (1) smartphone-NMO, (2) smartphone-MO, (3) tablet-NMO, (4) tablet-MO, and (5) computer. As smartphones continue to grow larger, the distinction between smartphone and tablet becomes blurred. In general, tablets range from 7- to 13-inches (Radar, 2013); this rule of thumb will be used to classify devices into the appropriate condition, with devices below 7 inches categorized as smartphones and devices above 7 inches to be categorized as tablets. There are two dependent variables of interest: (1) careless responding and (2) satisfaction with the survey. Careless responding is examined with respect to both closed- and open-ended items, and is assessed in a variety of ways, described below.

**Procedure**

An advertisement will be created on MTurk that contains a brief description of the study and a link to an informed consent form. The description will indicate that the study entails completing an employee opinion survey, and that in order to qualify for the study participants must own a smartphone, tablet, and a computer and work 20 or more hours each week. As of 2013, 30% of smartphone owners also own a tablet, a percentage that reflects how highly generalizable the sample is even when requiring a multitude of devices to be owned (Fingas, 2014). Additionally, the informed consent will explain to participants that their payment is contingent on completing the questionnaire on the appropriate device. After checking a box to electronically transmit their informed consent, participants will be asked to complete a survey. Participants will be randomly assigned to one of the five possible conditions via a JavaScript application embedded in the online study materials. At this point,
participants will follow a link to their appropriate survey, which may require them to change devices to complete the questionnaire if they initiate the study on a computer and are assigned to a mobile condition or vice versa. Participants will be prompted, “Please navigate to [survey link] on your [device type] to complete the survey. I remind you that you must complete the survey on your [device type] to receive payment.” Additionally, a Qualtrics User Info type item will be employed to ensure that the switch from a computer to a mobile device is made for survey completion; User Info type items can limit survey completion to a specific device type (Qualtrics, 2014).

Mobile-optimization will be controlled for the NMO conditions by utilizing an iframe; an iframe is an inline frame used to embed another document (i.e., the survey) in another website, in this case one that does not permit mobile-optimization. Most survey software does not permit the option to “turn-off” mobile optimization when the capability exists. Because the study requires mobile optimization for two of the conditions the use of an iframe in a website that does not permit mobile optimization will allow the same survey software (i.e., Qualtrics) to be employed across all study conditions increasing the standardization between conditions. The survey will be five pages in length, 25 close-ended items per page, with response scale presented at the top of the page and prompt and radio button presented in matrix format and one open-ended question at the end of each page. The items for the employee opinion survey, described below, were chosen to represent the types of questions commonly used across a number of roles and industries. All of these questions will permit skipping. Participants will be asked to imagine they are responding to the survey
for the organization they work 20 or more hours at each week. After the questionnaire is completed, participants will be debriefed.

Data collection will be terminated after 40 employee opinion questionnaires are completed within each of the conditions. An a priori power analysis was conducted using G*Power 3 (Faul et al., 2007). The results indicated that for a sample size of 200, analyses utilizing an F statistic with five conditions would have adequate statistical power at a value of 0.80 for $\alpha = .05$ to detect a medium effect size of 0.25 (see Cohen, 1988).

**Measures**

**Demographics** (10 items). Seven items will be administered to assess participants’ age, gender, ethnicity, native language, country of birth, country of residence, conditions under which the survey is taken, hours worked per week, occupation, and education. Occupation will be assessed using the O*NET occupational taxonomy Standard Occupational Classification (SOC). O*NET has been developed under the sponsorship of the U.S. Department of Labor and is the primary source of occupation information in the United States. The SOC includes 23 major categories of occupations (e.g., Management or business and finance occupations). Participants will be asked to choose which of the 23 major categories their occupation falls under. These data will be collected to facilitate a description of the study sample and to test and control for any unintentional demographic differences between conditions. (See Appendix A)

**Employee Opinion Survey** (95 items). Respondents will fill out items adapted from Eisenberger, Huntington, Hutchison, and Sowa's (1986) Perceived Organizational Support
(17 items, $\alpha = XX$), Hackman and Oldham's (1975) Job Satisfaction (5 items, $\alpha = XX$), Kelloway, Gottlieb, and Barham's (1999) Turnover Intentions (4 items, $\alpha = XX$), Bretz and Judge's (1994) Person-Organization Fit (30 items, $\alpha = XX$), Hackman and Oldham's (1975) Intrinsic Work Motivation (6 items, $\alpha = XX$), Moorman's (1991) Organizational Justice (18 items, $\alpha = XX$), and Scarpello and Jones' (1996) Pay Fairness (15 items, $\alpha = XX$) scales (see Appendix B).

**Open-ended Questions** (5 items). Five open-ended items will be administered to further gauge participants’ employee opinion. Items were adapted from Harman, Thompson, and Surface (2009), a study of open-ended comments. An example item is, “Please use the space below to provide additional information or to make comments about the pay system at your organization that has not been covered to this point.” Open-ended item comment completion will be scored continuously with scores ranging from 0 to 5. Additionally, length of open-ended comments completed will be measured using a word-count software option to determine the total number of words generated across all open-ended items.

**Time-to-completion.** Time-to-completion will be measured using an embedded marker in the survey content. This will be collected by the survey software; survey participants will not be required to make an entry for start and end times. Time will be measured continuously in seconds.

**Indices of Data Quality.** There are three types of post hoc methods for identifying careless responding: consistency indices, outlier indices, and study response time (Meade & Craig, 2012). Consistency indices refer to methods of identifying careless responders by
matching similar items together, based on either the underlying construct or historical correlation, and examining whether there is a lack of consistent responding. Outlier indices look at a series of responses and the relative distances for these items to identify outliers. Finally, study response time often identifies a time threshold for careless responding, such that those respondents who take less time than the threshold are identified as careless responders.

Examining the relative merits of the different careless response indicators Meade and Craig (2012) made a number of practical recommendations. For cases in which robust correlations are of interest (e.g., employment surveys), they recommend using instructed response items (e.g., “Respond with ‘strongly agree’ for this item.”) and three post hoc careless response indices: the Even-Odd Consistency Index (Jackson, 1976), the Maximum LongString Index (Johnson, 2005), and the Mahalanobis D (Mahalanobis, 1936). In line with the recommendations of Meade and Craig (2012), each of these indices will be utilized to investigate careless response in the current study and scored so that higher values represent greater levels of careless responding.

_Instructed Response Items_ (5 items). On each of the five pages of the survey, a single item will be included to assess participant response attention. These quality check items, recommended by Meade and Craig (2012) (e.g., “Respond with ‘strongly agree’ for this item.”), will be used as a continuous measure of respondent carelessness. Items will be scored 1 for incorrect and 0 for a correct response and summed across the five items, such that those exhibiting careless responding to the items have a higher score (see Appendix C).
**Even-Odd Consistency Index.** The Even-Odd Consistency Index is a consistency indicator of careless responding predicated on the idea that items from the same scale should correlate with each other for a particular individual (Huang et al., 2011). Huang and colleagues (2011) identified Even-Odd Consistency as one of the more discriminating indices of careless responding, with the power to identify careless responders in survey research while refraining from misspecifying normal patterns of response. Even-Odd Consistency will be computed by dividing the items from all of the scales on the employee opinion survey into two groups based on the order in which the items appear, even and odd (Jackson, 1976). Subscale scores will then be computed for each grouping of items (i.e., 14) based on the average value of each response for the group of items. The item groups will be corrected for length using the Spearman-Brown formula, as recommended by Jackson (1976). A within person correlation will then be calculated for the matching even and odd subscale scores to generate the final value for the Even-Odd Consistency Index. Lower individual internal consistencies are indicative of careless responding. For ease of interpretation these values will be transposed after scoring; accordingly, for all indicators of careless responding higher values will equate with increased carelessness.

**Maximum LongString Index.** The Maximum LongString Index is a consistency index for careless responding referring to the consecutive string of a particular response option for any given survey page (e.g., “strongly agree”). Costa and McCrae (2008) recommend LongString calculations for detecting careless responding, citing that none of their compliant study participants demonstrated particularly long strings of continuous responses for a
particular response option. A response set consisting of the same response option for a given survey page is unlikely, especially given reverse worded options (Johnson, 2005). The Maximum LongString will be computed for each survey page using a Microsoft Excel array formula; an array formula can return multiple calculations on one or more of the items in an array, in this case values in a row of participant data. Like Meade and Craig (2012) I will only investigate the longest single string of response options; accordingly, the array will calculate the longest string for all options, but only return the greatest value. Again, higher scores are more likely to represent careless responding (Johnson, 2005).

**Mahalanobis D.** Mahalanobis distance, or Mahalanobis D, is an outlier index for identifying careless responding. Mahalanobis distance is a multivariate vector of a respondent’s item response distances from the vector of response means (Meade & Craig, 2012). Ehlers et al. (2009) found Mahalanobis D to be an effective index for identifying inattentive responding to a job application, a setting where participants are likely highly motivated to respond attentively. Mahalanobis distance measures will be calculated for all study scales. Following the procedures of Meade and Craig (2012), separate distance measures will be calculated for each scale and averaged into a single Mahalanobis distance value to reduce the computational burden of using the raw, item-level data across all items. Higher values for Mahalanobis D indicate greater levels of careless responding.

**Survey Satisfaction** (7 items, \( \alpha = XX \)). Respondent satisfaction with the survey device and format will be assessed using items adapted from Thompson and colleagues (2003). Items will be presented using a Likert-type scale, with responses ranging from 1
(strongly disagree) to 5 (strongly agree). An example item is, “This online format is a useful way to complete organizational surveys” (see Appendix D).

**Manipulations Checks.** There are two manipulations that require assessment: mobile-optimization and survey device. Accordingly, two different types of checks have been devised to ensure that participants have the correct experience on the right device.

*M MO Manipulation Checks (5 items, \( \alpha = XX \)). Mobile optimization manipulations will be assessed with five items utilizing a five point Likert-scale, with responses ranging from 1 (never) to 5 (always). An example item is, “Did you enlarge the text (zoom in) at any point to better read or answer questions?” These items will only be administered to the mobile device conditions (see Appendix E).

*Survey Device Checks* (3 items). One item will be administered to assess the survey device utilized by the mobile condition participants. Sales data from 2013 was utilized to select the devices for the survey device list; additionally, an “other” category was included to account for devices that may not have been on the list as it was not intended to be exhaustive, but instead to pick out the “most likely” utilized devices for ease of coding. Additionally, an item will ask if respondent screen size is 7” or greater. These two items will only be administered to mobile device conditions. Finally, a Qualtrics user info type item will be embedded in the survey content of the mobile conditions to exclude all but mobile devices from taking the survey. As such, only mobile users will be able to take the mobile condition surveys (see Appendix E).

**Proposed Analysis**
**Hypothesis 1.** In order to assess $H1a$ and $H1b$ that mobile devices will affect time-to-completion on online surveys, a one-way analysis of variance (ANOVA) will be run using survey device (collapsed across optimization) as the independent variable and time-to-completion on the survey captured in seconds as the DV with follow-up post hoc Tukey tests.

**Hypothesis 2.** In order to assess $H2a$ and $H2b$ that mobile devices will increase careless responding compared to computers for online surveys, multivariate analysis of variance (MANOVA) will be run with survey device conditions collapsed across mobile optimization condition as the IV and the results of the continuous respondent carelessness variables as the DVs. This will be followed by both univariate ANOVAs and discriminant analysis to investigate the nature of the relationships between the variables, as recommended by Field (2005). The collapsed conditions will be used as the grouping variable and the indicators of careless responding will be entered as the independent variables for the discriminant analysis.

**Hypothesis 3.** In order to assess hypothesis 3 that there will be an interaction between mobile device and level of mobile-optimization, such that the degree to which smartphones ($H3a$) and tablets ($H3b$) affect careless responding depends on level of mobile-optimization a MANOVA will be run with study conditions entered as the IV and the careless responding variables as the DVs. This will be followed by both univariate ANOVAs and discriminant analysis to investigate the nature of the relationships between the variables.
**Hypothesis 4.** Hypothesis 4 that smartphones (H4a) and tablets (H4b) will decrease the length of open-ended comments by survey takers versus those on a computer will be assessed using a one-way ANOVA with post hoc Tukey tests with survey device (collapsed across optimization) as the IV and number of words in open-ended comments as the DV.

**Hypothesis 5.** In order to assess hypothesis 5 that smartphones (H5a) and tablets (H5b) will affect open-ended responses such that the use of mobile devices for survey completion will decrease completions of open-ended questions a one-way ANOVA with post hoc Tukey tests will be run with survey device (collapsed across optimization) as the IV and completion (number of open-ended items completed) as the DV.

**Research Question 1.** In order to address research question 1 [Which survey device (i.e., smartphone, tablet, or computer) promotes the greatest satisfaction with the survey?], a one-way ANOVA with post hoc Tukey tests will be run comparing the means for the five conditions with satisfaction as the DV.

**Research Question 2.** In order to address research question 2 [Does level of mobile optimization (i.e., NMO vs. MO] affect survey taker satisfaction for mobile device users?), a two-way independent ANOVA will be run with the mobile device and mobile-optimization entered as the IVs and survey satisfaction as the DV.
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Demographics Survey

Please fill in the blank or circle the number that corresponds to your answer to the following questions.

1. How old are you?
   ______ years
2. What is your gender?
   0 = Female, 1 = Male
3. What is your ethnicity?
   1 = African American, 2 = Asian American, 3 = Caucasian, 4 = Hispanic, 5 = Native American, 6 = Other
4. What is your native language? _________
5. What is your country of birth? _________
6. What is your current country of residence? _________
7. Under what conditions did you take the Survey? Check all that apply
   _____ I took the survey in the morning
   _____ I took the survey in the afternoon / midday
   _____ I took the survey in the evening / night
   _____ I took the survey while I was alone
   _____ It was possible for other people to see my responses while I took the survey
   _____ I took the survey at home where I live (e.g., your apartment, etc.)
   _____ I took the survey in a public place
   _____ I took the survey with music playing
   _____ I took the survey with the TV on
   _____ I took the survey in a distracting environment
8. How many hours do you work per week?
   ______ hours
9. What is your level of education?
   1 = Some High School, 2 = High School, 3 = Some college, 4 = College, 5 = Masters, 6 = PhD
10. Using the categories below, choose the one which best fits your occupation.
    a. Management
    b. Business and financial operations
    c. Computer and mathematical
    d. Architecture and engineering
    e. Life, physical, and social science
    f. Community and social services
    g. Legal
h. Education, training, and library
i. Arts, design, entertainment, sports and media
j. Healthcare practitioners and technical
k. Healthcare support
l. Protective services
m. Food preparation and serving related
n. Building and grounds cleaning and maintenance
o. Personal care and service
p. Sales and related
q. Office and administrative support
r. Farming, fishing, and forestry
s. Construction and extraction
t. Installation, maintenance, and repair
u. Production
v. Transportation and material moving
w. Military specific
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Employee Opinion Survey

Please read each statement carefully, and then use the rating scale below to indicate the extent to which you agree or disagree with each statement.

1 = strongly disagree  
2 = somewhat disagree  
3 = neither agree nor disagree  
4 = somewhat agree  
5 = strongly agree

Perceived Organizational Support

1. The organization values my contribution to its well-being.
2. If the organization could hire someone to replace me at a lower salary it would do so.  
3. The organization fails to appreciate any extra effort from me.  
4. The organization strongly considers my goals and values.
5. The organization would ignore any complaint from me.  
6. The organization disregards my best interests when it makes decisions that affect me.  
7. Help is available from the organization when I have a problem.
8. The organization really cares about my well-being.
9. The organization is willing to extend itself in order to help me perform my job to the best of my ability.
10. Even if I did the best job possible, the organization would fail to notice.  
11. The organization is willing to help me when I need a special favor.
12. The organization cares about my general satisfaction at work.
13. If given the opportunity, the organization would take advantage of me.  
14. The organization shows little concern for me.  
15. The organization cares about my opinions.
16. The organization takes pride in my accomplishments at work.
17. The organization tries to make my job as interesting as possible.

Job Satisfaction

1. Generally speaking, I am very satisfied with this job.
2. I am generally satisfied with the kind of work I do in this job.
3. I frequently think of quitting this job.  
4. Most people on this job are very satisfied with the job.
5. People on this job think of quitting.
Turnover Intentions

1. I am thinking about leaving this organization.
2. I am planning to look for a new job.
3. I intend to ask people about new job opportunities.
4. I don’t plan to be in this organization much longer.

Person-Organization Fit

1. This organization pays on the basis of individual performance.
2. This organization has a profit or gain sharing plan.
3. This organization makes promotions based mostly on individual performance.
4. This organization encourages competition between employees.
5. This organization encourages and rewards loyalty.
6. Teamwork and cooperation are valued and rewarded here.
7. When the organization has a good year it pays bonuses to the employees.
8. People generally have to work in groups to get their work done.
9. This organization offers long-term employment security.
10. This organization has a “fast-track” program.
11. This organization has/follows a promote-from-within policy.
12. The typical employee here works very hard to fulfill work expectations.
13. There is an emphasis on helping others.
14. Fairness is an important consideration in organizational activities.
15. When mistakes are made it is best be honest and “take your lumps”
16. I believe people should be paid on the basis of their individual performance.
17. When organizations make profits, I think they should share some of it with employees.
18. I believe promotions should be made on the basis of individual performance.
19. I believe competition between employees creates a healthy working environment.
20. I believe organizational loyalty should be encouraged and rewarded.
21. I believe teamwork and cooperation are valuable and should be rewarded.
22. When the organization has a good year I think it should pay bonuses to the employees.
23. I think it is better to work in groups to get work done.
24. I believe organizations should offer long-term employment security for their employees.
25. I believe organizations should have “fast-track” programs for their “best” employees.
26. I think organizations should try to promote-from-within whenever it is possible.
27. I try very hard to fulfill work expectations.
28. I place a high emphasis on helping others.
29. Fairness is an important consideration to me.
30. When I make mistakes, I am honest about it and “take my lumps.”

**Motivation**

1. My opinion of myself goes up when I do this job well.
2. I feel a great sense of personal satisfaction when I do this job well.
3. I feel bad and unhappy when I discover that I have performed poorly on this job.
4. My own feelings are generally not affected much one way or the other by how well I do on this job. a
5. Most people on this job feel a great sense of personal satisfaction when they do the job well.
6. Most people on this job feel bad or unhappy when they find that they have performed the work poorly.

Please read each statement carefully, and then use the rating scale below to indicate the extent to which you agree or disagree with each statement.

1 = strongly disagree  
2 = somewhat disagree  
3 = neither agree nor disagree  
4 = somewhat agree  
5 = strongly agree

**Organizational Justice**

**Procedural Justice**

1. The procedures used by your organization are designed to collect accurate information necessary for making decisions.
2. The procedures used by your organization are designed to provide opportunities to appeal or challenge the decision.
3. The procedures used by your organization are designed to have all sides affected by the decision represented.
4. The procedures used by your organization are designed to generate standards so that decisions could be made with consistency.
5. The procedures used by your organization are designed to hear concerns of all those affected by the decision.
6. The procedures used by your organization are designed to provide useful feedback regarding the decision and its implementation.
7. The procedures used by your organization are designed to allow for requests for clarification or additional information about the decision.
Interactional justice

1. Your supervisor considers your viewpoint.
2. Your supervisor is able to suppress personal bias.
3. Your supervisor provides you with timely feedback about decisions and the implications.
4. Your supervisor treats you with kindness and consideration.
5. Your supervisor shows concern for your rights as an employee.
6. Your supervisor takes steps to deal with you in a truthful manner.

Distributive Justice

1. You are fairly rewarded considering the responsibilities.
2. You are fairly rewarded in view of the amount of experience you have.
3. You are fairly rewarded for the amount of effort you put forth.
4. You are fairly rewarded for the work you have done well.
5. You are fairly rewarded for the stresses and strains of your job.

Pay Satisfaction

The statements below describe various aspects of your pay. For each statement, decide how satisfied or dissatisfied you feel about your pay.

1 = very dissatisfied
2 = dissatisfied
3 = neither satisfied nor dissatisfied
4 = satisfied
5 = very satisfied

1. Determining the pay for my job.
2. Determining pay raises.
3. How my pay raises are determined.
4. Determining the pay for my job relative to higher or lower level jobs than mine.
5. The way performance is reflected in my pay.
6. The frequency of pay raises.
7. Communicating pay policies and procedures.
8. Communicating pay issues of concern to me.
9. Answering questions about how my pay is determined.
10. Gathering information used to evaluate my performance.
13. Monitoring my supervisor’s pay decisions.
15. Resolving disagreements about my pay.

\[ \text{a reverse-scored items} \]
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Open-ended Questions

1. Please use the space below to provide additional information or to make comments on your beliefs that the organization values your contributions that has not been covered to this point.
2. Please use the space below to provide additional information or to make comments about your satisfaction with your job that has not been covered to this point.
3. Please use the space below to provide additional information or to make comments about thoughts you have for leaving your organization that has not been covered to this point.
4. Please use the space below to provide additional information or to make comments about the sense of satisfaction you have when doing your job well that has not been covered to this point.
5. Please use the space below to provide additional information or to make comments about the pay systems at your organization that has not been covered to this point.
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Instructed Response Items

Using the scale below as a guide, indicate for each statement how much you agree or disagree with the statement.

1 = strongly disagree
2 = disagree
3 = neither agree nor disagree
4 = agree
5 = strongly agree

1. Respond with somewhat agree for this item.
2. Respond with strongly agree for this item.
3. Respond with somewhat disagree for this item.
4. Respond with strongly disagree for this item.
5. Respond with neither satisfied or dissatisfied for this item.
Appendix A.5.

Survey Satisfaction

Using the scale below as a guide, indicate for each statement how much you agree or disagree with the statement as they relate to the survey you just completed.

1 = strongly disagree
2 = somewhat disagree
3 = neither agree nor disagree
4 = somewhat agree
5 = strongly agree

1. This online format is a useful way to complete organizational surveys.
2. I am satisfied with the online process for this survey.
3. I would participate in future surveys administered this way.
4. The online format was an effective means of administration.
5. The online format was a valuable aid to assessing employee opinions.
6. The survey was administered in an efficient manner.
7. This survey format was convenient.
8. The administration of this survey was cumbersome. a
9. Overall, this survey format was excellent.

a reverse-scored items
Appendix A.6.

Manipulation Checks

Please indicate your experience with the survey you just completed by indicating for each statement how much you had to interact with the survey content on the survey you just completed.

1 = never  
2 = rarely  
3 = sometimes  
4 = often  
5 = always

Mobile Optimization

1. Did you enlarge the text (zoom in) at any point to better read or answer questions?  
2. Did you have to scroll left to right at any point to better read or answer questions?  
3. Did you turn your phone from portrait (longwise up-and-down) to landscape (longwise left-to-right) at any point while taking the survey?  
4. Did you think the navigation buttons like “next” were difficult to use?  
5. Did you think the radio buttons (the bubbles) were difficult to select?

Survey Device

1. What device did you use?  
   a. iPhone  
   b. Google Nexus 5  
   c. HTC One  
   d. Samsung Galaxy Note II  
   e. Samsung Galaxy Note 3  
   f. Samsung Galaxy S3  
   g. Samsung Galaxy S4  
   h. LG Optimus G Pro  
   i. Motorola Moto X  
   j. Nokia Lumina 1020  
   k. iPad  
   l. iPad Mini  
   m. Google Nexus 7  
   n. Sony Xperia Tablet Z  
   o. LG G Pad 8.3  
   p. Kindle Fire
q. Samsung Galaxy 7"
r. Other, please specify ______________

2. Is the screen on your device 7 inches or larger? yes/no