Structural Covariates of Homicide Rates: Are There Any Invariances across Time and Social Space?¹
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This study demonstrates that the empirical literature on the structural covariates of homicide rates contains inconsistent findings across different time periods and different geographical units. This apparent variance of findings may be due to statistical or methodological artifacts of particular studies, such as different time periods covered, units of analysis, samples, model specifications, and problems of statistical analysis and inference. A baseline regression model using 11 structural covariates is estimated for cities, metropolitan areas, and states in 1960, 1970, and 1980. The empirical estimates of this model exhibit instability because of high levels of collinearity among several regressors. Principal components analysis is applied to simplify the dimensionality of the structural covariate space. Reestimation of the regression model then indicates that the apparent inconsistencies across time and social space are greatly reduced. The theoretical significance of the findings for substantive theories of violent crime are discussed.

The past two decades have seen an upsurge in the number of empirical studies that address the question of why some cities, metropolitan areas,
or states have higher homicide rates than others. Sociologists and criminologists have attempted to explain interunit variation in these rates through application of a variety of statistical techniques using many different social, demographic, ecological, and economic covariates. Initially, much of this research employed data from the 1960 census for the 48 contiguous states in order to assess the validity of the "southern subculture-of-violence" hypothesis. More recently, however, empirical studies using data from the 1970 and 1980 censuses have focused on cities and metropolitan aggregate units as well as states and have expanded their theoretical interests to include a wider range of possible covariates such as poverty, economic inequality, racial composition, and family disorganization.

Given this accumulated body of research literature, it now is appropriate to ask whether or not the empirical results have produced a consistent or invariant set of findings. That is, Do we now have a set of consistent findings about the structural covariates of homicide rates that allow for reliable generalizations, or do the accumulated results differ from one time period to the next, or one level of analysis to another?

In this article, we demonstrate that, instead of the accumulated literature depicting an invariant set of findings across different time periods and levels of analysis, it indicates a general pattern of inconsistent results. For example, a structural covariate found in one study to have, say, a statistically significant positive effect on homicide rates for a particular unit of analysis (i.e., city, metropolitan area, or state) may be found to have statistically null or even negative effects at other time periods or levels of analysis. The reader familiar with this literature will immediately recall the many debates and publications that have resulted from disagreements over these reported inconsistencies.

How can these empirical inconsistencies be explained? Are there no covariate invariances for homicide rates? That is, Are the effects of structural covariates on homicide rates so context specific that they appear to be variable over different periods of time and at various levels of analysis? Note that a finding of no covariate consistency over social space and

2 More generally, this question has been posed for various crime rates, with violent crime rates and homicide of particular interest. Because of space limitations, and because homicide is considered the most accurately reported crime rate for interunit comparisons, our study will focus only on homicide rates.

3 Literature citations are deferred to the next section of the paper. We note that a number of studies have been directed at other levels of analysis, e.g., census tracts (Schuerman and Kobrin 1986), suburbs (Stahura and Sloan 1988), and counties (Breault 1987). But the bulk of research has focused on cities, metropolitan areas, and states. For this reason, and for purposes of comparability, we limit our attention here to these levels.
time would cast considerable doubt on the possibility of developing a
generalizable theory to explain community, metropolitan, or ecological
structural effects on homicide or, more generally, any other type of crime
rate. At best, theoretical efforts to explain crime could become entangled
in a potentially unending specification of context-specific relationships.
Sociologists and criminologists might then be well advised to pursue the
development of general explanations of crime-rate variation at the level of
individual differences in criminality, as recently advocated by Wilson and
Herrnstein (1985).4

Before reaching this radical conclusion, however, we explore the possi-
bility that the apparent variance in findings of the significance of the
covariates of homicide (and perhaps other types of crimes as well) over
social space and time is a statistical or methodological artifact. We begin
in the next section of the article by examining the theoretical perspectives,
time periods, units of analysis, samples, model specifications, and statisti-
cal procedures of a number of previous studies. We conclude that numer-
ous differences in research procedures used in extant studies, coupled
with data-analysis and statistical inference problems, may indeed account
for the inconsistencies in findings.

We then define a theoretically defensible "baseline model" for which it
is possible to obtain empirical data across all three levels of analysis
(cities, metropolitan areas, and states) for the three most recent decennial
census years (1960, 1970, and 1980). Results from initial estimation of this
model reveal the statistical problems we expected from examining extant
studies. To deal with these problems, we respecify and reestimate our
baseline model. This produces a number of empirical findings that do
indeed generalize across all levels of analysis and time periods as well as
some results that appear to challenge accepted wisdom regarding struc-
tural covariates of homicide rates. We then discuss the implications for
subsequent research and for theories of the structural covariates of
homicide rates.

PREVIOUS RESEARCH
Theoretical Perspectives
Much of the recent interest in the explanation of differential homicide
rates was generated by two papers published in different disciplinary
journals by Hackney (1969) and Gastil (1971). Both papers attempted to
explain why homicide rates in southern states were significantly higher
year after year than those of states in other regions. Inspired by the
theoretical views of Wolfgang and Ferracuti (1967), these papers ap-

4 For a critique of this position, see Cohen (1987) and Cohen and Machalek (1988).
appeared to confirm the hypothesis that, within the southern states, there exists a value system different from that in other regions of the country. This value system is said to reinforce violent behavior and is termed a “subculture of violence.” The subculture-of-violence thesis also has been applied to the explanation of high black crime rates in urban areas (Wolfgang and Ferracuti 1967; Curtis 1975; Silberman 1978). Specifically, it is posited that proportionally large populations of blacks are characterized by cultural values that promote violence independently of structural factors such as poverty.

Typically, the southern subculture-of-violence thesis is evaluated against what we term a social control model of the causes of crime rates, which has its roots in the classical Chicago school studies of urbanization and delinquency by Wirth (1938) and Shaw and McKay (1942). Wirth (1938) chronicled how the large population size, high density, and great racial and ethnic heterogeneity of urban areas produce anonymous, superficial, and transitory human relations. This, in turn, increases friction among urban dwellers, which necessitates increasing formal regulation and control and leads to a complicated stratification of social relations that breaks down shared cultural understandings. Shaw and McKay (1942) posited that it is the social disorganization created by the urban characteristics cited by Wirth, as well as by two additional aggregate features of some urban neighborhoods—economic hardship (poverty) and population mobility—that leads to the weakening of social control and the development of delinquent subcultures and increased delinquency rates. As explicated and reformulated by Kornhauser (1978) and Sampson (1987a), the central hypothesis of this neoclassical community-control theory is that these and related community-level characteristics (e.g., family disintegration) directly or indirectly affect informal social control networks, community attachment, anonymity, and the capacity for surveillance and guardianship. A weakening of these dimensions of social organization is posited to lead to increased rates of deviance and crimes such as homicide.

Additional discussions of the subculture-of-violence thesis can be found in Ball-Rokeach (1973), Dixon and Lizotte (1987), Doerner (1975), Erlanger (1976), and Reed (1971, 1972).

Recent research by Sampson (1987b) casts serious doubt on the applicability of the subculture-of-violence thesis to the explanation of urban black violence.

Although the list of structural covariates given here is justified in terms of the control, strain, and criminal opportunity theoretic arguments typical of recent studies of structural covariates of homicide, it should be noted that application of differential association theory (Sutherland 1947) would lead to a similar list of structural covariates to explain interunit variability in crime rates. But the two theories differ in terms of the individual-level mechanisms by which indicators of social disorganization (control theory) or differential social organization (differential association theory) are translated.
A similar theoretical model explaining crime rates also has been the baseline for a sequence of studies examining the importance of economic inequality/relative-deprivation/strain-theoretic factors. Notable among these studies, Blau and Blau (1982) revitalized Merton's (1938) strain theory of deviance by arguing that a particular type of socioeconomic inequality—that associated with ascribed positions—is a key cause of metropolitan violence and more important than urban poverty levels per se in explaining crime. This article has stimulated a great deal of research and debate. For example, a series of articles by Messner (1982, 1983a, 1983b) and Bailey (1984) debate the relative merits of poverty versus relative deprivation/economic inequality in the explanation of homicide rates for cities and metropolitan areas.8

The theoretical orientations of recent research on covariates of homicide rates are also often informed by one or both perspectives on the effects of age. The first perspective is based on the long-standing observation of a greater propensity for teenagers and young adults to commit more crimes than individuals at other ages and is most recently articulated by Hirschi and Gottfredson (1983). Much debate has been aired over whether or not this relationship is a basic fact beyond the pale of contemporary criminological theory (see, e.g., Baldwin 1985; Greenberg 1985; Hirschi and Gottfredson 1985a, 1985b). Regardless of the outcome of this debate, however, the existence and invariance of the age and crime-propensity relationship is well established. The consequence is that most studies of interunit variation in homicide rates posit a positive relationship between the concentration of population in the teenage and young adult ages and the homicide rate.9

The second perspective is articulated by Cohen and Land (1987), who

---

8 For theoretical discussions of the relative-deprivation conceptualization of poverty, see Miller and Roby (1970) and Townsend (1974).

9 There is substantial variability in the particular age-structure index used by researchers to operationalize this proposition. We employ the percentage of the population in the age range 15–29 because this was found by Cohen and Land (1987) to be the combination of five-year age groupings with the highest propensity for homicide in recent decades in the United States. Other frequently used age ranges are 15–24 and 20–34. We have experimented empirically with several variations on the definition of this percentage and find that they are highly correlated for the units of analysis of concern in the present paper. Thus, the particular age range used in a given study is not likely to be of great importance.
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note that teenagers and young adults not only commit crimes more frequently than those in other age groups but also are more likely to be victims. This presumably is due to the participation of young persons in lifestyles at greater risk of victimization. Thus, at the level of an aggregate unit, the age-structure variable can have an effect both through the supply of victims of crimes and the relative frequency of offenders. This alternative interpretation of the age-structure variable is due to the criminal opportunity/routine-activities/life-style theory of crime and victimization rates developed especially by Cohen and Felson (1979), Cohen, Felson, and Land (1980), Cohen, Kluegel, and Land (1981), Hindelang, Gottfredson, and Garofalo (1978), and Cook (1986). A basic proposition derived from this theory is that an increase in the concentration of work and leisure activities outside households is associated with an increase in crime rates.

This theory often leads to interpretations of the effects of covariates on crime rates that are at variance with predictions from traditional criminological theories that focus solely on the supply of motivated offenders. For instance, control and strain theories would lead to the expectation that a higher unemployment rate would be associated with a higher crime rate owing to an increase in motivated offenders. By contrast, criminal opportunity theory would point to the effects a higher unemployment rate has on routine-activity patterns and the concentration of activities in or near the household and at less risk of criminal victimization, thus implying a negative effect on crime rates.

Contradictory Empirical Findings

Based on various combinations of arguments from the foregoing theoretical perspectives, numerous empirical findings have accumulated over the past two decades from studies that estimate the effects of structural covariates on interunit variation in homicide rates. Do these findings exhibit the consistency one would expect on the basis of the above theories?

To address this question, we have assembled table 1, which summarizes the empirical results obtained in some 21 studies employing various combinations of 11 covariates that are hypothesized to have significant effects on homicide rates. For each of these covariates, comparable definitions and data are available at various time points and levels of analysis (cities, metropolitan areas or SMSAs, as designated by the Bureau of the Census, and states). The covariates are population size, population density, percentage of the population that is black, percentage of the population ages 15–29, percentage of the population of males ages 15 and over that is divorced, percentage of children 18 years old or younger not living
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>City level using 1960 data:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bailey 1984:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model 1 (N = 73)</td>
<td>0&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0&lt;sup&gt;a&lt;/sup&gt;</td>
<td>+</td>
<td>0</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>+</td>
<td>0</td>
<td>*</td>
</tr>
<tr>
<td>Model 2 (N = 73)</td>
<td>0&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0&lt;sup&gt;a&lt;/sup&gt;</td>
<td>+</td>
<td>0</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>+</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>Model 3 (N = 138)</td>
<td>0&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0&lt;sup&gt;a&lt;/sup&gt;</td>
<td>+</td>
<td>0</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>0</td>
<td>*</td>
</tr>
<tr>
<td>Model 4 (N = 138)</td>
<td>0&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0&lt;sup&gt;a&lt;/sup&gt;</td>
<td>+</td>
<td>0</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>+ (low inc)</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>Gastil 1971 (N = 130)</td>
<td>0</td>
<td>*</td>
<td>+ (white)</td>
<td>(not 20-34)</td>
<td>*</td>
<td>*</td>
<td>+ (adj)</td>
<td>*</td>
<td>*</td>
<td>- (sic)&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>City level using 1970 data:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bailey 1984:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model 1 (N = 153)</td>
<td>+&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0&lt;sup&gt;a&lt;/sup&gt;</td>
<td>+</td>
<td>-</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>+</td>
<td>0</td>
<td>*</td>
</tr>
<tr>
<td>Model 2 (N = 153)</td>
<td>+&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0&lt;sup&gt;a&lt;/sup&gt;</td>
<td>+</td>
<td>-</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>+</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>Model 3 (N = 153)</td>
<td>+&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0&lt;sup&gt;a&lt;/sup&gt;</td>
<td>+</td>
<td>-</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>0</td>
<td>*</td>
</tr>
<tr>
<td>Model 4 (N = 153)</td>
<td>+&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0&lt;sup&gt;a&lt;/sup&gt;</td>
<td>+</td>
<td>-</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>0 (low inc)</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Jackson 1984:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model 1 (N = 408)</td>
<td>+</td>
<td>0</td>
<td>+</td>
<td>0 (15-24)</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>+</td>
<td>*&lt;sup&gt;c&lt;/sup&gt;</td>
<td>0</td>
</tr>
<tr>
<td>Model 2 (N = 265)</td>
<td>+</td>
<td>0</td>
<td>+</td>
<td>(15-24)</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>+</td>
<td>*&lt;sup&gt;c&lt;/sup&gt;</td>
<td>0</td>
</tr>
<tr>
<td>Model 3 (N = 143)</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>0 (15-24)</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>+</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Loftin and Parker 1985 (N = 49)</td>
<td>+&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0</td>
<td>+ (non-white)</td>
<td>0&lt;sup&gt;a&lt;/sup&gt; (18-24)</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>+ (infant mortality)</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>Messner 1983b:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model 1 (Nonsouth) (N = 250)</td>
<td>+&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0&lt;sup&gt;a&lt;/sup&gt;</td>
<td>+</td>
<td>0</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>0</td>
<td>*</td>
</tr>
<tr>
<td>Model 2 (South) (N = 91)</td>
<td>+&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0&lt;sup&gt;a&lt;/sup&gt;</td>
<td>+</td>
<td>0</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>0</td>
<td>*</td>
</tr>
<tr>
<td>Model 3 (Nonsouth) (N = 250)</td>
<td>+&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0&lt;sup&gt;a&lt;/sup&gt;</td>
<td>+</td>
<td>0</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>+</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>Model</td>
<td>Sample Year</td>
<td>Model Components</td>
<td>Coefficients</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-------</td>
<td>-------------</td>
<td>------------------</td>
<td>--------------</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model 4 (South)</td>
<td>N = 91</td>
<td>+a 0*a + 0 * * 0 * * 0 0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sampson 1985 (N = 54)</td>
<td></td>
<td>+ * + * * * + 0</td>
<td>- *</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>City level using 1980 data:</td>
<td></td>
<td>+ * + * + (divorce rate) * * * + + c * *</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sampson 1986 (N = 171)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Williams and Flewelling</td>
<td>1988 (N = 168)</td>
<td>* + d + d + d * 0 0 (adj) * * * 0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SMSA level using 1960 data.</td>
<td>Gastil 1971 (N = 7)</td>
<td>0 * 0 (non-white) 0 (20-34) * 0 * 0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Blau and Blau 1982 (N = 125)</td>
<td></td>
<td>0*d * + * * 0 + * *</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Blau and Golden 1986 (N = 125)</td>
<td></td>
<td>+ d * + d * + d 0 * + d</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SMSA level using 1970 data.</td>
<td>Crutchfield, Geerken, and</td>
<td>0 * + - (m, 10-18) * * * 0 0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gove 1982 (N = 65)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Defronzo 1983</td>
<td>Model 1 (N = 39)</td>
<td>a * + 0 (m, 15-24) 0 * 0 (adj) 0 0 0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model 2 (N = 39)</td>
<td></td>
<td>+ a * + 0 (m, 15-24) 0 0 (adj) 0 0 0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Messner 1982</td>
<td>Model 1 (N = 204)</td>
<td>+ a - a + 0 0 * * * 0 0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model 2 (N = 204)</td>
<td></td>
<td>+ a - a + 0 * * * 0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model 3 (N = 204)</td>
<td></td>
<td>+ a - a + 0 0 * * * -</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Messner 1983a</td>
<td>Model 1 (N = 204)</td>
<td>+ a - a (SQ - 0 (20-34) + e * + e 0 *</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model 2 (N = 204)</td>
<td></td>
<td>+ a - a (SQ - 0 (20-34) + e * + e 0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rosenfeld 1986.</td>
<td>Model 1 (N = 125)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model 2 (N = 125)</td>
<td></td>
<td>0 * + 0</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Simpson 1985:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model 1 (N = 125)</td>
<td></td>
<td>0*d * + (logit) 0 (wm, logit) + (logit) * * 0</td>
<td>0 +</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model 2</td>
<td></td>
<td>0*d * + (logit) 0 (wm logit) 0 (logit) * 0 +</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: *a, *b, *c, *d, *e, *f indicate significance levels.
### TABLE 1 (Continued)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Williams 1984</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model 1 (N = 125)</td>
<td>0^d</td>
<td>*</td>
<td>(+ &amp; SQ = -)^d</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model 2 (N = 125)</td>
<td>+^d</td>
<td>0^d</td>
<td>(+ &amp; SQ = -)^d</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>State level using 1960 data</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gastil 1971 (N = 48)</td>
<td>0</td>
<td>*</td>
<td>(+)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Loftin and Hill 1974</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model 1 (N = 48)</td>
<td>*</td>
<td>*</td>
<td>0 (nonwhite)</td>
<td>(+ 20–34)</td>
<td>*</td>
<td>*</td>
<td></td>
<td>+^g</td>
<td>+</td>
<td>0</td>
</tr>
<tr>
<td>Model 2 (N = 48)</td>
<td>*</td>
<td>*</td>
<td>0 (nonwhite)</td>
<td>(+ 20–34)</td>
<td>*</td>
<td>*</td>
<td></td>
<td>+^g</td>
<td>+</td>
<td>0^b</td>
</tr>
<tr>
<td>State level using 1970 data</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Huff-Corbine et al 1986</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model 1 (N = 48)</td>
<td>*</td>
<td>*</td>
<td>(non-white)</td>
<td>0 (20–34)</td>
<td>*</td>
<td>+^g</td>
<td></td>
<td>+^g</td>
<td>0</td>
<td>*</td>
</tr>
<tr>
<td>Model 2 (N = 48)</td>
<td>*</td>
<td>*</td>
<td>(non-white)</td>
<td>0 (20–34)</td>
<td>*</td>
<td>+^g</td>
<td></td>
<td>+^g</td>
<td>0</td>
<td>*^b,a,e</td>
</tr>
<tr>
<td>Parker and Smith 1979 (N = 48)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Smith and Parker 1980 (N = 48)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Notes:**
- + denotes a statistically significant positive effect of the covariate indicated,
- - denotes a significant negative effect,
- 0 denotes a nonsignificant or null effect,
- * indicates that the covariate was not included in the model.
- The dependent variable is in its metric form for these studies unless specified in App A.
- For notes on specific studies used in this table, see App A.

---

**Notes:**

- ^a The natural logarithm transformation was applied to the structural covariate.
- ^b Gastil's (1971) Southernness Index was used.
- ^c An alternative measure of relative deprivation was used.
- ^d The log base 10 transformation was applied to the structural covariate.
- ^e Percentage southern born was used.
- ^f The squared value of the variable was also used.
- ^g loftin and Hill's Structural-Poverty Index was used.
with both parents, median family income, percentage of families living below the official poverty line, the Gini index of family income inequality, the unemployment rate (percentage), and a variable indicating those cities, metropolitan areas, or states that are located in the South. Entries in the table denote whether each variable was included in each study (* denotes not included) and, if so, whether its effect was statistically null (denoted "0") or significantly positive (+) or negative (-). To conserve manuscript space, we included details on the samples, units of analysis, and model specifications of each study as Appendix A (a comparative analysis of these research design specifications is given in the next subsection of the article). While we make no claim that the list of studies cited in table 1 exhausts the empirical literature on this topic, it does include most of the recent major statistical studies of U.S. data that have taken interunit variation in homicide rates as a problem to be explained.

It can be concluded from the empirical findings cataloged in table 1 that virtually no structural covariate exhibits estimated effects that are statistically significant and of invariant algebraic sign across all studies. The one exception to this statement is the percentage of children under age 18 not living with both parents, which appears as only one component in the structural poverty index used in a few studies. Otherwise, the empirical findings are quite variable. For instance, not only do population size, population density, and population heterogeneity as indexed by the percentage black (or white or nonwhite in some cases)—three components of the classical urbanization/control theory model—fail consistently to exhibit a significantly positive relationship to homicide rates, but they actually are found to have significantly negative effects in some cases.\textsuperscript{10} Another component of the community-control theory model—family disintegration as indexed by the percentage divorced variable—fares a bit better in that it is either significantly positive or null. Again, however, this structural covariate appears in only a small number of studies. The age-structure index, taken as tapping "a factor with . . . 'inherent pathogenic qualities' " (Hirschi and Gottfredson 1985b, pp. 1332–33), also exhibits a disturbing pattern of positive, null, or negative effects across studies. The pattern of results for the unemployment rate is more often null than statistically significant. When it is significant, however, the negative algebraic sign is consistent with that deduced in criminal opportunity/routine-activities theory as opposed to strain or relative-deprivation theory.

\textsuperscript{10} In the case of the percentage black or nonwhite variable, however, the algebraic signs almost always are significantly positive, as predicted by control theory.
How well do the critical variables of the major theoretical arguments cited in the previous subsection fare? Results for the various indices of the southern subculture-of-violence thesis—usually an indicator (dummy) variable for those cities, metropolitan areas, and states located in the South but also Gastil’s southernness index and the percentage of the unit’s population that is southern born—appear to be consistent with either a significantly positive or a null effect. The same can be said for the Gini index of income inequality and, except for the significantly negative findings in Messner (1982), for the percentage of families living below the poverty line. When it is significant, median family income displays a negative algebraic sign, indicating that it moves in a direction opposite to that of the poverty and inequality indicators. But median family income also is insignificant in some studies.

Not much can be salvaged by limiting the foregoing comparisons to specific time periods (1960 or 1970; there are only two studies using 1980 data) or levels of analysis. Reversals of algebraic sign or levels of significance also appear frequently in these more restricted domains.

In brief, findings from empirical studies of the effects of structural covariates on the homicide rates of cities, metropolitan areas, and states summarized in table 1 exhibit little invariance. Some variables—unit population size, density, racial heterogeneity, and percentage young—exhibit relationships to homicide rates that can be positive, negative, or null. Most of the remaining variables in the table appear to be capable of either having a statistically significant relationship to homicide in the theoretically expected direction or not.

Issues of Research Design and Statistical Inference

What inferences can be drawn from the information about structural covariates of homicide rates depicted in table 1? Must sociological and

---

11 These three indexes of the South are highly intercorrelated. For instance, Loftin and Hill (1974) reported that Gastil’s (1971) southernness index, defined for the 48 contiguous states, is correlated .68 with Hackney’s (1969) dummy variable for states located in the South. Independently, we accumulated data on the percentage of the population of a unit that is southern born for all those cities, SMSAs, and states for which such data are available from the 1960, 1970, and 1980 decennial censuses and computed correlations with the South indicator/dummy variable. The correlations ranged from .885 to .912 for cities, from .925 to .939 for SMSAs, and from .981 to .983 for states. Apparently, there is not much to be gained from using any of these alternative indexes relative to the others. The indicator variable for the South is employed here not only because of these high correlations but also because of its use in most previous studies in this research tradition.
criminological theories of the structural covariates of homicide rates become more context specific, thereby foreclosing the possibility of developing a general theory that is applicable across time and social space? Or is it possible that many of the inconsistencies displayed in table 1 are the consequence of differences in research design, data analysis, or problems of statistical inference? Consider the following design characteristics and problems of inference in these studies.

**Time periods.**—All but two of the studies in table 1 use data from 1960 and 1970. The necessity for using data from a decennial census year is obvious, since only in these years are comparable data on structural covariates available for numerous subnational units of analysis. However, to date only two studies include 1980, despite the fact that data from the 1980 census have been available for several years. Theoretically invariant relationships should hold across time, and the greater the number of time periods in which this is found to be the case, the more confidence one has in conclusions regarding invariance.

**Units of analysis.**—Studies of regional differences in homicide and, in particular, of the southern subculture-of-violence thesis in table 1 have tended to focus on states as the unit of analysis, partly because this is a theoretically reasonable choice for this topic and partly because data on structural covariates often are readily available and require less data file-building time at the state level. Other studies, however, disagree about which level of aggregation is most appropriate for theoretical concerns. Messner (1982), for example, argued that SMSAs are more appropriate aggregations than cities for some theoretical concerns because they are more likely to coincide with the boundaries of genuine communities. Bailey (1984) disagreed with Messner (1982), stating that aggregating to the SMSA level has the effect of ignoring substantial within-unit variability in homicide rates and sociodemographic characteristics and, therefore, cities constitute a more theoretically appropriate unit of analysis. City and SMSA boundaries, like those of states, generally are arbitrary with respect to social theory. A general theory of structural covariates of homicide should be capable of accommodating all these levels of analysis.

---

12 We are aware of one other study, Farley (1987), that uses 1980 census data on structural covariates to analyze SMSA crime rates. However, the structure of Farley's analyses—which are concerned with the effects of suburbanization on central-city crime rates—is quite different from those reviewed in table 1.

13 As noted in n. 3, a number of studies of structural covariates of homicide rates (or violent crime rates including homicide) have examined other levels of analysis. A general theory of how structural covariates affect homicide rates also should be applicable at these levels, but attention to this is beyond the scope of the present paper.
Samples.—The studies in table 1 that employ state-level data usually include all 48 contiguous states, but studies based on city- and SMSA-level data tend not to include all available cases. In fact, the sample sizes tend to be relatively small, with few city-level studies based on more than 200 cases and few SMSA-level studies based on more than 125 cases. Most of the city- and SMSA-level studies also use data only on relatively large units, with minimum populations of 100,000 (for cities) and 250,000 (for SMSAs). Of course, population size tends to determine the number of cases, as there are only a limited number of large cities and SMSAs in any decennial census year. Only four studies (Jackson 1984; Messner 1982, 1983a, 1983b) are based on all cities or SMSAs for which data are available (in 1970). We find no rationale in the theories guiding research on the structural covariates of homicide rates for restricting sample sizes or constraining them only to large cities or SMSAs.

Model specifications.—As table 1 reveals, studies of structural covariates of homicide rates have exhibited many variations in model specification. Several analysts have noted nonlinearities in the bivariate relationship of the homicide rate to one or more structural covariates. The typical response to this is to apply a nonlinear transformation (logarithmic, polynomial, or logit) to one or more of the variables or to the entire regression function. Yet another major variation in model specification pertains to whether or not a study used the structural poverty index developed by Loftin and Hill (1974) or the southernness index of Gastil (1971) or the Blau and Blau (1982) SES inequality in race index. Different model specifications may account for some of the variance in empirical results noted in table 1.

Problems of statistical inference.—Each of the studies in table 1 employs multiple-regression analysis. Some of the studies use the more recent methodological innovations in regression analysis such as diagnostic plots and residual analysis (see, e.g., Cook and Weisberg 1982; Neter, Wasserman, and Kutner 1983), but most do not. As a consequence, the estimated regression coefficients are taken at face value.

Pitfalls in the application of multiple-regression analysis to area-based data on delinquency (and, by extension, to crime) were identified by Gordon (1967, 1968) over two decades ago. The most insidious of these pertain to the influence of multicollinearity on the substantive inferences that can be drawn from partialing in regression analysis. Collinearity among regressors is associated with (a) large changes in the estimated regression coefficients when a variable is added or deleted, or when an observation is altered or deleted; (b) wide confidence intervals, nonsignificant test statistics, and algebraic signs opposite to those expected from theoretical considerations or previous experience for important inde-
pendent variables; and (c) a corresponding instability of the regression-coefficient estimates from sample to sample. The presence of multicollinearity has been noted in several previous studies of homicide rates (Huff-Corzine, Corzine, and Moore 1986; Loftin and Hill 1974; Messner 1982; Smith and Parker 1980), although its possible influence on the pattern of inconsistent findings across studies (depicted in table 1) has to our knowledge not been discussed.

A BASELINE MODEL

Variables, Time Periods, Units, and Samples

In order to examine the extent to which the foregoing issues could account for the divergent empirical findings noted in table 1, we now describe the estimation of what we will refer to as a “baseline” regression model using the 11 explanatory variables identified in table 1 as regressors. As noted in the previous section, these variables have appeared in critical positions in the various theoretical arguments that have motivated recent studies of the structural covariates of homicide rates. Although not a comprehensive list, in the sense that previous studies often have used additional structural covariates or one or more variations on these, they will serve to facilitate cross-level and cross-time period comparisons.

In contrast to previous studies, which have tended to focus on one or at most two of the levels of analysis identified above, our baseline model is estimated at all three conventional levels: cities, SMSAs, and states. Our model also is estimated for 1980 as well as the 1960 and 1970 time periods, which have been the focus of most previous studies. Decennial census data are available for the application of standard definitions of all 11 variables for all three levels of analysis for all three time periods. The operational definitions we apply are identical to those used in many of the previous studies reviewed in table 1 (see App. B for details on definitions and data sources).

Whereas previous studies using city or SMSA data have been based on relatively small samples, ours is more inclusive. Our data file includes all cities and SMSAs identified by the Bureau of the Census in 1960, 1970, and 1980 for which decennial census data are available on all 11 explanatory variables in our baseline model and for which the corresponding Federal Bureau of Investigation's Uniform Crime Report contains a homicide rate. Thus, our sample comprises 528 cities in 1960, 729 in 1970, and 904 in 1980, while the corresponding numbers for SMSAs are 182, 187, and 259. In brief, the sample Ns on which our city and SMSA analyses are based are substantially larger than those of most previous
studies. For estimation at the state level, we use data on all 50 states for all three time periods.

Nonlinearities and Data Transformations

There has been considerable discussion over the presence of nonlinearities in the relationships between structural covariates and homicide rates, especially insofar as they were present but undetected in the Blau and Blau (1982) study of 1970 SMSA data (see, e.g., Messner 1983a; Simpson 1985; Williams 1984; Blau and Golden 1986). Sometimes this has resulted in logarithmic, logit, or polynomial transformations of specific explanatory variables or regressors (structural covariates) or the dependent variable or regressand (homicide rate), and sometimes all variables have been logarithmically transformed. Often the statistical case for the transformation of specific variables is not stated, and sometimes the stated rationale is inappropriate.

The contemporary view in statistics is that transformations of the explanatory variables or the dependent variable to “linearize” the relationships are appropriately applied before carrying out a regression analysis (see, e.g., Neter et al. 1983, p. 134). Examinations of univariate and bivariate data plots often are useful in suggesting an appropriate transformation.

The total number of SMSAs in our sample for 1970 is 187, which is smaller than the 204 SMSAs in Messner’s (1982, 1983a) analyses because, in order to preserve continuity in the definition of SMSA boundaries across time periods, we applied the definitions used by the Bureau of the Census in 1980 consistently to 1970 and 1960 as well. This results in the combination of data on some SMSAs identified in 1960 and 1970 that were no longer distinct in 1980 (e.g., the Dallas and Fort Worth SMSAs are combined into a Dallas-Fort Worth SMSA). We also used the 1980 specifications of the New England Consolidated Metropolitan Areas as given in the Uniform Crime Reports—which generally are the same as those of the Bureau of the Census. In the construction of our cities files, we could not include five cases/jurisdictions for which homicide rates are reported in the Uniform Crime Reports because of unclarities about the corresponding census units.

It can be argued that Alaska and Hawaii are sufficiently distinct from the 48 contiguous states that they should be excluded from the state-level analyses, as previous state-level studies have done. We find, however, that these two states actually are not statistical outliers on any of the variables in our baseline model and do not exclude them.

For example, in justifying the application of logarithmic transformations to certain variables in his regressions, Williams (1984, pp. 286–87) states that logarithmic models consistently yielded “more efficient” parameter estimates than metric or polynomial alternatives. Although the sense in which Williams uses the term “efficient” in this context is not clear, the conventional application of the term “efficiency” in statistics (e.g., the efficiency of ordinary least squares relative to other linear estimators in the general linear-regression model) has nothing to do with data transformations.
In the absence of theoretical or a priori considerations to guide the selection of a transformation, some bivariate curvilinear data patterns can be linearized by transforming either the dependent or the explanatory variables, or both. Hence, the question immediately arises about which variables to transform. Current statistical guidelines (Neter et al. 1983, p. 138) suggest that transformation of the dependent variable is appropriate to reduce either skew or unequal variability at different levels of the independent variables (heteroscedasticity); otherwise, transformations of explanatory variables involved in curvilinear patterns may be more appropriate.

In the present case, we began, therefore, with an examination of the sample marginal frequency distributions of our dependent variable (the homicide rate) at each of three time periods for each level of analysis. For our largest units of analysis—states and SMSAs—these distributions are bell shaped and display little skew. Hence, unless evidence is found for heteroscedasticity in specific relationships, there is no apparent rationale for transforming the homicide rate distribution in the state and SMSA analyses. The frequency distributions of the city-level homicide data also are bell shaped and nonskewed, except for the presence of a substantial density at the zero homicide-rate level. Since no simple transformations exist for such frequency distributions, and since the relatively larger sizes of our city samples will allow the Central Limit Theorem to come into play and induce approximately normal sampling distributions of regression coefficients for city-level models (which is what is really important for statistical inference in regression models [see, e.g., Hanushek and Jackson 1977, pp. 60–65]), we similarly find no compelling reason to transform the homicide rate at the city level. Nonetheless, in order to ensure that this decision does not affect substantive inferences, we examine the residuals of our regression analyses for possible heteroscedasticity problems created by the zero homicide-rate cases and report below any substantive differences created by corresponding data adjustments.

In the absence of substantial skew in the dependent variables of our analyses, we focus our attention on transformations of the independent variables to induce linearity in relationships. On examination of bivariate scatter plots of each of these, with the homicide rates for each level of

---

17 This lumping at the zero homicide-rate level results from our cities samples' not being restricted to arbitrarily large cities. Because homicide, even at its relatively high U.S. levels in recent decades, still is a relatively rare event, a number of smaller cities may have zero homicide rates in any given year. Similarly, the absence of substantial skew in the frequency distributions of homicide rates in our city and SMSA samples, in contrast to what other studies have found (e.g., Williams 1984; Williams and Flewelling 1988), appears to be due to our samples' including smaller as well as larger SMSAs.
analysis and time period, we found nonlinearities in relationships only for unit population size, population density, and median family income. Relationships between homicide rate and these variables were suitably linearized by applying logarithmic transformations to the latter. Note that the finding of logarithmic relationships of the homicide rate with population size and density is consistent, for example, with what Messner (1982) and Bailey (1984) found with SMSA- and city-level data.

On the other hand, the absence of a nonlinear relationship of homicide rates with the percentage of the population that is black is inconsistent with Messner (1983a), Williams (1984), Simpson (1985), and Blau and Golden (1986) for SMSAs but consistent with Bailey (1984), Huff-Corzine et al. (1986), and others for analyses of city- and state-level data. Similarly, the absence of a nonlinear relationship with the poverty rate is inconsistent with Williams's (1984) findings for 1970 SMSA data. Since our samples generally are more inclusive than these earlier studies and extend across three decennial time periods, we infer that these apparent inconsistencies with earlier studies are due to the happenstance of the particular time periods, samples, and levels of analysis available to other researchers. Finally, we find no data-based rationale for logarithmic transformations of all dependent and independent variables. Indeed, our analyses would suggest that the application of logarithmic transformations to relationships that already are linear would induce artifactual nonlinearities.

Model Estimation
On the basis of the foregoing preliminary data analysis, regression models were estimated with the homicide rate as dependent variable and the 11 structural covariates identified in table 1 as explanatory variables for each of three time periods and levels of analysis. All variables are in metric form except the three identified in the preceding subsection (population size, population density, and median family income); natural logarithmic transformations were applied to transform them. Table 2 reports the resulting estimated metric regression coefficients, standardized regression coefficients, and t-ratios. Coefficients of determination, adjusted for

---

18 When a study is restricted to a sample only of large cities or SMSAs (e.g., Blau and Golden 1986; Williams and Flewelling 1988), however, the sample distribution of homicide rates is more likely to be skewed. Under such circumstances, there may be a statistical rationale for logarithmic transformation of the homicide rate as well as one or more regressors.

19 Note that specific directional hypotheses have been derived earlier in the text for all explanatory variables except the unemployment rate, for which theory predicts contradictory directional relationships that may cancel out. Hence, one-tailed critical
degrees of freedom (adjusted $R^2$) and sample sizes ($Ns$) also are shown at the bottom of the table.

Do these empirical results—estimated for standardized definitions of variables applied to the complete samples of each level of analysis—exhibit any more consistency and invariance than those summarized in table 1? The answer, at least to some extent, is yes. Two structural covariates—the percentage of the population that is black and the percentage of the male population that is divorced—have regression coefficients that show algebraic signs that are consistently significant (.05 level) statistically in the theoretically expected direction (positive) for two levels of analysis (cities and SMSAs) across all three time periods. Each of these also has positive but not always statistically significant estimated coefficients at the state level in all three time periods. Two additional variables—unit population size and the indicator (dummy) variable for location in the South (coded "1" if in the South, "0" otherwise)—are always statistically significant and in the theoretically expected direction (positive) for one level of analysis (cities) across all three time periods and have positive but not always significant coefficients across all periods for the two other levels. While these results are somewhat more consistent across time and social space than those from the studies in table 1, they are not highly invariant. Furthermore, the fact remains that estimated relationships for six of the structural covariates in table 2 exhibit little consistency (in terms of expected algebraic signs and statistical significance) across time or level of analysis.

Is this an accurate assessment of the relationships in the data, or are there still some research-design and inference problems in the regressions underlying table 2? The failure of the percentage of families living in poverty to reach the tolerance level in the computer program used to estimate the regressions for states in 1960 and 1980 suggests the latter. This implies that less than 1% of the sample variance of this structural covariate is not accounted for by the other explanatory variables in our baseline model. This, of course, is another way of saying that the percentage poverty variable is highly collinear with the other structural covariates.

While space limitations preclude exhibiting the sample correlation matrices for all nine combinations of time periods and levels of analysis contained in table 2, suffice it to say that inspection of these suggests that collinearity among the structural covariates is a substantial problem that cannot be ignored at all levels of analysis and time periods. In each correlation matrix, there are several structural covariates with intercorre-
### TABLE 2

**Metric Regression Coefficients, Standardized Regression Coefficients (in Brackets), and t-ratios (in Parentheses) of Baseline Structural Covariates of Homicide Rates for U.S. Cities, SMSAs, and States: 1960, 1970, and 1980**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Population sizea</td>
<td>.506</td>
<td>.092</td>
<td>.318</td>
<td>.092</td>
<td>.077</td>
<td>.349</td>
<td>1.641</td>
<td>.176</td>
<td>.149</td>
</tr>
<tr>
<td>Population densitya</td>
<td>-.225</td>
<td>-.032</td>
<td>-.736</td>
<td>-.317</td>
<td>-1.191</td>
<td>-.880</td>
<td>.024</td>
<td>.002</td>
<td>.157</td>
</tr>
<tr>
<td></td>
<td>(.913)</td>
<td>(2.449)**</td>
<td>(.3015)</td>
<td>(.080)</td>
<td>(.2099)**</td>
<td>(.2345)**</td>
<td>(.1208)</td>
<td>(.587)</td>
<td>(.1398)</td>
</tr>
<tr>
<td>Percentage black</td>
<td>.201</td>
<td>.517</td>
<td>.159</td>
<td>.302</td>
<td>.518</td>
<td>.132</td>
<td>.302</td>
<td>.515</td>
<td>.339</td>
</tr>
<tr>
<td></td>
<td>(.249)**</td>
<td>(3.535)**</td>
<td>(.3106)**</td>
<td>(.1091)**</td>
<td>(.373)**</td>
<td>(.2056)*</td>
<td>(10.452)**</td>
<td>(4.823)**</td>
<td>(.346)</td>
</tr>
<tr>
<td>Percentage ages 15–29</td>
<td>-.031</td>
<td>-.030</td>
<td>-.070</td>
<td>.181</td>
<td>.018</td>
<td>-.091</td>
<td>.024</td>
<td>-.094</td>
<td>-.105</td>
</tr>
<tr>
<td></td>
<td>(.916)</td>
<td>(.889)</td>
<td>(1.041)</td>
<td>(.752)</td>
<td>(1.357)</td>
<td>(.094)</td>
<td>(.4186)**</td>
<td>(1.766)**</td>
<td>(.553)</td>
</tr>
<tr>
<td>Percentage divorced</td>
<td>.684</td>
<td>.154</td>
<td>.805</td>
<td>.965</td>
<td>.159</td>
<td>.207</td>
<td>.701</td>
<td>.108</td>
<td>.250</td>
</tr>
<tr>
<td></td>
<td>(.284)**</td>
<td>(2.784)**</td>
<td>(.520)</td>
<td>(5.137)**</td>
<td>(1.949)**</td>
<td>(.460)</td>
<td>(.827)</td>
<td>(.166)</td>
<td>(.992)</td>
</tr>
<tr>
<td>Percentage kids not</td>
<td>-.058</td>
<td>-.073</td>
<td>.113</td>
<td>.109</td>
<td>.107</td>
<td>.358</td>
<td>.462</td>
<td>.374</td>
<td>.388</td>
</tr>
<tr>
<td>with both parents</td>
<td>(.890)</td>
<td>(.823)</td>
<td>(2.306)**</td>
<td>(1.570)</td>
<td>(3.440)**</td>
<td>(1.942)*</td>
<td>(.839)</td>
<td>(1.059)</td>
<td>(2.745)**</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>--------------------------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
</tr>
<tr>
<td><strong>Median family income</strong></td>
<td>1.451</td>
<td>-4.452</td>
<td>6.396</td>
<td>3.469</td>
<td>-3.681</td>
<td>18.224</td>
<td>4.218</td>
<td>-1.622</td>
<td>-.200</td>
</tr>
<tr>
<td></td>
<td>(.541)</td>
<td>(.677)</td>
<td>(2.976)**</td>
<td>(1.244)</td>
<td>(1.595)</td>
<td>(1.878)*</td>
<td>(1.194)</td>
<td>(.292)</td>
<td>(.072)</td>
</tr>
<tr>
<td><strong>Percentage families below poverty level</strong></td>
<td>.109</td>
<td>-.252</td>
<td>...b</td>
<td>.166</td>
<td>-.324</td>
<td>.357</td>
<td>.414</td>
<td>-.073</td>
<td>...b</td>
</tr>
<tr>
<td></td>
<td>(1.281)</td>
<td>(1.272)</td>
<td>(1.428)</td>
<td>(1.593)</td>
<td>(1.083)</td>
<td>(2.864)**</td>
<td>(.328)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(.803)</td>
<td>(1.556)</td>
<td>(1.370)</td>
<td>(.981)</td>
<td>(.134)</td>
<td>(.394)</td>
<td>(.137)</td>
<td>(4.264)**</td>
<td>(.871)</td>
</tr>
<tr>
<td><strong>Unemployment rate</strong></td>
<td>-+.202</td>
<td>-.140</td>
<td>-.098</td>
<td>-.095</td>
<td>-.483</td>
<td>-.313</td>
<td>.130</td>
<td>-.031</td>
<td>-.300</td>
</tr>
<tr>
<td></td>
<td>(1.975)*</td>
<td>(.965)</td>
<td>(.729)</td>
<td>(.674)</td>
<td>(2.216)*</td>
<td>(.963)</td>
<td>(1.189)</td>
<td>(.215)</td>
<td>(1.489)</td>
</tr>
<tr>
<td><strong>South</strong></td>
<td>2.156</td>
<td>3.067</td>
<td>1.977</td>
<td>1.606</td>
<td>2.792</td>
<td>1.200</td>
<td>1.202</td>
<td>1.082</td>
<td>.471</td>
</tr>
<tr>
<td></td>
<td>(3.951)**</td>
<td>(4.390)**</td>
<td>(2.689)**</td>
<td>(2.721)**</td>
<td>(3.143)**</td>
<td>(1.069)</td>
<td>(1.802)*</td>
<td>(1.239)</td>
<td>(.375)</td>
</tr>
<tr>
<td><strong>Adjusted R^2</strong></td>
<td>.507</td>
<td>.630</td>
<td>.896</td>
<td>.628</td>
<td>.656</td>
<td>.772</td>
<td>.584</td>
<td>.595</td>
<td>.792</td>
</tr>
<tr>
<td>(N)</td>
<td>528</td>
<td>182</td>
<td>50</td>
<td>729</td>
<td>187</td>
<td>50</td>
<td>904</td>
<td>259</td>
<td>50</td>
</tr>
</tbody>
</table>

a Variables to which a natural logarithmic transformation have been applied; all other variables are in metric form.

b Variables exceeding tolerance limits and therefore not entered into the regression model.

* \(P \leq .05\) (one-tailed).

** \(P \leq .01\) (one-tailed).

† \(P \leq .05\) (two-tailed).
lations of greater magnitude than their respective correlations with the homicide rate, thus violating Klein's rule of thumb for judging when collinearity is harmful (see Klein 1962, p. 101; Maddala 1977, p. 185). This, of course, creates circumstances under which all the statistical estimation problems associated with multicollinearity cited earlier are likely to be present to some extent. In addition, violations of Klein's rule may lead to what Gordon (1968) called the partialing fallacy, namely, the allocation of all explained variance to that particular regressor (among a highly intercorrelated set of regressors) that possesses the (possibly very slightly) higher correlation with the dependent variable—even though there may be no theoretical or substantive basis for doing so. As noted earlier in this article, several analysts have observed and commented on high multicollinearity among the structural covariates of homicide rates; few have done anything in response. The application of ridge-regression techniques to reduce sampling variances by introducing small amounts of bias into the ordinary-least-squares estimators by Huff-Corzine et al. (1986) is an exception. However, the interpretation of ridge-regression estimates of regression coefficients is unclear (Johnston 1984, p. 252). Furthermore, in the presence of a large number of explanatory variables, as in our baseline model, it may be more parsimonious to examine the variable space spanned by the regressors for redundancies and possible simplification. This is the approach we pursue.

A REVISED MODEL
Reduction of the Structural Covariate Space
Analyses of the dimensionality (by principal components analysis) of the structural covariate spaces spanned by the nine sample correlation matrices (excluding the indicator variable for location in the South) in our data files revealed two clusters of variables that consistently hang together over all levels of analysis and time periods. The first is what we will call

---

20 There is little agreement on the meaningfulness of the statistical tests for multicollinearity that have appeared in the literature (see, e.g., Maddala 1977, p. 186).

21 There are long-standing and relatively independent traditions of research in the factorial classification of cities (e.g., Berry 1972; Janson 1980) and in the factorial study of urban correlates of crime rates (e.g., Schuessler and Slatin 1964; Wilks 1967; Flango and Sherbenou 1976) based on components/clustering analysis. However, studies of the structural covariates of homicide rates seem to have developed relatively independently of these literatures, perhaps because studies of homicide have focused on SMSA and state levels of analysis as well as cities.

22 It should be emphasized that we applied principal components analysis to the structural covariates of our regressor space to ascertain whether or not this would give some insight into how many independent sources of variation there really are in this space. Maddala (1977, pp. 193–94) states that if the number of components is small relative
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a population structure component, consisting of the unit population size and population density variables (both in natural log form). This, of course, is another way of saying that units with greater population sizes also tend to have greater population density. While this proposition may appear obvious, it is by no means clear a priori that this relationship must be sufficiently strong to define a dimensional component consistently across all levels of analysis and time periods.

The second dimensional component includes three income variables (median family income, the percentage of families living below the official poverty line, and the Gini index of family income inequality) and two other social indicators (the percentage of the unit population that is black and the percentage of children age 18 or under not living with both parents). The last social indicator appears in Loftin and Hill's (1974) structural poverty index, which also contains a low-income index similar to the poverty rate. But the present dimensional component also contains the median family income variable, which can indicate either the poverty or affluence of a city, SMSA, or state. However, all the variables in the present component pertain to the composition of the human resources within a given population. Therefore, using terminology similar to that of Williams and Flewelling (1988), we will refer to this as a resource-deprivation/affluence component.

Note that this component contains both the usual structural covariate taken as indicative of absolute deprivation (percentage of families living below the official poverty line) and the usual structural covariate taken as

to the number of regressors and if the components can be given a substantive interpretation, then this can be very useful in solving the collinearity problem. Note that the application of principal components analysis in this way and the construction of corresponding component scores should be sharply distinguished from the specification of a latent-variable/factor-analytic/covariance-structure model (on the distinction, see Kim and Mueller 1978). In the analysis described in the text, we are not asserting the existence of latent variables that are characteristic of cities, SMSAs, and states and that account for the high intercorrelations among certain structural covariates, as extant theory simply is not sufficiently strong to support such an assertion. Rather, we are stating only that the empirical correlations of our structural covariates are sufficiently similar across time and levels of analysis so that component scores that simplify the geometric space spanned by these covariates can be consistently defined and so that these component scores can be substantively related to recent developments in social theory. Operationally, our components analysis proceeded in the usual manner (Kim and Mueller 1978). Only two components accounting for substantial variance in the regressor space and having substantial component loadings for two or more regressors were identifiable. As a rule for defining a component score, we included only those variables that possessed component loadings of .5 or greater across levels of analysis and time periods. This relatively conservative criterion resulted in a parsimonious number of meaningful component scores (described in the text). Their success in simplifying the regressor space is corroborated by the small correlations remaining among the regressors of our revised model (see n. 28).
indicative of relative deprivation (the Gini index of family income inequality). In other words, while these covariates may be conceptually and operationally distinct, component analyses of the variable spaces they span suggest that the variables are not very distinct empirically; cities, SMSAs, and states with high (low) levels of absolute deprivation also tend to have high (low) levels of relative deprivation. This collinearity and corresponding lack of empirical identifiability may account for some of the inconsistencies regarding the influences of absolute and relative deprivation on homicide rates reported previously in the literature and summarized earlier.

Similar comments about the lack of empirical identifiability of substantial independent variance apply also to the variables “percentage black population” and “percentage of children not living with both parents.” In brief, these indicators of racial heterogeneity and family living arrangements are substantially collinear with the economic variables in the resource-deprivation/affluence component. The invariance of this fact across time periods and levels of analysis merits comment and theoretical interpretation. The racial composition of a city, metropolitan area, or state may reflect several economic and social forces, and the percentage of children not living with both parents is most directly interpretable in terms of capacity for supervision and guardianship.

Wilson’s (1987) idea of concentration effects may help explain why these social indicators—while conceptually distinct from each other and from community economic structure—are invariably associated with the economic deprivation indicators. Wilson (1987, pp. 46–62) argues that the social transformation of the inner city in recent years (through segregation, selective out-migration by the middle class, and racial discrimination) has resulted in a disproportionate and criminogenic concentration of the disadvantaged. For example, opposition from organized community groups to public housing projects and the decisions of governments to neglect rehabilitation of existing single-family housing have led to the

23 Our structural covariates do not include the SES inequality in race index constructed by Blau and Blau (1982) for the 125 largest SMSAs in 1970 and used in several studies in table 1. This is because we have limited our analyses to those covariates for which data are available across all three levels of analysis and three time periods studied herein. On the basis of a comparison of the correlation pattern of the variables in our resource-deprivation/affluence index for our larger SMSA sample in 1970 with the correlation pattern of the same variables reported in Blau and Blau (1982), however, it is plausible to hypothesize that their SES inequality in race variable would cluster into a component along with the other variables in our index. This implies that the SES inequality in race index, while conceptually distinct, is not highly distinct empirically from other deprivation/affluence components. Thus, attempts to estimate its distinct effects on homicide rates empirically may suffer from the same sensitivity to research design and collinearity found for our baseline model in table 2.
massive segregation of housing projects. These projects have become ghettos for the disadvantaged—especially poverty-stricken black households headed by females. The consequences for racial differences in living conditions are striking; according to Wilson's (1987) calculations, in 1980 less than 10% of urban poor whites lived in poverty areas, but 40% of poor blacks did. In addition to sheer economic deprivation, the corresponding decreasing vertical integration of middle- and lower-class black families may thus contribute—through a process Wilson (1987, p. 61) calls social isolation—to the disintegration of community social control institutions and the supervision capacity of adults.

Wilson's (1987) perspective is consistent with our empirical results for the resource component. Indeed, our results go beyond Wilson's (1987) by suggesting that the clustering of economic and social indicators documented in his analyses appears not only in 1980 and not only for neighborhoods of large cities but also for the two previous decennial periods and at the levels of cities as a whole, metropolitan areas, and states. That is, those cities, metropolitan areas, and states that have low median family incomes, large absolute poverty levels, and great relative economic inequality in 1960, 1970, and 1980 also tend to have large concentrations of blacks and children living in broken families. In addition, however, evidence corroborating Wilson's arguments that concentration effects grew more severe from 1970 to 1980 in large cities is found in our city-level data: the numerical values of the component loadings of percentage poverty, percentage black, and percentage of children under age 18 not living with both parents are larger in 1980 than in 1970.

None of the three other explanatory variables in our baseline regression model (percentage of males divorced, percentage of the population ages 15–29, the unemployment rate) exhibit a consistent pattern of clustering among themselves or with the variables in the foregoing components across levels of analysis or time periods. In other words, each of these not only is conceptually distinct but also exhibits a pattern of empirical independence from the other structural covariates.
Model Estimation

On the basis of the foregoing component analyses, component scores, or indexes, were calculated in the conventional manner as weighted sums of the component variables, with weights equal to their component loadings (Kim and Mueller 1978, p. 72). Table 3 reports the results of regressing the homicide rate on component scores for the population structure and resource-deprivation/affluence components together with the percentage divorced, percentage ages 15–29, unemployment rate, and South indicator variables for all nine combinations of levels of analysis and time periods studied herein. These ordinary-least-squares estimates were computed after we eliminated a few cases of extreme residual outliers in the city and SMSA analyses identified in an initial regression (there were no outliers in the state-level analyses).

Adjusted $R^2$ statistics at the bottom of the table indicate that this simple six-variable regression model can account for 50%–60% of the variance of the homicide rate at the city level, 55%–60% at the SMSA level, and 65%–85% at the state level. With the use of conventional structural covariates, these percentages of explained variance seem about typical of what can be expected in national samples without increased principal components that are similar to those of Berry (1972) and that they related to various crime rates (robbery, aggravated assault, burglary, and auto theft, but not homicide). One of their components (which they label urbanization) is similar to our population-structure component, whereas our resource-deprivation/affluence component appears to combine elements of two of their components (which they call urban affluence and culture of poverty). The composition of components is, of course, always conditional, in part, on the number and substance of the variables entered into an analysis. Accordingly, it is possible that the inclusion of data on additional structural covariates would bring our components more into line with those of Flango and Sherbenou (1976). However, the variables dealt with here are limited to those that have appeared in one or more of the studies summarized in table 1 and that are available at all three levels of analysis and three time periods studied.

26 The component scores are used in metric regression analyses with other nonstandardized variables. Therefore, we did not scale the component loadings by their corresponding eigenvalues.

27 Because each of the deleted cities and SMSAs corresponds to a unique local situation not covered by the regression model, and because our samples are sufficiently large so that the loss in degrees of freedom is not significant, modern statistical practice suggests that they can be discarded (Neter et al. 1983, p. 409). The cities deleted are Gulfport, Mississippi, and Greenville, South Carolina, in 1960; Anniston, Alabama; Atlanta, Georgia; Augusta, Georgia; East St. Louis, Illinois; and Greenville, South Carolina, in 1970; and Compton, California; Inglewood, California; Miami, Florida; Gary, Indiana; Highland Park, Michigan; and St. Louis, Missouri, in 1980. The SMSAs deleted are Charlotte, North Carolina, in 1970 (there were no SMSA outliers in 1960) and Miami, Florida, and Houston, Texas, in 1980. Each of these units merits intensive study of the unique factors responsible for its extremely high homicide rate (e.g., Lundsgaarde 1977).
collinearity among regressors and a corresponding increase in sample variability of the regression coefficients, as illustrated in table 2 above.

Note that the larger coefficients of determination at the state level, coupled with a failure of the regression coefficients for the same variables to increase systematically when compared with the city and SMSA levels, suggest that the state-level aggregation tends to reduce the relative importance of neglected variables in the error or disturbance terms of the regressions (Blalock 1964, pp. 97–114; Theil 1971, p. 181). But this gain is counterbalanced by the smaller sample sizes and correspondingly larger standard errors at the state level.

Substantively, the results reported in table 3 are much more readily interpretable and consistent than those summarized or reviewed earlier. Specifically, three structural indexes/covariates—population structure, resource deprivation/affluence, and percentage of the male population divorced—now exhibit statistically significant relationships to the homicide rate in the theoretically expected positive direction across all time periods and levels of analysis.

The relationships of the homicide rate to the other three variables in the model of table 3 are somewhat more complicated and less invariant. The percentage of the population ages 15–29 consistently has a significant relationship in the expected positive direction at the state level but a null effect at the SMSA level and works in the opposite direction at the city level in the most recent time period. For 1960 and 1970, the regression coefficients for this structural variable increase roughly in proportion to the increase in the coefficient of determination. This is consistent with a hypothesis that the positive state-level relationship is spuriously due to the coincidence of proximity groupings (i.e., by states) with groupings on the dependent variable (Blalock 1964, pp. 97–114). But this does not appear to be the case for 1980. Moreover, the presence of a significant negative relationship of homicide to the percentage ages 15–29 at the city level in 1980 is inconsistent with extant theoretical arguments about the relationship of age structure to homicide rates.

By comparison, the unemployment rate shows a statistically significant negative effect, as postulated in criminal opportunity theory, at the city and SMSA levels across most time periods but has a null effect at the state

28 The consistency and interpretability of the estimates in table 3 are very much ascribable to the success of our components analysis in reducing levels of collinearity among the regressor variables. For cities and SMSAs, most correlations among the regressors are less than .2 in absolute value, whereas for states the corresponding level is .4.

29 The statistically insignificant effect of the population-structure index at the SMSA level in 1960 becomes significant under the square-root transformation to reduce heteroscedasticity in the homicide residuals described later.
# TABLE 3


<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>(2.586)**</td>
<td>(.537)</td>
<td>(4.334)**</td>
<td>(7.801)**</td>
<td>(3.831)**</td>
<td>(3.325)**</td>
<td>(7.413)**</td>
<td>(3.423)**</td>
<td>(3.368)**</td>
<td></td>
</tr>
<tr>
<td>Population structure</td>
<td>.566</td>
<td>.124</td>
<td>.291</td>
<td>1.843</td>
<td>1.028</td>
<td>.385</td>
<td>3.085</td>
<td>.685</td>
<td>.767</td>
</tr>
<tr>
<td>(3.280)**</td>
<td>(.869)</td>
<td>(1.912)*</td>
<td>(7.577)**</td>
<td>(4.899)**</td>
<td>(2.009)*</td>
<td></td>
<td>(7.747)**</td>
<td>(3.842)**</td>
<td>(2.660)**</td>
</tr>
<tr>
<td>Resource deprivation/affluence</td>
<td>.116</td>
<td>.120</td>
<td>.107</td>
<td>.195</td>
<td>.273</td>
<td>.206</td>
<td>.178</td>
<td>.242</td>
<td>.283</td>
</tr>
<tr>
<td>Percentage divorced . . .</td>
<td>.425</td>
<td>1.184</td>
<td>1.444</td>
<td>.925</td>
<td>1.747</td>
<td>1.331</td>
<td>.558</td>
<td>1.113</td>
<td>1.970</td>
</tr>
<tr>
<td>-------------------------</td>
<td>------</td>
<td>-------</td>
<td>-------</td>
<td>------</td>
<td>-------</td>
<td>-------</td>
<td>------</td>
<td>-------</td>
<td>-------</td>
</tr>
<tr>
<td>Percentage ages 15–29 . . .</td>
<td>−.057</td>
<td>−.020</td>
<td>.689</td>
<td>.003</td>
<td>.016</td>
<td>.625</td>
<td>−.129</td>
<td>−.040</td>
<td>.549</td>
</tr>
<tr>
<td></td>
<td>(1.872)</td>
<td>(.243)</td>
<td>(4.212)**</td>
<td>(.115)</td>
<td>(.234)</td>
<td>(2.704)**</td>
<td>(4.699)+</td>
<td>(.703)</td>
<td>(1.883)*</td>
</tr>
<tr>
<td>Unemployment rate . . .</td>
<td>−.270</td>
<td>−.324</td>
<td>−.027</td>
<td>−.368</td>
<td>−.838</td>
<td>−.043</td>
<td>.057</td>
<td>−.214</td>
<td>−.257</td>
</tr>
<tr>
<td></td>
<td>[−.108]</td>
<td>[−.121]</td>
<td>[−.011]</td>
<td>[−.088]</td>
<td>[−.227]</td>
<td>[−.014]</td>
<td>[.185]</td>
<td>[−.086]</td>
<td>[−.089]</td>
</tr>
<tr>
<td></td>
<td>(3.074)**</td>
<td>(2.398)**</td>
<td>(.161)</td>
<td>(3.100)**</td>
<td>(4.090)**</td>
<td>(.135)</td>
<td>(.654)</td>
<td>(1.735)*</td>
<td>(1.118)</td>
</tr>
<tr>
<td>South . . . . . . . . . .</td>
<td>2.007</td>
<td>3.067</td>
<td>1.842</td>
<td>1.942</td>
<td>1.510</td>
<td>.002</td>
<td>3.149</td>
<td>1.512</td>
<td>−.786</td>
</tr>
<tr>
<td></td>
<td>(4.241)**</td>
<td>(4.405)**</td>
<td>(2.193)*</td>
<td>(3.983)**</td>
<td>(1.695)*</td>
<td>(.002)</td>
<td>(5.778)**</td>
<td>(2.060)*</td>
<td>(.664)</td>
</tr>
<tr>
<td>Adjusted $R^2$ . . . . .</td>
<td>.500</td>
<td>.591</td>
<td>.832</td>
<td>.594</td>
<td>.587</td>
<td>.680</td>
<td>.547</td>
<td>.546</td>
<td>.722</td>
</tr>
<tr>
<td>$N$ . . . . . . . . . . . .</td>
<td>526</td>
<td>182</td>
<td>50</td>
<td>722</td>
<td>186</td>
<td>50</td>
<td>896</td>
<td>257</td>
<td>50</td>
</tr>
</tbody>
</table>

* $P \leq .05$ (one-tailed).
** $P \leq .01$ (one-tailed).
+ $P \leq .05$ (two-tailed).
level in all time periods. Finally, the South regional indicator variable is statistically significant consistently across all time periods for cities and SMSAs but is significant for states only in 1960.

Heteroscedasticity Analyses

We noted earlier that the sample frequency distributions of the homicide rate for our city-level samples contain substantial density at the zero level. The effects of this were revealed in a slight heteroscedasticity of the residuals in the estimated regression models of table 3. Since the variance of the residuals appears to be proportional to the expected value of the homicide rate, the regression models for cities were reestimated after a square-root transformation of the homicide rate (Neter et al. 1983, p. 138). As might be expected given the relatively large sample sizes of the city samples and the associated effects of the Central Limit Theorem on the sampling distributions of the regression coefficients (Hanushek and Jackson 1977, pp. 60–68), this produced no changes in statistical significance levels and substantive inferences.

Because of similar evidence of a low level of heteroscedasticity in residuals at the SMSA level (due to a tendency of SMSAs to have somewhat larger homicide rates than expected by the regression models), we also introduced a square-root transformation of the homicide rate and reestimated the SMSA models. The main effect of this was to reduce to statistical insignificance some effects that were marginally significant in table 3. Specifically, after transformation, the effect of the unemployment rate falls to insignificance in 1980, the effect of South becomes insignificant in 1970, and the unemployment rate falls to just below the .05 level while population structure becomes strongly significant in 1960. For the most part, these changes do not affect the major implications of the results reported in table 3, as will be elaborated in the discussion section below.

Replication on 1950 Data

One limitation of the model described above is that it was formulated and estimated on the basis of all available data on the city, metropolitan area, and state levels in the three most recent decennial census periods. A question can be posed, therefore, about the extent to which the results reported above are due to overfitting of available data. If this is the case, it is possible that the relationships we have estimated are not invariant across time periods.

Data from the 1990 decennial census that would allow this possibility to be examined will not be available for several years. A limited repli-
Homicide analysis, nonetheless, can be performed with 1950 data. Specifically, data on all the explanatory variables we have been dealing with except the percentage of children under age 18 not living with both parents are available for 434 cities of 25,000 population and over and all 48 states in 1950. A principal components analysis revealed that the four other structural covariates in our resource-deprivation/affluence index again form a dimensional component in 1950 at both the city and state levels. The clustering of unit population size and density in a population-structure component also is apparent but is weaker at the state than the city level.

Table 4 displays the results of regressing homicide rates on the corresponding structural indexes/covariates. It can be seen that the percentages of variance in homicide explained by the models are of the same order of magnitude as for 1960, 1970, and 1980. The statistically significant explanatory variables also are similar. At the city level, population structure, resource deprivation/affluence, the unemployment rate, and location in the South again have significant effects, but the percentage divorced males falls to statistical insignificance. At the state level, resource deprivation/affluence, percentage divorced, and percentage of the population ages 15–29 again are statistically significant, but population structure (see remark in preceding paragraph) and location in the South are not.

DISCUSSION AND CONCLUSION
The empirical results described above have a number of implications for comparative research on the structural covariates of homicide rates. Perhaps the most important of these is that the theoretical presumption of relatively invariant relationships across time periods and social space appears to be corroborated by use of large samples, standard definitions, and the reduction of collinearity among the structural covariates. Much of the inconsistency apparent in earlier studies must be ascribed to collinearity. Future studies on this topic should not proceed without recognizing and accommodating this complication of inference.

Second, among our six structural indexes/covariates, three effects stand out in strength and invariance. By far, the strongest and most invariant effect is due to the resource-deprivation/affluence index; consistently across the four decennial census periods, cities, metropolitan areas, or states that are more deprived have higher homicide rates, and those that are more affluent have lower rates. Our population-structure index and

---

30 In 1950, Alaska and Hawaii were not yet states, and homicide rates for SMSAs are not available for that decennial census year.
the percentage-divorced covariate (for which there is some evidence supporting interpretation as a social disintegration indicator; see n. 22) also show strong relationships to homicide at virtually all levels of analysis and time periods. Cities, metropolitan areas, or states with larger population size/density or a greater percentage of males who are divorced tend to have higher homicide rates; those that are smaller/less dense or have a smaller percentage of divorced males tend to have lower homicide rates. The effects of these three structural indexes/covariates also are largely independent of each other, as their intercorrelations typically are .3 or less in absolute value.\textsuperscript{31}

\textsuperscript{31} Space considerations do not permit a full comparative analysis of the differential effects of structural covariates across various index crimes. It can be briefly noted, however, that for robbery (which, next to homicide, is the most completely reported
Somewhat less invariance can be attributed to the relationship of the homicide rate to the unemployment rate and the percentage of the population ages 15–29. The effects of the former are negative and limited to the city and metropolitan levels of analysis.

By contrast, a positive relationship to the age-structure indicator appears only at the state level of analysis. We noted earlier that the changing pattern of correlation and regression coefficients across levels of analysis for this structural covariate suggests that the state-level positive age-structure effect cannot generally be attributed to aggregation bias. In addition, the significant negative relationship of homicide to the percentage 15–29 at the city level in 1980 needs to be accounted for. These facts suggest that there is one or more other factors that must be present in order for the age-structure variable to have the theoretically expected positive relationship to homicide at the lower levels of disaggregation, but we defer a more complete discussion of these issues to another research report (Land et al. 1989). In the absence of controls for such factors, it appears that the state level of analysis is the best level at which to estimate the theoretically expected positive relationship.

Third, there are a number of theoretical implications of our empirical results. With respect to the southern subculture-of-violence thesis, we find the expected positive effect of location in the South to be strong and invariant only at the city level of analysis. For metropolitan areas, this effect is highly significant in 1960 but weakens in statistical significance in 1970 and 1980. For states, the South effect is present only in 1960—at which point it is not highly significant. Interestingly, it was the 1960 period that was analyzed in the widely cited state-level study of Gastil (1971). Had any other recent decennial period been studied, a South location effect would not be significant in the presence of controls for other variables such as those studied here. Should these contradictory effects be taken as indicative of a southern subculture of violence? Recent research suggests that this is debatable (see, e.g., Dixon and Lizotte 1987).

Concerning the theoretical question of the effects of relative versus absolute deprivation on homicide rates that has enlivened much recent research, our empirical results imply that these effects are not individually identifiable with correlational data on cities, metropolitan areas, and states. We consistently find that those units that are high (low) on absolute deprivation (violent crime) the effects of the resource-deprivation/affluence index declines both in size and level of statistical significance compared with those of the population-structure component and the percentage-divorced variable (which, as observed in n. 24, behaves as an indicator of social disintegration). A full discussion of these cross-crime comparisons is reported in McCall, Land, and Cohen (1988).
lute deprivation also tend to be so high (low) on relative deprivation that attempts to estimate separate effects will be extremely sensitive to slight differences from one sample to the next. In consequence, attempts to estimate distinct regression effects for absolute and relative deprivation will result in an accumulation of null or contradictory findings, as we discussed earlier.

Similar remarks apply to the other elements of our resource-deprivation/affluence index. Among these elements, the single element that is most consistently (although not invariably, as documented earlier in tables 1 and 2) associated with homicide rates is the percentage of the population of a city, metropolitan area, or state that is black. This might lead an analyst to insist that this covariate be introduced into a regression separately from a reduced resource-deprivation/affluence index consisting of the four other elements. Doing so, however, would reintroduce extreme collinearity between the percentage-black variable and the reduced-deprivation/affluence index to the covariance matrix of the regressors. In fact, this collinearity would be so extreme as to violate Klein’s rule (as we noted earlier). The numerical consequence often would be to allocate explained variance solely to the percentage-black variable or to the reduced-deprivation/affluence index in accordance with whichever of the two has the numerically larger (even marginally so) correlation with the homicide rates in a particular time period for a particular level of analysis. But this is tantamount to committing what Gordon (1968) labeled the “partialling fallacy” because there is no theoretical reason for so apportioning the redundant explanatory power of the two covariates.

In brief, attempts to estimate separate effects for individual elements of resource deprivation/affluence may be tenuous at best and misleading at worst. Similar comments may apply to attempts to disentangle the effects of racial inequality from those of poverty, median income level, and so on (see n. 23). We do not advocate a moratorium on such efforts. However, it seems clear that fruitful new ideas are needed as much as additional empirical estimates. As noted in our discussion of the principal components derived from the correlation matrices of regressors in our analyses, Wilson’s (1987) ideas of concentration effects and social isolation may be such new ideas. Applied at the levels of cities, metropolitan areas, and states, these concepts make meaningful the persistent covariation of the five components of our resource-deprivation/affluence index and its relationship to the homicide rate.

32 Indeed, because of the similarity of the composition of the structural poverty index to this reduced form of our resource-deprivation/affluence index, and because they entered the percentage of the population of states that is nonwhite separately into their state-level regressions, it can be noted that this is close to what Loftin and Hill (1974) did in their analyses.
Do the concentration effects and social isolation concepts also help to adjudicate among the competing control and differential association theoretic interpretations (see n. 7) of the mechanisms by which structural circumstances affect delinquency and crime? According to Wilson (1987, p. 137), the social isolation associated with concentration effects does not imply that cultural traits (such as an excess of definitions favorable to delinquency/crime) are irrelevant; rather, culture is a response to social structural constraints and opportunities. In Kornhauser's (1978, p. 26) taxonomy, this proposition places Wilson's theory within the social disorganization/control/strain theoretic tradition (as opposed to the cultural deviance/differential association theoretic tradition) of criminogenic theorizing. Additional research is necessary, however, to examine the generalizability of this theoretical conceptualization and the empirical findings reported here to other violent and property crimes and to clarify the effects of the age structure and South regional indicator variables. Questions about the extent to which the invariances established here for cross-sectional covariate relationships to the total homicide rate apply to disaggregated rates (as in Williams and Flewelling 1988; and Sampson 1987b) and to over-time changes in homicide rates also merit attention.

APPENDIX A

Notes on Specific Studies Cited in Table 1

Bailey 1984: For 1970 study, sample consists of cities with populations \( \geq 100,000 \); 1960 study sample consists of the same cities (where data were available) as in the 1970 sample. The natural logarithm transformation was applied to the dependent variable. Variables not reported in above table: (1) % low income (\( \leq 1000 \)), which had a positive effect in 1960 and a null effect in 1970.

33 Wilson's (1987, p. 137) proposition also is consistent with the empirical results of Matsueda and Heimer (1987). Using individual-level data on delinquency, these authors show that an excess of cultural definitions favorable to delinquent behavior is a critical intervening variable mediating the influence of structural characteristics and social bonding on delinquency. Because the cultural definitions variable itself also is shown to depend substantially on structural characteristics and social bonding (these factors jointly explain about two-thirds of the variance in the cultural definitions variable), however, a clean interpretation of the Matsueda-Heimer model as an instance of cultural deviance theory cannot be given. For, according to Kornhauser (1978, p. 26), if a delinquent/criminal subculture is a dependent variable, surviving only in the process of social disorganization and dependent on the supply of recruits through exogenous factors, the theory is classified as a social disorganization model. It is beyond the scope of this paper to evaluate the veracity of Kornhauser's classification system. Even if it is not accepted, however, some additional theoretical articulation of similarities and differences between the social disorganization and differential association/differential social organization models appears called for, at a minimum.
Blau and Blau 1982: Sample consists of SMSAs with populations ≥ 250,000. The log base 10 transformation was applied to the dependent variable. Variable not included in the above table: (1) SES inequality in race measure, which had a positive effect.

Blau and Golden 1986: See Blau and Blau for sample description. The log base 10 transformation was applied to the dependent variable. Variables not included in above table: (1) SES inequality in race measure, which had a null effect; (2) arrest rates, which had a null effect; and (3) "product" terms or interaction terms between all independent variables and the percentage-southern-born variable, none of which had statistically significant effects except the interaction with percentage poor.

Crutchfield et al. 1982: Sample consists of SMSAs with populations ≥ 500,000. Variables not included in the above table: (1) median education, which had a null effect, and (2) mobility, which had a positive effect.

DeFronzo 1983: Sample consists of SMSAs for which cost-of-living data were available. Variables not included in above table: (1) adjusted AFDC per aided family member, which had a positive effect, and (2) household activity index, which had a null effect.

Gastil 1971: Sample consists of 48 contiguous states. Gastil's Southernness Index is based on the persistence of southern cultural traditions that emerged in the pre–Civil War era. The index reflect the southernness of a state as influenced by migration patterns of southerners. Variables not included in above table: (1) percentage urban, which was included only in the state-level model and had a null effect; (2) physicians per 1,000 population, which had a null effect in the state and SMSA models and had a positive effect in the city-level model; (3) median years school completed, which had null effects in the state- and SMSA-level models and a negative effect at the city level; (4) hospital beds per 1,000 population, with null effects in all three levels of aggregation; and (5) percentage cities with populations ≥ 300,000, which was used in the state-level only and had a null effect in the model.

Huff-Corzine et al. 1986: Sample consists of 48 contiguous states. Variables not included in the above table: (1) Balance of Structural Poverty Index (see Loftin and Hill below) not in the above table, which had a positive effect in the model; (2) percentage rural, which had a positive effect; (3) hospital beds per 100,000 population, which had a null effect in the Southernness Index model and had a positive effect in the percentage born in the South model; (4) percentage born in South, which had a null effect.

Jackson 1984: Sample consists of cities with populations ≥ 25,000 in model 1, cities with population ≥ 50,000 in model 2, and cities with populations < 50,000 in model 3. Relative deprivation was measured
using the ratio of black to white median income. Variable not included in above table: household activity ratio, which had null effects in models 1 and 3 but had a positive effect in model 2.

Loftin and Hill 1974: Sample consists of 48 contiguous states. Introduced the Structural Poverty Index, which includes: (1) infant mortality rates, (2) percentage of persons 25 years old and over with less than five years of school, (3) percentage of population illiterate, (4) percentage of families with income under $1,000, (5) Armed Forces Mental Test failures, (6) percentage of children living with one parent. Variables not included in above table: (1) Balance of Structural Poverty Index, which had a positive effect; (2) percentage rural, which had a null effect; (3) hospital beds per 100,000 population, which had a positive effect in the Confederate South model but had a null effect in the Southernness Index model.

Loftin and Parker 1985: Sample consists of the 49 largest cities (part of another working data set from which data were available for these cases). Variable not included in above table: (1) infant mortality used as instrumental variable (proxy replacing poverty line variable), which had a positive effect.

Messner 1982: Sample consists of SMSAs for which FBI crime data were available.

Messner 1983a: See sample for Messner (1982) above. Variables not included in above table: (1) Balance of Structural Poverty Index (see Loftin and Hill above), which had positive effects; and (2) percentage black squared, which had negative effects.

Messner 1983b: Sample consists of cities for which FBI crime data were available for 1969, 1970, and 1971.

Parker and Smith 1979: Sample consists of 48 contiguous states. Variables not included in the above table: (1) severity measure (median months served for homicide sentence for those released in 1970), which had a null effect; (2) certainty measure (number of admissions to prison sentenced for homicide in 1970 per total number of homicides in 1970), which had a null effect; (3) percentage urban, which had a positive effect; (4) Balance of Structural Poverty Index (see Loftin and Hill above) except percentage illiterate for which they had no data, which had a positive effect in the model.

Rosenfeld 1986: Sample consists of SMSAs with populations \( \geq 250,000 \).

Relative deprivation measure is the product of (a) the mean income of families below the poverty level, (b) percentage families below the poverty level, and (c) ratio of median years of school completed by heads of poverty families to median years of school completed of all family heads, which had positive effects in both models.

Sampson 1985: Sample consists of cities with populations \( \geq 250,000 \).
natural logarithm transformation has been applied to the dependent variable. Relative deprivation is measured using the ratio of white to black median income. Variable not included in above table: ratio of the number of homicide arrests to the number of homicides, which had a negative effect.

Sampson 1986: Sample consists of cities with populations $\geq 100,000$. The dependent and the relative deprivation variables are measured as those defined in Sampson (1985) above. Variables not included in the above table: (1) West regional indicator, which had a positive effect; (2) occupational status (proportion of civilian work force in professional and managerial positions), which had a positive effect; (3) police aggressiveness, which had a null effect; (4) local incarceration risk, which had a null effect; and (5) state prison risk, which had a positive effect.

Simpson 1985: Sample consists of SMSAs with populations $\geq 250,000$. The log base 10 transformation has been applied to the dependent variable. Variables not included in the above table: (1) SES difference in income (see Blau and Blau 1982), which had positive effects in both models; and (2) the logit form of the age structural variable (white males ages 15–29) squared.

Smith and Parker 1980: Sample consists of 48 contiguous states. Variables not included in above table: (1) Balance of the Structural Poverty Index (see Loftin and Hill above), which had a positive effect; (2) percentage urban, which had a null effect; and (3) hospital beds per 100,000 population, which had a null effect.

Williams 1984: Sample consists of SMSAs with populations $\geq 250,000$. The log base 10 has been applied to the dependent variable. Model 1 is based on Blau and Blau's (1982) equation and model 2 is based on Messner's (1982) equation—both studies outlined above. Variables not included in the above table: (1) racial inequality (Blau and Blau's model), which had a positive effect.

Williams and Flewelling 1988: Sample consists of cities with populations $\geq 100,000$. The log base 10 has been applied to the dependent variable. Variable not included in the above table: (1) justifiable homicide ratio, which had a positive effect.

APPENDIX B
Definitions

Homicide rate: \( \frac{\text{Number of murder and nonnegligent manslaughter offenses}}{\text{total resident population}} \times 100,000 \).

Population size: Number total resident population.

Population per square mile: \( \frac{\text{Total population}}{\text{land area square miles}} \).
Homicide

Percentage black population: \( \frac{\text{Number of black population}}{\text{total resident population}} \times 100. \)

Percentage of the population 15–29 years of age: \( \frac{\text{Number of 15–29 year olds}}{\text{total resident population}} \times 100. \)

Percentage divorced males: \( \frac{\text{Number divorced males}}{\text{number males 14 [15 in 1980] years old and over}} \times 100. \)

Percentage of children not living with both parents: \( \frac{\text{Number of children 18 years old and under not living with both parents}}{\text{number of children 18 years old and under}} \times 100. \)

Income Measures (in current dollars): Income Distributions for Families

- Median family income.
- Percentage of families living below the official poverty level.
- Gini index of income concentration for families.
- Percentage unemployed: \( \frac{\text{Number employed in civilian labor force}}{\text{number in civilian labor force}} \times 100. \)

South: South dummy variable defined in the text.
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