ABSTRACT

DAS BHOWMIK, RAJARSHI. Reducing Downscaling & Model Uncertainties in CMIP5 Decadal Hindcasts/ Projections. (Under the direction of Dr. Sankarasubramanian Arumugam).

General Circulation Model projections are important to understand the climate change and its impact on land surface attributes. However, GCM projections exhibit model and scenario uncertainties in the near-term and the long-term predictions. Resolution of GCMs are coarser compared to the resolution of climate forcing of hydrologic models. Hence, GCM projections require post-processing. In this study, we worked with two post-processing approaches, downscaling and model uncertainty reduction. We proposed a multivariate statistical downscaling approach, based on Asynchronous Canonical Correlation Analysis (ACCA) that has the potential to preserve cross-correlation between multiple variables during downscaling. ACCA performs better than the univariate statistical downscaling approach in estimating cross-correlation between precipitation and temperature. Joint likelihood between precipitation and temperature is also improved by ACCA for months when more grid points exhibit statistical significance in the cross-correlation. In our second problem, we extended our first work to analytically investigate the limitations of univariate downscaling in estimating the cross-correlation. We assumed a linear regression model for univariate downscaling and found that univariate approach lacks any potential to estimate the cross-correlation in downscaled variables. Further, we proposed a framework, based on Fisher z-transformation to form an allowable range for the raw GCM/downscaled cross-correlation. The framework is applied for univariate downscaled products over the contiguous US and results shows that 40-50% grid points would fail to preserve the cross-correlation if univariate downscaling is applied on the GCM historical runs. Finally, we proposed an optimal weighting approach, based on model performance to reduce model uncertainty in climate change projections. Results show, spatial
bias in estimating the climate change by equal weighting remains as big as the observed climate change. We applied the optimal combination approach to reduce uncertainty in projections of changes in the mean seasonal temperature and compared the results with the equal weighting approach. Optimal weighting scheme outperformed the equal weighting scheme with lower RMSE and stronger correlation with the observed changes. In all three problems, we considered outputs from the historical and the hindcast runs from the Coupled Model Intercomparison Project Phase-5 (CMIP5). Results are analyzed separately to understand the efficiency of the approaches under both CMIP5 experiments.
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Chapter 1. Introduction

It is now clearly evident that climate and its impact on hydrology is changing around the globe at different temporal and spatial scales (Gleick 1985, McCabe and Wolock 1999, Lettenmaier et al., 1992, Wilby et al., 1999, Wolock and McCabe 1999, Arora and Boer 2001, Sanakarsubramanian and Vogel 2001, Christensen et al., 2004, Clark et. al., 2016, Mondal and Majumder 2016). In an effort to capture this change, General Circulation Models (GCM) are developed that simulate past climate and project future changes (Phillips 1956, Meehl et al., 2007, Flato et al., 2013). GCM simulations for past climate are important to understand the interaction between various components- land surface, atmosphere and ocean-of earth system, impacts of carbon emissions on atmosphere, rise in the sea surface temperature and many other attributes. Further, future projections of hydro-climate are important from the perspective of planning and mitigation. GCMs are revised and updated regularly to reduce uncertainty in projections and to ensure accuracy. In the recent fifth assessment, Coupled Model Inter-comparison Project Phase 5 (CMIP5), GCMs’ spatial resolution has been considerably improved (Taylor et al., 2012). In CMIP5, GCM runs that are forced with the initial ocean state, known as decadal Hindcast, are also archived, to predict climate over near-term (10-30 years).
Societal development, particularly industrialization and increased concentration of gases that absorb outgoing long-wave radiation, consequently impact both the near-term and the long-term climate and land-surface process. The planet has experienced significant changes in climatology of mean monthly hydro-climatic attributes and extremes. GCMs provide essential input variables, precipitation and temperature, to estimate runoff that are critical for watershed planning and management. For instance, effects of climate change on land-surface fluxes can also be assessed by land-surface models where GCM outputs serve as climate forcing. However, climate variables resulting from GCMs encompass various source of uncertainties and also exhibits spatial and/or temporal biases. Climate forcings, if applied for hydrologic simulations without proper post-processing, could lead to significant source of errors in land surface attributes (Sinha et al., 2014, Mazrooei et al., 2015, Seo et al., 2016). In this study, we focus my interest on two post-processing processes of climate forcing, statistical downscaling and multi-model combination that reduce uncertainty in GCM projections in climate application studies.

In Chapter 2, we developed a multivariate downscaling technique that better estimates the changing cross-correlation structure across multiple variables for downscaling climate variables from coarser to finer resolution. The multivariate scheme is based on Asynchronous Canonical Correlation Analysis (ACCA). Results from the multivariate downscaling are compared with the results for univariate downscaling. In Chapter 3, we analytically investigated the limitations of univariate downscaling that leads to bias in estimating the change in cross-correlation. A framework based on Fisher z-transformation analysis is proposed to compare downscaled and observed cross-correlations. The framework could be
applied on any downscaling methods, thus being dependent on GCM and observations. We applied the framework to analyze the ability of GCMs in estimating cross-correlation across the contiguous US based on hindcast and historical runs. Lastly, in Chapter 4, we studied the spatial bias existing between the GCM projected change and observed change in temperature. Given high spatial bias exists across all models, we investigated two methods—equal and optimal weighting—for reducing model uncertainty. Hence, we proposed an optimally weighted model combination framework that can reduce uncertainty and bias in change in temperature. Along with proposing new and improved approach for post-processing of climate change projections, we also compared the performances of Hindcast and historical runs in estimating the observed changes in cross-correlation.

Finally in Chapter 5, we presents the salient findings and opportunities for further enhancing the limitations of this dissertation research.
Chapter 2. Multivariate Downscaling Approach for Preserving Cross-Correlations across Climate Variables

2.1 Introduction

Global Climate Models (GCMs) have shown potential in simulating/projecting climate variables over historical and future time periods (Hawkins and Sutton, 2008, Taylor et al., 2011). These projections are widely used to quantify future changes and associated uncertainties in hydrological responses induced by climate changes (Lettenmaier et al., 1999, Hay et al., 2002, Hanson and Dettinger, 2005, Mejia et al., 2012, Singh et al., 2014). However, the CMIP5 GCM grid resolutions are too coarse for application in hydrologic models, thereby requiring downscaling. Downscaling is basically defined as the process of interpolating coarser scale variables to a finer spatial scale (Karl et. al., 1990, Wigley et. al., 1990). Dynamic Downscaling and Statistical Downscaling are the two commonly employed types of downscaling with the former using regional climate models to downscale GCM projections (Giorgi et. al., 2001, Hay and Clark 2003, Leung et al., 2003,) the latter using statistical models to obtain projections at finer-scale (Wood et al., 2004, Wilby et al., 2004, Gangopadhyay et al., 2005, Fowler et al., 2007, Maurer and Hidalgo, 2008). The challenges in dynamic downscaling primarily arises from the difficulty in setting up the model for the spatial domain of interest, calibrating to the observed variables and due to the need of intense computational
time (Wood et al., 2004, Maurer and Hidalgo, 2008). Given the ease of model fitting and reduced computational cost, statistical downscaling has gained wide popularity over dynamic downscaling (Wilby et al., 2004, Gangopadhyay et al., 2005).

The primary assumption behind statistical downscaling is that the statistical relationship estimated between large-scale GCM projections and the local-scale data does not change with respect to time. Different types of Statistical Downscaling techniques have been employed ranging from simpler regression methods (Huth, 1999), semi-parametric methods (Stoner et al., 2012, Sankarasubramanian and Lall, 2003), non-parametric techniques (Gangopadhyay et al., 2005) to complex weather generators (Wilks and Wilby, 1999). Wood et al., (2004) provided the concept of bias correction and statistical downscaling (BCSD) based on quantile mapping. Recently, Bureau of Reclamation (2013) have developed monthly precipitation and surface temperature at \(1/8^\circ\) over the continental US for CMIP3 and CMIP5 projections using the BCSD concept. In this two-step process, bias correction of GCM projections is first performed based on univariate quantile mapping on the coarse GCM scale and then spatial interpolation on the bias-corrected variable is performed to obtain finer resolution \(1/8^\circ\) precipitation and temperature. In essence, BCSD provides bias-corrected climate projections by relating the non-exceedance probabilities of the model data with the non-exceedance probabilities of the observed data. Asynchronous piecewise regression models, basically quantile mapping or regular regression on sorted (i.e., ascending/descending) data, also have shown their capability to downscale climate data at the local scale (Stoner et al., 2012). He et al., (2012) further extended the idea of quantile mapping for bivariate asynchronous measurements by proposing a notion of bivariate ranks and positions. However, extending the
approach beyond bivariate techniques seems to be challenging due to the prescribed ranking methods. BCSD methods have also been modified to estimate joint densities of multiple variables for preserving cross-correlation (Zhang and Georgakakos, 2011, Mehrotra and Sharma, 2016). However, both of the above approaches have not been evaluated for different seasons and over large regions. Another recently developed multivariate downscaling approach, Multivariate Adapted Constructed Analogs (MACA) produces spatially disaggregated daily time series of multiple predictor variables (Abatzoglou and Brown, 2012). MACA corrects bias in the GCM simulations, adjusts epoch for no analog situations under future climate scenarios and identifies the patterns between the GCM and the observed fields using the Constructed Analogs algorithm (Hidalgo et al., 2008). MACA was also compared with the BCSD downscaled products and had exhibited improvements in wildfire applications (Abatzoglou and Brown, 2012).

Most of the downscaling techniques are calibrated or develop downscaled products using historical simulations of 50 years. Climate projections from the Coupled Model Intercomparison Project Phase-5 (CMIP5) substantially differ from its earlier version (CMIP3) with increased spatial resolution and also encompasses experiments that focus on decadal variability with hindcasts and future projections obtained by initializing GCMs with observed ocean states (Taylor et al., 2005). There is a growing scientific consensus that at decadal time scales (10-30 years) the choice of the scenario for greenhouse-gas emissions contributes little to the uncertainties in climate scenarios generated by different GCMs (Hawkin and Sutton, 2008, Meehl et al., 2009; Taylor et al., 2011). Studies have shown that initializing the GCMs with observed SSTs provide better decadal predictions of surface temperature, SST and other ocean
circulation features (Keenlyside et al., 2008; Smith et al., 2010). Recently, Goddard et al., (2013) compared the ability of both schemes, initialized and uninitialized, in developing decadal hindcasts and they found that initialized decadal hindcasts provide better skill in predicting observed temperature in comparison to the skill of uninitialized hindcasts in predicting observed temperature. CMIP5 hindcast runs were basically initialized with the observed ocean state at a different times with the archives having ten 10-year hindcasts (1961-1970, 1966-1975,…, 2006-2010) initialized every five years from 1960 and two 30-year hindcasts initialized in 1960 (1961-1990) and 1980 (1981-2010). However, spatial resolutions of these CMIP5 hindcasts are still coarser (around 1.4°×1.4°) than needed for many climate-application studies, thereby requiring downscaled products. To our knowledge, downscaled products for CMIP5 hindcasts are not available as of now. Given the importance of decadal hindcasts and projections for planning activity, this study also considers multivariate downscaling of hindcasts and compares the performance of downscaled products from both historical runs and hindcasts from CMIP5.

The objective of the current research is to propose and evaluate statistical downscaling techniques that preserve cross-correlation structure across variables. The proposed multivariate downscaling technique is developed by modifying the traditional Canonical Correlation Analysis (CCA) method (Hotelling 1936) for asynchronous observations. We evaluate the proposed methodology by downscaling monthly precipitation and temperature from CMIP5 over the continental US and the performance of the proposed technique is compared with the existing univariate BCSD downscaling products. The proposed downscaling technique is also applied to both hindcasts and historical simulations from CMIP5 to understand how the
technique preserves the observed cross-correlation between precipitation and temperature over the continental United States. We compare three downscaled products (BOR’s BCSD, ACCA and MACA) in estimating the joint likelihood of precipitation and temperature.

The manuscript is organized as follows: Section 2.2 provides the details on the observed climate data and CMIP5 simulations and hindcasts over the continental US. Following that, we propose the asynchronous CCA methodology for preserving multivariate correlation structure in climate change projections. Then, we evaluate the performance of the proposed technique and compare with univariate BCSD products available from the Bureau of Reclamation (BOR). Finally, we summarize the findings of the study along with the discussion.

2.2 Dataset

Monthly precipitation (pr) and average surface (2 m) temperature (tas) data from the CNRM-CM5 GCM was used for downscaling. CMIP5 includes 20th century historical runs and decadal hindcast runs (Taylor et al., 2005). Experiments forced with representative concentration pathway (RCP) scenarios (Van Vuuren et al, 2011) provide future projections. Decadal runs with GCMs initialized in 2005 provide the future projections for the period, 2006-2034, under different RCPs. We chose CNRM due to its reasonable ensemble size (5 members) under historical runs and under hindcasts (9 members). CNRM-CM5 was developed jointly by CNRM-GAME (Centre National de Recherches Météorologiques—Groupe d’études de l’Atmosphère Météorologique) and CERFACS to contribute towards CMIP5 multimodel ensemble (Table 2.1). The model has improved in terms of spatial resolution, dynamic core of atmospheric resolution and radiation scheme from its earlier version (Voldoire et al., 2005).
Spatial resolution of the model is ~1.4° which is re-gridded to ~1.0° using bilinear interpolation for the purpose of further downscaling.

For the purpose of evaluating the proposed multivariate downscaling approach, we consider the period 1950-1999 from CNRM-CM5 historical run, having 5 ensemble members. The historical runs are primarily used to compare with the existing univariate approach since BOR downscaled products are primarily available for historical runs.

We have used decadal-1960 run (1961-1990) and decadal-1980 (1981-2000) run for our analysis. Decadal-1960 (Decadal-1980) was initialized in 1960 (1980) with observed SST conditions in 1960 (1980). Both experiments span for 30 years and each have 9 ensemble members. Hindcast runs are also regridded to have the same spatial resolution as historical run. We consider hindcasts for evaluating multivariate downscaling products from hindcast and historical runs.

To compare our multivariate downscaling approach, we obtain the BOR downscaled CMIP5 products. BOR has developed bias corrected 20th century historical runs (“Downscaled CMIP3 and CMIP5 Climate and CMIP5 Climate and Hydrology Projections”) archived at http://gdo-dcp.ucclnl.org/downscaled_cmip_projections/. Historical runs were bias corrected at coarse spatial resolution using quantile mapping and then spatially disaggregated to finer grids (Maurer et al., 2007). Since their bias correction approach is quantile mapping, it provides us the baseline for comparing the proposed multivariate downscaling approach. The BOR database also provides observed pr and tas over the coterminous US (CONUS) for the period January 1950 to December 2010 at a spatial resolution of ~1°. The performance of our multivariate downscaling approach and the univariate approach is compared with the observed
gridded variables of $pr$ and $tas$. Downscaled products of CMIP5 using MACA (Version 2) are achieved at http://maca.northwestknowledge.net/. Spatial resolution of the dataset is $1/24^0$. We upscale MACA products (monthly precipitation, monthly maximum and minimum temperature) to $1^0$ using the Climate Data Operator (CDO) software. Monthly maximum and minimum temperature are averaged to obtain the monthly average temperature. Only downscaled historical runs are available in the MACA achieve.

Table 2.1: Description of GCM, CNRM-CM5, historical and hindcast runs considered for the study.

<table>
<thead>
<tr>
<th>Institute</th>
<th>Experiment</th>
<th>Time Period</th>
<th>Emission Scenario</th>
<th>No. of Ensemble Members</th>
</tr>
</thead>
<tbody>
<tr>
<td>Centre National de Recherches Me´te´orologiques et Centre Europe´en de Recherche et de Formation Avance´e (CNRM-CERFACS)</td>
<td>Historical</td>
<td>1950-1999</td>
<td>RCP 8.5</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>Hindcast</td>
<td>Decadal-80</td>
<td>Pre-Industrial Control Run</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(1981-2010)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Decadal-60</td>
<td>Pre-Industrial Control Run</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(1961-1980)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

2.3 Motivation & Methodology

2.3.1 Motivation

To understand the need to preserve the cross-correlation structure in downscaling, we first present how the cross-correlation between observed precipitation and observed temperature has changed over the continental US between two periods 1950-1974 and 1975-1999 (Fig 2.1). Grid points exhibiting significant cross-correlation for the 1950-1974 (1975-
1999) period are shown with a ‘×’ (‘•’) sign, while grids exhibiting significant cross-correlation in both periods are shown with a ‘▲’ sign. Significance in cross-correlation are computed at 95% confidence level based on \( \pm 1.96/\sqrt{(n - 3)} \). For 25 years of data, grid points having cross-correlation greater or lesser than \( \pm 0.42 \) are considered as significant.

From Figure 2.1, the Northeast region, Ohio valley and FL exhibit significant correlation in January only for the earlier period and the cross-correlation strength decreases being not significant over the later period. The change in cross-correlation for later period over the Northeast and the Ohio valley is primarily due to the increase in mean monthly temperature and decrease in mean monthly precipitation during the later period (Supplemental Information (SI) Figure – 2.7). Significant cross-correlation exists in January for both periods over Montana. Significant cross-correlations exist for both periods over CA and over Rockies during April, whereas significant cross-correlation prevails during the later (earlier) period over NC and VA (coastal Northwest) in April. Insignificant cross-correlation in the later period over coastal Northwest also appears to be due to the increase in mean monthly temperature over the later period (SI-Fig. 2.7).

In July, cross-correlation is significant during both periods over the eastern and central Sunbelt regions, coastal Northwest and northern Great Plains. Cross-correlation in July also appears to be significant over the latter (earlier) period over the upper Midwest (AZ and Northeast). From SI-Fig. 2.7, there is a marked increase in temperature for July in the later period over the eastern US. In October, significant correlation exits in both periods over Colorado. On the other hand, significant cross-correlation existing in the earlier period over the West and FL disappears in the later period in October. From SI-Fig. 2.7, it is clear that the
mean monthly temperature has decreased in the later period over the entire US except the west coast. Further, mean monthly precipitation has also increased over the Southeast US, TN valley and over upper Mid-west (SI-Fig. 2.7). Some of the coastal regions (Northwest, Northern CA and LA) also exhibit significant correlation during the later period. To summarize, number of grid points exhibiting significant cross-correlation has changed from 208,145, 323, 143 to 114, 170, 357 and 117 respectively for January, April, July and October over the later period. To summarize, the changing patterns in monthly precipitation and temperature, change the cross-correlation between precipitation and temperature over the two time periods that we considered. Thus, any downscaling method that we employ needs to accommodate the changing cross-correlation structure between the variables. Hence, we propose and evaluate multivariate downscaling methodology that preserves the correlation structure across multiple predictands and predictors.

2.3.2 Multivariate Approach

Canonical Correlation Analysis (CCA) is a regression based method. In climate studies, CCA has been applied to identify significant drivers associated with forecast skills (Barnett and Preisendorfer, 1987) and to correct systematic errors in GCM simulations (Tippett et al., 2003). In this study, we modified CCA for multivariate downscaling.

Given $X$ being the multiple variables from the GCM runs and $Y$ being the corresponding observed variables over $n$ years at a given grid point, our interest is to develop
an empirical relationship between $X$ and $Y$, so that it could be applied for future projections (Stoner et al., 2011). For a given month, dimensions of $X$ and $Y$ will be $(n \times p)$, where $p$ is the number of variables to be downscaled. $X$ and $Y$ matrices are constructed for calibrating the proposed downscaling scheme. Let $Z$ denotes the validation set of GCM projections with a
dimension of $Z$ being $(\hat{n} \times p)$ where $\hat{n}$ is the number of years considered for downscaling. Given the data $X$, $Y$ and $Z$ as asynchronous data with observations and GCM responses having no time-correspondence, we modify the traditional Canonical Correlation Analysis (CCA) for downscaling GCM projections.

**Asynchronous Canonical Correlation Analysis (ACCA)**

The steps in performing ACCA downscaling is summarized in Figure 2.2:

1. Models are developed for each grid individually. As mentioned before, dimensions of $X$ and $Y$ are $(n \times p)$ and dimension of $Z$ becomes $(\hat{n} \times p)$.

2. Bivariate sorting of $X$ and $Y$ based on bivariate probability.

Given that climate change projections do not possess any time-correspondence with the observed variables, it is common to employ asynchronous regressions for downscaling climate change projections (Stoner et al., 2012). Asynchronous regression is typically developed by sorted $X$ and sorted $Y$ in ascending or descending order. Univariate sorting is based on the quantiles of the fitted distribution (Koenkar and Basset, 1978) or on quantile mapping (Wood et al., 2004). Multivariate sorting can be done by complex statistical methods such as bivariate ranks and positions (He et al., 2012). We propose a simpler, but yet effective, way by extending the concept of univariate sorting for multivariate sorting in which the calibration dataset $X$ and $Y$ were sorted based on their joint probability of occurrence. Given $\mu_X$ and $\mu_Y$ being the respective means of $X$ and $Y$ and $\Sigma_{XX}$ and $\Sigma_{YY}$ being the co-variance matrices of $X$ and $Y$, we assume that $X$ and $Y$ follow bivariate normal distribution.

\[
X \sim \text{Bivariate Normal} (\mu_X, \Sigma_{XX}) \quad \text{Eq. 1}
\]
\[
Y \sim \text{Bivariate Normal} (\mu_Y, \Sigma_{YY}) \quad \text{Eq. 2}
\]
3. The higher the joint probability of $f_X(X_t)$ and $f_Y(Y_t)$, the higher the ranks are that should be assigned to the multivariate vector at each time step. Joint probabilities are transformed to log-space before comparison. Thus, both $X$ and $Y$ are sorted separately based on their joint probability of occurrence. These sorted $X$ and $Y$ correspond to each other asynchronously, hence we call the procedure as asynchronous CCA. $X$, $Y$ and $Z$ were fitted in the log space to avoid estimating negative values in the downscaled variables. Hence, we considered the temperature in Kelvin scale for developing the ACCA.

4. A canonical correlation model is then developed using $X$ and $Y$. Canonical correlation, a parametric approach, is considered as the apex of regression based modelling (Barnett and Preisendorfer, 1987) by regressing multiple predictors and predictand in their reduced dimension. CCA defines an optimum linear combination of the prediction dataset that has the potential to explain the total variance in the predictands. CCA linearly rotates predictors $X$ and predictands $Y$ in such a way that their rotated components are orthogonal to each other maximizing the explained variance on rotated $Y$ using rotated $X$. $U$ is the rotated component of sorted $X$ and $V$ is the rotated component of sorted $Y$. $U$ and $V$ can be calculated from Eq. (3) and Eq. (4) respectively.

$$U = (X - \mu_X)A$$  \hspace{1cm} \text{Eq. 3}

$$V = (Y - \mu_Y)B$$  \hspace{1cm} \text{Eq. 4}

Where $A$ and $B$ are the eigenvectors of $X$ and $Y$ with dimensions $p \times p$. Canonical correlations, $R$, specify the correlations between $U$ and $V$. If total number of variables is $p$, then for our case, the size of $R$ is $p \times 1$ having $p$ canonical correlations.
5. Both eigenvectors and canonical correlations from calibration are used in validation to rotate future projections $Z$ to obtain rotated GCM projections for developing downscaled product. Future GCM projection $Z$ was first rotated to $U'$ using eigenvector $A$.

$$U' = Z A$$  \hspace{1cm} \text{Eq. 5}

To get the rotated component of downscaled projections from the $U'$, canonical correlations from calibration were used.

$$V' = U' R$$  \hspace{1cm} \text{Eq. 6}

Finally rotated downscaled $V'$ components, are brought back to original space to get the downscaled variable using eigenvector $B$ from calibration.

$$Y' = V' B$$  \hspace{1cm} \text{Eq. 7}

6. Finally, the downscaled variables $Y'$ are back transformed from the log space by taking the exponential. We built our model by using “cancorr” function in MATLAB R2012a.

\subsection*{2.3.3 Model Development & Validation (Historical and Hindcast)}

Asynchronous Canonical Correlation Analysis (Asynchronous CCA) was applied on both historical runs and hindcast experiments of CNRM-CM5. The proposed framework considered the entire period January 1950 to December 1999 from raw historical GCM runs for model development. Downscaled bivariate historical GCM projections were compared with BOR’s univariate downscaled products of precipitation and temperature. BOR developed the bias-corrected downscaled products based on quantile mapping by considering the entire dataset over the period 1950-1999. Hence, we compared the performance of ACCA in a similar way by developing the model using the entire dataset 1950-1999. This provides the baseline-
For grid i, ensemble member j and m month extract GCM $X_{j,m}^i$ and observed $Y_m^i$ for calibration.

Assume log-normal distribution with means $(\mu_X, \mu_Y)$ and covariance matrices $(\Sigma_{XX}, \Sigma_{YY})$ of $X$ and $Y$.

$X$~ log-normal $(\mu_X, \Sigma_{XX})$; $Y$~ log-normal $(\mu_Y, \Sigma_{YY})$

At time step $t$, calculate joint probability of GCM and observed variables

$Fx(t) = f(X < X(t)); Fy(t) = f(Y < Y(t))$

Sort $X_{j,m}^i(t)$ and $Y_m^i(t)$ based on their joint probability values $Fx(t)$ and $Fy(t)$ to obtain ranked $[X,Y]$


$U = (X - \mu_X); V = (Y - \mu_Y)B$

Obtain rotated component of GCM $Z$ in future period.

$U' = Z A$

Then calculate rotated components of downscaled product in validation.

$V' = U' R$

Rotate back $V'$ in original space to obtain downscaled product $Y'$:

$Y' = V' B$

**Figure 2.2:** Schematic diagram illustrating the ACCA algorithm for multivariate downscaling
-comparison of the proposed technique with the existing downscaled products.

**Hindcast Validation:** The bivariate downscaling technique was validated for hindcast experiments by leave-five-percent-out cross-validation and by split-sample validation. Under leave-five-percent-out cross-validation, decadal-1980 experimental runs results were used for model development by leaving out the year of prediction as well as additional 5% of the remaining data (i.e., both X and Y). Then, using the model developed under leave-five-percent-out cross-validation, we obtained the downscaled pr and tas for the left out years. To compare results obtained from bivariate downscaling of hindcast runs, we developed separate univariate asynchronous regressions. Univariate asynchronous regression (ASR), suggested by O’Brien et al. (2001) and modified by Wood et al. (2004) as the quantile mapping, first sorts both the GCM variable and the observed data based on their probability of exceedance of the univariate variable and then performs the linear regression between the GCM variable and the observed data to get the regression model parameters. Model parameters thus obtained from ACCA were applied on the future GCM projections to get the downscaled projections of GCM data. The performance of the proposed regression technique, ACCA, was compared with the univariate asynchronous regression techniques (ASR) for developing downscaled variables.

### 2.3.4 Performance Evaluation Metric: Median Fractional Bias

It is important to note that the downscaled precipitation and temperature are developed for each ensemble member from CNRM-CM5. Downscaled ensemble members were used to calculate the fractional bias on the statistic of interest, $\lambda$, from GCM projections. Fractional bias for statistic $\lambda$ is defined as follows:
where \( \theta \) (\( \theta' \)) represents the observed (downscaled) statistic for a given ensemble member \( l \).

We considered the bias in estimating the two observed statistics – standard deviation of \( pr \) and cross-correlation between \( pr \) and \( tas \) – for evaluating the performance of the proposed multivariate technique. We calculated the median of fractional bias using all the ensembles available under historical/hindcast run at a given grid \( m \). We prefer the median to be as close to zero as possible to indicate the statistics of the downscaled variables preserve the observed statistic \( \theta \). We have divided medians of fractional biases into 10 categories at an interval of 0.25 for quantifying the spatial variability across the continental United States.

### 2.4 Results

#### 2.4.1 Comparing the performance of BOR products with ACCA - Historical Runs

Historical runs from CNRM-CM5 consist of 5 ensemble members which result in 5 values of fractional biases for each statistic for a given grid point. The Median at each grid point was calculated over these 5 members. Figure 2.3 shows the median fractional biases in estimating the observed cross-correlation between \( pr \) and \( tas \) from the historical ensemble runs. Four months from January to October were plotted in rows while estimates from ACCA and quantile mapping estimates from BOR were plotted in two columns. Given a data length of 50 years over 1950-1999 for historical runs, cross-correlations above (below) 0.29 (-0.29) are significant at 95% confidence interval. Only those grid points for which observed cross-correlation between \( pr \) and \( tas \) are significant are marked with a black dot.
In January, ACCA maintains a low median fractional bias within (+/-) 0.25 whereas the BOR approach have median biases between -0.25 to -0.49 in the northern region. Over other regions, ACCA underestimates cross-correlation with medians within 0 to -0.24. In April, greater number of grid points over the central US exhibit significant cross-correlation compared to January. Under those regions, ACCA have median fractional bias between 0 to -0.24. Similarly, the fractional biases over western grid points are also low and negative under those techniques. BOR’s univariate quantile mapping approach exhibits median fractional bias more than -1, indicating the inability to preserve the observed cross-correlation structure.

As shown in Figure 2.1, many grid points exhibit significant cross-correlation in July compared to the other three months. In July, ACCA performs better in preserving cross correlation with the median fractional biases for cross correlation between -0.24 to 0.24 (Figure 2.3). BOR’s quantile mapping performs better in July in comparison to other months with median fractional bias around 0.25 to 0.49, but still worse than ACCA. In October, significant correlation between \( pr \) and \( tas \) shifts to northwest and southwest. ACCA overestimates (underestimates) observed cross-correlation between \( pr \) and \( tas \) in the Northwest (Southwest) with the median fractional biases between 0 to 0.24 (0 to -0.24).

Details of the performance of two approaches, ACCA and BOR products, in preserving the observed monthly cross-correlation between \( pr \) and \( tas \) for historical runs are summarized in Table 2.2 for grid points exhibiting significant cross-correlation. The values in the table provide fraction of total grid points that has median fractional bias within the range between -0.24 to 0.24. The relative performance of one model over other model is specified in the parenthesis. For example, in January, under ACCA, median fractional bias is within 0.24 to -
0.24 over 92% of the significant grids and ACCA better than BOR in 70% of the grids exhibiting significant cross-correlation. Considering all months, ACCA exhibits median fractional bias in cross-correlation between -0.24 to 0.24 in 90% of the grid points exhibiting significant cross-correlation. On the other hand, univariate downscaling from BOR products shows higher bias with only 0-20% of grid points having low fractional bias (in the range -0.24 to 0.24) during winter and spring months, but improves to around 55% of grid points in other months. Overall in terms of preserving cross-correlation, ACCA performs the best (% shown in parenthesis in Table 2.2) over 70% grids than univariate method. ACCA performs better than the quantile mapping products from BOR based on the number of grids (% of grid points shown in parenthesis in Table 2.2) having the lowest fractional bias in cross-correlation over all the months.

Median fractional bias in estimating the observed standard deviation for the two approaches under historical runs was summarized in Table 2.3 over twelve months. Given that the BOR’s univariate ASR approach being quantile mapping, it shows negligible bias in standard deviation almost completely from the GCM runs. For this analysis, we consider all the grid points over the continental United States. During January, ACCA exhibits median fractional bias in standard deviation within - 0.24 to 0.24 over 60% of grids. Results for July are very much the same as January for ACCA. In July, ACCA shows low median fractional bias in 56% of total grids but in April and October, but the bias decreases to 39% and 22% respectively. Overall, ACCA approach is overestimating the observed standard deviation for most grid points across the country. BOR’s univariate performs well, since they were developed to ensure the observed mean and standard deviation in precipitation and temperature
over all the grid points. We are not reporting the median fractional biases in mean monthly precipitation and temperature since both approaches preserve the observed mean for the historical period as regression approaches are expected to preserve the long-term mean for the calibration data set. However, the biases in estimating the mean and standard deviation are expected to increase under validation. Given that we have compared the performance of ACCA with BOR products under historical runs, we next compare the performance of ACCA with univariate downscaling, ASR, for downscaling and bias-correcting hindcasts under cross-validation and split-sample validation.

**Table 2.2:** Fraction of total grid points with median fractional bias in cross-correlation from CNRM-CM5 historical runs having values in the range from -0.24 to 0.25. The values in the parenthesis indicate the number of total grid points where the downscaling approaches had the lowest bias in cross-correlation. The last row provides the number of grid points having statistically significant cross-correlation.

<table>
<thead>
<tr>
<th></th>
<th>Jan</th>
<th>Feb</th>
<th>Mar</th>
<th>Apr</th>
<th>May</th>
<th>Jun</th>
<th>Jul</th>
<th>Aug</th>
<th>Sep</th>
<th>Oct</th>
<th>Nov</th>
<th>Dec</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACCA</td>
<td>0.92 (0.70)</td>
<td>0.90 (0.83)</td>
<td>0.91 (0.77)</td>
<td>0.88 (0.83)</td>
<td>0.95 (0.8)</td>
<td>0.98 (0.84)</td>
<td>0.92 (0.75)</td>
<td>0.91 (0.71)</td>
<td>0.86 (0.6)</td>
<td>0.79 (0.62)</td>
<td>0.92 (0.57)</td>
<td>0.94 (0.78)</td>
</tr>
<tr>
<td>BOR</td>
<td>0.40 (0.30)</td>
<td>0.14 (0.17)</td>
<td>0.28 (0.23)</td>
<td>0.12 (0.17)</td>
<td>0.31 (0.2)</td>
<td>0.55 (0.16)</td>
<td>0.53 (0.25)</td>
<td>0.53 (0.29)</td>
<td>0.63 (0.4)</td>
<td>0.53 (0.38)</td>
<td>0.64 (0.43)</td>
<td>0.23 (0.22)</td>
</tr>
<tr>
<td>Grids</td>
<td>100</td>
<td>99</td>
<td>54</td>
<td>139</td>
<td>190</td>
<td>351</td>
<td>386</td>
<td>305</td>
<td>192</td>
<td>133</td>
<td>97</td>
<td>216</td>
</tr>
</tbody>
</table>

**Table 2.3:** Fraction of total grids with median fractional bias in standard deviation of precipitation from CNRM-CM5 historical runs having values in the range from -0.24 to 0.25. The values in the parenthesis indicate the number of total grid points where the model had lowest bias in standard deviation.

<table>
<thead>
<tr>
<th></th>
<th>Jan</th>
<th>Feb</th>
<th>Mar</th>
<th>Apr</th>
<th>May</th>
<th>Jun</th>
<th>Jul</th>
<th>Aug</th>
<th>Sep</th>
<th>Oct</th>
<th>Nov</th>
<th>Dec</th>
</tr>
</thead>
<tbody>
<tr>
<td>CCA</td>
<td>0.63 (0)</td>
<td>0.64 (0)</td>
<td>0.6 (0)</td>
<td>0.39 (0)</td>
<td>0.53 (0)</td>
<td>0.41 (0)</td>
<td>0.56 (0)</td>
<td>0.58 (0)</td>
<td>0.31 (0)</td>
<td>0.22 (0)</td>
<td>0.54 (0)</td>
<td>0.71 (0)</td>
</tr>
<tr>
<td>BOR</td>
<td>1(1)</td>
<td>1(1)</td>
<td>1(1)</td>
<td>1(1)</td>
<td>1(1)</td>
<td>1(1)</td>
<td>1(1)</td>
<td>1(1)</td>
<td>1(1)</td>
<td>1(1)</td>
<td>1(1)</td>
<td>1(1)</td>
</tr>
</tbody>
</table>
**Figure 2.3:** Median of fractional bias of cross correlation between monthly precipitation rate (pr) and monthly average temperature (tas) based on historical runs. Fractional biases were calculated only on those grids where observed cross correlation between pr and tas was significant for the period 1950-1999.
2.4.2 Performance comparison of ACCA and ASR for Hindcasts

Since the hindcasts typically consist of 10-year/30-year runs, we compare the performance of ACCA and ASR based on leave-five-percent-out cross-validation. Hindcast experiments from CNRM-CM5 consist of 9 ensemble members so medians were calculated over 9 members. Median fractional bias for cross-correlation between pr and tas were plotted for three approaches and for four months in Figure 2.4. Similar to historical runs, black dots were pointed at the center of grid points where observed cross-correlations between pr and tas were significant for the period 1981-2010. Significance for 30 years of monthly data is between (+/-) 0.37. Results for all the months are summarized under Table 2.4.

During January, ACCA keeps the median fractional bias for cross correlation within the low range (between -0.24 to 0.24) at most of the grid points. Univariate ASR approach underestimates cross-correlation at most of the grid points. From Table 2.4, ACCA preserves cross-correlation within the low range at 83% of significant grid points whereas univariate ASR approach performs better in 35% of the grid points. ACCA has the lowest cross-correlation in January in 79% of grid points that exhibit significant cross-correlation. In April, grid points over the western US result with underestimated cross-correlation by ACCA. Univariate ASR underestimates significantly over the Central and Eastern USA. Univariate performance improves considerably during summer with median fractional bias in low range over 76% of grid points in June and 64% of grid points in July. ACCA was able to preserve significant cross-correlations over the central United States with the median fractional bias between -0.24 to 0.24. However, ACCA underestimates the cross-correlation over the western United States. Considering all the months, ACCA performed better than the univariate ASR
over 60-70% grid points. Further, ACCA was able to limit the bias within the desired low range over 80% grid points.

With regard to preserving standard deviation, the univariate approach resulted in very small biases in estimating the standard deviation of precipitation. Results for ACCA and ASR in preserving the observed standard deviation are summarized in Table 2.5. ACCA overestimated the standard deviation in precipitation during winter months. ACCA preserves the standard deviation for at least 40% grid points with the bias being in the desired range. Comparing with ACCA performance with ASR, in general, ASR performs better in terms of capturing the standard deviation in precipitation. Overall ACCA preserves the cross-correlation better, whereas univariate preserves the standard deviation better and both schemes exhibit equal efficiency in estimating the mean. We address this trade-off by calculating joint likelihood of *pr* and *tas* from both schemes in Section 2.5.
**Table 2.4:** Fraction of total grid points with median fractional bias in cross-correlation from (leave-five-percent-out cross-validation) CNRM-CM5 hindcast runs having values in the range from -0.24 to 0.25. The values in the parenthesis indicate the number of total grid points where the model had lowest bias in cross-correlation. The last row provides the number of grid points having statistically significant cross-correlation.

<table>
<thead>
<tr>
<th></th>
<th>Jan</th>
<th>Feb</th>
<th>Mar</th>
<th>Apr</th>
<th>May</th>
<th>Jun</th>
<th>Jul</th>
<th>Aug</th>
<th>Sep</th>
<th>Oct</th>
<th>Nov</th>
<th>Dec</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACCA</td>
<td>0.83</td>
<td>0.83</td>
<td>0.82</td>
<td>0.87</td>
<td>0.94</td>
<td>0.96</td>
<td>0.88</td>
<td>0.88</td>
<td>0.85</td>
<td>0.79</td>
<td>0.81</td>
<td>0.87</td>
</tr>
<tr>
<td></td>
<td>(0.79)</td>
<td>(0.75)</td>
<td>(0.76)</td>
<td>(0.75)</td>
<td>(0.81)</td>
<td>(0.72)</td>
<td>(0.7)</td>
<td>(0.65)</td>
<td>(0.76)</td>
<td>(0.72)</td>
<td>(0.68)</td>
<td>(0.7)</td>
</tr>
<tr>
<td>ASR</td>
<td>0.35</td>
<td>0.63</td>
<td>0.68</td>
<td>0.13</td>
<td>0.52</td>
<td>0.76</td>
<td>0.64</td>
<td>0.74</td>
<td>0.55</td>
<td>0.57</td>
<td>0.71</td>
<td>0.75</td>
</tr>
<tr>
<td></td>
<td>(0.21)</td>
<td>(0.25)</td>
<td>(0.24)</td>
<td>(0.25)</td>
<td>(0.19)</td>
<td>(0.28)</td>
<td>(0.3)</td>
<td>(0.35)</td>
<td>(0.24)</td>
<td>(0.28)</td>
<td>(0.32)</td>
<td>(0.3)</td>
</tr>
<tr>
<td>Grids</td>
<td>138</td>
<td>60</td>
<td>146</td>
<td>158</td>
<td>222</td>
<td>378</td>
<td>242</td>
<td>214</td>
<td>152</td>
<td>150</td>
<td>120</td>
<td></td>
</tr>
</tbody>
</table>

**Table 2.5:** Fraction of total grids with median fractional bias in standard deviation from (leave-five-percent-out cross-validation) CNRM-CM5 hindcast runs having values in the range from -0.24 to 0.25. The values in the parenthesis indicate the number of total grid points where the model had lowest bias in standard deviation.

<table>
<thead>
<tr>
<th></th>
<th>Jan</th>
<th>Feb</th>
<th>Mar</th>
<th>Apr</th>
<th>May</th>
<th>Jun</th>
<th>Jul</th>
<th>Aug</th>
<th>Sep</th>
<th>Oct</th>
<th>Nov</th>
<th>Dec</th>
</tr>
</thead>
<tbody>
<tr>
<td>CCA</td>
<td>0.53</td>
<td>0.54</td>
<td>0.49</td>
<td>0.42</td>
<td>0.49</td>
<td>0.35</td>
<td>0.47</td>
<td>0.47</td>
<td>0.45</td>
<td>0.32</td>
<td>0.51</td>
<td>0.64</td>
</tr>
<tr>
<td></td>
<td>(0.08)</td>
<td>(0.12)</td>
<td>(0.08)</td>
<td>(0.06)</td>
<td>(0.07)</td>
<td>(0.06)</td>
<td>(0.08)</td>
<td>(0.08)</td>
<td>(0.06)</td>
<td>(0.05)</td>
<td>(0.1)</td>
<td>(0.16)</td>
</tr>
<tr>
<td>ASR</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>(0.92)</td>
<td>(0.88)</td>
<td>(0.92)</td>
<td>(0.94)</td>
<td>(0.93)</td>
<td>(0.94)</td>
<td>(0.92)</td>
<td>(0.92)</td>
<td>(0.94)</td>
<td>(0.95)</td>
<td>(0.9)</td>
<td>(0.84)</td>
</tr>
</tbody>
</table>
Figure 2.4: Median of fractional bias of cross correlation between monthly precipitation rate (pr) and monthly average temperature (tas) based on decadal hindcasts (leave-five-percent-out cross-validation). Fractional biases were calculated only on those grids where observed cross correlation between pr and tas was significant for the period 1981-2010.
2.4.3 Initialized and Uninitialized CMIP5 run: A Comparison

One objective of this study is to compare the performance of univariate and multivariate downscaling techniques under initialized hindcast runs and uninitialized historical runs in preserving the observed moments. Non-exceedance probabilities (cumulative distribution function, CDF) of cross-correlations from raw GCMs and downscaled GCM runs under hindcasts and historical runs are shown for four months (Figure 2.5). Observed, historical runs and hindcast runs are indicated as red, blue and green lines respectively. CDFs of nine ensemble members of hindcast runs and five ensemble members of historical runs were plotted for grid points exhibiting significant cross-correlation. Raw hindcast runs and raw historical runs underestimate the observed cross-correlation distribution in January and April (first column in Figure 2.5). But, for January and April, univariate bias correction when applied on historical runs did not show any improvements from the raw values (middle column in Figure 2.5). This could also be inferred from the bias-corrected historical estimates from ACCA showing significant improvements as opposed to the improvements resulting from ASR. However, historical estimates from ACCA overestimates the CDF of negative cross correlation compared to the observed cross-correlation CDF. Further, ACCA estimates of cross-correlation for historical runs shows lesser bias compared to the univariate downscaling of historical runs (Figure 2.5ii). However, downscaled and bias-corrected hindcast values from ACCA in January and April shifted the raw values resulting in the downscaled cross-correlation being closer to the observed cumulative distribution (last column in Figure 2.5). One potential reason for improved performance of hindcast could be due to their improved performance in predicting the observed temperature as the models are initialized with observed
SSTs (in this case 1960) prior to the period of developing projections. Studies have shown improved ability of decadal hindcasts in projecting temperature which have been attributed to both the initialized SSTs and to forcing the model with observed greenhouse gases concentration (Keenlyside et al. 2008, Smith et al. 2010, Goddard et al. 2013) The other reason for improved performance of hindcasts under ACCA is due to its ability to develop multiple regression relationships by relating multiple predictands with multiple predictors within the canonical regression framework. Thus, the CDF of hindcasts observed using multivariate downscaling better matches with the observed cross-correlation CDF.
Figure 2.5: Plot of CDFs of cross-correlations for four months- January, April, July and October. Red, green and blue lines are for observed, hindcast runs (9 ensemble member) and historical runs (5 ensemble members). Three columns are i) raw hindcast and raw historical runs ii) univariate downscaled historical runs and raw hindcast runs and iii) multivariate downscaled both hindcast runs and historical runs. Only statistically significant cross-correlations (period 1961-1990) were considered.
2.5 Discussion and Concluding Remarks

Currently employed univariate downscaling approaches, such as quantile mapping and ASR, have limited potential in preserving the cross-correlation between precipitation and temperature. Analyses show that cross-correlation between precipitation and temperature is changing over the continental United States. Cross-correlation, along with mean and standard deviation, should be considered as an important climatic attribute in spatial downscaling GCM outputs to finer resolutions. Grid points with significant cross-correlation are decreasing in magnitude resulting in insignificant cross-correlation during winter months. On the other hand, particularly summer and fall months, cross-correlation over Mid-west remained significant with limited/no change in magnitude over the Central US. Given such spatio-temporal variability in the dependency between precipitation and temperature, downscaling and bias-correction techniques need to preserve the cross-correlation between precipitation and temperature during downscaling.

Hence, we propose and evaluate a multivariate downscaling technique, Asynchronous Canonical Correlation Analysis (ACCA), for preserving the cross-correlation between precipitation and temperature. Results of multivariate downscaling were compared with univariate downscaling – quantile mapping and ASR. As a baseline, we compared the performance of ACCA with univariate downscaled historical runs from BOR. Multivariate downscaling approach, ACCA, performs better than the univariate downscaling techniques, ASR or quantile mapping, in terms of preserving the cross-correlation. Both methods showed very small bias in estimating the standard deviation of temperature, hence those results are not
presented. However, this improved estimation of cross-correlation comes with a slightly increased bias in estimating the standard deviation of precipitation.

The increased bias in estimating one of the moments could be interpreted as a tradeoff between preserving standard deviation in precipitation and preserving cross correlation between $pr$ and $tas$ in selecting the right downscaling approach for climate-application studies. To quantify this tradeoff, we evaluate both ACCA and ASR on their ability to estimate the joint probability of observed monthly $pr$ and $tas$ over the period 1981-2010 using their respective downscaled moments of precipitation and temperature by assuming bivariate lognormal distribution. Similarly, we also estimate the joint probability of estimating the observed monthly $pr$ and $tas$ considering the observed moments of $pr$ and $tas$. For each grid point, the likelihood ratio for ACCA/ASR is calculated by dividing the joint probability of $pr$ and $tas$ estimated using downscaled moments of ACCA/ASR with the joint probability of $pr$ and $tas$. Comparing the two likelihood ratios from ACCA and ASR, the model (i.e., ACCA/ASR) that has likelihood ratio closer to ‘1’ is considered as the best performing approach since the joint probability estimated from that model being closer to the joint probability estimated using the observed moments of the data.

Figure 2.6(a) and Fig 2.6(c), for historical and hindcast runs respectively, provides fraction of total grids where likelihood ratio of ACCA is better than ASR likelihood ratio. The same has been calculated for grid points with statistically significant cross-correlations and results are shown in Fig 2.6(b) and Fig 2.6(d) respectively for historical and hindcast runs. Historical experiment with 5 ensemble members and hindcast experiments with 9 ensemble members are considered.
In three months, January, April and October from historical runs, shown in Fig 2.6(a), ACCA performs better over one fourth of total grid points since the likelihood ratio is close to one particularly for grid points exhibiting significant cross-correlation. During July in which almost half of the total grid points has witnessed statistically significant cross-correlation, likelihood ratio of ACCA is better than the likelihood ratio of ASR being better in more than half of the total grid points. Performance of ACCA is 5 to 10% better when only significant cross-correlation grid points are considered. During January, April and October, ACCA dominates over 30% of significant cross-correlation grid points and during July, ACCA exhibits better joint likelihood ratio compared to ASR likelihood over 60% of grid points. On the other hand, ACCA approach using hindcast runs performs better than ASR over 80% of total grid points, almost for all the months and for all ensemble members, by keeping likelihood of pr and tas closer to observed likelihood. However, ACCA performance is only slightly enhanced when significant cross-correlation grid points are considered for hindcast runs. This confirms that preserving cross-correlation by ACCA results in better estimation of the joint probability of pr and tas during those months where the dependency between pr and tas is statistically significant. ACCA performance is better at estimating the joint likelihood between pr and tas when initialized runs are considered. Figure 2.6(e) shows the fraction of grid points over the contiguous US where MACA is estimating joint likelihood better than ACCA approach. Out of the four months, MACA performs better during January and October. But performance of MACA products are poorer compared to ACCA over all the months. Additional results on MACA’s performance in estimating the cross-correlation is provided.
under SI-Figure 2.8. Ability of MACA in estimating the cross-correlation is very much similar to that of univariate approach and ACCA outperforms MACA as well.

We also examined the skills of initialized CMIP5 runs with SSTs compared to uninitialized CMIP5 runs in terms of estimating cross-correlation between precipitation and temperature. For the raw datasets, there was little or no skill for both hindcast runs and historical runs as the CDFs depart significantly from the observed distribution. Multivariate bias correction from ACCA of hindcast runs has shown significant improvement in reducing the bias in estimation of cross-correlation. Multivariate bias correction of historical runs also shows improvements in estimating cross-correlation compared to the estimation from ASR. On the other hand, downscaled cross-correlation from ASR under historical runs did not result in any improvements in reducing the error in estimation of the observed CDF of cross-correlation.

Preserving the cross-correlation between precipitation and temperature is also important for estimating land surface states such as soil moisture and runoff using downscaled GCM projections. Simulation of flow in large basins where more grid points with significant cross-correlations exist could be sensitive particularly in predicting low flows. For instance, if the significant positive correlation between precipitation and temperature during the winter is underestimated, cross-correlations between the projected soil moisture and streamflow will also be underestimated and it is expected to impact the cross-correlations between the snow storage and runoff/snow-melt generation in the spring. Thus, preserving cross-correlations in the downscaled variables is also important for simulating hindcasts of land-surface fluxes under near-term climate change (Seo et al. 2016).
Changing patterns of cross-correlations over the continental US suggests that significant positive (in winter) and negative cross-correlation (in summer and fall) is changing. Hence, we suggest multivariate bias-corrected hindcast and historical runs for precipitation and temperature could be useful in developing better streamflow simulations. Linking this phenomenon with increases in global mean temperature leads to the hypothesis that regions with increased precipitation recycling could also benefit from applying multivariate bias correction. Following this, streamflow simulation with spatially downscaled climate variables without preserving cross-correlation could experience underestimation of positive feedback effects which could in turn lead to bias in estimation of streamflow. Since anthropogenically-forced climate change will lead to warming (Hawkins and Sutton, 2008, Hansen et al., 2010, Goddard et al., 2013), cross correlation between pr and tas will also likely to change. Thus, any downscaling procedure should preserve the cross correlation structure between large and local scale. From the streamflow perspective, increased temperature leads to increased evaporation resulting in decreased streamflow availability. Thus, in summer months during which local scale precipitation and moisture flow dominates streamflow availability, preserving cross correlation could potentially improve the low flow characteristics in streamflow simulation. Our future effort will focus on the importance of preserving cross-correlation in developing streamflow projections under near-term climate change.
Figure 2.6: Bar chart shows fraction of total grids over which likelihood ratio of ACCA is closer to 1 compared to the likelihood ratio of ASR ((a) to (d)). Ensemble members from historical and hindcast dataset considered for the analysis. 2.6(a) and 2.6(b) are for historical runs with total grid points and significant cross-correlation grid points respectively. Hindcast runs with total grid points and significant cross-correlation grid points are shown in 2.6(c) and
2.6(d) respectively. 2.6(e) shows the fraction of grid points over which likelihood ratio of MACA is closer to 1 compared to the likelihood ratio of ACCA. The first ensemble member from the historical run is used (e).
Figure 2.7: Change in the fraction of observed mean monthly precipitation (left) and observed mean monthly temperature (right) between two periods 1950-1974 and 1975-1999. To calculate the change in the fraction plotted in the left (right) column, mean monthly precipitation (temperature) for 1950-1974 is subtracted from the mean monthly precipitation (temperature) for 1975-1999 and the difference is divided by the mean monthly precipitation (temperature) of the entire period 1950-1999.
Figure 2.8: Performances of MACA downscaling technique in estimating the cross-correlation. Column a is same as Figure 2.3 but with MACA. Column b is same as Figure 2.5 but plotting MACA (Black), ACCA (Blue), BOR (Green) and observed (Red). MACA downscaled products are available for the historical runs only.
2.7 References (Chapter 1 and 2)

"Downscaled CMIP3 and CMIP5 Climate and Hydrology Projections" archive at http://gdo-dcp.ucllnl.org/downscaled_cmip_projections/.


Chapter 3. Limitations of Univariate Downscaling Techniques to Preserve Cross-correlation between Climate Variables

3.1 Introduction

Downscaling techniques are often applied on coarser resolution climate variables to translate them to finer resolution for climate change and hydrologic simulation studies (Lettenmaier et al., 1999, Hay et al., 2002, Hanson and Dettinger, 2005, Mejia et al., 2012, Singh et al., 2014). Among two broad categories of downscaling, dynamic (Giorgi et al., 2001, Hay and Clark 2003, Leung et al., 2003) and statistical (Wood et al., 2004, Wilby et al., 2004, Gangopadhyay et al., 2005, Fowler et al., 2007, Maurer and Hidalgo, 2008), statistical downscaling (SD) is the widely used downscaling technique, because of the ease of model fitting and reduced computation cost. The most commonly employed approach is univariate downscaling (Huth, 1999, Wood et al., 2004 and Stoner et al., 2012) which basically develops an empirical relationship between large-scale climate variables and small-scale observed information. Multivariate techniques, Bivariate Ranks, Joint Variable Statistical Downscaling (JVSD), and Asynchronous Canonical Correlation Analysis (ACCA), have the potential to downscale multiple climate variables and preserve cross-correlation (Zhang and Georgakakos, 2011, He et al., 2012, Mehrotra and Sharma, 2016). However, univariate downscaling remains
a popular choice because of its simplicity (Wood et al., 2004, Maurer and Hidalgo, 2008) and its ability to estimate observed mean and standard deviation in the downscaled products.

In univariate downscaling, downscaling model is developed using observed and General Circulation Model (GCM) simulations of a single variable from the same or nearby grid points. Univariate downscaling approaches vary from simple regular linear regression (Huth, 1999), asynchronous regression (Stoner et al., 2012) to complex semi-parametric (Stoner et al., 2012, Sankarasubramanian and Lall, 2003) and non-parametric approaches (Gangopadhyay et al., 2005) and weather generators (Wilks and Wilby, 1999). Using bias correction and statistical downscaling (BCSD) philosophy (Wood et al., 2004), Bureau of Reclamation (BOR) has developed downscaled monthly precipitation ($pr$) and monthly average temperature ($tas$) dataset from Coupled Model Inter-comparison Project Phase-5 (CMIP5) and Phase-3 (CMIP3) runs over the contiguous United States (CONUS) at 1/8°. BCSD products basically preserve the observed mean and standard deviation of precipitation and temperature but exhibit significance bias in estimating observed cross-correlation between precipitation and temperature.

Over the last century, increased temperature altered the cross-correlation structure partly due to global climate change (Plummer et. al., 1999, Alexander et al., 2006, Qin et. al., 2010, IPCC 2013, Blunden and Arndt 2014, NOAA 2015). Towards this, we proposed a multivariate downscaling technique using Asynchronous Canonical Correlation Analysis (ACCA) that preserves cross-correlation structure between monthly precipitation and monthly average temperature over the CONUS (Das Bhowmik et al., 2016, under review). The study found that the number of grid points with statistically significant observed cross-correlations
is increasing (decreasing) during January and October (April and May). Our work quantified
the fraction of grid points over which BCSD is able to keep the fractional bias in cross-
correlation values within a limit of +/- 0.25 over the CONUS. Multivariate ACCA developed
to preserve the cross-correlation between multiple variables, performed better than BCSD
products and univariate approach, Asynchronous Regression (ASR).

Given this information, the first objective of the current study is to perform a systematic
analytical decomposition of univariate downscaling approach. An analytical expression for
estimating downscaled cross-correlation based on observed data and CMIP5 projections will
quantify the limitation of univariate downscaling in preserving cross-correlation between two
variables. Constraints to univariate downscaling’s performance increase the importance of raw
GCM projections. Secondly, the study aims to provide a framework based on statistical
calculations for comparing observed and downscaled/raw GCM cross-correlation. The
framework will be able to report the confidence associated in estimating cross-correlation.

The analysis is divided into two broad parts- 1. After analytically relating two cross-
correlations (univariately downscaled and the observed), we will assess the overall quality of
raw GCM cross-correlation based on the framework. 2. We will investigate spatially over the
CONUS to identify the regions over which cross-correlations from raw GCM projections are
not within acceptable limits. The analysis would help us to understand the limitations of
univariate downscale over space and time, without applying univariate downscaling to the raw
dataset. Hence users can select downscaled product based on month, region and with certain
confidence to improve the quality of climate forcing of hydrologic simulation.
For this paper, we assumed and applied two univariate linear regression models separately for precipitation and temperature downscaling. A framework is proposed based on Fisher Z-transformation. The framework provides bounds on the downscaled correlation to retain the null hypothesis that downscaled cross-correlation are from the same population as the observed cross-correlation. The proposed framework is independent of the type of downscaling model and can be applied to obtain the bounds for the raw GCM cross-correlation also. Combining the analytical solution from linear regression model with the bounds on the cross-correlation, we investigated the ability of three GCMs in estimating cross-correlations under univariate downscaling. Current study calculates a performance metric, fraction failure, over the CONUS for historical and hindcast runs from three GCMs. The potential of ensemble members of raw GCM projections are calculated on each grid point in terms of estimating cross-correlation. An intense spatial analysis of the performance of univariate downscaling emerges as we extend the analysis to climate region level by calculating fraction failure for climate regions.

Hindcast experiments with increased resolution was introduced in CMIP5 to focus on decadal variability. The archives have ten 10-year hindcasts (1961-1970, 1966-1975,…, 2006-2010) initialized with observed SST every five years from 1960 and two 30-year hindcasts initialized in 1960 (1961-1990) and 1980 (1981-2010). Both 20th century control runs (historical runs) and initialized hindcast runs are project on coarser grid cells thereby require downscaling prior to climate-application studies. Hindcast runs are expected to perform better than historical runs in predicting surface temperature, SST and other ocean circulation features (Keenlyside et al., 2008; Smith et al., 2010, Goddard et al., 2013). For this current
study, we evaluated the performances of both initialized and uninitialized runs under univariate
downscaling.

The manuscript is organized as follows: the next section discusses about the GCM and
the observed dataset, which is followed by presenting the motivation based on the fractional
bias between the observed and downscaled cross-correlation between precipitation and
temperature. We describe the analytical derivation of the estimated cross-correlation next and
then apply Fisher Z-transformation to obtain the allowable bounds on the downscaled cross-
correlation. Section 3.3.2 discusses two metrics to evaluate performance of univariate
downscaling over the CONUS. Results are presented in Section 3.5 which is followed with the
discussion.

3.2 Dataset

For the study we consider cross-correlation between precipitation and temperature.
Variables, \( pr \) and \( tas \) values are obtained from two sources, simulations of GCMs and observed
dataset. Three GCM models, CNRM-CM5, IPSL-CM5-LR and MPI-ESM-LR from 5\(^{th}\) phase
of Coupled Model Inter-comparison Project (CMIP5) are considered. These three GCMs have
historical experiment runs starting from 1951, and also have hindcast runs that are initialized
with observed SST in 1980 (Decadal-80). Details of the dataset are provided in Table 3.1. The
analysis presented over 9 climate regions across the CONUS. Nine climate regions are-
Northwest (NW), West North Central (WNC), East North Central (ENC), Central (C),
Northeast (NE), Southeast (SE), South, Southwest (SW) and West(W). These nine regions
were proposed by National Centers for Environmental Information. These regions, commonly
known as NCDC climate regions, are considered useful for putting current climate anomalies
into historical perspective (Karl and Koss, 1984).

CNRM-GAME (Centre National de Recherches Météorologiques-Groupe d'étude de
l'Atmosphère Météorologique) and CERFACS developed CNRM-CM5 to contribute towards
CMIP5 multi-model ensemble. CNRM-CM5 is different from its earlier version in terms of
spatial resolution, dynamic core of atmosphere and radiation schemes (Voldoire et al., 2005).
The second model, IPSL-CM5-LR, is a single version of the earth system model, IPSL-CM5,
developed by Institute Pierre’ Simon Laplace. IPSL-CM5 includes all the previous
developments, and is extended in terms of degree of complexity, components and resolutions
to study responses of climate system (Dufresne et al, 2012). Max-Planck-Institut Fur
Meteorologie Earth System Model (MPI-ESM) provides low resolution version called MPI-
ESM-LR as our third GCM. MPI-ESM-LR, being a contribution to a wide range of CMPI5
simulations, differs from its previous versions mainly by adding subsystem models for climate
processes and inclusion of carbon cycle (Giorgetta et al., 2013). Gridded observed \textit{pr} and \textit{tas}
dataset over the CONUS is obtained from Ed Maurer’s research group (Maurer et al, 2007).
Univariate bias-corrected dataset of three GCMs’ historical runs is provided by BOR. GCM
raw historical and hindcast runs are further regridded to \textasciitilde{1}° using bilinear interpolation.

Near-term (10-30 years) hindcast experiments initialized (Decadal-80) with observed
SST conditions of 1980 and run till 2010 were also used. Historical runs have 5 ensemble
members, whereas hindcast runs consist of 9 ensemble members. Cross-correlation between
monthly precipitation and monthly average temperature is calculated for each ensemble member on each grid point. Cross correlations between \( pr \) and \( tas \) from raw GCM runs, univariate downscaled GCM data and observed dataset will be henceforth referred as raw GCM cross-correlation, downscaled cross correlation and observed cross-correlation respectively.

Cross-correlations were checked further for their statistical significance using the equation \( [±1.96/\sqrt{(n−3)}] \) based on 95% confidence interval, where \( n \) is the number of years of observation. If a grid point exhibits statistically significant observed cross-correlation between \( pr \) and \( tas \), then that grid point and the observed cross-correlation will be henceforth referred as observed significant grid point and observed significant cross-correlation respectively.

**Table 3.1:** Description of GCM dataset

<table>
<thead>
<tr>
<th>Model Name</th>
<th>Experiment</th>
<th>Time Length</th>
<th>Ensemble members</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNRM-CM5</td>
<td>Hindcast (Decadal-80)</td>
<td>1981-2010</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>Historical</td>
<td>1950-1999</td>
<td>5</td>
</tr>
<tr>
<td>MRI-ESR-LR</td>
<td>Hindcast (Decadal-80)</td>
<td>1981-2010</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>Historical</td>
<td>1950-1999</td>
<td>1</td>
</tr>
<tr>
<td>IPSL-CM-LR</td>
<td>Hindcast (Decadal-80)</td>
<td>1981-2010</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>Historical</td>
<td>1950-1999</td>
<td>4</td>
</tr>
</tbody>
</table>

3.2.1 Fractional Bias in Raw GCM Cross-correlation

The motivation to investigate limitations of univariate downscaling comes from the fact that high fractional bias exists between raw GCM and observed cross-correlation between
pr and tas over the CONUS. The analysis will give us an idea about the hurdle univariate approach has to overcome to reduce the fractional bias in estimating cross-correlation in downscaled products. Fractional bias is calculated using the equation below-

$$\text{Fractional Bias} = \frac{\theta_{GCM} - \theta_{obs}}{\theta_{obs}}$$  
Eq. 1

A positive value of fractional bias indicates that GCM is underestimating the observed cross-correlation and vice versa. We calculate fractional biases on grid points over the CONUS for four regions using historical and hindcast runs of CNRM-CM5 (ensemble mean values used to calculate the GCM cross-correlation). Results are presented in Figure 3.1. Additionally we marked the grid points where observed cross-correlations are statistically significant.

During January, historical and hindcast runs both experience underestimation of cross-correlation with fractional bias values more than 1 over Northeastern, Southern and Northwestern parts of the US. However, on observed significant grid points, raw GCM cross-correlation exhibits overestimation with fractional bias values more than 0.75. Most of the grid points during April experience overestimation of cross-correlation by the GCM. Observed significant grid points have fractional bias of 0.75 or more. Hindcast runs witness lesser number of significant grid points than historical runs as sample size for hindcast is smaller than historical. During July, most of the grid points undergo underestimation of cross-correlation. Almost all the Grid points over Southern US experience statistical significance but unlike the performance of the GCM during January and April, CNRM-CM5 exhibits a low fractional bias on the observed significant grid points. Underestimation of cross-correlation by historical runs can also be seen over the central and southern parts, during October. Hindcast runs, during
October exhibits mostly overestimation, with fractional bias values around 0.5. Number of observed significant grid points for these four months are 240, 290, 493 and 244 respectively for the time period 1950-1999 (historical) and 227,223, 394 and 318 respectively for the time period 1981-2010.

Overall the fractional bias values for historical and hindcast runs may differ in magnitude but follow similar patterns. Later in this paper, we will quantify the limitations of univariate downscaling by applying an allowable bound on GCM cross-correlations. In the discussion, we briefly discussed how we can combine fractional bias with the allowable bound. It would be expected from the downscaling/bias-correction scheme to reduce the fractional bias such a way the downscaled/bias-corrected cross-correlation rests within the allowable bounds created with a confidence interval of 95%.
Figure 3.1: Fractional bias in estimating cross-correlation, CNRM-CM5 historical and Hindcast runs. Observed significant grid points are marked.
3.3 Conceptual Framework of Univariate Downscaling

3.3.1 Basic Assumptions

Linear regression is considered as the most popular univariate downscaling approach to bring coarse-resolution climate variable to finer-resolution. Computational simplicity of the linear model and ability to preserve the mean of the observed variable during downscaling are the prime reasons behind linear regression’s popularity. Linear regression considers observed and GCM projected raw values from past period for model development and estimating regression parameters (Eq. 2 and Eq. 3) which are then applied on the future GCM projections to obtain the downscaled GCM values.

We assumed a univariate linear regression model at each grid point for downscaling. Regression models are individually applied on pr and tas by relating observed as predictant and GCM estimates as predictor. Model structures are given below-

\[ \hat{P}_{down} = \hat{a} . P_{GCM} + \hat{b} \]  
Eq. 2

\[ \hat{T}_{down} = \hat{c} . T_{GCM} + \hat{d} \]  
Eq. 3

Model parameters \([a,b] \) and \([c,d] \) are estimated based on observed \((P_{obs}, T_{obs}) \) and GCM projected raw precipitation and temperature \((P_{GCM}, T_{GCM}) \) and \(P_{down} \) and \(T_{down} \) are the downscaled precipitation and temperature. Cross correlations between \(\hat{P}_{down} \) and \(\hat{T}_{down} \) are derived analytically.

\[ \frac{\text{corr}(P_{down}, T_{down})}{\text{corr}(P_{obs}, T_{obs})} = E \frac{\text{corr}(P_{GCM}, T_{GCM})}{\text{corr}(P_{obs}, T_{obs})} \]  
Eq. 4
where E is dependent on model slopes, standard deviations of GCM and downscaled variables. Mathematical decomposition of E shows that the value of E will always be 1 (see Supplementary Information A). So, the equation comes down to

\[
\frac{\text{Corr}(P_{\text{down}}, T_{\text{down}})}{\text{Corr}(P_{\text{obs}}, T_{\text{obs}})} = \frac{\text{Corr}(P_{\text{GCM}}, T_{\text{GCM}})}{\text{Corr}(P_{\text{obs}}, T_{\text{obs}})}
\]

Eq. 5

Eq. (4) is of particular importance. Irrespective of asynchronous or regular linear regression, Eq. (4) holds true as long as the linear model structure is applied for downscaling. It could be interpreted as follows: when univariate downscaling is applied individually on multiple variables using linear regression model, the downscaled product will have the same cross-correlation as the raw GCM cross correlation.

3.3.2 Fisher Z-Transformation

Since the raw GCM projections play a crucial role in estimating the cross correlation in downscaled dataset, it is important to assess quality of raw GCM cross-correlation. To verify whether the raw GCM cross-correlation is statistically different from the observed cross-correlation, we consider Fisher z-transformation. R. A. Fisher proposed z-transformation of sample correlation (Fisher 1921) when distribution of sample correlation is skewed and population correlation is not equal to zero. Z is a function of sample correlation with a sampling distribution close to normal. Fisher z-transformation is used to test the null hypothesis that two independent correlations are significantly different from one another (Fisher 1950). Statistical significances of the sample cross-correlations are not important during Fisher z-transformation analysis. The current study assumes downscaled and observed
variables follow bivariate normal distribution and applies Fisher z-transformation on them. Fisher z-transformation forced the correlations to follow normal distribution with standard deviation equal to $1/\sqrt{(n - 3)}$. The test statistic, $\hat{Z}$, to retain or reject the null hypothesis, is defined to follow the standard normal distribution. The test statistic is finally back-calculated based on observed cross-correlation, length of dataset and confidence interval to form an allowable bound for downscaled cross-correlation.

We have two cross correlations to compare— one from the downscaled/raw GCM ($\rho^{\text{Down}}$ or $\rho^{\text{GCM}}$) and another one from the observed dataset ($\rho^{\text{Obs}}$). Fisher z-transformation applied on them to obtain $Z_{\text{obs}}$ and $Z_{\text{GCM}}$ [in general, $Z = 0.5\ln\left(\frac{1+\rho}{1-\rho}\right)$]. Our interest is to determine whether these two cross correlations can be considered same with certain level of confidence. Hence, the test statistics $\hat{Z}$ is introduced, $\hat{Z}$ follows standard normal distribution with zero mean and standard deviation equal to one. $\hat{Z}$ Can be calculated as:

$$\hat{Z} = \frac{Z_{\text{obs}} - Z_{\text{GCM}}}{\sigma_{Z_{\text{obs}}} - Z_{\text{GCM}}}$$

Eq. 6

As sampling distribution of $\hat{Z}$ follows standard normal distribution, 95% confidence interval for $\hat{Z}$ should be within [-1.96, +1.96]. [$\rho^{\text{Down/GCM}}_{\text{high}}$, $\rho^{\text{Down/GCM}}_{\text{low}}$] are the allowed values of downscaled/GCM cross-correlation given the observed cross correlation, number of years ($n$) and confidence interval. We back-calculated $\hat{Z}$ to find out the allowable bounds of downscaled cross-correlation which must be same in value as raw GCM cross correlation (see Supplementary Information B).
Analytical solution of univariate downscaling, considering a representative linear regression model, reveals that univariate techniques do not possess any additional capability to preserve observed cross correlation during downscaling. However, there could be one possibility that raw GCM cross-correlation might rest within the allowable bound over certain region and for specific months. Then we could use downscaled products for actual application ignoring limitations of univariate downscaling.

Eq. (7a) and (7b) are used to generate band of allowable raw GCM cross-correlation by varying observed cross-correlations between -1 to 1. This synthetic simulation would help us to understand the influence of observed cross-correlation, length of the dataset and confidence interval on the allowable range of downscaled cross-correlation. Two scenarios with 95% confidence interval (CI) are constructed using different length of datasets (n=30 and 50). Simulation results are shown in Figure 3.2. We overlaid the raw GCM cross-correlations from historical and hindcast runs on the allowable bound. Lower values of observed cross-correlation have witnessed higher bandwidth of allowable ranges whereas observed cross-correlation values close to -1 or 1 have narrower allowable bounds. This allowable downscaled cross-correlation bounds become wider to narrower as number of observation increases. A pr and tas simulation for 30 years dataset has higher scope of reaching allowable range that a
simulation of 50 years in terms of preserving cross-correlation. Allowable bounds are also wider for higher CI. To quantify the quality of raw GCM cross-correlation, we basically calculated the number of grid points that rest outside of the allowable bound.

Quality of raw GCM cross-correlations in preserving observed cross-correlations will be assessed based on Fisher z-transformation. Results reflect the potential of univariate downscaling. First, we will evaluate the performance of each ensemble members (p) in estimating cross-correlation on a particular grid point. We determine the limitations of univariate downscaling during 12 months based on a metric, called fraction failure (f). Fraction failure calculates the fraction of grid points over the CONUS that have raw GCM cross-correlation values beyond the allowable range. Steps to calculate failure fraction and number of ensemble members failing are as follows-

1. At grid point $i$ ($i=1...L$), month $m$ ($m=1...12$) and for ensemble member $j$ ($j=1...J$) extract the observed and GCM simulated cross correlations between precipitation and temperature, respectively $\rho_{obs}^{im,m}$ and $\rho_{GCM}^{im,j}$. $L$ represents the total grid points (or observed significant grid points) within a region.

2. Based on $\rho_{obs}^{im,m}$ and number of years of Hindcast/simulations to calculate the allowable limits of downscaled cross correlation, $[\rho_{high}^{im,m}, \rho_{low}^{im,m}]$ using eqn. 7a and eqn. 7b. Based on that calculate the allowable ratio $[r_{high}^{im,m}, r_{low}^{im,m}]$ by dividing allowable cross correlations by $\rho_{obs}^{im,m}$. Allowable ratio doesn’t vary between ensemble members.
3. As we know, for univariate downscaling with regular linear regression model 
\( \frac{\rho_{GCM}}{\rho_{obs}} = \frac{\rho_{down}}{\rho_{obs}} \), so without performing downscaling, we directly calculated \( r_{act} \).

\[
r_{act}^{i,m,j} = \frac{\rho_{GCM}^{i,m}}{\rho_{obs}^{i,m}}
\]  

Eq. 8

4. If \( r_{act}^{i,m,j} \) is not within the bounds of \( [r_{high}^{i,m}, r_{low}^{i,m}] \) we marked the grid point \( i \) as \( I_{i,m,j} = 1 \), otherwise \( I_{i,m,j} = 0 \), which ensures that the marked grid point is likely to fail if univariate downscaling is performed.

5. Steps 1 to 4 repeated for all grid points and all ensemble members for a month \( m \).

6. Sum up the number of ensemble members to obtain \( (p^{i,m}) \) that have cross-correlations beyond Fisher’s limit. \( p^{i,m} \) represents number of ensemble members for grid point \( i \) and month \( m \) that would fail to preserve cross-correlation once univariate downscaling applied on the member’s raw GCM outputs.

\[
p^{i,m} = \sum_{j=1}^{J} I_{i,m,j}
\]

Eq. 9

7. For a particular month, the fraction \( (f^{m}) \) of univariate downscaling are calculated using all ensemble members and all grid points.

\[
\text{Failure fraction } f^{m} = \left[ \frac{\sum_{i=1}^{L} \sum_{j=1}^{J} I_{i,m,j}}{J \times L} \right]
\]

Eq. 10

8. Steps 1 to 7 are repeated for all grid points \( i=1 \) to \( L \) within a region and for all months \( m=1 \) to 12.
3.4 Results

3.4.1 Quality of GCM ensemble members

Performance of CNRM-CM5 ensemble members on the observed significant grid points are evaluated in terms of estimating cross-correlation. Figure 3.3 (historical) and 3.4
(hindcast) show the observed significant grid points over the CONUS for the time periods 1950-1999 and 1981-2010 respectively. Number of ensemble members that fail to estimate the cross-correlation within the allowable range, is indicated on each grid points with color. Gradual increase in red color from palest to the darkest represents null to all members within an ensemble.

Historical runs from CNRM-CM5 has 5 ensemble members. During January, 2 or more than 2 members exhibit raw GCM cross-correlations over the Ohio valley, New England and Florida that are out of the allowable bound. Observed significant grid points over Kansas, Nebraska, Texas and New Mexico generally experience 1 or no member failing to estimate the cross-correlation. However, grid points over Montana and North Dakota exhibit failure for more than the half of the members within an ensemble. During April, ensemble members are more prone to failure over the Western US (California, precisely). Almost all grid points over Colorado and Nebraska have 4 or 5 ensemble members that are expected to fail under the univariate downscaling. Whereas, on the Carolinas and Virginia, at least one member within the ensemble fails to estimate the cross-correlation. During July, almost half of the total grid points over the CONUS exhibits statistical significance. Grid points over the Dakotas and Nebraska are critical during July as more than half of the members on each grid point have cross-correlations that rest outside of the allowable bound. Observed significant grid points over the Sunbelt experience moderately better performance by CNRM-CM5 ensemble in estimating the cross-correlation. However, within the Sunbelt, small clusters of 3 to 4 observed significant grid points exist, over Colorado, Georgia and Alabama on which 50% probability remains that an ensemble member would fail under the univariate downscaling. During
October, grid points over Utah, Nevada and Florida exhibit half or more than the half of the ensemble members with GCM cross-correlations that are out of the bound.

CNRM-CM5 hindcast runs consist of 9 ensemble members and during January, typically 7 members fail to estimate the cross-correlation on observed significant grid points over Mississippi and Alabama. Grid points over the Northern US experience relatively improved performance compared to the Southern US as 1 or more than one members within an ensemble exhibit cross-correlations that are out of the allowable bounds. Almost none of the ensemble members is susceptible under the univariate downscaling for grid points over New Mexico, Central US and southern Texas. During April, grid points over Wyoming, Utah, Colorado and Nebraska witness susceptibility under the univariate downscaling over more than half of the members. Similar to these four states, eastern states, Carolinas and Virginia also exhibits similar results.

GCM’s quality improves over western grid points where on each grid point, typically 4 or less than 4 members are prone to failure. Observed grid points for July are almost half of the total grid points that cover the CONUS. However, the GCM quality in estimating the cross-correlation for hindcast runs are not very severe during July. Except few grid points over Texas, North Carolina and Kansas, usually 1 to 2 members fail to estimate the cross-correlations over the CONUS. But, the ensemble of CNRM-CM5 performs weakly during October. Almost all the members within an ensemble, on grid points over Wisconsin, Illinois, Iowa and Minnesota fail to estimate the cross-correlation. Grid points over Southeast also witness similar results as their Northern counterparts. Severity of GCM in estimating the cross-correlation is further
reduced over the north-western grid points where 4 to 5 members within an ensemble are typically prone under the univariate downscaling.

**Figure 3.3:** Spatial maps show number of ensemble members that have raw GCM cross-correlations (from CNRM, Historical Simulation, 1951-1999) out of allowable bound.
Figure 3.4: Spatial maps show number of ensemble members that have raw GCM cross-correlations (from CNRM, Hindcast Simulation, 1981-2010) out of allowable bound.

3.4.2 Fraction failure across GCMs

Fraction failure represents the fraction of total grid points within a geographic region on which GCM cross-correlations fail to rest within the allowable bound defined by Fisher z-transformation. The final value of fraction failure is calculated by taking average over ensemble members. Fraction failure values for 3 GCMs (CNRM-CM5, IPSL and MPI) are
calculated over the CONUS and results for 12 months are shown in Figure 3.5. Results for historical and hindcast runs are shown in left and right columns respectively while the rows represent individual GCMs. We considered observed significant grid points as the total grid points for this analysis. Fraction failure values from the historical runs of CNRM and MPI, around 0.5, are higher for March and December than the other months. IPSL historical runs exhibit highest value of fraction failure, 0.6 during December and higher values of fraction failure, 0.4 during March, July and August. During July, where half of the grid points are statistically significant, almost 40% of the observed significant grid points from all models would fail under the univariate downscaling. All 3 models across 12 months follow more or less similar performance in estimating the cross-correlation. However, IPSL has slightly lower fraction failure values compared to the fraction failure values of the other 2 models.

Hindcast runs from CNRM and MPI witness highest fraction failure values compared to other months, 0.4 and 0.45 respectively during April and October. January and October are most critical for IPSL hindcast runs in estimating the cross-correlation with fraction failure values of 0.4 and 0.55 respectively. Fraction failures for CNRM and MPI are both around 0.15 during July, the month with most number of observed significant grid points. Lower values of fraction failures are often witnessed during the summer months which signifies that GCM often has the ability to estimate summer negative cross-correlation between \( pr \) and \( tas \). However, GCM performance in estimating cross-correlation does not improve across GCMs.
Figure 3.5: Fraction failure for three GCMs’ (CNRM-CM5, MPI and IPSL) historical runs, calculated over the CONUS. Fraction failure calculated for 95% CI.

3.4.3 Fraction failure across climate regions

As it is evident that performance is not improving between GCMs, we calculated fraction failure values for only CNRM-CM5 across climate regions instead calculating over the entire CONUS. Fraction failure values across climate regions are expected to quantify the
performance of the GCM at climate region level and reveal the susceptibility or superiority of individual regions under the univariate downscaling to the user community of downscaled products. Results are shown under Table 3.2 (historical) and Table 3.3 (hindcast).

WNC, Central, South and SW regions experience higher numbers of observed significant grid points during January compared to the other the climate regions. WNC exhibits 87 observed significant grid points and one fourth of the 87 grid points would fail under the univariate downscaling. Susceptibility of grid points further worsen over the Central US where 47% of the 41 observed significant grid points fail to estimate cross-correlation. Central US experience strong cross-correlation between $pr$ and $tas$ which is generally positive during January and negative for July. We have shown in Chapter 3 that the observed significant grid points during January are shifting to become non-significant over the second half of the 20th century. GCM fails to capture the change which can be seen in the fractional bias plot also (Fig 3.1) where the fractional bias in estimating cross-correlation during January is very high.

During July, 35% of the 50 observed significant grid points fails over the Central US. During April, WNC, SW and West regions have 82, 68 and 59 observed significant grid points respectively. Almost half of the grid points over the Southwest and the West exhibit GCM cross correlations that are out of the allowable bound. Whereas fraction failure over the WNC has a value of 0.38, lesser than the SW and the West. During April, NW witnesses 24 observed significant grid points which is lesser compared to the number of grid points other climate regions witness but almost 80% of the grid points over the NW fails to estimate the cross-correlation. During July, WNC and South shares a high amount of observed significant grid
points over the CONUS. GCM has better performance over the South, where 26% grid points out of total 135 are failing, compared to WNC where fraction failure is 0.53 over 118 grid points. GCM cross-correlations are of moderate qualities over the SW and the NW. Failure fraction over SW and NW are 0.36 and 0.32 respectively. During October, more than half of the 67 observed grid points fails to estimate the cross-correlation. Whereas, WNC has a failure function value of 0.2, out of 53 observed significant grid points.

Cross-correlation estimation for the hindcast runs are less precise than the historical runs as number of years of observation is lesser. Hence more GCM cross-correlations rest within the allowable bound, leading to a lower fraction failure. During January, WNC experiences highest number of observed significant grid points (98) compared the other climate regions and has a fraction failure value of 0.14. Next to WNC, Southern US has 50 observed significant grid points, out of which 58% are expected to fail under the univariate downscaling. However, GCM performance in estimating cross-correlation over the WNC further weakens during April, compared to January. During April, 54% of the total 59 observed significant grid points fails over the WNC. For the Southwest also, fraction failure is 0.42 considering 46 observed significant grid points. During July, hindcast runs exhibits failure fraction of 0.13 over 106 observed significant grid points of WNC. NW, SE and South have 41, 63 and 90 observed significant grid points respectively and corresponding failure fractions are 0.66, 0.13 and 0.21. ENC and Central US experiences 46 and 45 observed significant grid points, respectively during October. GCM performance in estimating the cross-correlation during October is critical over ENC and Central climate regions with fraction failure values of 0.74
and 0.63 respectively. Northwest experiences 60 observed significant grid points but fraction failure is 0.33, a lower ratio compared to the ENC and the Central.

Table 3.2: Fraction failure for raw GCM cross-correlation across NCDC climate regions (CNRM, historical simulations, 1951-1999).

<table>
<thead>
<tr>
<th>Month</th>
<th>NW</th>
<th>WNC</th>
<th>ENC</th>
<th>C</th>
<th>NE</th>
<th>SE</th>
<th>S</th>
<th>SW</th>
<th>W</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jan</td>
<td>0.3 (14)</td>
<td>0.22 (87)</td>
<td>0.23 (6)</td>
<td>0.47 (41)</td>
<td>0.46 (13)</td>
<td>0.29 (7)</td>
<td>0.26 (36)</td>
<td>0.18 (28)</td>
<td>0.09 (7)</td>
</tr>
<tr>
<td>Apr</td>
<td>0.78 (24)</td>
<td>0.38 (82)</td>
<td>-</td>
<td>0 (2)</td>
<td>0.4 (4)</td>
<td>0.33 (28)</td>
<td>0.16 (23)</td>
<td>0.44 (68)</td>
<td>0.57 (59)</td>
</tr>
<tr>
<td>Jul</td>
<td>0.31 (46)</td>
<td>0.53 (118)</td>
<td>0.58 (10)</td>
<td>0.35 (55)</td>
<td>0.41 (19)</td>
<td>0.24 (58)</td>
<td>0.26 (135)</td>
<td>0.36 (50)</td>
<td>0.6 (1)</td>
</tr>
<tr>
<td>Oct</td>
<td>0.17 (60)</td>
<td>0.2 (53)</td>
<td>0.48 (5)</td>
<td>-</td>
<td>-</td>
<td>0.46 (10)</td>
<td>0.18 (10)</td>
<td>0.56 (67)</td>
<td>0.13 (38)</td>
</tr>
</tbody>
</table>

Table 3.3: Fraction failure for raw GCM cross-correlation across NCDC climate regions (CNRM, hindcast simulations, 1981-2010).

<table>
<thead>
<tr>
<th>Month</th>
<th>NW</th>
<th>WNC</th>
<th>ENC</th>
<th>C</th>
<th>NE</th>
<th>SE</th>
<th>S</th>
<th>SW</th>
<th>W</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jan</td>
<td>0.02 (9)</td>
<td>0.14 (98)</td>
<td>0.33 (31)</td>
<td>0.17 (4)</td>
<td>0 (1)</td>
<td>0.51 (11)</td>
<td>0.58 (50)</td>
<td>0.08 (16)</td>
<td>0.13 (6)</td>
</tr>
<tr>
<td>Apr</td>
<td>0.49 (7)</td>
<td>0.54 (59)</td>
<td>-</td>
<td>0.33 (3)</td>
<td>0.41 (3)</td>
<td>0.48 (34)</td>
<td>0.02 (21)</td>
<td>0.42 (46)</td>
<td>0.28 (50)</td>
</tr>
<tr>
<td>Jul</td>
<td>0.06 (41)</td>
<td>0.13 (106)</td>
<td>0.13 (6)</td>
<td>0.11 (49)</td>
<td>0.1 (14)</td>
<td>0.13 (63)</td>
<td>0.21 (90)</td>
<td>0.4 (23)</td>
<td>0.61 (2)</td>
</tr>
<tr>
<td>Oct</td>
<td>0.33 (60)</td>
<td>0.49 (27)</td>
<td>0.74 (46)</td>
<td>0.63 (45)</td>
<td>0.27 (15)</td>
<td>0.61 (4)</td>
<td>0.7 (41)</td>
<td>0.24 (50)</td>
<td>0.07 (30)</td>
</tr>
</tbody>
</table>

3.4.4 Observed cross-correlation versus GCM Performance

So far we have shown, GCM’s efficiency to estimate the cross-correlation vary across climate regions and months. We also expect the efficiency to change with varying magnitude of the observed cross-correlation values. For example, on certain months, GCM might perform better in estimating the lower values of observed cross-correlation than the higher values. This assumption rely on the shape of the allowable bound. Allowable bound of GCM cross-
correlation is one of the functions of observed cross-correlation and the bound gradually decreases from wider to narrower as absolute value of the observed cross-correlation increases. The very shape of the allowable bound gives us the notion that the failure is expected to be higher when observed cross-correlation values are very high. However in reality, GCM’s performance in estimating the cross-correlation can be different from what we have assumed because the number of grid points resting within an interval of observed cross-correlation values finally determines GCM’s performance. In Figure 3.6, we show GCM’s efficiency in estimating the cross-correlation across different intervals of the observed cross-correlation.

We plotted the fraction of grid points that fails to the estimate cross-correlation for different intervals of absolute values of the observed cross-correlations. Total number of grid points within an interval is shown in the secondary axis. The calculation is performed for 4 months by considering a single member from the CNRM-CM5 ensemble. Statistical significance of the observed cross-correlations are indicated with vertical straight lines (different for historical and hindcast runs) within each panel.

Number of grid points within an interval decreases during January and April as the observed cross-correlation increases. Historical runs during January attains highest failure when the observed cross-correlation interval is slightly greater than the statistical significance value. For hindcast runs also, if we ignore few grid points that have cross-correlations of very high value, failure is higher around the observed significant cross-correlation. During April, failure rate is higher for the lower values of the observed cross-correlation and gradually increases as the observed cross-correlation increases. This is similar to what we expected. Continuously decreasing number of total grid points within an interval leads to an almost
continuous increase in the failure rate of historical and hindcast runs. Whereas during July, most number of grid points experiences statistically significant observed cross-correlation and CNRM-CM5 fails over half of the grid points (for historical runs) for the interval of 0.3-0.4. Higher number of grid points, compared to April, are concentrated for higher values of the observed cross-correlation hence GCM performance typically decreases for higher values of the observed cross-correlation. A wider allowable bound for hindcast runs enhances GCM performance and the failure rate follows a decreasing pattern with increase in the observed cross-correlation values. October results are very similar to that of April. Number of grid points are decreasing as the observed cross-correlation increases. But fraction of grid points that fail to estimate the cross-correlation, remains constant across observed cross-correlation intervals. In summary, we infer that the failure rate in estimating the cross-correlation typically increases as the observed cross-correlation magnitude increases. Cases when more number of grid points experience higher values of the observed cross-correlations, GCM’s failure rate starts decreasing for higher values of the observed cross-correlations.
3.5 Discussion

In this study, we investigated the limitations of univariate downscaling to estimate cross-correlation between multiple variables. A univariate, regular linear regression model assumed and applied separately on climatic variables to downscale. We found that univariate downscaling does not have the potential to translate the observed cross-correlation to downscale variables. Rather, cross-correlation after univariate downscaling remains the same.
as raw GCM cross-correlation. Hence raw GCM cross-correlation plays crucial role in estimating cross-correlation. Limitations of univariate downscaling might differ across different downscaling models, but the limitations in estimating cross-correlations are not expected to improve much as none of these models consider the coherence between multiple variables.

Our study shows that a high amount of fractional bias exists between observed and GCM cross-correlations between precipitation and temperature simulations from 20th Century runs (historical) and decadal hindcasts. Under this circumstances, it is important to assess the quality of raw GCM projections in terms of estimating cross-correlation. Based on Fisher z-transformation, we proposed a framework to ascertain whether downscaled/raw GCM cross-correlation and observed cross-correlation belong to the same population of cross-correlation with certain confidence interval. The allowable bound for raw GCM cross-correlation is a function of confidence interval, number of observations and observed cross-correlation. The framework we proposed is model independent, hence can be applied to check multivariate downscaled cross-correlations or cross-correlations from complex univariate methods. Fisher z-transformation assumes correlations are from bivariate normally distributed variables. Precipitation and temperature values on grid points may not follow bivariate normal distribution. Hence a prior check of multivariate normality, such as Cox-Small test, should improve the precision in estimating downscaled cross-correlation.

The framework is applied on GCM cross-correlations from historical and hindcast runs to evaluate the quality of raw GCM projections. Results show that for historical runs, around 40-50% of the observed significant grid points over contiguous US are prone to failure in terms
of cross-correlation during univariate downscaling. This percentage improves to 30-40% when the framework is applied on hindcast runs, as the CI for hindcast runs are wider. Smaller sample size for hindcast runs form a wider bound for downscaled cross-correlation. Grid points that are susceptible under univariate downscaling in terms of cross-correlation, are spread across the CONUS. At least one member within an ensemble of GCM fails to estimate cross-correlation and there exists multiple grid points where all the ensemble members fail. We extended our analysis to NCDC climate regions which reveals that failing grid points are randomly scattered over all climate regions. However, WNC and SW witness higher fraction failure compared to other climate regions. In conclusion, performance of GCMs to estimate cross-correlation is not concentrated around a particular model or climate region. A high probability always remains that downscaled products will fail to preserve the observed cross-correlation if univariate downscaling is performed. GCM failure typically enhances when observed cross-correlations are statistically significant.

As an extension to the work done so far, we are interested in combining the fractional bias in estimating cross-correlation (described in Chapter 2.1) with the allowable bound formed using Fisher z-transformation. Our previous work used the fractional bias in quantifying the improvement done by multivariate downscaling approach (ACCA) in estimation of cross-correlation. If the limitations of univariate approach persists across models and over other regions, users of downscaled products would have to rely more on the raw GCM outputs. Adjustment of the allowable bound to retain the null hypothesis made in Chapter 3.2, by making the bound wider, can improve performance of GCM. However, such adjustment has to be done by increasing the CI which eventually would lead to a higher type-I error in
estimating cross-correlation. Given an observed cross-correlation, as the fractional bias in estimating cross-correlation increases corresponding CI to retain the null hypothesis also increases. In cases when GCM witness high fractional bias in estimating cross-correlation and observed cross-correlations are also high, we advise not to increase the CI and retain the null hypothesis to cover up the fractional bias.

Simulations of various hydrologic fluxes (ex: Soil Moisture and Overland flow), depending on the type of basin and statistical significance of observed cross-correlation, rely on climate variables that exhibit preserved cross-correlation. We expect this paper will help the user community of downscaled products to select the appropriate downscaling/bias-correction approach. We applied the allowable bound on cross-correlations derived from multivariate bias-corrected (ACCA) dataset and the results shows that multivariate cross-correlations always rest within the allowable limits.
3.6 Supplementary Information (SI)

A. Analytical Analysis of Univariate Approach

Linear model is fitted between \([P_{GCM}, T_{GCM}]\) and \([P_{obs}, T_{obs}]\). Model parameters are a, b, c and d. \(\xi^p\) and \(\xi^t\) are the model errors.

\[
P_{obs} = aP_{GCM} + b + \xi^p \tag{Eq. 1}
\]
\[
T_{obs} = cT_{GCM} + d + \xi^t \tag{Eq. 2}
\]

Model parameters can be expressed as-

\[
a = \frac{\text{cov}(P_{GCM}, P_{obs})}{\text{var}(P_{GCM})}, \quad c = \frac{\text{cov}(T_{GCM}, T_{obs})}{\text{var}(T_{GCM})},
\]

Downscaling products are estimated using model parameters-

\[
P_{Down} = aP_{GCM} + b \tag{Eq. 3}
\]
\[
T_{Down} = cT_{GCM} + d \tag{Eq. 4}
\]

Hence,

\[
\text{cov}(P_{Down}, T_{Down}) = \text{cov}(aP_{GCM} + b, cT_{GCM} + d) = a \cdot c \cdot \text{cov}(P_{GCM}, T_{GCM})
\]

Or,

\[
\sigma_{P_{Down}} \cdot \sigma_{T_{Down}} \cdot \text{cov}(P_{Down}, T_{Down}) = a \cdot c \cdot \sigma_{P_{GCM}} \cdot \sigma_{T_{GCM}} \cdot \text{cov}(P_{GCM}, T_{GCM})
\]

Or,

\[
\frac{\text{cov}(P_{Down}, T_{Down})}{\text{cov}(P_{GCM}, T_{GCM})} = a \cdot c \cdot \frac{\sigma_{P_{GCM}} \cdot \sigma_{T_{GCM}}}{\sigma_{P_{Down}} \cdot \sigma_{T_{Down}}} = E
\]

Or, \(E = a \cdot c \cdot \frac{\sigma_{P_{GCM}} \cdot \sigma_{T_{GCM}}}{\sigma_{P_{Down}} \cdot \sigma_{T_{Down}}} = a \cdot c \cdot \frac{\sigma_{P_{GCM}}}{\sigma_{P_{GCM}} \cdot c \cdot \sigma_{T_{GCM}}} \) [as, \(\text{var}(P_{Down}) = a^2 \cdot \text{var}(P_{GCM})\) and \(\text{var}(T_{Down}) = C^2 \cdot \text{var}(T_{GCM})\) from model formulation.]

So, \(E=1\)
B. Fisher z-transformation

\( \rho^{\text{Obs}} \) and \( \rho^{\text{Down}} \) are the observed and downscaled cross-correlations

**Null Hypothesis:** \( \rho^{\text{obs}} = \rho^{\text{down}} \)

**Z-Transformation:**

\[
\begin{align*}
\rho^{\text{Obs}} &= 0.5 \ln \left[ \frac{1 + \rho^{\text{obs}}}{1 - \rho^{\text{obs}}} \right] \quad \text{Eq. 1} \\
\rho^{\text{Down}} &= 0.5 \ln \left[ \frac{1 + \rho^{\text{down}}}{1 - \rho^{\text{down}}} \right] \quad \text{Eq. 2}
\end{align*}
\]

**Test Statistic:**

\[
\tilde{z} = \frac{z^{\text{obs}} - z^{\text{down}}}{\sigma_{z^{\text{obs}} - z^{\text{down}}}} \quad \text{Eq. 3}
\]

\( \tilde{z} \) follows standard normal distribution, \( \tilde{z} \sim N(0,1) \) and \( \sigma_{z^{\text{obs}} - z^{\text{down}}} = \sqrt{\frac{2}{n-3}} \). ‘n’ is the number of observations.

Bounds for test statistic \( \tilde{z} \) are \([-1.96, 1.96]\) and \([-2.58, 2.58]\) to retain the null hypothesis with 95% or 99% CI respectively.

Let us assume, the allowable range for downscaled cross-correlation is \([\rho^{\text{high}}, \rho^{\text{low}}]\).

Considering the lower confidence interval for \( \tilde{z} \), we back-calculated the highest value of allowable downscaled cross-correlation

\[
\begin{align*}
\text{or, } \frac{1}{2 \sigma_{z^{\text{obs}} - z^{\text{down}}}} \ln \left[ \frac{(1 + \rho^{\text{obs}})(1 - \rho^{\text{high}})}{(1 + \rho^{\text{high}})(1 - \rho^{\text{obs}})} \right] &= -CI \\
\text{or, } \frac{(1 + \rho^{\text{obs}})(1 - \rho^{\text{down}})}{(1 + \rho^{\text{high}})(1 - \rho^{\text{obs}})} &= \exp(-CI \times 2 \times \sigma_{z^{\text{obs}} - z^{\text{down}}}) = C \quad \text{[Where, } C = \exp(-CI \times \frac{2\sqrt{2}}{\sqrt{n-3}})]
\end{align*}
\]

\[
\begin{align*}
\text{or, } \frac{(1 - \rho^{\text{down}})}{(1 + \rho^{\text{high}})(1 - \rho^{\text{obs}})} = C \times \frac{(1 - \rho^{\text{obs}})}{(1 + \rho^{\text{obs}})} \quad \text{[or, } \rho^{\text{Down}}^{\text{high}} = \frac{1}{1 + C + \rho^{\text{obs}}(1 - C)}] \\
\text{or, } \rho^{\text{down}}^{\text{High}} = \frac{1 - C + \rho^{\text{obs}}(1 + C)}{1 + C + \rho^{\text{obs}}(1 - C)} \\
\end{align*}
\]

Similarly, back-calculating for positive bound of CI gives us \( \rho^{\text{Down}}^{\text{low}} \). Which is
\[ \rho_{\text{down}} = \frac{C - 1 + \rho_{\text{obs}}(C + 1)}{1 + \rho_{\text{obs}}(C - 1)} \]

**Table 3.4:** Synthetic simulation result for Confidence Interval (CI) values of downscaled GCM cross-correlation given observed cross-correlation and three fractional bias (fb) values - 0.05, 0.10 and 0.20.

<table>
<thead>
<tr>
<th>Observed Corr</th>
<th>fb=0.20</th>
<th>fb=0.10</th>
<th>fb=0.05</th>
<th>fb=0.20</th>
<th>fb=0.10</th>
<th>fb=0.05</th>
</tr>
</thead>
<tbody>
<tr>
<td>(+/-)0.1</td>
<td>0.08</td>
<td>0.03</td>
<td>0.02</td>
<td>0.06</td>
<td>0.03</td>
<td>0.01</td>
</tr>
<tr>
<td>(+/-)0.2</td>
<td>0.16</td>
<td>0.08</td>
<td>0.04</td>
<td>0.12</td>
<td>0.06</td>
<td>0.03</td>
</tr>
<tr>
<td>(+/-)0.3</td>
<td>0.26</td>
<td>0.13</td>
<td>0.06</td>
<td>0.2</td>
<td>0.1</td>
<td>0.05</td>
</tr>
<tr>
<td>(+/-)0.4</td>
<td>0.37</td>
<td>0.18</td>
<td>0.09</td>
<td>0.28</td>
<td>0.14</td>
<td>0.07</td>
</tr>
<tr>
<td>(+/-)0.5</td>
<td>0.51</td>
<td>0.26</td>
<td>0.13</td>
<td>0.4</td>
<td>0.2</td>
<td>0.1</td>
</tr>
<tr>
<td>(+/-)0.6</td>
<td>0.7</td>
<td>0.37</td>
<td>0.18</td>
<td>0.57</td>
<td>0.29</td>
<td>0.14</td>
</tr>
<tr>
<td>(+/-)0.7</td>
<td>0.91</td>
<td>0.54</td>
<td>0.27</td>
<td>0.81</td>
<td>0.43</td>
<td>0.21</td>
</tr>
<tr>
<td>(+/-)0.8</td>
<td>1</td>
<td>0.82</td>
<td>0.45</td>
<td>1</td>
<td>0.69</td>
<td>0.35</td>
</tr>
</tbody>
</table>
3.7 References

"Downscaled CMIP3 and CMIP5 Climate and Hydrology Projections" archive at http://gdo-dcp.uc1nl.org/downscaled_cmip_projections/.


Text accessible at http://psychclassics.yorku.ca/Fisher/Methods/.


Chapter 4. Reducing Model Uncertainty in Climate Change Projection using Multi-model Combination

4.1 Introduction

Climate is significantly changing particularly in terms of temperature over the last few decades (Plummer et. al., 1999, Alexander et al., 2006, Qin et. al., 2010, IPCC 2013, Blunden and Arndt 2014, NOAA 2015). The challenge for the Global Circulation Models (GCM) and other earth system models is to project the changes in different statistical properties of precipitation, temperature and other hydro-climate variables. Skillful predictions of future changes provide valuable information to the policy-makers and scientific agencies. GCMs are important as they are based primarily on physical processes, cover larger areas and provide long-term prediction under several types of experiments consisting of different emission scenarios, initialization schemes etc. (Phillips 1956, Meehl et al., 2007, Flato et al., 2013). One GCM differentiates itself from other models by model formation, nature of inputs and can have errors from various sources and uncertainties in climate change prediction. Major simulation errors may arise either from model parameterization or from inadequate-understanding of physical processes (Knutti 2008). Rather than considering one model to simulate climate, many studies have recommended considering multiple models for future projections to reduce the uncertainty (Palmar et al., 2005, Yun et al., 2003, Hagedorn et al., 2005).
One way to reduce the uncertainty in a single model is to pool ensembles from all the models which is known as equal weighting. Equal weighting has its own merit and demerits. Strong correlated errors between models could diminish the expected improvements (Weigel et al. 2010). A recent study (Sanderson et al., 2014) addressed the large degree of interdependency across models and proposes a method for combing model results into single or multivariate distributions. From a number of available models, it is difficult to identify the least skillful model as model strengths and weaknesses are functions of variable of interest, location, season etc. (Hagedorn et al., 2005). Performance based weighting schemes have shown improved average prediction skill in seasonal forecasting (Rajagopalan et al., 2002, Robertson et al., 2003, Colman & Davey 2003, Devineni & Sankarasubramanian 2010 a,b). Statistical estimation of weights conditioned on the dominant prediction conditions (Devineni & Sankarasubramanian 2010) could maximize the skill of multi-model forecasts. Interdependence of model has also been investigated to forecast sea surface temperature and showed improved projection (Khan et al. 2014). Instead of simple static weighting, multi-model combination could be performed by dynamic weighting (Chowdhury & Sharma 2009, Devineni & Sankarasubramanian 2010) where model weights are allowed to change with respect to time.

In this current work, we are interested in reducing uncertainty in GCM projections of change in mean seasonal temperature over the contiguous United States. The variable exhibits substantial spatial variability. Climate change projections from GCM simulation have a high amount of spatial bias compared to observed change in mean seasonal temperature. Model errors in projecting the change have correlated errors with non-zero mean, hence assigning
equal weight to the models may not serve the purpose to reduce the mean square error in combined projections.

Model uncertainty is the dominant source of the near-term uncertainty with a limited role of scenario uncertainty (Hawkins & Sutton 2009). To reduce model uncertainty and model bias under the near-term climate change, we propose an optimal multi-model combination framework. Optimal multi-model combination approaches have shown significant improvements in seasonal forecasting and need to be evaluated in the context of the near-term climate change perspective. Coupled Model Inter-Comparison Project (CMIP5) historical runs, spanning over last half of the 20th century, provides a long term change in mean seasonal temperature. Optimal model combination framework is applied on historical simulations to calculate the model weights which can be applied later to future projections under different emission scenarios to calculate the future changes. CMIP5 also provides decadal hindcast output as a part of core of the near-term experiments (Taylor, 2005). Hindcast runs are initialized with observed Sea-Surface Temperatures (SST) and allowed to run for following 10 or 30 years. We applied optimal and equal weighting multi-model combination framework individually on historical and hindcast runs to evaluate the effectiveness of optimal framework over equal weighting in terms of reducing uncertainty in climate change projections.

Performance of raw GCM projections is first evaluated to capture the observed change in mean of seasonal temperature over 9 NCDC (National Climate Data Center) climate regions over the contiguous US. Then, we propose an optimal weighting framework for multi-model combination to reduce uncertainty in model projections that relies on model diagnostics and performance. Results of the optimal combination framework are compared with results of the
equal weighting scheme. In Section 4.2, we discuss the datasets followed by a model error analysis plan in Section 4.3. Results are presented under section 4.4 and finally, discussions are in Section 4.5.

4.2 Data

We obtained time series of raw monthly average temperature simulations from 10 GCMs that contribute to the 20th Century experiment (also referred as historical runs) of Coupled Model Inter-comparison Project Phase-5 (CMIP 5). We focus our interest over the time period of January, 1950 to December, 1999, 50 years data. Details, like full name of the GCMs, parent organization and ensemble size are provided in Table 4.1. Similar datasets are obtained for hindcast runs of CMIP5. Hindcast experiments which are initialized with observed SST for the beginning year, are the core experiment set up for the near-term projections. Hindcast runs are named for the initialization year (ex: decadal-60, decadal-80) and available as 10 or 30 years of simulation. We considered two hindcast runs, decadal-60 and decadal 80, to construct a continuous time series for the period 1962-1999. Among 10 models that contribute to the 20th Century experiment, only 3 models, bcc-csm 1-1, ccsm-4 and cmcc-cm, have decadal-60 and decadal-80 runs both. Detailed information regarding the Hindcast runs are provided in Table 4.1. Whenever it is needed, raw monthly average temperature dataset is regridded to ($1^0 \times 1^0$) using bilinear interpolation to maintain a uniform resolution across various GCMs.

We extracted raw monthly average temperature from historical and hindcast runs over 9 climate regions of the contiguous United States, commonly known as NCDC (National
Climatic Data Center) climate regions (Northwest, West North Central, East North Central, Central, Northeast, Southeast, South, Southwest and West) that are used to put current climate anomalies into historical perspective (Karl and Koss, 1984). Climate model simulations are compared with observed changes. The gridded monthly average temperature dataset over the contiguous US is obtained from Prof Ed Maurer’s website (Maurer et al, 2007; http://www.engr.scu.edu/~emaurer/gridded_obs/index_gridded_obs.html) and regridded using bilinear interpolation to 1°.
Table 4.1: Description of Models. For Hindcast runs, number of ensemble members is shown only for those models that have both decadal-60 and decadal-80 runs.

<table>
<thead>
<tr>
<th>Modelling Group</th>
<th>Climate Model Id</th>
<th>Historical Experiments</th>
<th>Hindcast Experiments</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No. of Ensemble Members</td>
<td>No. of Ensemble Members</td>
<td>No. of Ensemble Members</td>
</tr>
<tr>
<td>Commonwealth Scientific and Industrial Research Organization and Bureau of Meteorology, Australia</td>
<td>ACCESS1-0</td>
<td>1</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>ACCESS1-3</td>
<td>1</td>
<td>-</td>
</tr>
<tr>
<td>Beijing Climate Center, China Meteorological Administration</td>
<td>BCC-CSM1-1</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>BCC-CSM1-1-M</td>
<td>1</td>
<td>-</td>
</tr>
<tr>
<td>Canadian Centre for Climate Modelling and Analysis</td>
<td>CanESM2</td>
<td>5</td>
<td>-</td>
</tr>
<tr>
<td>National Center for Atmospheric Research</td>
<td>CCSM4</td>
<td>5</td>
<td>-</td>
</tr>
<tr>
<td>Community Earth System Model Contributors</td>
<td>CESM1-BGC</td>
<td>1</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>CESM1-CAM5</td>
<td>3</td>
<td>-</td>
</tr>
<tr>
<td>Centro Euro-Mediterraneo per I Cambiamenti Climatici</td>
<td>CMCC-CM</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>Centre National de Recherches Météorologiques/ Centre Européen de Recherche et Formation Avancée en Calcul Scientifique</td>
<td>CNRM-CM</td>
<td>1</td>
<td>10</td>
</tr>
</tbody>
</table>
4.3 Model Error Analysis Plan

The analysis consists of three parts. First we define our variable of interest to measure the extent to which climate has changed in terms of mean seasonal temperature over the contiguous US for last 50 years. Then, we discuss the spatial bias in estimating the mean seasonal temperature using the equal weighting model combination and provide insights on how spatial bias of model predicted climate change could affect the multi-model combination scheme. Following that, we propose an optimal multi-model combination framework that combines climate change projections from multiple models.

4.3.1 Variable of Interest

Our variable of interest is the change in the long term mean seasonal temperature (in $^\circ$C) defined as $\Delta \mu$. From GCM and observed time series of monthly average temperature, we obtained seasonal temperature by taking arithmetic average of monthly values over a season. In the current study, we divided a year into four seasons- January-February-March (JFM), April-May-June (AMJ), July-August-September (JAS) and October-November-December (OND). As these signals are statistical properties of a climate response to external forcing, we obtain them from individual ensemble of predictions. We execute the following steps below to extract $\Delta \mu$ from both hindcast and historical experiments.

1. For grid point $i$ over a climate region $c$, given model $m$ and given ensemble member $k$, obtain the monthly average temperature for the entire period and arithmetically average them to seasonal temperatures for four seasons.
2. For a particular season, divide the data into two time slices, T1 and T2. Calculate the mean for both periods separately, $\mu_{m,c}^{i,k,T1}$ and $\mu_{m,c}^{i,k,T2}$, and subtract them (earlier is subtracted from the later) to obtain climate change, named $\Delta \mu_{m,c}^{i,k}$.

$$\Delta \mu_{m,c}^{i,k} = \mu_{m,c}^{i,k,T2} - \mu_{m,c}^{i,k,T1}$$  \hspace{1cm} \text{Eq. 1}$$

3. Repeat step 2 for all members ($k=1...K$) in an ensemble, then average them over ensemble members to obtain climate change signal $\Delta \mu_{m,c}^{i}$ from model $m$ at grid $i$.

$$\Delta \mu_{m,c}^{i} = \frac{1}{K} \sum_{k=1}^{K} \Delta \mu_{m,c}^{i,k}$$  \hspace{1cm} \text{Eq. 2}$$

4. Repeat steps 1 to 3 for all grids ($i=1...I$), all models ($m=1...10$), at each climate region ($c=1...9$) and for other seasons. Observed change in mean seasonal temperature is denoted as $\Delta \mu_{obs,c}^{i}$ and can be obtained as-

$$\Delta \mu_{obs,c}^{i} = \mu_{obs,c}^{i,T2} - \mu_{obs,c}^{i,T1}$$  \hspace{1cm} \text{Eq. 3}$$

We discarded the use of individual ensemble members as they carry equal probability of occurrence. $\Delta \mu_{obs,c}^{i}$ or $\Delta \mu_{m,c}^{i}$ are spatially distributed and do not have any temporal dimension. For historical runs, T1 and T2 are 1951-1974 and 1975-1999 respectively. During hindcast runs, two periods are defined as 1962-1980 and 1981-1999.

$\Delta \mu_{obs,c}^{i}$ is calculated between two periods 1950-1974 and 1975-1999, over all the climate regions and for four seasons. Observed changes values are plotted in Figure 4.1. During
JFM, West North Central (WNC) and East North Central (ENC) climate regions experienced a higher rise in mean seasonal temperature, up to 2°C, for the later period compared to other climate regions. Apart from ENC and WNC, Northwestern (NW) and Western (W) US experienced a rise in mean seasonal temperature during JFM of up to 0.75-1°C. Some grid points over Central (C) and Southern (S) US have a decrease in mean seasonal temperature up to 1°C. A few grid points over the Southeast (Florida) also experienced an increase in winter season temperature.

Figure 4.1: Observed changes in mean of seasonal temperature between two periods 1951-1974 and 1975-1999
The amount of increase in mean seasonal temperature was lesser during AMJ compared to JFM. Most grid points over ENC and WNC experienced increase up to 1° C. More grid points, compared to JFM, over the Central and Southern US experienced decrease in mean seasonal temperature during the later period. Over the Northeast (NE), most of the grid points exhibit increase in mean seasonal temperature. Increase in mean seasonal temperature is lower during JAS compared to AMJ or JFM over the Northern US. Northern US experienced increase up to 0.5° C. Grid points covering the Southeastern US experienced decrease (± 0.25) in mean seasonal temperature during JAS. Overall the changes during JAS over the contiguous US are lower in magnitude and not very spatially coherent. Finally during OND, decreases in mean seasonal temperature are prominent over the Central, East North Central and West North Central US with decreases as large as 2° C. Whereas, Southeast (SE) and Western US experienced increases in mean seasonal temperature between 1° C to 2° C. The changes are prominent and should be simulated GCM model projections. Results shown in Figure 4.1 are in line with the earlier studies that had addressed changing patterns of trends and frequencies of temperature over the contiguous US. The multimodel combination approach should be framed in such a way that captures the observed magnitude and trends in mean seasonal temperature.

The accurate simulation of observed changes by GCMs provide confidence in their reliability to capture future changes. Hence, the following analysis helps to understand GCM behavior and any particular GCM’s superiority over the others to simulate the observed change. Each panel in Figure 4.2 shows change in mean seasonal temperature projected by 10 GCMs and their corresponding observed change over a climate region as boxplots for the
season JFM. At each panel, we have 10 boxplots (in blue) created from 10 GCMs and the last 
boxplot (in green) represents the observed changes. Quartiles of each boxplot represents spatial 
variation of GCM response. During JFM, ENC and WNC are two crucial regions, we can 
locate the observed medians close to 1°C. While, other than cmcc-cm, none of the 10 GCMs 
has the median of climate change close to that of observed. Over WNC, the spatial variation 
exhibited by the GCMs (except cmcc-cm) is lower compare to the observed. On the other hand, 
over the South, Southeast and Central, the median of observed change is negative, i.e., mean 
of seasonal temperature is decreasing during JFM over these three climate regions. Most of the 
GCMs not only fails to estimate the spatial variation of climate change projections over the 
three climate regions but also project a positive change. In brief, Figure 4.2 reveals the 
necessity of an effective multi-model combination approach to reduce uncertainty in multiple 
model climate change projections.

4.3.2 Bias Analysis

GCMs have spatial bias in errors which can be as high in magnitude as the observed 
spatial mean of climate change projections. Earlier studies neglected the bias in error and only 
considered the variance of errors (Weigel et al., 2010). This scenario completely changes when 
bias in the error is present and it has potential to lead to failure of the equal weighting scheme. 
Equal weighting could not remove the bias in errors because the bias remains even with limits 
taken over the average of infinite number of models. Hence we argue that any multi-model 
uncertainty reduction scheme should explicitly consider reduction in bias.
To calculate the spatial bias in GCM models projections over the contiguous United States, we consider $\Delta \mu_{obs,c}^i$ and $\Delta \mu_{m,c}^i$ to be the observed and GCM projected climate change on grid point $i$, model $m$ and over the region $c$ for a particular season. First, spatial bias is calculated for individual models by taking spatial average of the climate change projections, named as $e_{m,c}$.

$$e_{m,c} = \frac{1}{I} \left[ \sum_{i=1}^{I} \Delta \mu_{obs,c}^i - \sum_{i=1}^{I} \Delta \mu_{m,c}^i \right]$$  \hspace{1cm} \text{Eq. 4}

Spatial bias that remains after equal weighting, is defined as $\xi_c$. $\xi_c$ for a particular season, is also considered as the average error, can be calculated using Eqn 5.

$$\xi_c = \frac{1}{I} \sum_{i=1}^{I} \left( \Delta \mu_{obs,c}^i - \frac{1}{M} \sum_{m=1}^{M} \Delta \mu_{m,c}^i \right)$$  \hspace{1cm} \text{Eq. 5}
Figure 4.2: GCM performances over NCDC regions to capture observed (green) changes in mean seasonal temperature for Jan-Feb-Mar. X-axis represents 10 GCM models and the observed (Green); Y-axis represents change in mean of seasonal temperature.

The term $\frac{1}{M} \sum_{m=1}^{M} \Delta \mu_{m,c}$ in Eqn 5 represents multimodel combined projection from equal weighting scheme at grid point $i$ over climate region $c$. We defined a metric as bias-ratio ($f_c$) that calculates the ratio between average error from equally combined model projections and spatial average of observed changes. The ratio gives us the idea about the proportion of error from multimodel combination compared to the observed change, hence equal weighting scheme’s ability to eliminate the spatial bias. The metric, $f_c$, can be calculated using Eqn 6.
Bias-ratio, $f_c$ is calculated over the climate regions and for 4 seasons, results from historical runs are shown in Table 4.2. As we already mentioned, ENC and WNC are the two climate regions that experienced higher magnitude of climate change during JFM. Over these two climate regions bias to original change ratio is around 0.8. Over Northwest and West, amount of spatial bias from equal weighting are 0.53 and 0.64 of the observed climate change respectively. During AMJ when observed changes are lower compared to JFM, bias-ratio decreases. Equal weighting improves performance with bias-ratio equal to 0.60 and 0.59 over WNC and ENC respectively. Equal weighting performs better over Southwestern US, with bias-ratio close to zero which signifies correlated error in GCM climate change projections are negligible over SW during AMJ. During JAS, the bias-ratio exhibits negative values for 8 out of 9 NCDC climate regions. Climate models are overestimating the change in mean of seasonal temperature. Finally, during OND the spatial bias after equal weighting remains even higher than the observed changes. Over Southeast and Central, where mean seasonal temperature is decreasing, spatial bias in projections are 1.5 times bigger than the observed climate change. Over Western US, the bias-ratio is 2.58 which denotes a very high amount of bias that could not be eliminated by equal weighting alone, unless a proper bias correction is applied along with multimodel combination of climate change projections. We used the term- $e_{m,c}$, calculated using Eqn 4 to eliminate the spatial bias of individual model projections.
Table 4.2: Bias-ratio (historical runs) after equal weighting is applied for multi-model combination

<table>
<thead>
<tr>
<th>Season</th>
<th>NW</th>
<th>WNC</th>
<th>ENC</th>
<th>C</th>
<th>NE</th>
<th>SE</th>
<th>S</th>
<th>SW</th>
<th>W</th>
</tr>
</thead>
<tbody>
<tr>
<td>JFM</td>
<td>0.53</td>
<td>0.82</td>
<td>0.80</td>
<td>0.82</td>
<td>7.85</td>
<td>0.81</td>
<td>0.79</td>
<td>0.57</td>
<td>0.64</td>
</tr>
<tr>
<td>AMJ</td>
<td>-0.23</td>
<td>0.60</td>
<td>0.59</td>
<td>0.61</td>
<td>-1.01</td>
<td>0.60</td>
<td>0.53</td>
<td>-0.02</td>
<td>-0.42</td>
</tr>
<tr>
<td>JAS</td>
<td>-0.75</td>
<td>-1.58</td>
<td>-1.55</td>
<td>-1.75</td>
<td>5.73</td>
<td>-1.95</td>
<td>-1.12</td>
<td>-0.75</td>
<td>-0.83</td>
</tr>
<tr>
<td>OND</td>
<td>1.82</td>
<td>1.97</td>
<td>1.46</td>
<td>1.50</td>
<td>1.78</td>
<td>1.52</td>
<td>2.26</td>
<td>1.92</td>
<td>2.58</td>
</tr>
</tbody>
</table>

4.3.3 Optimal model combination

1. We propose here an optimal weighting scheme, to reduce the uncertainty in the estimation of $\Delta\mu_{obs,c}^i$ by optimally combining all the models within a climate region. Seasonal climate change response, $\Delta\mu_{m,c}^i$ & $\Delta\mu_{obs,c}^i$, for a particular grid point is extracted by steps discussed earlier in 4.3.1. $\Delta\mu_{m,c}^i$ is the set of multiple model predictions $[\Delta\mu_{1,c}^i, \ldots, \Delta\mu_{M,c}^i]$ and $\Delta\mu_{obs,c}^i$ is the observed change in mean seasonal temperature for a particular season, over climate region $c$. First the spatial bias is eliminated from model projections by adding $e_{m,c}$ which is calculated using Eqn 4, to model projections. Bias corrected model projections are denoted as $\Delta\mu_{m,c}^i$.

$$\Delta\mu_{m,c}^i = \Delta\mu_{m,c}^i + e_{m,c}$$  \hspace{1cm} \text{Eq. 7}

2. Model error ($E_{m,c}^i$) at each grid point is calculated over all the grid points within a climate region and all models participating

$$E_{m,c}^i = \Delta\mu_{m,c}^i - \Delta\mu_{obs,c}^i$$  \hspace{1cm} \text{Eq. 8}

Model error matrix is constructed using model error values from all models and over all grid points within a climate region-
\[ E_c = \begin{pmatrix} e_{1,c}^1 & \cdots & e_{1,c}^I \\ \vdots & \ddots & \vdots \\ e_{M,c}^1 & \cdots & e_{M,c}^I \end{pmatrix} \]

Eq. 9

Dimension of \( E_c \) is \((M \times I)\), where \( I \) is the total number of grid points within climate region \( c \) and \( M \) is the total number of models.

3. For \( M=10 \) (for Historical runs) models calculate the variance covariance matrix \( \Sigma_{EE,c} \) where diagonals represent error variances exhibited by models over \( I \) grid points. Since we have 10 models, dimension of \( \Sigma_{EE,c} \) is \((10 \times 10)\). Variance covariance matrix \( \Sigma_{EE,c} \) is used further to calculate weights for model combination.

\[ \Sigma_{EE,c} = \text{cov}(E_c) \]

Eq. 10

4. Over a climate region \( c \), we assume weights associated for multi-model combination are \( w_{c} = [w_{1,c} \ldots w_{M,c}] \). Multi-model prediction combining weights and model responses are given as \( \Delta \mu_{\text{multi},c}^i \).

\[ \Delta \mu_{\text{multi},c}^i = \sum_{m=1}^{M} w_{m,c} \Delta \mu_{m,c}^i \]

Eq. 11

5. To obtain a lower mean square error, our objective is to minimize the determinant of error co-variance matrix. Application of \( \Sigma_{EE,c} \) as the estimation of error variance co-variance matrix is sensitive because if pair wise correlation between models are high, optimization could be difficult (Cleman & Winkler 1986), hence a large dataset is preferable to estimate the error variance co-variance matrix. Unbiased combination prediction is achieved by conditioning the sum of all weights to unity. Vector of model weights over a climate region is defined as \( w_{c} = [w_{1,c} \ldots w_{M,c}] \), and the vector \( w_{c}^i \) is constant over grid points within a region.
Objective function: \( \min (\mathbf{w}_c^t \Sigma_{EE,c} \mathbf{w}_c) \) s.t., \( \text{sum}(\mathbf{w}_{M,c}) = 1 \) \quad Eq. 12

Optimization was performed by Genetic Algorithm function with default features in MATLAB 2012a. Steps 1 to 3 repeated and optimization performed for other grids points. A step by step process for data extraction, bias correction and optimal weighting framework is provided under Figure 4.3.

Comparison between two approaches, equal and optimal, is performed based on two statistical parameters- root mean square error (RMSE) and correlation. RMSE is calculated using the following equation-

\[
RMSE_c = \sqrt{\frac{1}{I} \sum_{i=1}^{I} (\Delta \mu_{\text{mult},c}^i - \Delta \mu_{\text{obs},c}^i)^2}
\]  \quad Eq. 13

Correlation is also calculated between multimodel combined projections and observed changes.
Calculate GCM projected mean of seasonal temperature over two period $T1$ and $T2$: $\mu_{m,c}^{i,k,T1}$ and $\mu_{m,c}^{i,k,T2}$, where $i$, $k$, $m$ and $c$ are number of grids, ensemble members, models and climate regions respectively.

<table>
<thead>
<tr>
<th>Calculate the change in mean of seasonal temperature between $T1$ and $T2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta \mu_{m,c}^{i,k} = \mu_{m,c}^{i,k,T2} - \mu_{m,c}^{i,k,T1}$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Calculate the observed change $\Delta \mu_{obs,c}^{i}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta \mu_{obs,c}^{i} = \mu_{obs,c}^{i,T2} - \mu_{obs,c}^{i,T1}$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Calculate spatial bias term for model ‘m’ over a climate region ‘c’</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e_{m,c} = \frac{1}{I} \sum_{i=1}^{I} \Delta \mu_{obs,c}^{i} - \sum_{i=1}^{I} \Delta \mu_{m,c}^{i}$</td>
</tr>
</tbody>
</table>

| Remove spatial bias from GCM projected change: $\Delta \mu_{m,c}^{i} = \Delta \mu_{m,c}^{i} + e_{m,c}$ |

| Calculate model error ($E_{m,c}^{i}$) at each grid point: $E_{m,c}^{i} = \Delta \mu_{m,c}^{i} - \Delta \mu_{obs,c}^{i}$ |

<table>
<thead>
<tr>
<th>Repeat steps 1 to 6 for all grid points ($i=1 \ldots I$) and all models ($m=1 \ldots M$) to construct the error matrix ($E_{c}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_{c} = \begin{pmatrix} e_{1,c} &amp; \cdots &amp; e_{I,c} \ \vdots &amp; \ddots &amp; \vdots \ e_{M,c} &amp; \cdots &amp; e_{M,c} \end{pmatrix}$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Solve the optimization for model weights</th>
</tr>
</thead>
<tbody>
<tr>
<td>Objective function: $\text{min} \left( w_{c}^{T} \Sigma_{EE,c} w_{c} \right)$ s.t. $\sum_{m} w_{m,c} = 1$</td>
</tr>
<tr>
<td>Where, $w_{c} = [w_{1,c} \ldots w_{M,c}]$ is the model weight vector and $\Sigma_{EE,c} = \text{cov}(E_{c})$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Optimally combined climate change projection is obtained using model weights</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta \mu_{multi,c}^{i} = \sum_{m=1}^{M} w_{m,c} \Delta \mu_{m,c}^{i}$</td>
</tr>
</tbody>
</table>

| Repeat for all climate regions |

**Figure 4.3:** Schematic diagram showing steps of Optimal Weighting Framework for multi-model Combination
4.4 Results

Two model combination techniques, optimal and equal, are applied on model predicted changes of mean seasonal temperature from the historical and the hindcast runs separately. Model combination frameworks are individually set up for each NCDC climate regions and for each season. Multimodel combined change, given a season and a climate region, is analyzed based on the observed changes. Root mean square error (RMSE) and correlation between the multimodel combined changes and the observed changes are calculated. Model weights are obtained for a given region and season. RMSE is considered as a measure of accuracy, providing the standard deviation in difference between observed and multi-model combined changes. An ideal multi-model combined change would expect RMSE values close to zero. RMSE shares the same unit as change in mean seasonal temperature. On the other hand, correlation between the observed and the reveals whether multimodel combined changes are able to detect the observed changes. Multi-model combined changes could have a lower RMSE, as close to zero but it should also capture the future changes. Models weights from optimal approach, unlike equal weighting, do not depend on the number of models. Rather weights from the optimal combination portray the ability of one or more than one models to capture the observed changes. Hence, we examine the model weights generated over a region to understand how much the optimal weighting differs from the equal weighting.
**Figure 4.4:** Performance of Optimal and Equal weighting schemes for Historical runs

**Historical runs:**

Figure 4.4 shows RMSE values of the optimal and the equal weighting schemes obtained for different seasons and for 9 NCDC climate regions. During JFM, the Northwest, West North Central and East North Central have experienced higher values of observed changes in mean seasonal temperature, up to 2.0°C, compared to other climate regions. Both approaches perform better over the Northwest with RMSE values around 0.13, while, over WNC the RMSE for the equal weighting is 0.68, whereas optimal weighting performances better with a RMSE value of 0.61. The difference in RMSE between the optimal and the equal model combination over WNC and ENC remains same, optimal model combination exhibits RMSE around 0.42. During JFM, the Southern regions experience relatively weak performance from both model combination schemes. RMSE for the optimal and the equal weighting schemes are 0.69 and 0.78 respectively. Optimal and equal weighting schemes
perform best during JFM with similar efficiency in terms of RMSE over the Western US. RMSEs for both schemes over the Western US are 0.11. From Figure 4.1, the Northeast and the Southwest experienced 1-2°C increase in the observed changes in mean seasonal temperatures values. RMSE values for optimal weighting over NE and SW, 0.30 and 0.27 respectively, are better than RMSE values from the equal weighting for which RMSE values are 0.31 and 0.30 respectively for NE and SW. Next to JFM, AMJ experienced the second largest temperature increase after JFM. During AMJ, ENC and WNC experienced changes up to 1-1.5°C increase in mean seasonal temperature. Part of SE also experienced temperature increase whereas, the Central US have decrease in mean seasonal temperature. Optimal model combination performs slightly better compared to the equal weighting model combination with RMSE being 0.23 and 0.24 respectively for WNC and ENC. RMSE values for the equal model weighting schemes are 0.26 for both regions, WNC and ENC. Over SE, the equal and the optimal weighting schemes exhibit RMSEs as 0.23 and 0.20 respectively. In the Central US, optimal model combination continues performing better than the equal weighing with RMSE of 0.23, while equal has a RMSE of 0.25. Similar to JFM, during AMJ both schemes perform poorly over the Southern US. RMSE values for the Southern US are 0.31 and 0.27 for the equal and the optimal model combination respectively, while, over NW, both approaches perform better compared to other regions. RMSE values for NW are 0.16 (equal) and 0.15 (optimal).

Observed changes in mean seasonal temperatures for JAS are neither as high as JFM or AMJ nor the grid points with higher values are clustered around the northern states. Change values are randomly scattered and varies between -0.25- 0.25°C. RMSE values for JAS are also lower than JFM or AMJ. From Figure 4.4, optimal weighting scheme performs moderately
steady for climate regions WNC and SW with RMSE values around 0.14. Though, equal weighting scheme performance also follows a steady pattern over WNC and SW regions, whereas RMSEs for equal weighting scheme are slightly higher compared to optimal model combination and have values around 0.15. Western US has little or no change in observed mean seasonal temperature and RMSEs from model combination approaches end up being higher compared to the other regions. RMSE values over the Western US for the equal and the optimal model combination are 0.32 and 0.30 respectively.

During OND, Southeast, West and Southwest are the climate regions where mean seasonal temperature are rising by up to 2°C for the period 1975-1999. On the other hand, mean seasonal temperature is decreasing for the period 1975-1999 by 1-2°C over the West North Central and the Central US. Figure 4.4 shows, over SE, W and SW RMSE values resulted from optimal model combination approaches are 0.12 (SE and W, both) and 0.16 (SW). Optimal model combination performs better than equal model combination which has RMSE values as 0.15, 0.14 and 0.17 respectively, for SE, W and SW. RMSE for both approaches are higher for WNC compare to the other regions in this season. RMSE values over WNC are 0.30 (equal) and 0.25 (optimal) whereas for the Central US, RMSE values are 0.18 and 0.14 respectively for the equal and the optimal model combination approaches.

Correlation between the observed and the model combined projection for the change in mean seasonal temperature are calculated for four seasons and over 9 NCDC climate regions. Results of correlations for the historical runs are plotted in Figure 4.5. Out of three climate regions, NW, WNC and ENC, where changes in mean seasonal temperature experienced a rise up to
2°C- over WNC equal weighting approach fails to detect the observed changes. Over WNC, correlation for optimal weighting has a lower value of 0.39, compared to ENC and NW but the combined projection simulates an increase in temperature. Optimal performance improves for ENC and NW with correlation values being 0.59 and 0.72 respectively. Over the NE and SE regions which also experienced rise in temperature with an order between 1-2°C, both optimal and equal approaches are able to detect the observed change. Correlation values for optimal weighting are 0.39 and 0.61 respectively for NE and SW. On the other hand, correlation for the equal weighting on these two regions are weaker than the optimal with correlations values being 0.18 and 0.30 respectively for NE and SW. Over the South, RMSE is high and also both approaches fail to detect the observed change. Similar to JFM, during AMJ correlation between model combined projections using equal weighting and observed changes are negative over WNC and the Southern US; additionally equal weighting fails to detect the trend over the west. Optimal weighting has relatively higher and positive correlation with the observed, compared to equal weighting over climate regions, except the Western US. Observed changes are of higher values over ENC and WNC and the optimal weighting projects positive correlations with correlation values around 0.30 over the two regions. Optimal weighting scheme exhibits a strong performance over NE where the correlation with the observed is 0.70. During JAS, over four climate regions, ENC, C, SE and South, both approaches fail to detect the observed change. However the negative correlation for the optimal combination scheme is not as strong as the correlation for equal weighting scheme. Optimal weighting performs strongly over NE with the correlations close to 0.80. Observed changes during JAS have lower magnitude and have moderate values of temperature changes over the climate regions. During OND, out of
three climate regions that have experienced significant increase in mean seasonal temperature, equal weighting scheme exhibits negative correlation for all three regions. On the other hand, optimal weighting projects all positive correlations for SE, W and SW with values 0.49, 0.68 and 0.24 respectively. Only the Southern US experience negative correlation between the observed and the multimodel combined projection by optimal weighting. Between two states, ENC and WNC that have experienced decrease in the mean seasonal temperature, equal weighting fails to detect the trend in WNC. Optimal combination scheme have correlation values as 0.25 and 0.34 respectively for WNC and ENC while equal weighting exhibits correlation values as -0.67 and 0.16 respectively for WNC and ENC.

**Figure 4.5:** Correlations between observed change and multi-model combined projections of climate change for historical runs.
Over each climate region, we calculated model weights for 10 GCMs that would help to reduce the uncertainty by combining GCM model projections of change in mean seasonal temperature. For optimal weighting approach model weights can vary from 0 to 1 however model weights are fixed for equal weighting scheme. For historical runs, a model weight of 0.1 is imposed on each GCM during the equal weighting. We would check the model weights to understand whether model weights generated from optimal weighting framework are different in magnitude from model weights provided by the equal weighting scheme. For a particular climate region, given a season, model weights representing 10 models are calculated and plotted in Figure 4.6. In Figure 4.6, each panel represent a season, climate regions are plotted in x-axis and model weights over regions are plotted in y-axis.

For NW and JFM season, the highest weight value equal of 0.15 is assigned to access 1.0 whereas two models, cesm1-bgc and cmcc-cm, have model weights equal to 0.12. For WNC, access 1-3 and cmcc-cm have model weights of values 0.19 and 0.17 respectively. Apparently access 1-3 and cmcc-cm perform better in general over all regions, including NE and SE. During AMJ, access 1-3 and bcc-csm 1-1 performs better over WNC with model weights equal to 0.19 and 0.16 respectively. Over ENC also, bcc-csm 1-1 has a higher model weight of 0.16 while other models have weights around 0.1, whereas, during AMJ access 1.0 has little or no significance in terms of optimal model combination and model weights are close to zero. However, this scenario changes during JAS when model access 1.0 has dominance over the other models over regions like ENC, SE and South with model weight values as 0.18, 0.35 and 0.19 respectively. Western US has higher increase of mean seasonal temperature change during JAS. Models cmcc-cm and ccssm4 perform slightly better over the Western US.
with model weight values around 0.19 and 0.14 respectively. During OND, model weights for model access 1-3 are 0.14 (SW) and 0.19(W). Over SW and W, cnrm-cm5 has model weights close to 0.16 and 0.14 respectively and cmcc-cm has model weights close to 0.19 and 0.18 respectively. Changes over ENC are well captured by GCM bcc-csm 1-1 and cesm-bgc with models weights as 0.14 and 0.17. Best performance among all model and all season, is achieved by access-1.0 over WNC with model weight equal to 0.82.

**Figure 4.6:** Model weights from optimal combination approach for historical runs

**Hindcast Runs**

Hindcast runs are divided into two time slices, 1962-1980 and 1981-1999, different from the historical runs. During JFM, East North Central and West North Central regions mainly witnessed increase in mean seasonal temperature, up to 2°C, Central and Southwestern
US also experienced an increase in seasonal temperature up to 1°C. Optimal and the equal weighting schemes are applied on climate change projections from the hindcast runs, RMSE values are calculated and plotted in Figure 4.7. While evaluating RMSE and correlations for the hindcast runs, we assumed that the observed changes experienced by the climate region during the period 1961-1999 would be similar to observed changes calculated for the time period 1950-1999.

**Figure 4.7: Performance of Optimal and Equal weighting schemes for Hindcast runs**

RMSE values resulted from the optimal and the equal weighting approaches are higher over ENC and WNC compared to other climate regions. RMSE values for the optimal weighting schemes are 0.43 and 0.39 respectively for WNC and ENC, whereas equal weighting scheme performs weaker than the optimal with RMSE values of 0.50 and 0.43 respectively for WNC and ENC. Over the Central US, both approaches perform equally well with RMSE values of 0.20 and 0.19 respectively for equal and optimal model combination framework.
Over Southwestern US, RMSE values are 0.35 and 0.34 for equal and optimal weighting respectively. Next to JFM, AMJ experienced increase in mean seasonal temperature for the later period of 1981-1999 over the Western US by an amount of 1.2° C and decrease over the Central and Southern US by an amount of 0.8° C. RMSE values from the optimal and the equal weighting approaches are relatively lower over the Western US and do not differ much from each other. RMSE value of the optimal weighting scheme is 0.28, whereas RMSE of equal weighting model combination is 0.29. Optimal performs better than the equal weighting approach over all climate regions during AMJ. RMSE values for the Central US are 0.24 (equal) and 0.22 (optimal). Over the Southern US, RMSE values are 0.30 and 0.28, respectively for equal and optimal weighting model combination approaches. During JAS, West and Southwestern US experienced average 0.6° C rise in mean seasonal temperature and ENC and the Central US experienced average 0.4° C decrease. However, for the Western US, both approaches perform similarly with RMSE values of 0.32, optimal weighting performs slightly better over the Southwest with RMSE value of 0.20. Over the Southwestern US, RMSE value for equal weighting is 0.22. Over the ENC and the Central US, RMSE values for optimal model combinations are better than the RMSE for equal weighting approaches with values 0.18 and 0.20 respectively for the ENC and the Central US. RMSE values for equal weighting approach are 0.19 and 0.21 respectively for the ENC and the Central US. During OND, five climate regions, Central, East North Central, South, West North central and Northwest experienced average 1° C decrease in mean seasonal temperature for the period 1981-1999. Among these five regions, both models perform with similar ability for the East North Central. RMSE values over the ENC are 0.21 and 0.19 respectively for the equal and optimal model
weighting schemes. Both approaches have relatively higher RMSEs over the South with values 0.37 and 0.36 respectively for the equal and optimal model combination schemes. Over the WNC, difference in RMSEs between the equal and the optimal are more than 0.03 with optimal being better in reducing uncertainty in the climate change projections. Overall, optimal model weighting scheme for hindcast runs performs better than equal weighting schemes over 9 climate regions and for all the seasons. Variance in error after model combination is higher when the observed change is higher in magnitude and mean of seasonal temperature is increasing, for example the winter months.

**Figure 4.8** Correlations between observed change and multi-model combined projections of climate change for Hindcast runs.

Figure 4.8 shows the correlation between multimodel combined change from hindcast runs and observed changes over 9 climate regions and 4 seasons. During JFM, equally
combined climate change projections for the NE, SW and Western US could not capture the observed changes. Over the WNC, both approaches show strong correlations with the observed changes with values 0.75 and 0.79 respectively for the equal and the optimal combination approaches. Optimal weighting exhibits stronger correlation over the ENC with value 0.48 compare to correlation value of 0.18 resulted from the equal weighting. Optimally combined change projections exhibits positive correlations with the observed change though almost has no correlation over the Western US. Equal weighting scheme fails to detect the the observed change over 6 out of 9 climate regions during AMJ. Optimal weighting also fails to detect the trend in observed changes but over 3 regions during AMJ. Negative correlation values for the optimal weighting are relatively of lesser magnitude compared to the respective negative correlation value from the equal weighting. Western US is important from the observed change perspective and both approaches perform with similar ability to detect the observed with correlation values of 0.43 for both. Over the Central US, optimal weighting maintains a positive correlation of value 0.16 but fails over the Southern US with correlation value equal to 0.53. Overall, correlations between the observed and the model combined changes are weak during the AMJ season. During JAS, over the Southwest and West, two major regions where temperature has increased, optimal and the equal weighting approaches have very low correlations with the observed and over the Western US both approaches fail to detect the observed change. However, over the SW equal weighting performs slightly better than the optimal model combination with correlation values 0.12 and 0.07 respectively for the equal and the optimal. Over the ENC and the Central US, observed mean seasonal temperature is decreasing for JAS. Both regions have experienced failure to detect the observed change within
by both model combination approaches. Hindcast runs during JAS have scattered grid points with either increasing or decreasing mean seasonal temperature. Hence, superiority of any model combination approach remains inconclusive. Model combination schemes also fail to detect the observed change over five regions for the OND season-C, ENC, S, WNC and NW. However, optimal weighting scheme is able to detect the observed change over the Southeast but the equal weighting scheme fails to detect.

Similar to Figure 4.6, model weights are calculated for 3 GCMs from the hindcast runs and barplots are plotted in Figure 4.9 for 4 seasons. Three models from the hindcast runs are bcc-csm-1-1, ccsm-4 and cmcc-cm are shown under x-axis. Model weights from the equal weighting scheme are constant over each of the three models with value equal to 1/3.

![Model weights from optimal combination approach for Hindcast runs](image)

Figure 4.9: Model weights from optimal combination approach for Hindcast runs
During JFM, ccsm-4 has model weights of 0.94 and 0.88 respectively over ENC and WNC. In case of Central US, bcc-csm-1-1 is alone sufficient to reduce the uncertainty in the climate projection with model weight around 0.76. Another important region during JFM is the Southwest where bcc-csm-1-1 and ccsm-4 are dominant with model weight values of 0.34 and 0.64 respectively to address the model uncertainty. During AMJ, Western US experienced higher increase in temperature compared to other climate regions and bcc-csm-1-1 claims the major share of model weights with model weight value as 0.9. Over the Central and the Southern US- other two important climate regions, bcc-csm-1-1 and cmcc-cm have shown their complete dominance on each region respectively. Model bcc-csm-1-1 has the model weights of value 0.98 over the Southern US whereas the same metric over the Central US is close to 0.92 for cmcc-cm. During JAS, over the Western US, bcc-csm-1-1 has model weight close to 1. While, cmcc-cm performs better over the Central and the Southern US with model weight values more than 0.9. During OND, over the Central, ENC and Northwestern US model weights of bcc-csm 1-1 are close to 1. Model importance over the Southern US are shared between ccsm-4 and cmcc-cm with weights close to 0.4 and 0.6 respectively, whereas over the WNC the share is between bcc-csm-1-1 and cmcc-cm with weights from the optimal weighting being 0.35 and 0.65.

To summarize the performance of the optimal and the equal weighting multimodel combination approach, we calculated the fraction of total grid points over a climate region on which squared error from the optional weighting is lesser than the squared error from the equal weighting. The analysis is a one to one comparison between two approaches in terms of
reducing uncertainty in the multimodel projection. Results are shown under Table 4.3 (historical) and Table 4.4 (hindcast).

For the historical run, during JFM over the WNC and the ENC climate regions where the observed change is higher compared to the other regions, optimal framework performs better than the equal over more than 80% grid points. NW, NE and SW where observed changes are moderate, equal performs slightly better with the metric values as 0.55, 0.63 and 0.50 respectively. During AMJ, 55% grid points over the WNC and 78% grid points over the ENC exhibits superior performance by the optimal scheme. During JAS, where the observed changes have lower values, equal weighting and the optimal weighting perform with the similar ability. When the observed change experienced decrease in temperature over the SE, S and SW, optimal weighting performs better over 60% grid points.

**Table 4.3:** Percent of grid points where optimal weighting is performing better than equal weighting for Historical runs

<table>
<thead>
<tr>
<th>Season</th>
<th>NW</th>
<th>WNC</th>
<th>ENC</th>
<th>C</th>
<th>NE</th>
<th>SE</th>
<th>S</th>
<th>SW</th>
<th>W</th>
</tr>
</thead>
<tbody>
<tr>
<td>JFM</td>
<td>0.55</td>
<td>0.80</td>
<td>0.83</td>
<td>0.56</td>
<td>0.63</td>
<td>0.57</td>
<td>0.97</td>
<td>0.50</td>
<td>0.64</td>
</tr>
<tr>
<td>AMJ</td>
<td>0.65</td>
<td>0.55</td>
<td>0.78</td>
<td>0.57</td>
<td>0.76</td>
<td>0.64</td>
<td>0.83</td>
<td>0.65</td>
<td>0.66</td>
</tr>
<tr>
<td>JAS</td>
<td>0.62</td>
<td>0.55</td>
<td>0.75</td>
<td>0.78</td>
<td>0.69</td>
<td>0.57</td>
<td>0.43</td>
<td>0.58</td>
<td>0.59</td>
</tr>
<tr>
<td>OND</td>
<td>0.79</td>
<td>0.69</td>
<td>0.58</td>
<td>0.67</td>
<td>0.65</td>
<td>0.67</td>
<td>0.61</td>
<td>0.62</td>
<td>0.76</td>
</tr>
</tbody>
</table>

**Table 4.4:** Percent of grid points where optimal weighting is performing better than equal weighting for Hindcast runs

<table>
<thead>
<tr>
<th>Season</th>
<th>NW</th>
<th>WNC</th>
<th>ENC</th>
<th>C</th>
<th>NE</th>
<th>SE</th>
<th>S</th>
<th>SW</th>
<th>WNC</th>
</tr>
</thead>
<tbody>
<tr>
<td>JFM</td>
<td>0.61</td>
<td>0.77</td>
<td>0.74</td>
<td>0.50</td>
<td>0.76</td>
<td>0.57</td>
<td>0.52</td>
<td>0.59</td>
<td>0.63</td>
</tr>
<tr>
<td>AMJ</td>
<td>0.54</td>
<td>0.60</td>
<td>0.89</td>
<td>0.71</td>
<td>0.71</td>
<td>0.61</td>
<td>0.72</td>
<td>0.76</td>
<td>0.54</td>
</tr>
<tr>
<td>JAS</td>
<td>0.62</td>
<td>0.50</td>
<td>0.49</td>
<td>0.57</td>
<td>0.57</td>
<td>0.46</td>
<td>0.64</td>
<td>0.55</td>
<td>0.49</td>
</tr>
<tr>
<td>OND</td>
<td>0.75</td>
<td>0.70</td>
<td>0.51</td>
<td>0.57</td>
<td>0.65</td>
<td>0.56</td>
<td>0.65</td>
<td>0.57</td>
<td>0.67</td>
</tr>
</tbody>
</table>
For the hindcast runs, during JFM optimal model combination has lower RMSE compared to the equal weighting approach on 77% and 74% grid points respectively for the WNC and the ENC. Lowest percentage for optimal weighting is over the Central US where equal weighting performs better on 50% of total grid points. During AMJ, over ENC optimal combination performs better over 89% of total grid points. Overall, over 5 climate regions optimal weighting’s superiority ranges above 70% of total grid points. During JAS, optimal and equal approach performs with similar ability as the observed changes are of lower magnitude, hence GCMs exhibits a lower spatial bias. Optimal combination is also able to address the decrease in temperature during OND where it performs better than the equal weighting on more than 70% grid points over NW and WNC. Except few climate regions, during JAS for the hindcast and the historical runs both, optimal model combination has dominance over the equal weighting.

4.5 Discussion

In this current study, we proposed an optimal model combination approach to reduce the uncertainty in climate change projection. We focused our attention on the change in mean seasonal temperature. Among four seasons within a year, JFM has experienced increase in mean seasonal temperature during the later period of 1950-1999 over half of the total grid points covering the contiguous US. Northern climate regions (NW, ENC and WNC) during JFM and AMJ experienced increase in mean seasonal temperature up to 2°C. On the other hand, mean seasonal temperature has decreased over the southern climate regions during OND
by 1-2°C. GCMs fail to simulate the spatial mean and variance of the observed change and neither does a bias-corrected GCM time series have the ability to identify the climate change. Hence, multimodel combination is needed to quantify the future changes based on individual model’s performance during the hindcast period. Equal weighting is a common model combination approach, and has shown effectiveness over the seasonal forecasting, weather forecast etc. Climate change projection from GCM possess high spatial bias. Spatial bias contributes to model to model corrected error. Equal weighting could not remove the correlated errors, hence spatial bias remains within the multimodel projections. Our study shows that during JFM the amount of spatial bias present in multimodel projection could be equal or higher than the observed change. We proposed an optimal weighting framework, combined with bias correction to reduce the squared error. Optimal weighting framework is applied on the historical and the hindcast runs, over 9 NCDC climate regions of the contiguous US. RMSE and correlations, resulted from the optimal weighting are compared with RMSE and correlation from the equal weighting. For climate regions over which changes are higher, optimal weighting performs better than the equal to keep a lower RMSE. Over many climate regions, equal weighting fails to detect the observed change. Optimal weighting detects the observed change by exhibiting a moderately strong correlation with the observed.

The current study investigates model weights generated by the optimal Weighting, as the weights do not depend on the number of models, unlike equal weighting. For the historical runs, model weights from the optimal weighting are different from that of equal weighting. Usually, 2-3 GCMs have dominance over model combination but not any particular model is dominant over all seasons and all climate regions. During the hindcast runs also, model weights
from the optimal weighting differs from the weights from the equal weighting. Usually a single GCM, out of 3, is sufficient to simulate the observed change. In conclusion, an optimal weighting scheme effectively combines multiple GCM models and reduces RMSE in multimodel projection of climate change better than equal weighting. There is a need to apply the model weights on future projection to quantify the change in mean seasonal temperature for upcoming decades. The analysis in spatial bias of GCM projections reveal that equal weighting fails to eliminate the correlated error between models. A future study to obtain a stable estimate of spatial bias, as a function of time or time independent, is important to project a more appropriate future change. Our study concludes that no particular model is important for the optimal combination for all seasons and over all regions. Hence, ensemble of multiple models performs better within an optimal weighting framework.
4.6 References


Bias Correction and Statistical Downscaling (BCSD) of precipitation and temperature are commonly required to bring the large scale variables available from GCMs to a finer grid-scale for ingesting them into models related to climate-application studies. Most of the currently employed procedures on BCSD primarily consider a univariate approach by developing a statistical relationship between large-scale precipitation/temperature with the local-scale precipitation/temperature ignoring the interdependency between the two variables. In this study, a semi-parametric multivariate approach, Asynchronous Canonical Correlation Analysis (ACCA), is proposed and applied to Global Climate Model simulations from the Coupled Model Inter-comparison Project-phase 5 (CMIP5) to downscale monthly precipitation and temperature over the continental US. This multivariate downscaling framework was first applied to the CNRM-CM5 GCM for the period 1950-1999 and compared with the bias corrected dataset using quantile mapping from Bureau of Reclamation (BOR). Further, the methods were applied to CNRM-CM5 hindcasts and compared with univariate asynchronous regression. A metric, fractional bias, was defined, and the distribution of fractional bias from ensembles was considered for comparing with the univariate approach. Asynchronous CCA performs better than the univariate approach in preserving the cross-correlation at grids where observed cross correlations are significant, while reducing fractional biases in mean and standard deviation. Results also show that preservation of cross-correlation
even with slightly increased bias in cross-correlation results in increased likelihood of estimating the joint probability of precipitation and temperature for months exhibiting significant cross-correlation.

Univariate downscaling has the ability to preserve observed mean and variance of climate forcing. But multivariate downscaling performs better to preserve the cross-correlation between multiple variables. In the second problem, the intrinsic property of univariate downscaling technique to estimate observed cross-correlation is analyzed by assuming and applying a linear regression model separately on two climate variables. Analytical solution suggests that univariate technique does not have the ability to estimate observed cross-correlation in downscaled variables. Constraint on univariate approach’s’ performance increases the role of raw GCM dataset. The current study proposes a framework, based on Fisher z-transformation to evaluate the quality of raw GCM/descaled cross-correlation based on the observed cross-correlation. The framework is applied on cross-correlations between precipitation and temperatures projections from 3 General Circulation Models of CMIP5 multi-model ensemble. Results are analyzed over contiguous US and 9 NCDC climate regions. Results show that 40-50% (historical) and 30-40% (hindcast) grid points have inability to estimate cross-correlation between precipitation and temperature when univariate downscaling is applied. Equal probability exists, irrespective of the model, ensemble size or climate region, that univariate downscaling would be unable to estimate the observed cross-correlation of downscaled variables within the allowable band.

In first two problems, the current study deals with the uncertainty arising from downscaling approaches, while model uncertainty in climate change projections is addressed.
in the third and last problem. GCM projections have high spatial bias in estimating the change in mean seasonal temperature over contiguous US and 9 NCDC climate regions. Observed mean of seasonal temperature for the latter half of 1950-1999 has increased over the Northern climate regions for January-February-March, whereas, Southern climate regions experienced a decrease between 1-2 °C in mean seasonal temperature for October-November-December. Equal weighting of GCM models can reduce the uncertainty in model projections but high spatial bias reduces the performance of equal weighting. Hence, to reduce uncertainty and eliminate spatial bias in climate change projections, the current study proposed an optimally weighted model combination approach. RMSE and correlation between observed change and multi-model combined change are calculated. Results show that optimal weighting scheme performs better to maintain a lower RMSE than equal weighting scheme. Slope in observed change is also maintained when optimal weighting is performed for multi-model combination.

Future course of the current work leads to several problems on the dependency between cross-correlation and hydrologic fluxes and model combination approach to reduce uncertainty in extreme climate prediction. Multivariate bias-corrected hindcast and historical runs with accurately estimated cross-correlation could improve the estimation of hydrologic fluxes. In my future work, I would like to investigate the sensitivity between cross-correlation of climate forcing and simulated hydrologic variables. We expect that multivariate bias-correction of climate variables could estimate the future changes in cross-correlation between precipitation and temperature. Hence, I would like to test the hypothesis that regions where increased precipitation recycling had occurred during the past, experience improved estimation of hydrologic fluxes from multivariate bias-corrected climate forcing. On the other hand, Fisher
z-transformation provided an allowable range to estimate downscaled cross-correlation based on the observed. I would like to apply the Fisher z-transformation framework on downscaled products from multivariate or other complex univariate approaches. The analysis would assess the extent to which multivariate or complex univariate approaches are able to estimate the observed cross-correlation. On multi model combination side, the future course is based on the reduction of model uncertainty in extreme climate predictions for the future period and stable estimate of spatial bias in climate change projections. The current study on downscaling and model uncertainty reductions provides the basis for future works. I expect to improve the quality of climate forcing hence reducing the error from downscaling during hydrologic simulations. On the other hand, my efforts to reduce model uncertainty in climate change projection lead to improve future changes exhibited by the GCMs. For long-term climate change projections, scenario uncertainties starts playing dominant role compared to model uncertainty. A future research encompassing the reduction of model and scenario uncertainty would improve the long-term climate change projections. I expect, the study I performed, would help to look at the future with a clearer and optimistic vision.