
ABSTRACT

SULLIVAN, STEVEN MCKAY. Twisted Logarithmic Modules of Free Field and Lattice
Vertex Algebras. (Under the direction of Bojko Bakalov.)

Vertex algebras formalize the relations between vertex operators and appear naturally

in several areas of physics and mathematics, including 2-dimensional chiral conformal field

theory, the representation theory of infinite-dimensional Lie algebras, the construction

of the “moonshine module” for the monster group, boson-fermion correspondences, and

integrable systems among others. Given an automorphism ' of a vertex algebra V , '-

twisted modules of V provide a rigorous mathematical framework for the “twisted” vertex

operators appearing in the applications listed above. They also give rise to representations

of orbifold subalgebras. If the automorphism ' is not semisimple, the fields in a '-twisted

V -module involve the logarithm of the formal variable. Another distinguishing feature

of such modules is that the action of the Virasoro operator L0 is not semisimple. We

construct examples of such modules, realizing them explicitly on Fock spaces when V is

generated by free fields. Specifically, we consider the cases of symplectic fermions (odd

superbosons), free fermions, and the ��-system (even superfermions). In each case we

determine the action of the Virasoro algebra.

Free field vertex algebras and the closely related oscillator Lie algebras are constructed

using supersymmetric or skew-supersymmetric bilinear forms. Such forms are generally

assumed to be even. We show that inhomogeneous supersymmetric bilinear forms, i.e.,

forms that are neither even nor odd lead to a new type of oscillator superalgebra. We

classify such forms on a complex vector superspace up to dimension seven in the case when

the restrictions of the form to the even and odd parts of the superspace are nondegenerate.

Given an integral lattice Q, we study the '-twisted modules of the lattice vertex

algebra V
Q

where ' is not semisimple. We show that under certain conditions the twisted

logarithmic vertex operators on a '-twisted V
Q

-module can be written in terms of the

action of the '-twisted Heisenberg algebra and a certain group on the module. We also

show that the classification of such modules reduces to the classification of modules of

the corresponding group.
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Chapter 1

Introduction

A symmetry is a mapping of a mathematical object onto itself that preserves the struc-

ture of the object. Often we learn valuable information about a mathematical object by

studying its symmetries. Hence symmetries play a key role in many areas of mathematics

and science. The set of symmetries of a mathematical object satisfies the axioms of a

group. Thus a strong understanding of groups greatly aids the study of mathematical

objects via their symmetries. Such an understanding for finite groups begins with the

classification of the fundamental building blocks, known as finite simple groups. The

classification of finite simple groups is a remarkable achievement comprising thousands

of pages of publications (see [88] for a historical overview). The complete list consists of

18 infinite subfamilies and 26 sporadic groups that do not fit into any of the families.

The largest and most complicated sporadic group is known as the monster group

M . Given a finite simple group such as M , one may pose the natural question whether

it is the space of symmetries of some mathematical object. In the early 1980s, Robert

Griess answered this question for M when he constructed the Griess algebra V and

showed that M is its full automorphism group [47, 48]. Also occurring in the late 1970s

and early 1980s was the adoption of vertex operators, which were already in use by

physicists in dual resonance theory, for the purpose of studying the representation theory

of a�ne Lie algebras [41, 78]. Frenkel, Lepowsky, and Meurman further developed and

used this theory of vertex operators to construct the moonshine module, an irreducible

graded representation of the monster group [42], thereby shedding some light on the

mysterious moonshine conjectures [19]. Their construction made use of so-called twisted

vertex operators, which are a central focus of this text.
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Given the complexity of the monster group, it comes as no surprise that the moon-

shine module itself has a very complicated structure, namely that of a vertex algebra. In

1986, Richard Borcherds defined vertex algebras as a rigorous set of axioms describing

the spaces of vertex operators appearing in physics and representation theory [17]. Two

years later, Frenkel, Lepowsky, and Meurman added additional axioms, defining a vertex

operator algebra. They constructed the so-called monster vertex operator algebra V \, ob-

taining the twisted vertex operators used in their original construction of the moonshine

module by considering the orbifold subalgebra of a certain lattice vertex algebra under

an automorphism of order two [43].

Twisted vertex operators have proven useful in many of the original places where

vertex operators appear. Given a finite-order automorphism ' of a vertex algebra V ,

one studies the '-twisted V -modules [10,28,39,43]. As in the case of the monster vertex

algebra V \, these '-twisted modules give rise to orbifold subalgebras, which consist of

the elements of V fixed by ' (see e.g. [27, 30, 67]).

In the case when the automorphism ' is not of finite order, '-twisted modules can

still be defined, but one is forced to allow logarithms of the formal variable in the twisted

fields. The first example of such a module appeared in 2009 in a paper by Adamović

and Milas [4]. Only a few weeks later, Huang published a paper formally defining such

logarithmic modules [51]. However, the full development of the theory of logarithmic

modules was hindered by the lack of a good notion of nth products of logarithmic fields.

In 2015, using an alternative definition of nth products and a more general definition of a

logarithmic module, Bakalov proved versions of the Borcherds identity and commutator

formulas for logarithmic fields. With these tools in hand, he further developed the theory

[6], and provided explicit examples of twisted logarithmic modules.

The motivation to study twisted logarithmic modules comes from logarithmic confor-

mal field theory (see e.g. [5,20,72]) and from Gromov–Witten theory (cf. [11,15,31,82]).

They also look promising for applications to integrable systems and hierarchies of partial

di↵erential equations [24, 80]. The purpose of this text is to further develop the theory

of twisted logarithmic modules as presented in [6], and to explicitly construct important

examples of such modules.

In Chapter 2, we review some basic definitions from the theory of Lie (super)algebras

and provide several examples of Lie algebras, including those of finite-dimensional Cli↵ord-

Weyl algebras. Then we move on to review infinite-dimensional a�ne Lie algebras includ-
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ing the special case of the Weyl a�nization, and the closely related infinite-dimensional

Cli↵ord a�nization.

In Chapter 3, we present our first original results of the text. We consider inhomo-

geneous supersymmetric bilinear forms, i.e., forms that are neither even nor odd. We

classify such forms up to dimension seven in the case when the restriction to even and

odd parts of the superspace is nondegenerate, and we indicate a possible approach for a

complete classification in any finite dimension. We conclude the chapter by providing an

example of an oscillator algebra obtained from such a form and consider its subalgebra

of quadratic elements.

Chapter 4 is a review of the basic theory of vertex algebras. We begin by giving a

definition of a vertex algebra in terms of modes and show how one can use this to arrive

at a second definition in terms of quantum fields. Then we consider the cases of a�ne and

free field vertex algebras, including the superbosons and superfermions. Next we briefly

review lattice vertex algebras. Finally, we review twisted logarithmic modules of vertex

algebras as developed in [6].

In Chapter 5, we present our classification of the twisted logarithmic modules of the

four types of free field algebras arising via the Cli↵ord or Weyl a�nization of either

an even or odd abelian Lie superalgebra, namely the free bosons (previously computed

in [6]), symplectic fermions, free fermions, and bosonic ghost system.

In Chapter 6, we initiate the study of twisted logarithmic modules of lattice vertex

algebras. Following similar methods to those found in [10] for the case of a finite-order

automorphism, we reduce the classification of twisted logarithmic modules of vertex al-

gebras to the question of classifying modules of a certain group. We provide explicit 3

and 4-dimensional examples.

In Chapter 7, we provide a conclusion and discuss the application of Chapters 5

and 6 to orbifolds and other subalgebras. We also mention several future projects, in-

cluding the possible use of twisted logarithmic modules to construct new boson-fermion

correspondences and integrable systems, the application of recently defined logarithmic

vertex algebras to logarithmic conformal field theory, and possible applications of vertex

algebras to lattice-based cryptosystems.
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Chapter 2

Lie (Super)algebras

Often the group of symmetries of a mathematical object with structure takes the form of

a Lie group, which is a group that also has a compatible structure of a smooth manifold.

A Norwegian mathematician named Sophus Lie opened the curtains on Lie theory in

the early 1870s when he made the realization that certain di↵erential equations could

be integrated using classical methods precisely because of a high-degree of symmetry

in the equation, i.e., a large group of transformations which left the equation invariant.

Thus the idea of continuous symmetry groups was born. At first he considered only

one-parameter groups of transformations. Then in 1873, he introduced the notion of

infinitesimal transformation groups, which allowed him to study continuous groups of

noncommuting symmetries using a less-complicated linear space (see [12] for a detailed

history).

In modern language a continuous symmetry group is known as a Lie group, and the

corresponding linear space of infinitesimal transformations is a Lie algebra. Much can be

learned about a Lie group by studying its Lie algebra. Lie algebras have proven useful in

many areas of mathematics and physics. Thus they have received an enormous amount

of attention during the last century.

2.1 Lie algebras

The theory of Lie algebras is interesting in its own right and has many applications. The

definition can be given independently of groups as follows:

Definition 2.1.1. A complex Lie algebra is a vector space g over C taken together with

4



a binary bracket operation [·, ·] : g⇥ g ! g satisfying

1. (linearity) [cx+ y, z] = c[x, y] + [x, z],

2. (skew-symmetry) [x, y] = �[y, x],

3. (Jacobi identity) [x, [y, z]] = [[x, y], z] + [y, [x, z]],

for all x, y, z 2 g and c 2 C.

The first example of a Lie algebra one encounters is generally the vector space R3

with the Lie bracket defined by the vector cross product:

[v, w] = v ⇥ w.

Another natural example is g = gl(V ), the space of linear operators on a vector space V

together with the commutator bracket:

[T, U ] = TU � UT, (2.1)

where TU is the composition of operators obtained by first applying U and then T . If

we assume dimV = n < 1, then any choice of basis B for V defines an isomorphism

T 7!
⇥
T
⇤
B from gl(V ) to the general linear Lie algebra gl(n) of n ⇥ n matrices over C

with the bracket (2.1), where the composition TU becomes matrix multiplication.

Definition 2.1.2. A representation of a Lie algebra g of finite dimension n is a linear

map R : g ! gl(n) which is a homomorphism of the Lie bracket:

R([a, b]) = [R(a), R(b)] = R(a)R(b)�R(b)R(a).

Example 2.1.3. The Lie algebra sl(2) ✓ gl(2) is the Lie algebra of 2⇥ 2 matrices over

C with trace zero. It has basis

e =

2

4 0 1

0 0

3

5, h =

2

4 1 0

0 �1

3

5, f =

2

4 0 0

1 0

3

5.

One can easily check that the commutation relations are given by

[h, e] = 2e, [h, f ] = �2f, [e, f ] = h.

5



The adjoint representation of sl(2) is obtained by letting V = sl(2) ⇠= C3 as vector spaces

and defining the adjoint action of sl(2) on V by

a · v = [a, v]

for all a 2 sl(2) and v 2 V . Thus by letting the elements of sl(2) act on the basis {e, h, f}
of V , we can write the map R explicitly as

R(e) =

2

66664

0 �2 0

0 0 1

0 0 0

3

77775
, R(h) =

2

66664

2 0 0

0 0 0

0 0 �2

3

77775
, R(f) =

2

66664

0 0 0

�1 0 0

0 2 0

3

77775
.

Example 2.1.4. The 3-dimensional Heisenberg Lie algebra n(3) has basis {X, Y, Z} with
commutation relations

[X, Y ] = Z, [X,Z] = [Y, Z] = 0. (2.2)

In this case, the adjoint representation is not faithful, meaning the kernel of the represen-

tation map R is nontrivial (Z 2 kerR). However, a faithful 3-dimensional representation

of n(3) on C3 is given by the matrices

R(X) =

2

66664

0 1 0

0 0 0

0 0 0

3

77775
, R(Y ) =

2

66664

0 0 0

0 0 1

0 0 0

3

77775
, R(Z) =

2

66664

0 0 1

0 0 0

0 0 0

3

77775
. (2.3)

The Heisenberg algebra n(3) also has the infinite-dimensional representation V = C[x],
where the operators corresponding to the basis are

X = @
x

, Y = x, Z = Id. (2.4)

One can easily check that these operators satisfy the commutation relations (2.2). Such

representations involving di↵erential operators on polynomial spaces will be important
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throughout this text. One advantage of this representation over (2.3) is that it extends

to a faithful representation of the universal enveloping algebra of n(3), which we dis-

cuss in subsection 2.1.2. It is a standard exercise to show that an infinite-dimensional

representation such as (2.4) is required to represent Z as the identity operator.

The action of a Lie algebra on its representation may also be written in the language

of modules:

Definition 2.1.5. Let g be a Lie algebra. An g-module is a vector space V together with

a bilinear map g⇥ V ! V often written as (a, v) ! a · v satisfying

[a, b] · v = a · (b · v)� b · (a · v), a, b 2 g, v 2 V.

For any g-module V , the corresponding representation is given by the map R : g !
EndV defined by

R(a)v = a · v. (2.5)

Given any representation V , (2.5) defines the corresponding g-module structure. Because

of this equivalence, we move freely between the language of modules and representations

throughout the text.

A subspace S of a Lie algebra g is itself a Lie algebra if [u, v] 2 S for all u, v 2 S. Then

S is called a subalgebra of g. A subalgebra I 2 g satisfying [u, v] 2 I for all u 2 g, v 2 I

is called an ideal of g. A Lie algebra g is nilpotent if the sequence of subalgebras

g0 = g,

g

k

= [g, g
k�1], k � 1,

satisfies g
k

= {0} for k � 0 (i.e., there exists N 2 N such that k > N implies g
k

= {0}).
Given a Lie algebra g, a Cartan subalgebra of g is a nilpotent subalgebra h ✓ g satisfying

the condition that if [u, v] 2 h for all v 2 h, then u 2 h.

Let h 2 g be a Cartan subalgebra. Consider a 1-dimensional representation of h, or

equivalently a linear map � : h ! C satisfying �([u, v]) = 0 for all u, v 2 h. Let V be a

representation of g. If the space

V
�

= {v 2 V : a · v = �(a)v for all a 2 h}

is nonzero, then � is called a weight of the representation V , and V
�

is called the weight

7



space with weight �. A vector v 2 V
�

is a weight vector.

The matrix multiplication AB in gl(n) endows it with the structure of an associative

algebra, i.e., a vector space together with a compatible associative bilinear product. One

can check that given any associative algebra A, the commutator bracket (2.1) defines a

canonical Lie algebra structure on A.

Similar to Lie algebras, a representation V of an associative algebra is a linear map

R : A ! EndV , where EndV is the space of linear operators on V , such that R satisfies

R(ab) = R(a)R(b)

for all a, b 2 A. The representation theory of an associative algebra is closely related to

the representation theory of its canonical Lie algebra structure.

A subspace U of an associative algebra A satisfying ab 2 U for all a, b 2 U is itself an

associative algebra known as a subalgebra. A subalgebra I ✓ A is called an ideal in A if

ab 2 I and ba 2 I for every a 2 A and b 2 I. Weights, weight spaces, and weight vectors

are defined analogously to those of Lie algebras.

2.1.1 Exponentiation of operators

Given a vector space V , a linear operator a 2 EndV , and any integer n � 0, the operator

an 2 EndV is defined by applying a to V repeatedly n times:

anv = a(a(a(· · · (av) · · · ))).

This operator is well-defined and linear for any n = 0, 1, 2, . . ., where we let a0 = Id be

the identity operator on V . One may also consider the exponential operator

ea =
1X

n=0

an

n!
. (2.6)

However, such an operator does not make sense in every case. If a is locally nilpotent,

i.e., for every v 2 V we have anv = 0 for n � 0, then (2.6) is well-defined, as the sum

terminates for the action on any vector. For example, the operators corresponding to the

Heisenberg elements X, Y , and Z in the 3-dimensional representation of n(3) in Example

8



2.1.4 all square to zero and hence can be exponentiated. For instance

exp(X) = I +X =

2

66664

1 1 0

0 1 0

0 0 1

3

77775
.

If V = C[x] is the infinite-dimensional representation of n(3) given in Example 2.1.4,

then X = @
x

is locally nilpotent, and

exp(X) = e@x

is the well-defined shift operator satisfying

e@xf(x) = f(x+ 1).

However, the exponentials of Y = x and Z = Id are not well-defined on C[x]. One

way to fix this issue is to extend the representation to allow formal power series in x:

V = C[[x]]. Such issues are important to our discussion in Chapter 6, where we will need

to exponentiate the action of a Heisenberg algebra on a certain representation.

Now assume a 2 A is such that ea is well-defined as an operator on V . If b 2 A

commutes with a, then from (2.6) we have [b, ea] = 0. If d 2 A commutes with [d, a], the

following power rule holds:

[d, an] = n[d, a]an�1, n � 1. (2.7)

Then (2.6) and (2.7) imply that if d commutes with [d, a], then

[d, ea] = [d, a]ea. (2.8)

Furthermore, if the operators a, b commute with their commutator [a, b], then

eaeb = e
1
2 [a,b]+a+b = e[a,b]ebea. (2.9)

9



2.1.2 Universal enveloping algebra of a Lie algebra

Every Lie algebra g embeds in some associative algebra A so that the bracket on g is

given by the commutator in A. In general this embedding is not unique. The freest such

algebra, known as the universal enveloping algebra of g, has no relations other than those

induced by the Lie algebra structure of g:

Definition 2.1.6. An associative algebra with multiplicative unit is called the universal

enveloping algebra of a Lie algebra g and denoted U(g) if there exists an embedding

� : g ,! U(g) satisfying

(i) �([a, b]) = �(a) � �(b)� �(b) � �(a) for all a, b 2 g,

(ii) the universal property : given any associative algebra A with unit 1 and a linear

map �0 : g ! A satisfying (i), there exists a unique homomorphism of algebras

R : U(g) ! A0 with R(1) = 10 and R � � = �0. In other words, the following

diagram commutes:

g U(g)

A

�

�

0
R

.

The universal enveloping algebra U(g) is unique up to isomorphism. Let

T (g) = g� (g⌦ g)� (g⌦ g⌦ g)� · · · (2.10)

be the tensor algebra. Then U(g) can be constructed as the quotient of T (g) by the

two-sided ideal generated by the elements

a⌦ b� b⌦ a� [a, b], (a, b 2 g),

where [a, b] 2 T (g) is obtained via the inclusion g ,! T (g). We will suppress the tensor

notation in U(g) and write a1⌦ · · ·⌦a
`

= a1 · · · a`. We give explicit examples of universal

enveloping algebras and computations in such algebras in Chapter 3.

10



2.2 Superalgebras

The study of Lie superalgebras originated in physics with the idea of supersymmetry, a

proposed symmetry of spacetime and the fields of quantum field theory which related

bosonic and fermionic particles (see, e.g., [83] for an introduction). Though to date all

attempts to experimentally verify supersymmetry have failed, graded Lie superalgebras

have proven themselves useful to other areas of physics and mathematics. For good

references on Lie superalgebras see [61], [21], and [79].

Definition 2.2.1. A complex vector superspace is a Z2-graded vector space V = V0̄�V1̄

over C. The elements of V0̄ are called even, and the elements of V1̄ are called odd. An

element which is either even or odd is called homogeneous. We let p(x) = 0 if x 2 V0̄ and

p(x) = 1 if x 2 V1̄.

Note that each inhomogeneous vector v 2 V can be uniquely written as a sum v =

v0̄+v1̄ of an even and an odd vector, allowing us to write the axioms of a Lie superalgebra

in terms of homogeneous elements:

Definition 2.2.2. A complex Lie superalgebra is a vector superspace g = g0̄�g1̄ together

with a bilinear bracket operation [·, ·] : g⇥ g ! g satisfying

1. (linearity) [cx+ y, z] = c[x, y] + [x, z],

2. (skew-supersymmetry): [x, y] = �(�1)p(x)p(y)[y, x],

3. (Jacobi identity): [x, [y, z]] = [[x, y], z] + (�1)p(x)p(y)[y, [x, z]],

where each of x, y, and z is a homogeneous element of g. The bracket uniquely extends

to inhomogeneous elements via bilinearity. The bracket of two homogeneous elements is

again homogeneous, and the parity of the bracket is given by

p([x, y]) = p(x) + p(y) mod 2.

Let V = V0̄ � V1̄ be a superspace. Then EndV naturally has the structure of a Lie

superalgebra, where A 2 EndV is even if

A(V0̄) ✓ V0̄, A(V1̄) ✓ V1̄,
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and odd if

A(V0̄) ✓ V1̄, A(V1̄) ✓ V0̄.

Then the bracket of homogeneous operators is given by the (super)commutator bracket :

[a, b] = ab� (�1)p(a)p(b)ba. (2.11)

The commutator is then extended linearly to the inhomogeneous elements. In other words,

given a = a0̄ + a1̄ and b = b0̄ + b1̄, we have

[a, b] = [a0̄, b0̄] + [a0̄, b1̄] + [a1̄, b0̄] + [a1̄, b1̄].

Let m = dimV0̄ and n = dimV1̄. Then any choice of homogeneous basis B for V

gives an isomorphism EndV ! gl(m|n), where gl(m|n) is the set of (m+n)-dimensional

matrices together with the commutator bracket (2.11).

An associative superalgebra is a Z2-graded associative algebra A = A0̄ � A1̄ whose

associative product satisfies A
ā

A
b̄

✓ A
a+b

where a+b is taken modulo 2. Each associative

superalgebra admits a canonical Lie superalgebra structure via the bracket (2.11). The

universal enveloping (super)algebra U(g) of a Lie superalgebra g is constructed similarly

to that of a Lie algebra. One takes the quotient of the tensor (super)algebra T (g) (cf.

(2.10)) by the two-sided ideal generated by the elements

a⌦ b� (�1)p(a)p(b)b⌦ a� [a, b].

The natural embedding � : g ,! U(g) satisfies the universal property (cf. Definition 2.1.6).

The parity of elements in U(g) is inherited from g via the rule p(ab) = p(a) + p(b).

A representation of a Lie superalgebra is defined analogously to that of a Lie al-

gebra with the added assumption that R is an even map. Then the corresponding Lie

superalgebra module is defined by the action (2.5).

2.3 Cli↵ord-Weyl Algebras

Many important Lie superalgebras can be constructed as subalgebras of oscillator super-

algebras (see, e.g., [34]), which in turn are constructed using central extensions of abelian

12



Lie algebras. An exact sequence of Lie algebras is a sequence

g0
f1�! g1

f2�! g2
f3�! · · · f

k�! g

k

of Lie algebras g

i

and homomorphisms f
i

between them such that the image of f
i

is

exactly the kernel of f
i+1 for 1  i  k � 1. A central extension of a Lie algebra g by an

abelian Lie algebra c is an exact sequence

0 �! c �! b

⇡�! g �! 0,

where ⇡ : b ! g is the projection.

Let V = V0̄ � V1̄ be a vector superspace. We aim to put a Lie superalgebra structure

on V � CK by declaring that K is an even central element and introducing the bracket

[a, b] = f(a, b)K,

where f : V ⇥V ! C. Then the bilinearity of the bracket requires that f(·, ·) = (·|·) : V ⇥
V ! C is a bilinear form on V , i.e.,

(cu+ v|w) = c(u|w) + (v|w),

(w|cu+ v) = c(w|u) + (w|v),

for all u, v, w 2 V . Furthermore, the skew-supersymmetry of the bracket requires that

(·|·) must also be skew-supersymmetric, i.e., for all homogeneous a, b 2 V

(a|b) = �(�1)p(a)p(b)(b|a).

We restrict our attention to the case when (·|·) is nondegenerate, meaning that for

every u 2 V there exist v and w in V such that (u|v) 6= 0 and (w|u) 6= 0. We also assume

the restrictions of (·|·) to V0̄ and V1̄ are nondegenerate. Finally, if we assume additionally

that the form is even, i.e., (V0̄|V1̄) = 0, then we arrive at the following definition:

Definition 2.3.1. Let V = V0̄�V1̄ be a vector superspace over C and (·|·) : V ⇥V ! C an

even nondegenerate skew-supersymmetric bilinear form on V . Define a Lie superalgebra

13



structure on A = V ⌦ CK by declaring K to be an even central element and letting

[a, b] = (a|b)K, a, b 2 V.

The Lie algebra A is known as a 1-dimensional central extension of A, and the Cli↵ord-

Weyl algebra is the quotient A = U(A)/(K � 1), where 1 is the unit of U(A).

There exists a basis {b±1 , . . . , b±m} for V0̄ ✓ A such that

[b±
i

, b±
j

] = 0, [b�
i

, b+
j

] = �
ij

,

where � is the Kronecker delta:

�
ij

=

8
<

:
0, if i 6= j,

1, if i = j.

Such a basis can be obtained using a Gram-Schmidt orthogonalization process. The

elements b±
i

are known as bosonic oscillators. Similarly, there exists a Darboux basis of

fermionic oscillators {a±1 , . . . , a±n } for V1̄ satisfying

[a±
i

, a±
j

] = 0, [a�
i

, a+
i

] = �
ij

. (2.12)

For this reason, the Cli↵ord-Weyl algebra A is called an oscillator superalgebra.

We note that the elements a±
i

are odd, and thus the brackets in (2.12) are anti-

commutator brackets: [x, y] = xy + yx. We make no distinction in the notation through-

out this text, since the parity of the elements implies whether the commutator or anti-

commutator should be used.

Remark 2.3.2. Another way to view A is as the quotient of the tensor algebra T (A) by

the ideal generated by the elements

a⌦ b� (�1)p(a)p(b)b⌦ a� (a|b)1

for all homogeneous a, b 2 h.

In Chapter 3, we introduce analogous constructions allowing nontrivial interactions

between bosons and fermions, i.e., allowing (A0̄|A1̄) to be nonzero. This leads to new

oscillator-like algebras.
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2.4 A�ne Lie (Super)algebras

The most relevant Lie superalgebras to the present text are infinite-dimensional, meaning

that any linear spanning set of the algebra contains infinitely many elements. As a first

example, we consider infinite-dimensional analogues of Cli↵ord-Weyl algebras, namely

the Weyl and Cli↵ord a�nizations of abelian Lie superalgebras.

Let g = g0̄�g1̄ be a finite-dimensional Lie superalgebra. The loop algebra g̃ = g[t, t�1]

is the Lie superalgebra of Laurent polynomials in a formal variable t with coe�cients in

g. The parity of elements is given by p(atn) = p(a), and the brackets by

[atn, btn] = [a, b]tm+n.

Let (·|·) be a nondegenerate even supersymmetric bilinear form on g. Furthermore, assume

that (·|·) is invariant, i.e., ([a, b]|c) = (a|[b, c]) for all a, b, c 2 g. Then the a�ne Lie

superalgebra ĝ is the 1-dimensional central extension of g̃ by an even vector K:

ĝ = g[t, t�1]�K

with brackets

[atn, btn] = [a, b]tm+n +m�
m,�n

(a|b)K, [atm, K] = 0. (2.13)

The Lie algebra ĝ has a triangular decomposition

ĝ = ĝ

+ � ĝ

0 � ĝ

�, (2.14)

where ĝ

+ = g[t]t, ĝ� = g[t�1]t�1, and ĝ

0 = gt0 �CK. Given such a decomposition and a

representation V of g, a highest weight vector is a weight vector v 2 V satisfying ĝ

+v =

{0}, and V is a highest weight representation of ĝ with highest weight v if V ⇠= U(ĝ�)v.
The (generalized) Verma module is the highest-weight ĝ-module obtained by letting

g[t] act as 0 and K = Id for some  2 C on a representation R = C, then inducing this

representation to all of ĝ:
eV  = Indĝ

g[t]�CK R. (2.15)

The highest weight vector, written as 1 2 eV , is the image of 1 2 R in the induced

representaton.
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2.4.1 Weyl A�nization

In the special case when g = h is an abelian Lie superalgebra, the a�nization ĥ is called

the Weyl a�nization of h. The brackets (2.13) become

[atm, btn] = m�
m,�n

(a|b)K, [ĥ, K] = 0, (m,n 2 Z), (2.16)

and p(atm) = p(a), p(K) = 0. Since the bilinear form (·|·) is even and nondegenerate,

there is an orthonormal basis {u1, . . . , uk

} for V0̄ and a Darboux basis {u
k+1, . . . , uk+2`}

for V1̄ so that the corresponding Gram matrix, i.e., the matrix with entries G
ij

= (u
i

|u
j

),

has the block form

G =

2

4 I
k

0

0 J2`

3

5, (2.17)

where

J2` = diag(J, . . . , J), J =

2

4 0 1

�1 0

3

5. (2.18)

We make the following change of basis for h0̄:

v
i

=

8
>>><

>>>:

1p
2
(u

i

+ iu
k�i+1) 1  i  k

2 ,

u
i

i = k+1
2 ,

1p
2
(u

k�i+1 � iu
i

) k

2 + 1 < i  k.

Then

(v
i

|v
j

) = �
i+j,k+1, 1  i, j  k. (2.19)

Using similar methods, we can find a basis w1, . . . w2` of ĥ1̄ satisfying

(w
i

|w
j

) = �
i+j,2`+1 = �(w

j

|w
i

), 1  i  j  2`. (2.20)

Let ĥ = ĥ

+ � ĥ

0 � ĥ

� be the triangular decomposition (2.14). The elements of ĥ�

supercommute. We write their action on the Verma module eV 1 as

v
i

t�m = x
i,m

, w
j

t�m = ⇠
j,m

, 1  i  k, k + 1  j  k + 2`, (2.21)
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where the x’s commute among themselves and with all the ⇠’s, and the ⇠’s anticommute

among themselves. Then

eV 1 ⇠= C[x1,m, . . . , xk,m

]
m=1,2,... ⌦

^
(⇠1,m, . . . , ⇠2`,m)m=1,2,....

Using (2.16), we can explicitly write the action of ĥ+ on eV 1. For example, we compute

the action of v
i

tm on x
j,n

as follows:

(v
i

tm)x
j,n

= (v
i

tm)(v
j

t�n)1

= [v
i

tm, v
j

t�n]1

= �
m,n

�
i+j,k+11.

Thus v
i

tm = @
x

k�j+1
on eV 1. We compute the actions of the other elements similarly. Thus

ĥ

+ acts on eV 1 by

v
i

tm = m@
x

k�i+1,m
, w

j

tm = m@
⇠2`�j+1,m

, w
`+j

= �m@
⇠

`�j+1
,

for 1  i  k, 1  j  `.

2.4.2 Cli↵ord A�nization

We let a be an abelian Lie superalgebra with dim a = d < 1, and (·|·) be a nondegenerate
even skew-supersymmetric bilinear form on a. The Cli↵ord a�nization of a is the Lie

superalgebra

C
a

= a[t, t�1]� CK

with commutation relations

[atm, btn] = (a|b)�
m,�n�1K, [C

a

, K] = 0 (2.22)

for m,n 2 Z, where p(atm) = p(a) and p(K) = 0. We let k = dim a1̄ and 2` = dim a0̄, and

we choose a basis w1, . . . , w2` of a0̄ satisfying (2.20) and a basis v1, . . . , vk of a1̄ satisfying
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(2.19). We have a triangular decomposition C
a

= C+
a

� C0
a

� C�
a

, where

(C
a

)+ = {w
i

tm, v
j

tm}
m=0,1,2,...,

(C
a

)� = {w
i

t�m, v
j

t�m}
m=1,2,...,

and (C
a

)0 = CK. The generalized Verma module eV 1 for C
a

is defined analogously to that

of the Weyl a�nization. We label the action of the elements of C�
a

on eV 1 as

w
i

t�m = ⇠
i,m

, v
j

t�m = x
`+j,m

.

Then C+
a

acts by

w
i

tm = @
x2`�i+1,m+1

, w
`+i

tm = �@
x

`�i+1,m+1
, v

j

tm = @
⇠

j,m+1 .

2.4.3 The Virasoro Lie Algebra

Many important vertex algebras have the additional structure of a vertex operator alge-

bra, meaning that they have a conformal element whose corresponding field is a Virasoro

field. The modes of a Virasoro field satisfy the commutation relations of the Virasoro Lie

algebra, which can be constructed as follows.

The space of real polynomial vector fields on the circle can be complexified to ob-

tain the Witt algebra (see, e.g., [65]), which may be realized as the following space of

di↵erential operators on C[z, z�1]:

d = span
�
d
m

= �zm+1 d

dz

 
m2Z.

Then a short computation yields the following commutation relations in d:

[d
m

, d
n

] = (m� n)d
m+n

, m, n 2 Z.

The Virasoro algebra V ir is the unique (up to isomorphism) nontrivial 1-dimensional

central extension of d:

Definition 2.4.1. The Virasoro algebra with central charge C is the infinite-dimensional

Lie algebra

V ir = span{L
m

, C}
m2Z
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with commutation relations

[L
m

, L
n

] = (m� n)L
m+n

+
1

12
(m3 �m)�

m,�n

C, [C,L
m

] = 0 (2.23)

for all m,n 2 Z.

Remark 2.4.2. The Virasoro algebra can be realized as a subalgebra of a completion of

U(ĝ) for any a�ne Lie superalgebra ĝ where g is either simple or abelian using the so-

called Sugawara construction. The Cli↵ord a�nization also yields such a construction.

Though this can be done on the level of Lie (super)algebras, it is more elegantly expressed

in the language of vertex algebras (cf. Section 4.2).

19



Chapter 3

Supersymmetric Bilinear Forms

In Chapter 2, we saw that supersymmetric and skew-supersymmetric bilinear forms can

be used to construct interesting and useful algebras. Each bilinear form we considered

in Chapter 2 was even. In the current chapter, we consider what happens when we do

not assume (·|·) is even. We have submitted the results contained in this chapter for

publication under the title Inhomogeneous Supersymmetric Bilinear Forms [14].

We let V = V0̄ � V1̄ be a superspace and (·|·) : V ⇥ V ! C be an inhomogeneous (i.e.

neither even nor odd) skew-supersymmetric bilinear form. Then there exist a 2 V0̄ and

b 2 V1̄ satisfying (a|b) 6= 0. Thus an oscillator-like algebra constructed from (·|·) will have
[a, b] 6= 0. We note that p([a, b]) = 1. So [a, b] cannot be a scalar multiple of the even

vector K. Instead we must adjoin a second central element  satisfying p() = 1. Then

we can set [a, b] = (a|b). To make this explicit, we consider the extension

A = V � CK � C. (3.1)

We give this extension the structure of a Lie superalgebra by declaring K and  to be

even and odd central elements respectively and letting

[a, b] =

8
<

:
(a|b)K, p(a) = p(b),

(a|b), p(a) 6= p(b),
(3.2)

for all homogeneous vectors a, b 2 V . We obtain an oscillator-like superalgebra by letting

A = U(A)/(K � 1).

Though skew-supersymmetric forms are used to construct oscillator algebras, there
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is a natural one-to-one correspondence between supersymmetric forms on V and skew-

supersymmetric forms on V ⇧, where V ⇧ is the superspace obtained by reversing the

parity of the elements of V :

V ⇧
0̄ = V1̄, V ⇧

1̄ = V0̄.

We will call inhomogeneous supersymmetric bilinear forms whose restrictions to V0̄ and V1̄

are nondegenerate pre-oscillator forms and the algebras obtained as universal enveloping

algebras of central extensions of V ⇧ inhomogeneous oscillator algebras.

Remark 3.0.1. Further relaxing the assumption that the restrictions of the form to even

and odd parts are nondegenerate also leads to oscillator-like algebras. An example is the

superspace spanned by an even vector v1 and an odd vector v2, with the form given by

(v1|v1) = (v1|v2) = (v2|v1) = 1, (v2|v2) = 0.

We call a bilinear form (·|·) on a superspace V reducible if V = V1�V2 is an orthogonal

direct sum of subsuperspaces, i.e., if (V1|V2) = 0. Otherwise (·|·) is irreducible. A natural

first step in investigating inhomogeneous oscillator algebras is to classify all irreducible

pre-oscillator forms on a given superspace V .

Remark 3.0.2. If V = V0̄, then (·|·) is symmetric, and via Gram� Schmidt orthogonal-

ization we obtain an orthonormal basis for V . Thus V is an orthogonal direct sum of

1-dimensional subspaces. On the other hand, if V = V1̄, then (·|·) is skew-symmetric and

there exists a Darboux basis for V , i.e., a basis {v1, . . . , v2`} such that

(v2i�1|v2j�1) = (v2i|v2j) = 0, (v2i�1|v2j) = �
i,j

, (1  i, j  `). (3.3)

Thus V restricts to an orthogonal direct sum of subspaces V
i

= span{v2i�1, v2i} with

form (3.3).

We call two bilinear forms (·|·)1 and (·|·)2 equivalent if there exists an even automor-

phism ' : V ! V satisfying

('u|'v)1 = (u|v)2 (3.4)

for all u, v 2 V . In Section 3.1, we introduce invariants that help us distinguish between

equivalence classes of forms. In Section 3.2, we find representatives of equivalence classes

of irreducible forms and use the invariants to prove that they are irreducible and distinct.

This allows us to obtain the main result of this chapter: a classification of pre-oscillator

forms on complex superspaces of dimension up to 7. In Section 3.3, we discuss a 3-
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dimensional example.

3.1 Invariants

In this section, we reduce the question of classification to one of matrices. Given a vector

(super)space V and a bilinear form (·|·) on V , a choice of basis {v
i

} allows us to construct

the Gram matrix G of (·|·) in this basis by letting

G
ij

= (v
i

|v
j

).

Then if we write any two vectors of V in component form:

x = (x1, . . . , xd

)T , y = (y1, . . . , yd)
T ,

we have

(x|y) = xTGy.

Throughout the remainder of this chapter, every bilinear form (·|·) : V ⇥ V ! C we

discuss will be assumed to be a pre-oscillator form. Then by Remark 3.0.2 we can choose

a homogeneous basis for V so that the Gram matrix of the form is a block matrix of type

G =

2

4 I
k

B

BT J2`

3

5, (3.5)

where dimV0̄ = k, dimV1̄ = 2`, B 2 Ck⇥2`, and J2` is the matrix (2.18).

We aim to find invariants that distinguish the equivalence classes of forms on a given

superspace V . We assume (·|·)1 and (·|·)2 are equivalent forms on V , and choose bases

for V so that the Gram matrices G
i

(i = 1, 2) take the form (3.5) with B = B
i

. If M is

the matrix of an even automorphism ' satisfying (3.4), then (3.4) can be written as a

matrix equation

MTG1M = G2. (3.6)
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Since ' is even, M is a block matrix of the form

M =

2

4 X 0

0 Y

3

5.

Then (3.6) holds if and only if

X 2 O(k) = {X 2 GL(k) : XTX = I
k

},

Y 2 Sp(2`) = {Y 2 GL(2`) : Y TJ2`Y = J2`},

B2 = XTB1Y.

Hence finding the equivalence class of a bilinear form with Gram matrix (3.5) is equivalent

to finding the orbit of B under the right action of O(k)⇥ Sp(2`) on Ck⇥2` defined by

B · (X, Y ) = XTBY. (3.7)

Given X 2 O(k) and Y 2 Sp(2`), let A = XTBY . Then ATA = Y TBTBY is

independent of X. Thus any invariant of the right action of Sp(2`) on C2`⇥2` given by

C · Y = Y TCY

is an invariant of BTB under the action (3.7). Similarly AJ2`A
T = XTBJ2`B

TX is

independent of Y . Thus any invariant of the right action of O(k) on Ck⇥k given by

C ·X = XTCX (3.8)

is an invariant of BJ2`B
T under the joint action (3.7).

Let us consider the action (3.8). Since det(X) = ±1, it is apparent that det(XTCX) =

det(C). Thus the determinant of BJ2`B
T is an invariant of the action (3.7). More gener-

ally, we can write

XT (BJ2`B
T � �I

k

)X = (XTBY )J2`(X
TBY )T � �I

k

.
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This implies that the characteristic polynomials of the two matrices BJ2`B
T and

(XTBY )J2`(X
TBY )T

are equal. Therefore, the characteristic polynomial

P
B

(�) = det(BJ2`B
T � �I

k

)

is invariant under the joint action (3.7). We have obtained the following theorem.

Theorem 3.1.1. Let V = V0̄�V1̄ be a superspace with dimV0̄ = k and dimV1̄ = 2`, and

let (·|·) : V ⇥ V ! V be an inhomogeneous nondegenerate supersymmetric bilinear form

on V with Gram matrix (3.5) in a given homogeneous basis. Then each coe�cent of the

characteristic polynomial P
B

(�) is an invariant for the joint action (3.7) of O(k)⇥Sp(2`)

on B 2 Ck⇥2`.

By a similar argument, the polynomial

Q
B

(�) = det(BTB � �J2`)

is also invariant under the action (3.7). However, it is essentially the same as P
B

(�).

Lemma 3.1.2. With the above notation, we have

Q
B

(�) = (�1)k�2`�kP
B

(��). (3.9)

Proof. Sylvester’s determinant identity (see, e.g., [84]) states that if U andW are matrices

of size m⇥ n and n⇥m respectively, then

det(I
m

+ UW ) = det(I
n

+WU).

We replace U with ��1A�1U , where A is an invertible m⇥m matrix, thus obtaining

det(�A+ UW ) = �m�n det(�I
n

+WA�1U) det(A).

Letting m = 2`, n = k, A = �J2`, and UT = W = B, we get (3.9).

24



Along with the constant terms

p0(B) = P
B

(0) = det(BJ2`B
T ),

q0(B) = Q
B

(0) = det(BTB),

the coe�cient of �k�2 in P
B

(�) will also be useful in the following section. Let R1, . . . , Rk

be the rows of B. Then up to a sign, this coe�cient is given by

p
k�2(B) =

X

1s1<s2k

�
R

s

i

J2`R
T

s

j

�2

=
X

1s1<s2k

✓
`X

t=1

det

2

4 b
s1,2t�1 b

s1,2t

b
s2,2t�1 b

s2,2t

3

5
◆2

.

(3.10)

Remark 3.1.3. Though not an invariant, the following observation will be useful in the

classification given in the next section. Assume the matrix B satisfies CTC = 0 for every

linear combination C of columns of B. Then this same property holds for every matrix

in the orbit of B under the action (3.7).

3.2 Classification up to dimension 7

In this section, for each superspace V with dimV  7, we find a representative of each

equivalence class of irreducible pre-oscillator forms on V . First, we let b = (b1, . . . , bk)T 2
Ck be a column vector and q(b) = bT b. We aim to find a canonical form for a representative

of the orbit of b under the left action Xb of X 2 O(k).

Proposition 3.2.1. Let b 2 Ck be a column vector. If q(b) 6= 0, then under the left

action of O(k), b is in the orbit of

(
p

q(b), 0, . . . , 0)T , (3.11)

where
p
a is defined to be the unique element � of

C+ = {� 2 C : Re � > 0 or Re � = 0 and Im � > 0}

satisfying �2 = a. On the other hand, if q(b) = 0, then either b = 0 or b is in the orbit
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of

(1, i, 0, . . . , 0)T . (3.12)

Proof. If q(b) 6= 0, it is enough to give the proof in the case when k = 2, because the

general case can be reduced to that. Let b = (b1, b2)T be such that q(b) 6= 0. Then the

matrix

X =
1p
q(b)

2

4 b1 b2

�b2 b1

3

5 2 O(2)

satisfies Xb = (
p

q(b), 0)T .

Now assume q(b) = 0. If k = 2, then q(b) = 0 implies b = (b1,±ib1)T . These two

possible forms for b are in the same orbit, so without loss of generality b = (b1, ib1)T .

Then Xb = (1, i)T for

X =
1

2b1

2

4 b21 + 1 i(b21 � 1)

�i(b21 � 1) b21 + 1

3

5 2 O(2). (3.13)

Now suppose k � 3 and b is nonzero. Then possibly after reordering, we may assume

b1 6= 0. Then

b22 + · · ·+ b2
k

= �b21 6= 0.

There exists an X 2 O(k) that leaves b1 invariant and replaces (b2, . . . , bk)T with a vector

of the form (3.11). Thus we obtain

Xb = (b1, ib1, 0, . . . , 0)
T .

Then using an orthogonal transformation that acts as (3.13) on rows 1 and 2 and as the

identity on the remaining rows, we obtain (3.12).

Now we consider the right action of the symplectic group: B 7! BY for B 2 Ck⇥2`

and Y 2 Sp(2`). Let C1, . . . , C2` be the columns of B. For 1  i  `, we will say columns

C2i�1, C2i are paired. Using suitable Y 2 Sp(2`), we can perform the following elementary

operations on paired columns of B.

i. Rescaling by � 6= 0:

(. . . , C2i�1, C2i, . . .) 7! (. . . ,�C2i�1,�
�1C2i, . . .).
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ii. Adding any multiple of a column to its paired column:

(. . . , C2i�1, C2i, . . .) 7! (. . . , C2i�1, C2i + �C2i�1, . . .).

iii. Switching columns:

(. . . , C2i�1, C2i, . . .) 7! (. . . , C2i,�C2i�1, . . .).

The following are elementary operations outside of pairs.

iv. Adding a multiple of a column to a column other than its pair:

(. . ., C2i�1, C2i, . . . , C2j�1, C2j, . . .)

7! (. . . , C2i�1 � �C2j�1, C2i, . . . , C2j�1, C2j + �C2i, . . .).

v. Switching pairs of columns:

(. . . , C2i�1, C2i, . . . ,C2j�1, C2j, . . .)

7! (. . . , C2j�1, C2j, . . . , C2i�1, C2i, . . .).

From the above discussion, we see that using the orthogonal action, we can always

reduce to at most 4` nonzero rows. Also, using the symplectic action we can always reduce

so that at most the first 2k columns are nonzero. Thus if V has an irreducible bilinear

form, its even and odd dimensions must satisfy `  k  4`. It follows that to obtain a

complete classification of irreducible pre-oscillator forms up to dimension 7, we only need

to consider the following cases.

Case k = ` = 1

It is easy to see that B is in the orbit of

B1 =
h
1 0

i
.
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Case k = ` = 2

If there exists a linear combination C = �1C1+· · ·+�2`C2` of columns satisfying q(C) 6= 0,

then we can use the symplectic action to put C in the first column of B. Then using the

orthogonal action and rescaling we obtain

B =

2

4 1 b12 b13 b14

0 b22 b23 b24

3

5.

Then using the symplectic action we eliminate b13 and b14 followed by b12 obtaining a

matrix of the form

B =

2

4 1 0 0 0

0 b22 b23 b24

3

5.

Then again via the symplectic action we get

B =

2

4 1 0 0 0

0 ↵ 0 0

3

5.

If ↵ = 0, this reduces to B1. If ↵ 6= 0, then this reduces to the case

B2,↵ =

2

4 1 0

0 ↵

3

5 (↵ 2 C+).

Finally, assume every linear combination C of the columns of B satisfies q(C) = 0. Then

using the orthogonal action we obtain

B =

2

4 1 b12 b13 b14

i ib12 ib13 ib14

3

5.

Using the symplectic action we eliminate columns 2, 3, and 4. Thus this reduces to the

case

B3 =

2

4 1 0

i 0

3

5.
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Notice that this argument also shows that every irreducible matrix B of size k = 2, ` = 1

is in the orbit of B2,↵ or B3. The details of the remaining cases are similar to those already

shown, so we omit them and provide the results.

Case k = 3, ` = 1

The matrix B is in the orbit of

B4 =

2

66664

1 0

0 1

0 i

3

77775
,

or it can be reduced to B1, B2,↵, or B3.

Case k = 3, ` = 2

Either the matrix B is in the orbit of

B5 =

2

66664

1 0 0 0

0 1 1 0

0 0 0 i

3

77775
,

or it can be reduced to an orthogonal direct sum involving the previous four irreducible

cases.

Case k = 4, ` = 1

Either B is in the orbit of

B6 =

2

66666664

1 0

i 0

0 1

0 i

3

77777775

,

or it reduces to one of B1, B2,↵, B3, or B4.

Theorem 3.2.2. Let V = V0̄ � V1̄ be a superspace of dimension  7. Then Table 3.1
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is a complete list up to equivalence of inhomogeneous irreducible supersymmetric bilinear

forms on V whose restrictions to V0̄ and V1̄ are nondegenerate (↵ 2 C+):

Table 3.1: Classification of inhomogeneous supersymmetric bilinear forms up to dimen-
sion 7.

dimV0̄ dimV1̄ B

1 2 B1

2 2 B2,↵, B3

3 2 B4

3 4 B5

4 2 B6

.

Proof. We have shown that every matrix B corresponding to a bilinear form on a super-

space of dimension up to seven is either reducible or in the orbit of one of the representa-

tives listed in the table. In order to complete the proof of the theorem we need to check

that the entries of the table are irreducible and distinct, i.e., in di↵erent orbits.

The matrix B1 clearly corresponds to an irreducible form. We note that det(B3)2 = 0

and det(B2,↵)2 = ↵2. Thus these matrices are all in distinct orbits. If any of these matrices

reduces, it must be in the orbit of 2

4 1 0

0 0

3

5, (3.14)

but this matrix has determinant 0 and therefore cannot share an orbit with B2,↵. So B2,↵

is irreducible for ↵ 2 C. That B3 is not in the orbit of (3.14) follows from Remark 3.1.3.

The matrix B4 has rank 2 and so reduces only if it is in the orbit of the matrix

2

66664

1 0

0 ↵

0 0

3

77775
(3.15)

30



for some ↵ 2 C+. But the invariant p1 (c.f. (3.10)) evaluated on the matrix (3.15) is

↵2 6= 0, whereas p1(B4) = 0. So B4 is irreducible. The matrix B6 has rank 2 and is

therefore reducible only if it is in the orbit of B4 or the matrix

2

66666664

1 0

0 ↵

0 0

0 0

3

77777775

(3.16)

for some ↵ 2 C+. By Remark 3.1.3, B6 is not in the orbit of B4 or (3.16). So B6 is

irreducible.

B5 has rank three and so is reducible only if it is in the orbit of the matrix

2

66664

1 0 0 0

0 ↵ 0 0

0 0 1 0

3

77775
(3.17)

for some ↵ 2 C+. But the invariant p1 shows that B5 is not in the same orbit as (3.17).

So B5 is irreducible.

Applying our methods to higher dimensions, we have found that the classification

seems to become increasingly complicated as dimV increases. Though it should be pos-

sible to extend the classification to dimension 8 or 9 with the methods of this paper, a

more general approach will be needed for a complete classification in any dimension. We

plan to address this question in the future by using the theory of ✓-groups (see [22,62]).

3.3 A 3-dimensional example

Before considering an example of such a form, let us recall a construction of osp(1|2)
as a subalgebra of a homogeneous oscillator algebra. Assume k = ` = 1 and (·|·) is a

nondegenerate, even, skew-supersymmetric bilinear form. Then there exist bases {b1, b2}
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of V0̄ and {a} of V1̄ such that the Gram matrix of the bilinear form is

G =

2

66664

0 1 0

�1 0 0

0 0 1

3

77775
.

The central extension A = V � CK has nonzero brackets

[b1, b2] = K, [a, a] = K,

Then osp(1|2) is realized as a subalgebra of the oscillator algebra U(A) as follows (see,
e.g., [34]):

H =
1

4
b2b1 +

1

4
b1b2, F+ =

1

4
ab2 +

1

4
b2a,

E+ =
1

2
b22, F� =

1

4
ab1 +

1

4
b1a, (3.18)

E� = �1

2
b21,

with brackets

[H,E±] = ±E±, [E+, E�] = 2H,

[H,F±] = ±1

2
F±, [F+, F�] =

1

2
H,

[E±, F⌥] = �F±, [F±, F±] = ±1

2
E±.
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For example, to compute [E+, E�], we repeatedly make use of the fact that b2b1 = b1b2�1

obtaining

E+E� = �1

4
b22b

2
1

= �1

4
b2(b1b2 � 1)b1

= �1

4
b2b1b2b1 +

1

4
b2b1

= �1

4
(b1b2 � 1)(b1b2 � 1) +

1

4
b2b1

= �1

4
b1b2b1b2 +

1

2
b1b2 +

1

4
b2b1 �

1

4
K

= �1

2
b1(b1b2 � 1)b2 +

1

2
b1b2 +

1

4
b2b1 �

1

4
K

= �1

2
b21b

2
2 +

1

2
b1b2 +

1

2
b2b1

= E�E+ + 2H.

We obtain a highest weight representation of A on a Fock space F = C[x]⌦C⇠ where

⇠ is an odd indeterminate satisfying ⇠2 = 1
2 . The action of A on F is given by

b1 7! @
x

, b2 7! x, a 7! ⇠, K 7! Id.

Now consider the case when the Gram matrix is given instead by

G =

2

66664

0 1 1

�1 0 0

�1 0 1

3

77775
.

This inhomogeneous form gives rise to the central extension (3.1) with nonzero brackets

[b1, b2] = K, [b1, a] = , {a, a} = K.

We consider the same elements (3.18) of A we used to construct osp(1|2) in the previous
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example. Then the brackets become

[H,E±] = ±E±, [E�, F�] = E�,

[H,F+] =
1

2
F+ +



2
E+, [E+, E�] = 2H,

[H,F�] = �1

2
F� +



2
H, [F+, F�] =

1

2
H � 

2
F+, (3.19)

[E+, F�] = �F+, [F+, F+] =
1

2
E+,

[E�, F+] = �F� � H, [F�, F�] = �1

2
E� � F�.

Observe that 2 = 0 in A. Thus the brackets of the osp(1|2) subalgebra have been

modified by elements of the abelian ideal

M = span{H,E±,F±}.

We note that span{H,E±, F±} acts on M as the adjoint representation of osp(1|2), and
thus we have a Lie superalgebra structure on the vector space L = osp(1|2) � M such

that the projection ⇡ : L ! osp(1|2) is a surjective homomorphism, and the restriction

of the adjoint representation of L to M yields the original action of osp(1|2) on M . Thus

L is an abelian extension of osp(1|2) by its adjoint representation viewed as an abelian

Lie superalgebra with parities reversed.

Denote by [·, ·]
L

the bracket on L given by (3.19) and let

� : osp(1|2)⇥ osp(1|2) ! osp(1|2)

satisfy

[a, b]
L

= [a, b] + �(a, b).

This extension is trivial if there exists an odd linear map f : osp(1|2) ! osp(1|2) such

that

�(a, b) = (�1)p(a)[a, f(b)]� (�1)(p(a)+1)p(b)[b, f(a)]� f([a, b]) (3.20)

for all a, b 2 osp(1|2). It is straightforward to check that the following choice of f satisfies

(3.20):

f(H) = f(E±) = 0, f(F+) = E+, f(F�) = H.
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As before, we can represent A on the Fock space F = C[x]⌦
V
(⇠,) where ⇠ is odd

with ⇠2 = 1
2 and  acts as an odd indeterminate that we denote again by . Then the

action of A on F is given by

b1 7! @
x

+ @
⇠

, b2 7! x, a 7! ⇠, K 7! Id,  7! .
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Chapter 4

Vertex Algebras

Vertex algebras are highly nontrivial generalizations of both Lie algebras and associative

algebras. In essence, a vertex algebra is a vector space together with bilinear nth products

for every integer n satisfying a restrictive set of axioms. Besides their applications to

number theory and the representation theory of finite groups and Lie algebras discussed

in the introduction of this text, vertex algebras also apply to other areas of mathematics

such as: combinatorics [60], algebraic geometry and algebraic topology [40], and integrable

systems of di↵erential equations [80]. They also have important applications to physics

including conformal quantum field theory [16,26] and string theory [92].

In the present chapter, we give two equivalent definitions of vertex algebras and recall

several of their basic properties. Then we review the examples of A�ne vertex algebras,

free superbosons, free superfermions, and lattice vertex algebras. Finally, we review por-

tions of the theory of twisted logarithmic modules of vertex algebras as developed in [6].

For more detailed introductions to vertex algebras, see, e.g., [60, 75].

4.1 A basic introduction

Several equivalent definitions of vertex algebras exist. For a detailed exposition of the

di↵erent definitions and comparisons between them, see [25, Section 1]. We give the two

definitions which will be most useful in the sequel.

Definition 4.1.1. A vertex algebra is a vector superspace V = V0̄ � V1̄ over C with

a distinguished vacuum element 1 2 V0̄ and bilinear nth products a(n)b 2 V , (n 2 Z)
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satisfying

a(n)1 = �
n,�1a, (n � �1)

1(n)b = �
n,�1b, (n 2 Z)

a(n)b = 0 (n � 0)

and the Borcherds identity :

1X

i=0

(�1)i
✓
n

i

◆✓
a(m+n�i)(b(k+i)c)� (�1)nb(k+n�i)(a(m+i)c)

◆

=
1X

j=0

✓
m

j

◆
(a(n+j)b)(m+k�j)c.

(4.1)

The Borcherds identity can be thought of as a generalization of the Jacobi identity

of a Lie algebra. The infinitesimal translation operator T : V ! V is defined by

Ta = a(�2)1 (4.2)

for a 2 V .

Since the nth products are bilinear, for any n 2 Z and any a 2 V the map a(n) : V ! V

defined by a(n)(b) = a(n)b is linear. For any given a 2 V , it is convenient to arrange all of

the modes a(n) of a into a formal series

Y (a, z) =
X

m2Z

a(n)z
�n�1. (4.3)

The map Y (·, z) : V ! End(V )[[z, z�1]] is called the state-field correspondence. The series

(4.3) is an example of a (quantum) field, which is a formal distribution

b(z) =
X

m2Z

b(n)z
�n�1, b(n) 2 End(V )

satisfying the condition that for every v 2 V , b(n)v = 0 for n � 0. In other words there

exists a positive integer M such that n > M implies b(n)v = 0. We denote the space of

fields on V by Fie(V ).

Recall that EndV carries the structure of an associative superalgebra (see Section
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2.2). Thus there is a natural Lie superalgebra structure on the modes a(n) 2 EndV

defined by the commutator bracket (2.11). Thus we can define a bracket of fields:

⇥
a(z), b(w)

⇤
=

X

m,n2Z

⇥
a(m), b(n)

⇤
z�m�1w�n�1. (4.4)

We note that the bracket (4.4) encodes all possible brackets between modes of a and

modes of b.

Definition 4.1.2. Two fields a(z) = Y (a, z) and b(z) = Y (b, z) are called (mutually)

local if

(z � w)N
⇥
a(z), b(w)

⇤
= 0 (4.5)

for N � 0.

When a(z) and b(z) are local, their bracket [a(z), b(w)] can be conveniently written

in terms of the formal delta-function

�(z, w) = z�1
X

n2Z

⇣w
z

⌘
n

2 C
⇥⇥
z, z�1, w, w�1

⇤⇤
(4.6)

as follows:
⇥
a(z), b(w)

⇤
=

N�1X

j=0

cj(w)@(j)
w

�(z, w), (4.7)

where @
(j)
w

= @j

w

/j! Alternatively, we can express the formal delta-function as

�(z, w) = i
z,w

1

z � w
� i

w,z

1

z � w
,

where i
z,w

is the power series expansion in the domain |z| > |w|. For this reason, �(z, w)
is sometimes denoted in the literature as �(z � w). It is straightforward to show that

more generally

@(j)
w

�(z, w) = i
z,w

1

(z � w)j+1
� i

w,z

1

(z � w)j+1
. (4.8)

It is clear from (4.8) that for 0  k  j the formal delta-function satisfies

(z � w)k@(j)
w

�(z, w) = @(j�k)
w

�(z, w). (4.9)
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One can also show that for any formal distribution f(z), the following equation holds:

Res
z

f(z)�(z, w) = f(w), (4.10)

where Res
z

f(z) is the coe�cient of z�1. Thus the coe�cients cj(w) in (4.7) can be

recovered using (4.9) and (4.10) as follows:

cj(w) = Res
z

(z � w)j
⇥
a(z), b(w)

⇤
.

In general it does not make sense to multiply two fields a(z) = Y (a, z) and b(z) =

Y (b, z), since the coe�cients on powers of the formal variable z may themselves be infinite

sums of operators on V . We make use of a well-defined pairing of fields called the normally

ordered product :

:a(z)b(w): = a(z)+b(w) + (�1)p(a)p(b)b(w)a(z)�,

where

a(z)� =
X

n2Z�0

a(n)z
�n�1, a(z)+ =

X

n2Z
<0

a(n)z
�n�1.

Then :a(z)b(z): is a well-defined formal distribution which is a field if a(z) and b(z) are

fields.

A second way to encode the coe�cients cj(w) of the bracket of two local fields a(z)

and b(z) is via the operator product expansion (OPE) of a(z) and b(z) used heavily by

physicists:

a(z)b(w) =
N�1X

j=0

✓
i
z,w

1

(z � w)j+1

◆
cj(w) + :a(z)b(w): (4.11)

Note that the OPE is split into the part that is singular at z = w, and the normally

ordered product, which is regular at z = w. Also note that all of the coe�cients cj(w) are

encoded in the singular part of (4.11). Throughout the rest of this text, we will follow

the convention of physicists in writing only the singular part of the OPE and suppressing

the notation for the i
z,w

expansion:

a(z)b(w) ⇠
N�1X

j=0

cj(w)

(z � w)j+1
. (4.12)
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We have seen that for any a, b 2 V , the vertex algebra has nth products a(n)b 2 V for

every integer n. Now we aim to define the nth product of fields in such a way that the

state-field correspondence is a homomorphism of all of the nth products, i.e., such that

Y (a(n)b, z) = Y (a, z)(n)Y (b, z). (4.13)

We define the nth product of two local fields for n � 0 so that a(w)(n)b(w) is the coe�cient

cn(w) in the commutator formula:

a(w)(n)b(w) = Res
z

(z � w)n[a(z), b(w)]. (4.14)

Then (4.13) holds for all n � 0. The nth product of fields can be extended to include

negative values of n by expanding the terms of the formula (4.14) in the appropriate

domain:

a(w)(n)b(w) = Res
z

⇣
i
z,w

(z � w)na(z)b(w)� (�1)p(a)p(b)i
w,z

(z � w)nb(w)a(z)
⌘
. (4.15)

Then (4.13) holds for all n 2 Z.
One can alternatively obtain the coe�cients cj(w) using the following formula (see,

e.g, [65, Lecture 14]):

a(w)(n)b(w) = @(N�1�n)
z

�
(z � w)Na(z)b(w)

���
z=w

, (4.16)

where N is chosen so that (4.5) holds, and n  N�1. For n � N one has a(w)(n)b(w) = 0.

By setting b(z) = Y (1, z), choosing N = 0, and replacing n with �n� 1 in (4.16), we see

that

Y (a(�n�1)1, z) = @(n)
z

Y (a, z), n 2 Z
>0. (4.17)

Recalling that the infinitesimal translation operator T acts by (4.2) and setting n = 1

in (4.17), we recover the property of vertex algebras known as translation covariance:

[T, Y (a, z)] = @
z

Y (a, z).

Thus we arrive at a definition of vertex algebras given in terms of fields:

Definition 4.1.3. A vertex algebra is a triple (V,1, Y ) where V = V0̄ � V1̄ is a vector
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superspace, 1 2 V0̄ is the vacuum vector, and Y (·, z) : V ! Fie(V ) is the state-field

correspondence map, and the following axioms are satisfied:

1. (vacuum) T1 = 0, Y (a, z)1
��
z=0

= a,

2. (translation covariance)
⇥
T, Y (a, z)

⇤
= @

z

Y (a, z),

3. (locality) (z � w)N
⇥
Y (a, z), Y (b, w)

⇤
= 0 for n � 0,

where T is the infinitesimal translation operator (4.2).

The following theorem and proposition make the OPE a powerful tool when working

with the field definition of a vertex algebra:

Theorem 4.1.4 (Wick theorem). Let a1(z), a2(z) and b1(z), b2(z) be two pairs of fields

satisfying

(i) [[ai(z)�, bj(w)], ck(z)±] = 0 for all i, j, k, and c = a or b.

(ii) [ai(z)±, bj(w)± = 0 for all i and j.

Following the notation in [60], we let [aibj] = [ai(z)�, bj(w)] be the “contraction” of ai(z)

and bj(w). Then

:a1(z)a2(z)::b1(w)b2(w): = :a1(z)a2(z)b1(w)b2(w):

+ (�1)p(a
1)p(a2)[a1b1]:a2(z)b2(w):

+ (�1)p(a
1)p(a2)(�1)p(b

1)p(b2)[a1b2]:a2(z)b1(w):

+ [a2b1]:a1(z)b2(w):

+ (�1)p(b
1)p(b2)[a2b2]:a1(z)b1(w):

+ (�1)p(a
1)p(a2)[a1b1][a2b2] + [a1b2][a2b1].

(4.18)

A more general form of the Wick theorem is obtained in a similar way [60, Thm

3.3]. In practice, it is much easier to use than the general formula suggests. The right-

hand side of (4.18) is not yet written in the standard form of the OPE of the two fields

a(z) = :a1(z)a2(z): and b(z) = :b1(z)b2(z):. In order to obtain the standard form, one

must replace all of the ai(z) with fields in terms of w using the following formula:
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Proposition 4.1.5 (Taylor’s formula (see, e.g., [60])). Let a(z) be a formal distribution.

Then in the domain |z| > |w| the following equality in formal distributions in z and w

holds:

a(z + w) =
1X

j=0

@(j)
z

a(z)wj. (4.19)

By replacing z by w and w by z � w, we obtain a second form of Taylor’s formula

that is useful in calculating OPEs. In the domain |z � w| < |w| we have the following

equality of formal distributions in w and z � w:

a(z) =
1X

j=0

@(j)
w

a(w)(z � w)j. (4.20)

This second form of Taylor’s formula allows us to rewrite the coe�cients of the singular

part of the (4.18) strictly in terms of w as required by the OPE (cf. (4.12)).

4.2 A�ne and free field vertex algebras

Recall from Section 2.4 that the a�ne Lie algebra ĝ is defined using a finite-dimensional

Lie algebra g with a nondegenerate supersymmetric invariant bilinear form (·|·) on g. In

the case when g is simple and the (·|·) has been scaled in a particular way, the generalized

Verma module eV  (see (2.15)) has the structure of a vertex algebra [44], which is called

the universal a�ne vertex algebra at level , and denoted V (g). The vacuum vector is

taken to be the highest weight vector 1 2 eV . It is standard practice to identify a 2 g

with a(�1)1 2 V (g). Then the fields

Y (a, z) =
X

n2Z

a(n)z
�n�1, a 2 g

are local and generate V (g).

Recall from Section 2.4 that the Virasoro algebra has basis {L
n

, C}
n2Z and bracket

[L
m

, L
n

] = (m� n)L
m+n

+
1

12
(m3 �m)�

m,�n

C, [C,L
m

] = 0
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for all m,n 2 Z. We arrange the generators L
n

into the following formal distribution:

L(z) =
X

n2Z

L
n

z�n�2.

Then L(z) satisfies the OPE

L(z)L(w) ⇠
1
2C

(z � w)4
+

2L(w)

(z � w)2
+

@
w

L(w)

z � w
. (4.21)

In particular, L(z) is local with itself. Any vertex algebra V containing a field L(z)

satisfying the OPE (4.21) such that C acts on V as C = c Id for some c 2 C is called a

Virasoro field with central charge c.

Definition 4.2.1. Let V be a vertex algebra and ! 2 V an even vector. If the corre-

sponding field Y (!, z) is a Virasoro field with central charge c, then ! is a conformal

vector. A vertex algebra with a conformal vector ! whose corresponding field Y (!, z) has

central charge c is called a conformal vertex algebra of rank c.

As we mentioned in Section 2.4, in the case when g is abelian or simple the Virasoro

algebra can be constructed as a subalgebra of V (g). Choose a basis {v
i

} of homogeneous

vectors for g. Let {vi} be the dual basis for g, which is the unique homogeneous basis such

that (v
i

|vj) = �
i,j

for 1  i, j  d. We define the vector ! 2 V (g) using the Sugawara

construction:

! =
1

2(+ h_)

dX

i=1

vi(�1)vi,  6= �h_, d = dim g, (4.22)

where h_ is a certain number associated to g called the dual Coxeter number. In the case

when g is abelian, we have h_ = 0. Let

Y (!, z) =
X

n2Z

!(n)z
�n�1 =

X

m2Z

L
m

z�m�2.

Using the Wick formula and Taylor’s theorem together with the fact that

L(z) = Y (!, z) =
1

2(+ h_)

dX

i=1

:vi(z)v
i

(z):,
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one computes the OPE

L(z)L(w) ⇠
1
2c

(z � w)4
+

2L(w)

(z � w)2
+

@
w

L(w)

z � w
,

where c =  sdim g/(+ h_), and sdim g = dim g0̄ � dim g1̄. Equivalently, the modes L
n

satisfy the commutation relations of the Virasoro algebra (2.23). Thus ! is a conformal

vector with central charge

c =
 sdim g

+ h_ .

For a thorough treatment of universal a�ne vertex algebras see, e.g., [60, Ch. 4]. Now

we will consider the vertex algebras corresponding to the Weyl and Cli↵ord a�nizations

we introduced in Section 2.4.

4.2.1 Free Superbosons

In this section, we review the definition of free superbosons following [60]. Let h = h0̄�h1̄

be an abelian Lie superalgebra with dim h = d < 1. Let (·|·) be a nondegenerate even

supersymmetric bilinear form on h. Let ĥ = h[t, t�1] � CK be the Weyl a�nization

(cf. Section 2.4.1) with brackets (2.16). We will use the notation a(m) = atm. The free

superbosons

a(z) =
X

m2Z

a(m)z
�m�1, a 2 h,

have OPEs given by

a(z)b(w) ⇠ (a|b)K
(z � w)2

.

The (generalized) Verma module

eV 1 = Indĥ

h[t]�CK C

is constructed by letting h[t] act trivially on C and K act as 1. Then eV 1 has the structure

of a vertex algebra called the free superboson algebra and denoted B1(h). The commutator

(2.16) is equivalent to the following n-th products:

a(0)b = 0, a(1)b = (a|b)1, a(j)b = 0 (j � 2) (4.23)

44



for a, b 2 h, where 1 is the vacuum vector in B1(h).

Recall from Section 2.4.1 that there exist bases v1, . . . vk and w1, . . . , w2` for ĥ0̄ and

ĥ1̄ respectively such that (2.19) and (2.20) hold. Then let

vi = v
k�i+1, wj = w2`�i+1, w`+j = �w

`�i+1, (4.24)

for 1  i  k, 1  j  `. The basis {vi, wj} is dual to the basis {v
i

, w
j

}. Thus via the

Sugawara construction (4.22) we obtain a conformal vector

! =
1

2

dX

i=1

vi(�1)vi +
1

2

2`X

j=1

wj

(�1)wj

. (4.25)

In the even case (h = h0̄), the free superbosons are known as the Heisenberg ver-

tex algebra or simply free bosons. In the odd case (h = h1̄), they are called symplectic

fermions.

4.2.2 Free Superfermions

Let us review the definition of free superfermions given in [60]. Let a = a0̄ � a1̄ be an

abelian Lie superalgebra with dim a = d < 1. Let (·|·) be a nondegenerate even skew-

supersymmetric bilinear form on a. Let C
a

= a[t, t�1] � CK be the Cli↵ord a�nization

(cf. Section 2.4.2) with brackets (2.22). The free superfermions

a(z) =
X

m2Z

a(m)z
�m�1, a(m) = atm,

have OPEs given by

a(z)b(w) ⇠ (a|b)K
z � w

.

The (generalized) Verma module

eV 1 = IndCa
a[t]�CK C

is constructed by letting a[t] act trivially on C and K act as 1. Then eV 1 has the structure

of a vertex algebra called the free superfermion algebra and denoted F 1(a). The brackets
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(2.22) are equivalent to the following n-th products in F 1(a):

a(0)b = (a|b)1, a(j)b = 0 (j � 1), (4.26)

where 1 is the vacuum vector.

There exist bases w1, . . . , w2` for a0̄ and v1, . . . , vk for a1̄ such that (2.19) and (2.20)

hold. Then (4.24) is again a dual basis, and we obtain a conformal vector

! =
1

2

2`X

i=1

wi

(�2)wi

+
1

2

kX

j=1

vi(�2)vi (4.27)

In the even case (a = a0̄), the free superfermions are also known as symplectic bosons

or as the bosonic ghost system (��-system). In the odd case (a = a1̄), they are called

free fermions.

4.3 Lattice Vertex Algebras

Lattice vertex algebras were originally introduced by Borcherds. He used them to give a

rigorous algebraic description of the vertex operators appearing in physics and represen-

tation theory (see Chapter 1). We begin our review of lattice vertex algebras by recalling

the definition of a module of a vertex algebra.

Definition 4.3.1. Let V be a vertex algebra with vacuum vector 1. A V -module is a

vector (super)space M together with an even state-field correspondence map: Y M : v !
FieM such that Y M(1, z) = Id on M , and the Borcherds identity (4.1) holds for all

a, b 2 V and c 2 M .

Remark 4.3.2. Equivalently, instead of requiring that the Borcherds identity holds, one

may require that Y M(V ) is a local collection and the nth product identity (4.13) holds

for fields Y M(a, z) and Y M(b, z), where a, b 2 V .

Throughout the rest of this text, we will suppress the dependence on M in the fields

corresponding to a V -module except when doing so would cause confusion.

The following example motivates the definition of lattice vertex algebras. Let h =

span{a}, and let V = B1(h) be the corresponding free boson vertex algebra. We construct

irreducible highest weight modules of V similarly to the construction of V itself. We
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note that (4.23) implies that a(0) is central in ĥ and therefore acts diagonally on any

representation of ĥ.

We consider the representation of ĥ+ � ĥ

0 on C where ĥ

+C = 0, K = I and a(0) acts

with weight �. Then we induce this representation to a highest-weight representation of

ĥ:
eV 1,� = Indĥ

ĥ

+�ĥ

0(C).

Note that eV 1,0 = eV 1 as ĥ-modules. Thus it is natural to ask whether eV 1,� can be included

in some larger vertex algebra structure. If such a structure exists, it must contain the

highest weight vector in eV 1,�, which we denote by e�. The weight � : h ! C can be

identified with an element of h using the bilinear form (·|·). We will denote this element

as � 2 h. Then we have

a(0)e
� = (a|�)e�.

In the attempt to construct a vertex algebra including the highest weight vector e�,

we must assume that |�|2 = (�|�) 2 Z and include all the highest weight modules of ĥ

with highest weight vectors em�, m 2 Z. Then the weights form an integral lattice

Q = spanZ{�}

satisfying h = C ⌦Z Q. In order to complete the construction, one must find the fields

corresponding to the highest weight vectors: Y (em�, z), m 2 Z. Such fields are known as

vertex operators, and their derivation can be found in, e.g, [60]. We define them explicitly

in the general case below.

Armed with the intuition a↵orded by this example of a single free boson, we proceed

to the formal definition of a lattice vertex algebra. We start with a lattice Q of rank d,

i.e., a free abelian group on d generators:

Q = spanZ{�1, . . . ,�d

}.

We give Q the structure of an integral lattice, meaning we take Q together with a bilinear

form (·|·) : Q⇥Q ! Z.
We let " : Q⇥Q ! {±1} be a bimultiplicative function which satisfies

"(�,�) = (�1)|�|
2(|�|2+1)/2, � 2 Q. (4.28)
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A unique such function exists up to equivalence and satisfies

"(�, µ)"(µ,�) = (�1)(�|µ)+|�|2|µ|2 , �, µ 2 Q. (4.29)

Then the twisted group algebra C
"

[Q] has basis {e�}
�2Q, with multiplication given by

e�eµ = "(�, µ)e�+µ, �, µ 2 Q. (4.30)

Using bilinearity, we extend (·|·) to h = C ⌦Z Q. Let ĥ = h[t, t�1] � CK be the

corresponding Heisenberg (free boson) current algebra with brackets (2.16), and let S =
eV 1 be its Fock space representation as in Section 4.2. Then we extend this representation

to the space V
Q

= S ⌦ C
"

[Q] via

(atm)(s⌦ e�) = (atm + �
m,0(a|�))s⌦ e�, (m � 0). (4.31)

In particular, we have

a(0)(s⌦ e�) = (a|�)s⌦ e�, a 2 h, � 2 Q. (4.32)

The twisted group algebra C
"

[Q] can also be represented on V
Q

by the following

action:

e�(s⌦ eµ) = "(�, µ)s⌦ e�+µ. (4.33)

Following the notation of [10], we write e� (resp. atm) for 1 ⌦ e� (resp. htm ⌦ 1). Then

equations (4.31) and (4.33) together with the relation

e�(atm) = (atm � �
m,0(�|a))e�

define a representation of the associative algebra A
Q

= U(ĥ)⌦ C
"

[Q] in V
Q

. The fields

Y (a, z) =
X

m2Z

a(m)z
�m�1, a 2 h, (4.34)

on V
Q

are called currents.

The lattice vectors � 2 Q act semisimply with integral eigenvalues on V
Q

via the
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action of the zero modes given by (4.32). This allows us to define operators z� by

z�(s⌦ eµ) = z(�|µ)(s⌦ eµ). (4.35)

Let Z± = ±N. The fields

Y (e�, z) = e�: exp

Z
Y (�, z):

= e�z� exp
⇣X

n2Z�

�(n)
z�n

�n

⌘⇣X

n2Z+

�(n)
z�n

�n

⌘ (4.36)

are called vertex operators. Then the currents (4.34) and the vertex operators (4.36)

generate a vertex algebra structure on V
Q

, called a lattice vertex algebra, where the

vacuum vector is given by 1⌦ e0, the infinitesimal translation operator acts as

Te� = �(�1)e
�, (4.37)

and the parity in V
Q

is given by p(a ⌦ e�) = (�|�). Reminiscent of (4.30), in the vertex

algebra the following formula holds:

e�(�1�(�|µ))e
µ = "(�, µ)e�+µ. (4.38)

The locality of the vertex operators Y (e�, z) and Y (eµ, z) is established by showing that

(z1 � z2)
�(�|µ)Y (e�, z1)Y (eµ, z2) = (�1)|�|

2|µ|2(z1 � z2)
�(�|µ)Y (eµ, z2)Y (e�, z1). (4.39)

The currents (4.34) generate the Heisenberg algebra B1(h). Let d = dim h and

{v1, . . . , vd} be a basis of h. Also let {v1, . . . , vd} its dual basis with respect to (·|·).
Then we can construct a conformal vector (cf. (4.25))

! =
1

2

dX

i=1

vi(�1)vi (4.40)

for B1(h). In fact (4.40) is a conformal vector for the lattice vertex algebra V
Q

(see,
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e.g., [60]) The corresponding Virasoro field

L(z) = Y (!, z) =
X

m2Z

L
m

z�m�2 (4.41)

has central charge d.

It will be important to a later discussion that we know the explicit action of L0 on

the vectors e�. From (4.40) and the fact that

Y (a(�1)b, z) = :Y (a, z)Y (b, z):

we have

L0 =
1

2

dX

i=1

1X

m=1

vi(�m)vi(m) +
1

2

dX

i=1

1X

m=0

v
i(�m)v

i

(m).

We recall that any vector h 2 h can be written as

h =
dX

i=1

(vi|h)v
i

.

Then from (4.31) we have

L0e
� =

1

2

dX

i=1

v
i(0)v

i

(0)e
� =

1

2

dX

i=1

(vi|�)v
i(0)e

� =
1

2
�(0)e

� =
1

2
|�|2e�. (4.42)

4.4 Twisted Logarithmic Modules

Vertex operators often appear in applications in a “twisted” form. For example, the mon-

ster vertex algebra was constructed using twisted vertex operators [42,43]. Twisted vertex

operators are formalized by twisted modules of vertex algebras, which are constructed

using an automorphism of the vertex algebra. We recall that an automorphism of a vertex

algebra V is a vector space isomorphism � : V ! V on the space of states which respects

all nth products:

(�a)(n)(�b) = �(a(n)b), a, b 2 V, n 2 Z.

Until Huang’s article [51] entitled Generalized twisted modules associated to general au-

tomorphisms of a vertex operator algebra published in 2010, �-twisted modules were only
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defined for automorphisms � of finite order. However, there are instances of vertex oper-

ators which cannot be described by a �-twisted module for an automorphism � of finite

order. Such is the case with logarithmic conformal field theory (LCFT) [20], which has

applications to percolation [81] and the quantum Hall e↵ect [93] (see Section 7.4).

Huang was hindered in the full development of the theory because of the lack of a us-

able definition for the nth products of twisted vertex operators. In 2015, also motivated

by LCFT along with certain vertex operators arising in Gromov-Witten theory [11],

Bakalov introduced a more general notion of a twisted logarithmic module (TLM) of a

vertex algebra and defined the nth product of twisted vertex operators, allowing him to

further develop the theory [6].

In this section, we review the definition of twisted logarithmic modules of vertex

algebras following [6]. We also review several properties of such modules. The main dis-

tinguishing feature of twisted logarithmic modules is the presence of a second formal

variable in the fields. This new formal variable ⇣ essentially plays the role of log z. How-

ever, sometimes it is convenient to specialize ⇣ to values independently of z. So the

formalism is developed as follows.

Let z and ⇣ be two independent formal variables. If we think of ⇣ as log z, then the

derivatives with respect to z and ⇣ become

D
z

= @
z

+ z�1@
⇣

, D
⇣

= z@
z

+ @
⇣

. (4.43)

For a vector space W over C, a logarithmic (quantum) field on W is a formal series

a(z) = a(z, ⇣) =
X

↵2A

X

m2↵
a
m

(⇣)z�m,

where A is a finite subset of C/Z, a
m

(⇣) : W ! W [[⇣]] is a power series in ⇣ with

coe�cients in EndW , and for any w 2 W we have a
m

(⇣)w = 0 for Rem � 0. If all

coe�cients of each power series a
m

(⇣) are even (resp. odd) elements of EndW , then a(z)

is said to be an even (resp. odd) logarithmic field. The space of all logarithmic fields on

W is denoted LFie(W ).
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We use the notation

a(z)+ =
X

↵2A

X

m2↵
Rem0

a
m

(⇣)z�m,

a(z)� =
X

↵2A

X

m2↵
Rem>0

a
m

(⇣)z�m.

Let a(z), b(z) 2 LFie(W ) be homogeneous fields with parities p(a) and p(b) respectively.

The normally ordered product of a(z) with b(z) is given by

:a(z1)b(z2): = a(z1)+b(z2) + (�1)p(a)p(b)b(z2)a(z1)�. (4.44)

The normally ordered product is then extended linearly to include all a(z) 2 LFie(W ).

One can check that the normally ordered product is well-defined for z1 = z2 and that

:a(z)b(z): is again a logarithmic field of parity p(a) + p(b).

Definition 4.4.1. Two logarithmic fields a(z) and b(z) are local if there exists an integer

N � 0 such that

(z1 � z2)
Na(z1)b(z2) = (�1)p(a)p(b)(z1 � z2)

Nb(z2)a(z1). (4.45)

The key to the full development of the theory of twisted logarithmic modules of vertex

algebras is the following nth product formula of local logarithmic fields:

(a(z)(n)b(z))w = D(N�1�n)
z1

⇣
(z1 � z2)

Na(z1)b(z2)w
⌘����

z1=z2=z

⇣1=⇣2=⇣

, (4.46)

for w 2 W and n  N � 1 an integer. For n � N , we set the nth product equal to 0.

Definition 4.4.2 ([6]). Given a vertex algebra V and an even automorphism ' of V , a

'-twisted V -module is a vector superspace W equipped with an even linear map Y : V !
LFie(W ) such that Y (1, z) = Id is the identity on W , and Y (V ) is a local collection of

logarithmic fields satisfying:

1. '-equivariance:

Y ('a, z) = e2⇡iD⇣Y (a, z) (4.47)
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2. n-th product identity:

Y (a(n)b, z) = Y (a, z)(n)Y (b, z) (4.48)

for all a, b 2 V and n 2 Z.

We note that Y (a, z) depends on ⇣ as well as z, though we do not indicate this in the

notation. From (4.48) and (4.2) we obtain (cf. [51])

Y (Ta, z) = D
z

Y (a, z), a 2 V. (4.49)

Let V̄ ✓ V be the subspace of V on which ' is locally-finite i.e., the subspace of

vectors v 2 V such that span{'iv : i � 0} is finite-dimensional. Then we can write

'̄ = '
��
V̄

= �e�2⇡iN , (4.50)

where � 2 Aut(V̄ ), N 2 Der(V̄ ), � and N commute, � is semisimple, and N is locally

nilpotent on V̄ .

We denote the eigenspaces of � by

V
↵

= {a 2 V̄ | �a = e�2⇡i↵a}, ↵ 2 C/Z.

Then '-equivariance implies that

X(a, z) = Y (e⇣Na, z) = Y (a, z)
��
⇣=0

(4.51)

is independent of ⇣, and the exponents of z in X(a, z) belong to �↵ for a 2 V
↵

. For

m 2 ↵, the (m+N )-th mode of a 2 V
↵

is defined as

a(m+N ) = Res
z

zmX(a, z), (4.52)

where, as usual, Res
z

denotes the coe�cient of z�1. Then

Y (a, z) = X(e�⇣Na, z) =
X

m2↵
(z�m�N�1a)(m+N ), (4.53)

where we use the notation z�N = e�⇣N . We note that Y (a, z) is a polynomial of ⇣ for
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a 2 V̄ , since N is nilpotent on a.

One of the main results of [6] is the Borcherds identity for twisted logarithmic modules.

In terms of fields, this identity is written using the shifted delta-function

�
↵+N (z1, z2) =

X

m2↵
z�m�1�N
1 zm+N

2

as follows:

Proposition 4.4.3 (Borcherds Identity [6]). Let ' be an even automorphism of a ver-

tex algebra V . Let � and N be defined by (4.50). Then in any '-twisted V -module the

following identity holds:

i
z1,z2(z1 � z2)

n Y (a, z1)Y (b, z2)w � (�1)p(a)p(b)i
z2,z1(z1 � z2)

n Y (b, z2)Y (a, z1)w

=
1X

j=0

Y
⇣�

D(j)
z2
�
↵+N (z1, z2)a

�
(n+j)

b, z2

⌘
w

for a 2 V
↵

✓ V̄ , b 2 V, w 2 W and n 2 Z.

The fact that b is allowed to be an arbitrary element of V will be especially important

in Chapter 6 when we study twisted logarithmic modules of lattice vertex algebras. From

the Borcherds identity we have the following commutator formulas for modes:

⇥
a(m+N ), b(k+N )

⇤
=

1X

j=0

⇣�✓m+N
j

◆
a
�
(j)
b
⌘

(m+k�j+N )
(4.54)

for a 2 V
↵

, b 2 V
�

, and m,n 2 Z. We also have

⇥
a(m+N ), Y (b, z)

⇤
=

1X

j=0

Y
⇣�✓m+N

j

◆
zm�j+Na

�
(j)
b, z

⌘
(4.55)

for a 2 V
↵

, b 2 V , and m,n 2 Z.
The (�1)-st product in a twisted logarithmic module is related to the normally ordered

product (4.44) by the formula

:Y (a, z)Y (b, z): =
N�1X

j=�1

z�j�1Y
⇣�✓↵0 +N

j + 1

◆
a
�
(j)
b, z

⌘
(4.56)
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for a 2 V
↵

and b 2 V .
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Chapter 5

Twisted Logarithmic Modules of

Free Fields

In this chapter, we investigate the twisted logarithmic modules of free field vertex al-

gebras, extending the results on free bosons obtained in [6] to the cases of symplectic

fermions, free fermions, and the bosonic ghost system (see Table 5.1). We have previously

published the results included in this chapter in [13]. We begin by answering a question

from linear algebra regarding canonical forms of an automorphism preserving a bilinear

form. Then we consider the case of twisted logarithmic modules of free superbosons, in-

cluding the odd case of symplectic fermions SF and the even case of free bosons which

was previously done in [6]. We also consider the free superfermions, specifically the odd

case of free fermions and the even case of the bosonic ghost system. In each of these cases,

we realize the twisted logarithmic modules explicitly as highest-weight representations of

certain Fock spaces, and we explicitly write the action of the Virasoro algebra on each.

We show in each case that when N 6= 0 the action of L0 is not semisimple (cf. [4,20,72]).

5.1 Automorphisms Preserving a Bilinear Form

We recall from Chapter 4 that a superboson (resp. superfermion) vertex algebra is con-

structed using a finite-dimensional vector superspace h (resp. a) together with a non-

degenerate even supersymmetric (resp. skew-supersymmetric) bilinear form (·|·) on the

superspace. Thus in order to classify the twisted logarithmic modules of the superboson

and superfermion vertex algebras, we must first obtain canonical forms for (·|·) and the
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automorphisms ' preserving it.

A supersymmetric bilinear form is symmetric on h0̄ and skew-symmetric on h1̄. Simi-

larly, a skew-supersymmetric bilinear form is skew-symmetric on h0̄ and symmetric (resp.

symmetric) on h1̄. Thus it is enough to find canonical forms for an automorphism ' of

a vector space V which preserves a nondegenerate bilinear form that is either symmetric

or skew-symmetric.

Let V be a finite-dimensional vector space and (·|·) : V ⇥ V ! C be a nondegenerate

bilinear form. Let ' be an invertible linear operator on V which preserves the bilinear

form, i.e., which satisfies

('a|'b) = (a|b). (5.1)

Via the multiplicative Jordan-Chevalley decomposition, we may uniquely write ' =

�e�2⇡iN such that � is a semisimple invertible operator, N is nilpotent, and �N = N�.

Then the '-invariance (5.1) is equivalent to

(�a|�b) = (a|b), (Na|b) + (a|N b) = 0, (5.2)

for all a, b 2 V .

5.1.1 The symmetric case

The case when (·|·) is symmetric was investigated previously in [6, Section 6]. The clas-

sification of all � and N satisfying (5.2) can be deduced from the well-known descrip-

tion of the canonical Jordan forms of orthogonal and skew-symmetric matrices over C
(see [45, 50]). We include it here for completeness.

In the following examples, V is a vector space with a basis {v1, . . . , vd} such that

(v
i

|v
j

) = �
i+j,d+1 for all i, j, and � = e�2⇡i↵0 for some ↵0 2 C such that �1 < Re↵0  0.

Example 5.1.1 (d = 2`).

�v
i

=

8
<

:
�v

i

, 1  i  `,

��1v
i

, `+ 1  i  2`,
N v

i

=

8
>>><

>>>:

v
i+1, 1  i  `� 1,

�v
i+1, `+ 1  i  2`� 1,

0, i = `, 2`.
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Let us write ��1 = e�2⇡i�0 where �1 < Re �0  0. Let

C+ = {� 2 C : Re � > 0} [ {� 2 C : Re � = 0, Im � > 0}, (5.3)

and let C� = �C+. The symmetry

v
i

7! (�1)iv
`+i

, v
`+i

7! (�1)i+`+1v
i

, (1  i  `) (5.4)

allows us to switch � with ��1 and assume that ↵0 2 C�[{0}. For example, if Re↵0 = 0,

then we may switch the roles of ↵0 and �0 if necessary to ensure that Im↵0  0 as

illustrated in Figure 5.1.

�0

↵0

0 Re

Im

�1
2�1

Figure 5.1: The case when Re↵0 = 0.

If �1 < Re↵0 < 0, then again employing the symmetry (5.4), we may assume �1/2 
Re↵0 < 0 as shown in Figure 5.2. Finally, if Re↵0 = �1/2, then (5.4) allows us to assume

Im↵0 � 0 as shown in Figure 5.3. In summary, we may always assume ↵0 is located in

the gray region of Figures 5.1 through 5.3, where only the solid portions of the boundary

are included.
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↵0

�0

0�1
2�1 Re

Im

Figure 5.2: The case when �1/2 < Re↵0 < 0 and �0 = �↵0 � 1.

↵0

�0

0�1
2�1 Re

Im

Figure 5.3: The case when Re↵0 = �1/2.
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Example 5.1.2 (d = 2`� 1 and � = ±1).

�v
i

= �v
i

, 1  i  2`� 1, N v
i

=

8
<

:
(�1)i+1v

i+1, 1  i  2`� 2,

0, i = 2`� 1.

Since � = ±1, it follows that ↵0 = 0 or �1/2.

Remark 5.1.3. After rescaling the basis vectors in Example 5.1.2, the operator N can be

written alternatively in the form

N v
i

=

8
>>><

>>>:

v
i+1, 1  i  `� 1,

�v
i+1, `  i  2`� 2,

0, i = 2`� 1,

which more clearly shows the strong relationship between the symmetric and skew-

symmetric cases (cf. Example 5.1.6 below).

Proposition 5.1.4 ([6]). Let V be a finite-dimensional vector space, equipped with a

nondegenerate symmetric bilinear form (·|·) and with commuting linear operators �, N
satisfying (5.2), such that � is invertible and semisimple, and N is nilpotent. Then V

is an orthogonal direct sum of subspaces that are as in Examples 5.1.1 and 5.1.2.

5.1.2 The skew-symmetric case

In the case when (·|·) is a nondegenerate skew-symmetric bilinear form, we were unable

to locate in the literature an analogous classification of symplectic matrices. Below we

present two explicit examples of linear operators � and N satisfying (5.2). Pick a basis

{v1, . . . , v2`} for V such that

(v
i

|v
j

) = �
i+j,2`+1 = �(v

j

|v
i

), 1  i  j  2`, (5.5)

and let � = e�2⇡i↵0 as before.
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Example 5.1.5 (` is odd, or ` is even and � 6= ±1).

�v
i

=

8
<

:
�v

i

, 1  i  `,

��1v
i

, `+ 1  i  2`,
N v

i

=

8
>>><

>>>:

v
i+1, 1  i  `� 1,

�v
i+1, `+ 1  i  2`� 1,

0, i = `, 2`.

As in Example 5.1.1, the symmetry v
i

7! (�1)iv
`+i

, v
`+i

7! (�1)iv
i

(1  i  `) allows us

to assume that ↵0 2 C� [ {0}, �1
2  Re↵0  0, and Im↵0 � 0 when Re↵0 = �1

2 (see

Figures 5.1 through 5.3).

We have omitted the case when ` is even and � = ±1 in Example 5.1.5, because it

can be rewritten as an orthogonal direct sum of two copies of the following example.

Example 5.1.6 (� = ±1).

�v
i

= �v
i

, 1  i  2`, N v
i

=

8
>>><

>>>:

v
i+1, 1  i  `,

�v
i+1, `+ 1  i  2`� 1,

0, i = 2`.

Since � = ±1, we have ↵0 = 0 or �1/2.

Theorem 5.1.7. Consider a finite-dimensional vector space V with a nondegenerate

skew-symmetric bilinear form (·|·). Let � and N be commuting linear operators satis-

fying (5.2), such that � is invertible and semisimple and N is nilpotent. Then V is an

orthogonal direct sum of subspaces as in Examples 5.1.5 and 5.1.6.

Proof. Denote by V
�

the eigenspaces of �. Since the form (·|·) is nondegenerate and �-

invariant, it gives isomorphisms V
�

⇠= (V
�

�1)⇤, while V
�

? V
µ

for � 6= µ�1. Hence, we can

assume that V = V
�

� V
�

�1 (� 6= ±1) or V = V±1.

In the first case, pick a basis {w1, . . . , wd

} for V
�

in which N is in lower Jordan form.

Then V
�

�1 has a basis {w
d+1, . . . , w2d} such that (w

i

|w
j

) = �
i+j,2d+1 for all i < j, and V

becomes an orthogonal direct sum of subspaces as in Example 5.1.5.

Now assume V = V±1. By a similar argument as above, we can assume that V has

the form V 0 + V 00 where V 0 has a basis {w1, . . . , wd

}, and V 00 has a basis {w
d+1, . . . , w2d}

such that

N : w1 7! w2 7! · · · 7! w
d

7! 0, (5.6)
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and (w
i

|w
d+j

) = �
i+j,d+1 for all 1  i, j  d. However, V 0 and V 00 may not be distinct,

and we must consider two cases.

First we suppose V 0 and V 00 are distinct, and hence V = V 0 � V 00. When d is odd, '

acts on V 0 � V 00 as in Example 5.1.5. When d is even, we make the following change of

basis:

u0
i

=

8
<

:

1p
2
(w

i

+ (�1)i+1w
d+i

), 1  i  d

2 ,

1p
2
((�1)i+1w

i

+ w
d+i

), d

2 + 1  i  d,

u00
i

=

8
<

:

1p
2
(w

i

+ (�1)iw
d+i

), 1  i  d

2 ,

1p
2
((�1)iw

i

+ w
d+i

), d

2 + 1  i  d.

Then U 0 = span{u0
1, . . . , u

0
d

} and U 00 = span{u00
1, . . . , u

00
d

} are as in Example 5.1.6, and

V = U 0 � U 00 is an orthogonal direct sum.

Finally, consider the case when V = V 0 = V 00. Then d = 2` is even, and V has a basis

{w1, . . . , wd

} such that (5.6) holds. Note that (5.2) and (5.6) imply that (w
i

|w
j

) = 0

whenever i + j > 2` + 1. With the appropriate rescaling we may assume (w1|w2`) = 1.

Then

(w
i

|w2`�i+1) = (�1)i+1, 1  i  2`. (5.7)

A Gram–Schmidt process allows us to construct a new basis w0
1, . . . , w

0
2` such that (5.6)

and (5.7) still hold and (w0
i

|w0
j

) = 0 when i+ j < 2`+ 1. Thus (w0
i

|w0
j

) = (�1)i+1�
i+j,2`+1

for all i, j. Rescaling the basis vectors, we see that V is as in Example 5.1.6.

Note that Proposition 5.1.4 can be proved similarly to Theorem 5.1.7.

5.2 Twisted Logarithmic Modules of B1(h)

Let ' be an even automorphism of h such that (·|·) is '-invariant. As in Section 5.1, we

write ' = �e�2⇡iN and denote the eigenspaces of � by

h

↵

= {a 2 h | �a = e�2⇡i↵a}, ↵ 2 C/Z.

Definition 5.2.1 (cf. [6]). The '-twisted a�nization ĥ

'

is the Lie superalgebra spanned
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by an even central element K and elements a(m+N ) = atm (a 2 h

↵

, m 2 ↵) with parity

p(a(m+N )) = p(a), and the Lie superbracket

[a(m+N ), b(n+N )] = �
m,�n

((m+N )a|b)K (5.8)

for a 2 h

↵

, b 2 h

�

, m 2 ↵, n 2 �.

An ĥ

'

-module W is called restricted if for every a 2 h

↵

, m 2 ↵, v 2 W , there is an

integer L such that (atm+i)v = 0 for all i 2 Z, i � L. We note that every highest weight

ĥ

'

-module is restricted (see [59]). The automorphism ' naturally induces automorphisms

of ĥ and B1(h), which we denote again by '.

Theorem 5.2.2 (See [6], Theorem 6.3). Every '-twisted B1(h)-module W has the struc-

ture of a restricted ĥ

'

-module with (atm)v = a(m+N )v for a 2 h

↵

, m 2 ↵, v 2 W .

Conversely, every restricted ĥ

'

-module uniquely extends to a '-twisted B1(h)-module.

As before, we split C as a disjoint union of subsets C+, C� = �C+ and {0} (see

(5.3)). Then the '-twisted a�nization ĥ

'

has a triangular decomposition

ĥ

'

= ĥ

�
'

� ĥ

0
'

� ĥ

+
'

, (5.9)

where

ĥ

±
'

= span{atm | a 2 h

↵

, ↵ 2 C/Z, m 2 ↵ \ C±}

and

ĥ

0
'

= span{at0 | a 2 h0}� CK.

Starting from an ĥ

0
'

-module R with K = I, the (generalized) Verma module is defined

by

M
'

(R) = Indĥ

'

ĥ

+
'

�ĥ

0
'

R,

where ĥ

+
'

acts trivially on R. These are '-twisted B1(h)-modules.

5.2.1 Virasoro Fields

Choose dual bases {v
i

} and {vi} of h of homogeneous elements, i.e., satisfying

(v
i

|vj) = �
i,j

, p(v
i

) = p(vi), 1  i, j  d. (5.10)
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Let ! be the conformal vector (4.25), and let S : h ! h be the linear operator given by

Sa = ↵0a for a 2 h

↵

, where, as before, ↵0 2 ↵ is such that �1 < Re↵0  0. The following

result is the super analogue of [6, Lemma 6.4] in the special case when g = h is abelian.

We use the normally ordered product (4.44).

Proposition 5.2.3. In every '-twisted B1(h) module, we have

2Y (!, z) =
dX

i=1

:X(vi, z)X(v
i

, z):� z�2 str

✓
S
2

◆
I. (5.11)

Proof. Equation (4.56) together with the nth products (4.23) give the equation:

Y (a(�1)b, z) = :Y (a, z)Y (b, z):� z�2
⇣✓S +N

2

◆
a
���b
⌘
I (5.12)

for a, b 2 h. Note that (N vi|v
i

) = 0. Using this fact together with (5.12) and (4.25), we

obtain

2Y (!, z) =
dX

i=1

:Y (vi, z)Y (v
i

, z):� z�2
dX

i=1

⇣✓S
2

◆
vi
���v

i

⌘
I. (5.13)

We also observe that '! = !, which implies Y (!, z) is independent of ⇣. Thus we obtain

the desired result by setting ⇣ = 0 in (5.13) and noting that

dX

i=1

⇣✓S
2

◆
vi
���v

i

⌘
=

dX

i=1

(�1)p(v
i)
⇣
v
i

���
✓
S
2

◆
vi
⌘
= str

✓
S
2

◆
I.

Throughout the next several sections, we will study the four types of free field algebras

arising via the Weyl or Cli↵ord a�nization (cf. Section 2.4) of an even or odd abelian

Lie superalgebra. These four types of free fields are listed in Table 5.1.

5.3 Symplectic fermions

Historically, the symplectic fermions provided the first example of a logarithmic conformal

field theory, due to Kausch [72, 73]. An orbifold of the symplectic fermion algebra SF
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Table 5.1: Even and odd free field algebras arising via the Cli↵ord a�nization C
a

or the
Weyl a�nization ĥ.

Vertex Algebra g dim (·|·) A�nization

Free Bosons h = h0̄ n symmetric ĥ

Symplectic Fermions h = h1̄ 2` skew-symmetric ĥ

Free Fermions a = a1̄ n symmetric C
a

Bosonic Ghost System a = a0̄ 2` skew-symmetric C
a

.

under an automorphism of order 2 has the important properties of being C2-cofinite but

not rational [1]. More recently, the subalgebras of SF known as the triplet and singlet

algebras have generated considerable interest (see [5,74]). Other orbifolds of SF give rise

to interesting W-algebras [18].

In this section, we will continue to use the notation from Section 5.2. We will assume

that h is odd, i.e., h = h1̄. In this case, B1(h) is called the symplectic fermion algebra and

denoted SF (see [1,72,73]). Then the bilinear form (·|·) on h is skew-symmetric. For h and

' as in Examples 5.1.5 and 5.1.6, we will describe explicitly the '-twisted a�nization

ĥ

'

and its irreducible highest-weight modules M
'

(R), together with the action of the

Virasoro algebra on them.

5.3.1 Action of the Virasoro algebra

Choose a basis {v
i

} for h satisfying (5.5), where ' acts either as in Example 5.1.5 or

5.1.6. Let vi = v2`�i+1 and v`+i = �v
`�i+1 (1  i  `). The basis {vi} is dual to {v

i

}
with respect to (·|·), so that (v

i

|vj) = �
i,j

(cf. (5.10)). Then

! =
1

2

2`X

i=1

vi(�1)vi =
`X

i=1

vi(�1)vi 2 B1(h)

is a conformal vector with central charge c = sdim h = �2`. Since '! = !, the modes of

Y (!, z) give a (untwisted) representation of the Virasoro Lie algebra on every '-twisted

B1(h)-module (cf. [6, Lemma 6.8]).

The triangular decomposition (5.9) induces the following normal ordering on the
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modes of ĥ
'

:

�
�(at

m)(btn)�� =

8
<

:
(atm)(btn), m 2 C�,

(�1)p(a)p(b)(btn)(atm), m 2 C+ [ {0}.
(5.14)

On the other hand, the normally ordered product :Y (a, z)Y (b, z): of two logarithmic fields

is defined by placing the part of Y (a, z) corresponding to powers z� with Re � < 0 to the

right of Y (b, z) (see (4.44)). This also induces a normal ordering on the modes:

:(atm)(btn): =

8
<

:
(atm)(btn), Rem < �1,

(�1)p(a)p(b)(btn)(atm), Rem � �1.
(5.15)

Note that the two normal orderings (5.14) and (5.15) of the modes di↵er when �1 <

Rem  0 and Imm < 0 (see Figure 6.1.7).

�1 0

Re

Im

Figure 5.4: Choices of m 2 C for which :(atm)(btn): and �
�(at

m)(btn)�� di↵er.

The normal ordering (5.14) consistently moves all annihilation operators to the right

of creation operators and hence is more convenient than (5.15) in explicitly calculating

the action of Virasoro on M
'

(R). We should note, however, that (5.14) moves all zero
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modes to the right, even those that act as creation operators on M
'

(R). We correct this

on a case-by-case basis depending on the choice of representation of the zero modes.

Proposition 5.3.1. Assume h and ' are as in Example 5.1.5 or 5.1.6. Then in every

'-twisted module of SF = B1(h), we have

L
k

=
`X

i=1

X

m2↵0+Z

�
�(v

it�m)(v
i

tk+m)�� + �
k,0

`

2
↵0(↵0 + 1)I. (5.16)

Proof. Assume v1, . . . , v` 2 h

↵

and v
`+1, . . . , v2` 2 h

�

, where � = �↵. Using (4.56), (4.23),

the skew-symmetry of (·|·), and the fact that (N vi|v
i

) = 0 for 1  i  `, we obtain

Y (!, z) =
`X

i=1

:X(vi, z)X(v
i

, z): + z�2`

✓
�0

2

◆
I. (5.17)

If Re↵0 = 0, then �0 = �↵0 2 C+ [ {0}. So the normal ordering in (5.17) coincides with

(5.14), and
�
�0

2

�
= 1

2↵0(↵0 + 1). Thus L
k

is given by (5.16).

Now assume Re↵0 < 0. Then �0 = �↵0 � 1 2 C�, and the ordering of the modes in

(5.17) di↵ers from (5.14) when k = 0 for

�(v
i

t��0)(vit�0) = �
�(v

it�0)(v
i

t��0)�� + �0I.

Finally, we note that �0 +
�
�0

2

�
= 1

2↵0(↵0 + 1). Thus after reordering to match (5.14), L
k

is given by (5.16).

Note that the normal orderings in (5.16) can be omitted for k 6= 0. In the following

subsections, we will compute explicitly the actions of ĥ
'

and L0 on M
'

(R) when h is odd

as in Examples 5.1.5, 5.1.6.

5.3.2 The case of Example 5.1.5

Recall that for any '-twisted SF -module, the logarithmic fields are given by (4.53).

Assume that N acts on h as in Example 5.1.5. Since this action is the same as in Example
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5.1.1, the logarithmic fields Y (v
j

, z) are the same as in [6, Section 6.4]:

Y (v
j

, z) =
`X

i=j

X

m2↵0+Z

(�1)i�j

(i� j)!
⇣ i�j(v

i

tm)z�m�1,

Y (v
`+j

, z) =
`X

i=j

X

m2�↵0+Z

1

(i� j)!
⇣ i�j(v

`+i

tm)z�m�1,

(5.18)

for 1  j  `.

The Lie superalgebra ĥ

'

is spanned by an even central element K and odd elements

v
i

tm+↵0 , v
`+i

tm�↵0 (1  i  `, m 2 Z), where ↵0 2 C� [ {0} and �1 < Re↵0  0. By

(5.8), the only nonzero brackets in ĥ

'

are given by:

[v
i

tm+↵0 , v
j

tn�↵0 ] = (m+ ↵0)�m,�n

�
i+j,2`+1K + �

m,�n

�
i+j,2`K, (5.19)

for 1  i  `, ` + 1  j  2`, m,n 2 Z. Notice that the elements of ĥ�
'

act as creation

operators on M
'

(R). Throughout the rest of the section, we will represent them as anti-

commuting variables as follows:

v
i

t�m+↵0 = ⇠
i,m

, v
j

t�n�↵0 = ⇠
j,n

, (5.20)

for 1  i  `, `+ 1  j  2`, and m � 0, n � 1.

The precise triangular decomposition (5.9) depends on whether ↵0 2 C� or ↵0 = 0.

Suppose first that ↵0 2 C�. Then ĥ

0
'

= CK and R = C. Equations (5.19) and (5.20)

imply that

M
'

(R) ⇠=
^

(⇠
i,m

, ⇠
`+i,m+1)1i`,m=0,1,2,.... (5.21)

Using the commutation relations (5.19) and the fact that ĥ+
'

R = 0, we obtain the action

of ĥ+
'

on M
'

(R):

v
i

tm+↵0 = (m+ ↵0)@⇠2`�i+1,m
+ (1� �

i,`

)@
⇠2`�i,m

,

v
`+i

tn�↵0 = �(n� ↵0)@⇠
`�i+1,n

+ (1� �
i,`

)@
⇠

`�i,n

,
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where 1  i  `, m � 1, n � 0. By Proposition 5.3.1, the action of L0 is

L0 =
`X

i=1

1X

m=0

⇠
i,m

⇣
(m� ↵0)@⇠

i,m

� (1� �
i,1)@⇠

i�1,m

⌘

+
`X

i=1

1X

m=1

⇠
`+i,m

⇣
(m+ ↵0)@⇠

`+i,m

+ (1� �
i,1)@⇠

`+i�1,m

⌘

+
`

2
↵0(↵0 + 1)I.

(5.22)

Now we consider the case when ↵0 = 0. Then ĥ

0
'

= span{v
i

t0}1i2` � CK. We let

R =
^

(⇠
i,0, ⇠2`,0)1i`

,

where the action of ĥ0
'

on R is given by

v
i

t0 = ⇠
i,0, 1  i  ` or i = 2`,

v
j

t0 = @
⇠2`�j,0

, `+ 1  j  2`� 1.
(5.23)

Therefore, by (5.20),

M
'

(R) ⇠=
^

(⇠
i,m

, ⇠2`,m, ⇠j,m+1)1i`, `+1j2`�1,m=0,1,2,..., (5.24)

where the action of ĥ+
'

is given by

v
i

tm = m@
⇠2`�i+1,m

+ (1� �
i,`

)@
⇠2`�i,m

,

v
`+i

tm = �m@
⇠

`�i+i,m

+ (1� �
i,`

)@
⇠

`�i,m

,

for 1  i  ` and m � 1. The action of L0 is

L0 =
`X

i=1

1X

m=0

⇠
i,m

⇣
m@

⇠

i,m

� (1� �
i,1)@⇠

i�1,m

⌘

+
`X

i=1

1X

m=1

⇠
`+i,m

⇣
m@

⇠

`+i,m

+ (1� �
i,1)@⇠

`+i�1,m

⌘
� ⇠1,0⇠2`,0.
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5.3.3 The case of Example 5.1.6

Let h be as in Example 5.1.6. Then, by (4.53), in any '-twisted SF -module,

Y (v
j

, z) =
`X

i=j

X

m2↵0+Z

(�1)i�j

(i� j)!
⇣ i�j(v

i

tm)z�m�1

+ (�1)j�`+1
2`X

i=`+1

X

m2↵0+Z

1

(i� j)!
⇣ i�j(v

i

tm)z�m�1,

Y (v
`+j

, z) =
`X

i=j

X

m2↵0+Z

1

(i� j)!
⇣ i�j(v

`+i

tm)z�m�1,

(5.25)

for 1  j  ` and ↵0 = 0 or �1/2.

The Lie superalgebra ĥ

'

is spanned by an even central element K and odd elements

v
i

tm (1  i  2`,m 2 ↵0 + Z). The brackets in ĥ

'

are:

[v
i

tm, v
j

tn] = m�
m,�n

�
i+j,2`+1K + �

m,�n

(1� 2�
i,`

)�
i+j,2`K,

[v
`+i

tm, v
j

tn] = �m�
m,�n

�
i+j,`+1K + �

m,�n

�
i+j,`

K,

for 1  i  `, 1  j  2`, m,n 2 ↵0 + Z. Again, we will let the creation operators from

ĥ

�
'

act by (5.20). To determine explicitly ĥ

0
'

, we need to consider separately the cases

↵0 = 0 or �1/2.

First, we assume ↵0 = 0. Then ĥ

0
'

= span{v
i

t0}1i2` � CK. We let

R =
^

(⇠
i,0, ⇠2`,0)1i`

⇣
where ⇠2

`,0 = �1

2

⌘
,

with the action of ĥ0
'

given by (5.23). Thus

M
'

(R) ⇠=
^

(⇠
i,m

, ⇠2`,m, ⇠j,m+1)1i`,`+1j2`�1,m=0,1,2,..., (5.26)

where ⇠2
`,0 = �1/2. The action of ĥ+

'

on M
'

(R) is given by

v
i

tm = m@
⇠2`�i+1,m

+ (1� 2�
i,`

)@
⇠2`�i,m

,

v
`+i

tm = �m@
⇠

`�i+1,m
+ (1� �

i,`

)@
⇠

`�i,m

,
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for 1  i  `, m � 1. The action of L0 is

L0 =
`X

i=1

1X

m=0

⇠
i,m

⇣
m@

⇠

i,m

� (1� �
i,1)@⇠

i�1,m

⌘

+
`X

i=1

1X

m=1

⇠
`+i,m

⇣
m@

⇠

`+i,m

+ (1� 2�
i,1)@⇠

`+i�1,m

⌘
� ⇠1,0⇠2`,0.

Second, we consider the case when ↵0 = �1/2. Then ĥ

0
'

= CK and the Verma module

M
'

(R) is given by (5.21). The action of ĥ+
'

on M
'

(R) is

v
i

tm�1/2 =
⇣
m� 1

2

⌘
@
⇠2`�i+1,m

+ (1� 2�
i,`

)@
⇠2`�i,m

,

v
`+i

tn+1/2 = �
⇣
n+

1

2

⌘
@
⇠

`�i+1,n
+ (1� �

i,`

)@
⇠

`�i,n

,

for 1  i  `, m � 1, n � 0. The action of L0 is

L0 =
`X

i=1

1X

m=0

⇠
i,m

⇣⇣
m+

1

2

⌘
@
⇠

i,m

� (1� �
i,1)@⇠

i�1,m

⌘

+
`X

i=1

1X

m=1

⇠
`+i,m

⇣⇣
m� 1

2

⌘
@
⇠

`+i,m

+ (1� 2�
i,1)@⇠

`+i�1,m

⌘
� `

8
I.

5.4 Free Bosons

In the case when h is even (h = h0̄), the free superbosons are known simply as free bosons

and B1(h) is called the Heisenberg vertex algebra. Its twisted logarithmic modules were

described in [6, Section 6]. We include the results here for completeness.

Proposition 5.4.1. Assume h is even and ' is as in Example 5.1.1, we have

L
k

=
`X

i=1

X

m2↵0+Z

�
�(v

it�m)(v
i

tk+m)�� � �
k,0

`

2
↵0(↵0 + 1)I (5.27)
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in any '-twisted B1(h)-module. In the case of Example 5.1.2, we have

L
k

=
1

2

dX

i=1

X

m2↵0+Z

�
�(v

it�m)(v
i

tk+m)�� � �
k,0

d

4
↵0(↵0 + 1)I. (5.28)

The proof is similar to that of Proposition 5.3.1 and is omitted. These results agree

with [6, Section 6]. Again the normal orderings in (5.27), (5.28) can be omitted for k 6= 0.

In the following subsections, we will list the actions of ĥ
'

and L0 on M
'

(R) when h is

even as in Examples 5.1.1, 5.1.2. These calculations were originally computed in [6].

5.4.1 The case of Example 5.1.1

Let h and ' be as in Example 5.1.1. By (4.53), since the action of N is the same as it was

in Example 5.1.5, the logarithmic fields Y (v
j

, z) are again given by (5.18). The Lie algebra

ĥ

'

is spanned by a central element K and elements v
i

tm+↵0 , v
`+i

tm�↵0 (1  i  `,m 2 Z).
By (5.8), the nonzero brackets in ĥ

'

are:

[v
i

tm, v
j

tk] = m�
m+k,0�i+j,2`+1K + �

m+k,0(1� �
i,`

)�
i+j,2`K , (5.29)

[v
`+i

tm, v
j

tk] = m�
m+k,0�i+j,`+1K � �

m+k,0(1� �
i,`

)�
i+j,`

K (5.30)

for 1  i  `, 1  j  2`. We note that the elements of ĥ
'

act as commuting creation

operators on M
'

(R). Throughout this section, we will represent them as follows:

v
i

t↵0�m = x
i,m

, v
`+i

t�↵0�n = x
`+i,n

, (5.31)

where 1  i  `, and m � 0, n � 1.

As in the case of the symplectic fermions, the precise triangular decomposition (5.9)

of ĥ
'

depends on whether ↵0 2 C� or ↵0 = 0. Suppose first that ↵0 2 C�. Then we have

ĥ

0
'

= CK. We let ĥ

+
'

act as zero on R = C and K act as the identity operator. Then

(5.29) and (5.31) imply that

M
'

(R) ⇠= C[x
i,0, xj,n

]1i`, 1j2`, n=1,2,3,... . (5.32)
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The action of ĥ+
'

on M
'

(R) is given by

v
i

t↵0+n+1 = (↵0 + n+ 1)@
x2`+1�i,n+1

+ (1� �
i,`

)@
x2`�i,n+1

,

v
`+i

t�↵0+n = (�↵0 + n)@
x

`+1�i,n

� (1� �
i,`

)@
x

`�i,n

,

where 1  i  `, n � 0. The action of L0 is

L0 =
`X

i=1

1X

n=0

x
i,n

�
(�↵0 + n)@

x

i,n

� (1� �
i,1)@x

i�1,n

�

+
`X

i=1

1X

n=1

x
`+i,n

�
(↵0 + n)@

x

`+i,n

+ (1� �
i,1)@x

`+i�1,n

�

� `

2
(↵2

0 + ↵0)I .

(5.33)

Now we consider the case when ↵0 = 0. Then ĥ

0
'

= ht0 � CK. We let

R
a1,a2 = C[x

i,0]1i`�1 (a1, a2 2 C) ,

where the action of ĥ0
'

on R is given by

v
i

t0 = x
i,0, v

`+i

t0 = �@
x

`�i,0
, v

`

t0 = a1I, v2`t
0 = a2I.

Therefore, by (5.31),

M
'

(R
a1,a2) ⇠= C[x

i,0, xj,n

]1i`�1, 1j2`, n=1,2,3,... , (5.34)

where the action of ĥ+
'

is given by

v
i

tn = n@
x2`+1�i,n

+ (1� �
i,`

)@
x2`�i,n

,

v
`+i

tn = n@
x

`+1�i,n

� (1� �
i,`

)@
x

`�i,n

,
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for 1  i  ` and n � 1. The action of L0 is

L0 =
`X

i=1

1X

n=1

x
i,n

�
n@

x

i,n

� (1� �
i,1)@x

i�1,n

�

+
`X

i=1

1X

n=1

x
`+i,n

�
n@

x

`+i,n

+ (1� �
i,1)@x

`+i�1,n

�

�
`�1X

i=2

x
i,0@x

i�1,0 + a2x1,0 � a1@x
`�1,0

.

5.4.2 The case of Example 5.1.2

Let h be as in Example 5.1.2. Then by (4.53), the logarithmic fields are given by (cf. [6,

Section 6.5]):

Y (v
j

, z) =
2`�1X

i=j

X

m2↵0+Z

(�1)(i�j)(i+j�1)/2 ⇣(i�j)(v
i

tm)z�m�1 ,

for 1  j  2`� 1.

The Lie algebra ĥ

'

is spanned by a central element K and elements v
i

t↵0+n (1  i 
2`� 1, n 2 Z), where ↵0 = 0 or �1/2. By (5.8), the nonzero brackets in ĥ

'

are given by:

[v
i

tm, v
j

tk] = m�
m+k,0�i+j,2`K + (�1)i+1�

m+k,0�i+j,2`�1K

for 1  j  2` � 1, m, k 2 Z. Notice that the elements of ĥ�
'

act as creation operators

v
i

t↵0�m = x
i,m

for 1  i  2`� 1, m � 0.

First, we assume ↵0 = �1/2. Then ĥ

0
'

= CK and R = C, where K acts as the

identity. Thus

M
'

(R) ⇠= C[x
j,n

]1j2`�1, n=0,1,2,... . (5.35)

The action of ĥ+
'

is given by

v
i

t
1
2+n =

⇣1
2
+ n

⌘
@
x2`�i,n

+ (�1)i+1(1� �
i,2`�1)@x2`�1�i,n

,
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where 1  i  2`� 1 and n � 0. The action of L0 is

L0 =
2`�1X

i=1

1X

n=0

x
i,n

⇣⇣1
2
+ n

⌘
@
x

i,n

+ (�1)i+1(1� �
i,1)@x

i�1,n

⌘
+

1

16
(2`� 1)I .

Now we assume ↵0 = 0. Then ĥ

0
'

= ht0 � CK. We let

R
a

= C[x
i,0]1i`�1 (a 2 C) ,

where the action of ĥ0
'

is

v
i

t0 = x
i,0 , v

`�1+i

t0 = (�1)`�i@
x

`�i,0
, v2`�1t

0 = aI ,

for 1  i  `� 1. Thus

M
'

(R
a

) ⇠= C[x
i,0, xj,n

]1i`�1, 1j2`�1, n=1,2,3,... . (5.36)

The action of ĥ+
'

is given by

v
i

tn = n@
x2`�i,n

+ (�1)i+1(1� �
i,2`�1)@x2`�1�i,n

.

where 1  i  2`� 1 and n � 1. The action of L0 is

L0 =
2`�1X

i=1

1X

n=1

x
i,n

�
n@

x

i,n

+ (�1)i+1(1� �
i,1)@x

i�1,n

�

+
`�1X

i=2

(�1)i+1x
i,0@x

i�1,0 +
1

2
@2
x

`�1,0
+ ax1,0 .

5.5 Twisted logarithmic modules of F 1(a)

In this section, we study the twisted logarithmic modules of free superfermions (cf. [60]),

which include in particular the free fermions and the symplectic bosons (also known

as the bosonic ghost system or ��-system). The ��-system provides another interesting

model of logarithmic conformal field theory [87].

Let a be as in Section 4.2, and let ' : a ! a be an automorphism such that (·|·) is
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'-invariant, as before we write ' = �e�2⇡iN , and denote the eigenspaces of � by

a

↵

= {a 2 a | �a = e�2⇡i↵a}, ↵ 2 C/Z.

Definition 5.5.1. The '-twisted Cli↵ord a�nization (C
a

)
'

is the Lie superalgebra

spanned by elements atm (a 2 a

↵

,m 2 ↵) with p(atm) = p(a) and an even central

element K. The Lie superbracket in (C
a

)
'

is given by

[atm, btn] = �
m,�n�1(a|b)K, [K, atm] = 0, (5.37)

for a 2 a

↵

, b 2 a

�

, m 2 ↵, b 2 �.

Remark 5.5.2. Since the brackets (5.37) do not depend on N , we have (C
a

)
'

= (C
a

)
�

. In

particular, (C
a

)
'

= C
a

if ' = e�2⇡iN .

As in the case of superbosons, ' naturally induces automorphisms of C
a

and F 1(a).

As before, a (C
a

)
'

-module W will be called restricted if for every a 2 a

↵

, m 2 ↵, v 2 W ,

there is an integer L such that (atm+i)v = 0 for all i 2 Z, i � L.

Theorem 5.5.3. Every '-twisted F 1(a)-module W has the structure of a restricted

(C
a

)
'

-module with (atm)v = a(m+N )v for a 2 a

↵

, m 2 ↵, v 2 W . Conversely, every

restricted (C
a

)
'

-module uniquely extends to a '-twisted F 1(a)-module.

The proof of the theorem is identical to that of [6, Theorem 6.3] and is omitted. It

follows from (C
a

)
'

= (C
a

)
�

that every '-twisted F 1(a)-module W has the structure of a

�-twisted F 1(a)-module, and vice versa. More precisely, if Y : F 1(a) ! LFie(W ) is the

state-field correspondence as a '-twisted module, then the state-field correspondence as

a �-twisted module is given by the map X from (4.51) for a 2 a. Conversely, given X,

we can determine Y from (4.53) for a 2 a. However, the relationship is more complicated

for elements a 2 F 1(a) that are not in the generating set a. In particular, we will see

below that the action of the Virasoro algebra is di↵erent, so that L0 is not semisimple in

a '-twisted module while it is semisimple in a �-twisted module.

We will split C as a disjoint union of subsets C+
� 1

2

, C�
� 1

2

and {�1
2} where

C+
� 1

2

= �1

2
+ C+, C�

� 1
2

= �1

2
� C+, (5.38)
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and C+ is given by (5.3). The '-twisted Cli↵ord a�nization (C
a

)
'

has a triangular

decomposition

(C
a

)
'

= (C
a

)�
'

� (C
a

)0
'

� (C
a

)+
'

, (5.39)

where

(C
a

)±
'

= span
�
atm

�� a 2 a

↵

, ↵ 2 C/Z, m 2 ↵ \ C±
� 1

2

 

and

(C
a

)0
'

= span
�
at�

1
2

�� a 2 a� 1
2

 
� CK.

Starting from a (C
a

)0
'

-module R with K = I, the (generalized) Verma module is defined

by

M
'

(R) = Ind(Ca)'
(Ca)

+
'

�(Ca)0
'

R,

where (C
a

)+
'

acts trivially on R. These are '-twisted F 1(a)-modules, and in the following

sections we will realize them explicitly as Fock spaces and will determine the action of

the Virasoro algebra on them.

5.5.1 Action of the Virasoro algebra

Pick dual bases {v
i

} and {vi} of a satisfying (5.10). Then

! =
1

2

dX

i=1

vi(�2)vi 2 F 1(a), d = dim a, (5.40)

is a conformal vector with central charge c = �1
2 sdim a.

Let S : a ! a be the linear operator given by Sa = ↵0a for a 2 a

↵

, where, as before,

↵0 2 ↵ is such that �1 < Re↵0  0. In the next result, we use the normally ordered

product (4.44).

Proposition 5.5.4. In every '-twisted F 1(a)-module, we have

2Y (!, z) =
dX

i=1

:
�
@
z

X(vi, z)
�
X(v

i

, z):� z�1
dX

i=1

:X(N vi, z)X(v
i

, z):

� z�2 str

✓
S
2

◆
I.

Proof. Recall that in any vertex algebra, (Ta)(j)b = �ja(j�1)b, where T is the translation
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operator (see e.g. [60]). By replacing a with Ta in [6, Lemma 5.8] and using [6, (4.3)], we

obtain

:
�
D

z

Y (a, z)
�
Y (b, z): = �

N�1X

j=�1

jz�j�1Y
⇣�✓S +N

j + 1

◆
a
�
(j�1)

b, z
⌘

for su�ciently large N (depending on a, b). Due to (4.26), when a, b 2 a, the right-hand

side reduces to

Y (a(�2)b, z)� z�2
⇣✓S +N

2

◆
a
���b
⌘
I.

Now using (4.43) and (4.53), we observe that

D
z

Y (a, z)
��
⇣=0

= @
z

X(a, z)� z�1X(Na, z). (5.41)

Finally, we note that

dX

i=1

�✓S
2

◆
vi
��v

i

�
= �

dX

i=1

(�1)p(v
i)
�
v
i

��
✓
S
2

◆
vi
�
= � str

✓
S
2

◆
.

Then the rest of the proof is similar to that of Proposition 5.2.3.

5.5.2 Other Virasoro fields

Now let us assume that a can be written as the direct sum of two isotropic subspaces

a

� = span{v
i

} and a

+ = span{vi} (1  i  `), i.e., subspaces satisfying (a±|a±) = 0.

Additionally, we will assume that as before, (v
i

|vj) = �
i,j

and d = dim a = 2`. Following

[60, Section 3.6], we let

!� = (1� �)!+ + �!� (� 2 C), (5.42)

where

!+ =
`X

i=1

vi(�2)vi, !� = �
`X

i=1

(�1)p(vi)v
i(�2)v

i.

Then !� is a conformal vector in F 1(a) with central charge

c
�

= (6�2 � 6�+ 1) sdim a.
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In particular, !1/2 coincides with (5.40). We denote the corresponding family of Virasoro

fields as

L�(z) = Y (!�, z) = (1� �)L+(z) + �L�(z).

Their action can be derived from the proof of Proposition 5.5.4 as follows.

Corollary 5.5.5. If '(!+) = !+, then in every '-twisted F 1(a)-module

L+(z) =
`X

i=1

:
�
@
z

X(vi, z)
�
X(v

i

, z):� z�1
`X

i=1

:X(N vi, z)X(v
i

, z):

� z�2 str

✓
S+

2

◆
I,

where S+ is the restriction of S to a

+.

If the automorphism ' is as in Example 5.1.6, then a short calculation gives N (!�) =

(2� � 1)v
`+1(�2)v`+1. This implies that only the modes of Y (!1/2, z) = L1/2(z) yield an

untwisted representation of the Virasoro algebra on a '-twisted F 1(a)-module. If ' is as

in Examples 5.1.1 or 5.1.5, then N (!�) = 0 and L�(z) yields an untwisted representation

of the Virasoro algebra for any � 2 C.

Remark 5.5.6. In the special case when a is even with dim a = 2 (i.e., when we have

a ��-system of rank 1), the above Virasoro fields resemble but are di↵erent from those

of [3, (3.15)].

5.6 Free fermions

In this section, we will compute explicitly the actions of (C
a

)
'

and L0 on M
'

(R) when

a is odd as in Examples 5.1.1, 5.1.2. Let {v
i

} be a basis for a such that (v
i

|v
j

) = �
i+j,d+1

(1  i, j  d), and ' acts as in Example 5.1.1 or 5.1.2. We obtain a dual basis satisfying

(5.10) by letting vi = v
d�i+1. Thus a conformal vector ! is given by (5.40).

5.6.1 The case of Example 5.1.1

Assume that dim a = 2`, and � and N act as in Example 5.1.1. The logarithmic fields

Y (v
j

, z) are given by (5.18). The Lie superalgebra (C
a

)
'

is spanned by an even central
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elementK and odd elements v
i

tm+↵0 , v
`+i

tm�↵0 (1  i  `, m 2 Z). The nonzero brackets
in (C

a

)
'

are given by:

[v
i

tm+↵0 , v
j

tn�↵0 ] = �
m,�n�1�i+j,2`+1K, (5.43)

for 1  i  `, `+ 1  j  2`, m,n 2 Z. The elements of (C
a

)�
'

act as creation operators

on M
'

(R). Throughout the rest of this section, we will represent them as anti-commuting

variables as follows:

v
i

t�m+↵0 = ⇠
i,m

, v
j

t�n�↵0�1 = ⇠
j,n

, (5.44)

for v
i

2 a

↵

, v
j

2 a�↵

, and m � 1, n � 0. The precise triangular decomposition (5.39)

depends on whether ↵0 = �1/2 or ↵0 2 C+
� 1

2

(cf. (5.38)).

Suppose first that ↵0 2 C+
� 1

2

. Then (C
a

)0
'

= CK and R = C. Thus

M
'

(R) ⇠=
^

(⇠
i,m+1, ⇠`+i,m

)1i`,m=0,1,2,.... (5.45)

The action of (C
a

)+
'

on M
'

(R) is given explicitly by

v
i

tm+↵0 = @
⇠2`�i+1,m

, v
`+i

tn�↵0�1 = @
⇠

`�i+1,n
,

where 1  i  `, m � 0, n � 1. By Proposition 5.5.4, the action of L0 is

L0 =
`X

i=1

1X

m=1

⇠
i,m

✓⇣
m� ↵0 �

1

2

⌘
@
⇠

i,m

� (1� �
i,1)@⇠

i�1,m

◆

+
`X

i=1

1X

m=0

⇠
`+i,m

✓⇣
m+ ↵0 +

1

2

⌘
@
⇠

`+i,m

+ (1� �
i,1)@⇠

`+i�1,m

◆

+
`

2
↵2
0I.

(5.46)

80



Using Corollary 5.5.5, we find that the action of L+
0 is given by:

L+
0 =

`X

i=1

1X

m=1

⇠
i,m

✓
(m� ↵0 � 1)@

⇠

i,m

� (1� �
i,1)@⇠

i�1,m

◆

+
`X

i=1

1X

m=0

⇠
`+i,m

✓
(m+ ↵0 + 1)@

⇠

`+i,m

+ (1� �
i,1)@⇠

`+i�1,m

◆

+
`

2
↵0(↵0 + 1)I,

(5.47)

which coincides with (5.22) up to relabeling of the variables.

Now we consider the case when ↵0 = �1/2. Then

(C
a

)0
'

= span{v
i

t�1/2}1id

� CK, (5.48)

where d = 2`. We let

R =
^

(⇠
`+i,0)1i`

with

v
`+i

t�1/2 = ⇠
`+i,0, v

i

t�1/2 = @
⇠2`�i+1,0

(1  i  `).

Therefore, by (5.44), M
'

(R) is again given by (5.45). The action of (C
a

)+
'

is given by

v
i

tm�1/2 = @
⇠2`�i+1,m

, v
`+i

tn�1/2 = @
⇠

`�i+1,n
,

for 1  i  `, m � 0, n � 1. The actions of L0 and L+
0 are given by (5.46) and (5.47)

respectively, each with ↵0 = �1
2 .

5.6.2 The case of Example 5.1.2

Let a be as in Example 5.1.2. The logarithmic fields Y (v
j

, z) are the same as in [6, Section

6.5]:

Y (v
j

, z) =
2`�1X

i=j

X

m2↵0+Z

(�1)(i�j)(i+j�1)/2

(i� j)!
⇣ i�j(v

i

tm)z�m�1

for 1  j  2`� 1. The Lie superalgebra (C
a

)
'

is spanned by an even central element K

and odd elements v
i

tm+↵0 (1  i  2`� 1, m 2 Z) where ↵0 = �1
2 or 0. The brackets in
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(C
a

)
'

are given by

[v
i

tm+↵0 , v
j

tn�↵0 ] = �
m,�n�1�i+j,2`K,

for 1  i, j  2`� 1, m,n 2 Z. We let the creation operators from (C
a

)�
'

act by the first

equation of (5.44). The triangular decomposition (5.39) depends on whether ↵0 = �1
2 or

↵0 = 0. We first consider the case when ↵0 = 0. Then (C
a

)0
'

= CK and

M
'

(R) ⇠=
^

(⇠
i,m

)1i2`�1,m=1,2,3,...,

where the action of (C
a

)+
'

on M
'

(R) is

v
i

tm = @
⇠2`�i,m+1

, 1  i  2`� 1, m � 0.

The action of L0 is

L0 =
2`�1X

i=1

1X

m=1

⇠
i,m

✓⇣
m� 1

2

⌘
@
⇠

i,m

+ (�1)i+1(1� �
i,1)@⇠

i�1,m

◆
.

Now consider the case when ↵0 = �1/2. Then (C
a

)0
'

is given by (5.48) with d = 2`�1.

We let

R =
^

(⇠
j,0)`j2`�1

⇣
where ⇠2

`,0 =
1

2

⌘
,

with

v
j

t�1/2 = ⇠
j,0, v

i

t�1/2 = @
⇠2`�i,0

for 1  i  `� 1 and `  j  2`� 1. Therefore,

M
'

(R) ⇠=
^

(⇠
i,m+1, ⇠j,m)1i`�1, `j2`�1,m=0,1,2,...,

where the action of (C
a

)+
'

on M
'

(R) is given by

v
i

tm�1/2 = @
⇠2`�i,m

, 1  i  2`� 1, m � 1.
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The action of L0 is

L0 =
2`�1X

i=1

1X

m=1

⇠
i,m

⇣
m@

⇠

i,m

� (�1)i(1� �
i,1)@⇠

i�1,m

⌘

+
`�1X

i=1

(�1)i⇠
`+i,0@⇠

`+i�1,0
+

2`� 1

16
I.

5.7 Bosonic ghost system

Now we will compute explicitly the actions of (C
a

)
'

and L0 on M
'

(R) when a is even as

in Examples 5.1.5 and 5.1.6. Let {v
i

}1i2` be a basis for a such that (v
i

|v
j

) = �
i+j,2`+1

(1  i  j  2`), and ' acts as in Example 5.1.5 or 5.1.6. Then the basis defined by

vi = v2`�i+1, v`+i = �v
`�i+1 (1  i  `) is dual to {v

i

} with respect to (·|·), and a

conformal vector is given by (5.40).

5.7.1 The case of Example 5.1.5

Assume that � and N act as in Example 5.1.5. The logarithmic fields Y (v
j

, z) are given

by (5.18). The Lie algebra (C
a

)
'

is spanned by a central element K and elements v
i

tm+↵0 ,

v
`+i

tm�↵0 (1  i  `, m 2 Z). The nonzero brackets in (C
a

)
'

are given by

[v
i

tm+↵0 , v
j

tn�↵0 ] = �
m,�n�1�i+j,2`+1K, (5.49)

for 1  i  `, `+ 1  j  2`, m,n 2 Z. The elements of (C
a

)�
'

act as creation operators

on M
'

(R). Throughout the rest of this section, we will represent them as commuting

variables as follows

v
i

t�m+↵0 = x
i,m

, v
j

t�n�↵0�1 = x
j,n

, (5.50)

for 1  i  `, `+ 1  j  2` and m � 1, n � 0.

Again, the precise triangular decomposition (5.39) depends on whether ↵0 2 C+
� 1

2

or

↵0 = �1
2 .

Consider first the case when ↵0 2 C+
� 1

2

. Then (C
a

)0
'

= CK, R = C, and

M
'

(R) = C[x
i,m+1, x`+i,m

]1i`,m=0,1,2,.... (5.51)
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The action of (C
a

)+
'

on M
'

(R) is given explicitly by

v
i

tm+↵0 = @
x2`�i+1,m

, v
`+i

tn�↵0�1 = �@
x

`�i+1,n
, (5.52)

for 1  i  `, m � 0, n � 1. The action of L0 is

L0 =
`X

i=1

1X

m=1

x
i,m

✓⇣
m� ↵0 �

1

2

⌘
@
x

i,m

� (1� �
i,1)@x

i�1,m

◆

+
`X

i=1

1X

m=0

x
`+i,m

✓⇣
m+ ↵0 +

1

2

⌘
@
x

`+i,m

+ (1� �
i,1)@x

`+i�1,m

◆

� `

2
↵2
0I.

(5.53)

By Corollary 5.5.5, the action of L+
0 is given by:

L+
0 =

`X

i=1

1X

m=1

x
i,m

✓⇣
m� ↵0 � 1

⌘
@
x

i,m

� (1� �
i,1)@x

i�1,m

◆

+
`X

i=1

1X

m=0

x
`+i,m

✓⇣
m+ ↵0 + 1

⌘
@
x

`+i,m

+ (1� �
i,1)@x

`+i�1,m

◆

� `

2
↵0(↵0 + 1)I,

(5.54)

which agrees with (5.33) up to relabeling of the variables.

Now consider the case when ↵0 = �1
2 . Then (C

a

)0
'

is given by (5.48) with d = 2`. We

let

R = C[x
`+i,0]1i`

, (5.55)

with

v
`+i

t�1/2 = x
`+i,0, v

i

t�1/2 = @
x2`�i+1,0

(1  i  `).

Then M
'

(R) is given by (5.51), where the action of (C
a

)+
'

is given by

v
i

tm�1/2 = @
x2`�i+1,m

, v
`+i

tm+1/2 = �@
x

`�i+1,m+1
, (5.56)

for 1  i  ` and m � 1. The actions of L0 and L+
0 are given by (5.53) and (5.54)

respectively, each with ↵0 = �1
2 .

84



5.7.2 The case of Example 5.1.6

Let a be as in Example 5.1.6. The logarithmic fields are given by (5.25). The Lie algebra

(C
a

)
'

is spanned by a central element K and elements v
i

tm+↵0 (1  i  2`) where

↵0 = 0 or �1/2. The brackets in (C
a

)
'

are given by (5.49). We let the creation operators

from (C
a

)�
'

act on M
'

(R) by (5.50). As before, the triangular decomposition depends on

whether ↵0 = 0 or �1/2.

We first consider the case when ↵0 = 0. Then (C
a

)0
'

= CK, R = C, M
'

(R) is given

by (5.51), and the action of (C
a

)+
'

is given by (5.52) with ↵0 = 0. The action of L0 is

L0 =
`X

i=1

1X

m=1

x
i,m

✓⇣
m� 1

2

⌘
@
x

i,m

� (1� �
i,1)@x

i�1,m

◆

+
`X

i=1

1X

m=0

x
`+i,m

✓⇣
m+

1

2

⌘
@
x

`+i,m

+ (1� 2�
i,1)@x

`+i�1,m

◆
.

Now assume ↵0 = �1/2. Then (C
a

)0
'

, R, and M
'

(R) are the same as in the case when

↵0 = �1/2 in Section 5.7.1. The action of L0 is

L0 =
`X

i=1

1X

m=1

x
i,m

✓
m@

x

i,m

� (1� �
i,1)@x

i�1,m

◆

+
`X

i=1

1X

m=1

x
`+i,m

✓
m@

x

`+i,m

+ (1� 2�
i,1)@x

`+i�1,m

◆

+
`X

i=2

x
`+i,0@x

`+i�1,0
+

1

2
x2
`+1,0 �

`

8
I.
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Chapter 6

Twisted Logarithmic Modules of

Lattice Vertex Algebras

Twisted modules for lattice vertex algebras formalize the relations between twisted vertex

operators [28]. In [10], such modules were classified under some natural assumptions in the

case when the automorphism has finite order. In the current chapter, we use the theory of

twisted logarithmic modules as presented in [6] to develop a framework for studying the

case of a general automorphism. In particular, we show that twisted logarithmic vertex

operators on certain '-twisted V
Q

-modules M can be written in terms of the action

of ĥ
'

on M together with the action of a group, and that the question of classifying

such '-twisted V
Q

-modules reduces to the classification of modules of this group. To

demonstrate the utility of our approach, we construct explicit examples from 3 and 4-

dimensional lattices.

6.1 The '-twisted Vertex Operators

Continuing the notation from Section 4.3, we letQ be an integral lattice with bilinear form

(·|·), h = C ⌦Z Q be its complexification, and S = eV 1 be the Fock space representation

of ĥ. We let " : Q⇥Q ! {±1} be a bimultiplicative function such that (4.28) holds and

V
Q

= S ⌦ C
"

[Q] the corresponding lattice vertex algebra. We let ' be an automorphism

of the lattice Q which preserves the bilinear form, i.e., such that (5.1) holds. We extend

' linearly, thereby obtaining an automorphism of h, which we denote again by '. As in
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Chapter 5, we write

' = �e�2⇡iN , (6.1)

where � is semisimple and N is nilpotent on h, and �N = N�.

The map Q⇥Q ! {±1} given by (�, µ) 7! "('�,'µ) is a 2-cocycle satisfying (4.28).

Since " is unique up to equivalence, there exists some ⌘ : Q ! {±1} satisfying

⌘(�)⌘(µ)"(�, µ) = ⌘(�+ µ)"('�,'µ), �, µ 2 Q. (6.2)

Proposition 6.1.1 (See [10], Proposition 4.1). The automorphism ' : Q ! Q can be

lifted to an automorphism of the lattice vertex algebra V
Q

so that

'(a(m)) = ('a)(m), '(e�) = ⌘(�)�1e'�, a 2 h, � 2 Q, m 2 Z. (6.3)

Remark 6.1.2. In general the action of ' on e� is not locally finite, and the decomposition

(6.1) is not valid for such vectors. However, (6.3) guarantees that ' is locally finite on

the Heisenberg subalgebra B1(h) ✓ V
Q

.

We have already considered the '-twisted modules of the Heisenberg subalgebra B1(h)

in Chapter 5. Now we aim to extend such modules to be '-twisted modules of V
Q

. In

particular, we need to find logarithmic fields Y (e�, z) on the module which taken together

with the fields corresponding to the Heisenberg subalgebra satisfy the axioms of a '-

twisted module (see Definition 4.4.2).

We begin by assuming that M is a '-twisted V
Q

-module. Then the logarithmic fields

Y (a, z), a 2 h generate a '-twisted B1(h)-module structure on M . In Chapter 5 we dealt

exclusively with modes a(m+N ) where a was an eigenvector for �. Here we do not have

that luxury, since there may be no generating set for Q consisting of eigenvectors for �.

Instead we let S
�

be the spectrum of �, i.e., its set of eigenvalues. Then we let

A = {↵ 2 C/Z : e�2⇡i↵ 2 S
�

}.

Given ↵ 2 A, we let ⇡
↵

: h ! h

↵

be the projection onto the corresponding eigenspace.

Then we can write any � 2 Q uniquely as a sum of eigenvectors for �:

� =
X

↵2A

⇡
↵

�.
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We adopt the convention that given ↵ 2 A, m 2 ↵, and any a 2 h,

a(m+N ) = (⇡
↵

a)(m+N ). (6.4)

We set a(m+N ) = 0 for m 2 ↵, where ↵ 2 (C/Z) \ A. We also use the notation ⇡0 = ⇡Z,

h0 = hZ, and a0 = ⇡0a.

We recall that h
↵

? h

�

for � 6= �↵. Thus for any ↵ 2 A, a, b 2 h, we have

(⇡
↵

a|b) = (⇡
↵

a|⇡�↵

b). (6.5)

Then from (4.23), (4.54), (6.4), and (6.5) we have

⇥
a(m+N ), b(n+N )

⇤
=
�
(m+N )⇡

↵

a
��b
�
�
m,�n

, m 2 ↵, n 2 C. (6.6)

Let � 2 Q and ↵ 2 A. Then (4.32) and (4.55) imply

⇥
a(m+N ), Y (e�, z)

⇤
=
�
zm+N⇡

↵

a
���
�
Y (e�, z), a 2 h, m 2 ↵. (6.7)

Using (4.53), we can write

Y (�, z) =
X

↵2A

X

m2↵

�
z�m�1�N�

�
(m+N )

=
X

m2C

�
z�m�1�N�

�
(m+N )

. (6.8)

For m 2 C \ {0}, the operator (m+N ) : h ! h is invertible on h with

(m+N )�1a =
1X

j=0

(�N )j

mj+1
a. (6.9)

We recall that the operator z�N acts on h as

z�Na = e�⇣Na =
1X

j=0

(�⇣)(j)N ja. (6.10)

The sums in both (6.9) and (6.10) are finite, since N is a nilpotent operator on h.
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We define linear operators P± = P±
⇣

: h ! h[⇣] by

P±a = ± 1

⇣N
�
z±N � 1

�
a.

These operators commute with � and hence preserve its eigenspaces h

↵

. We note that

(5.2) implies that

(P+a|b) = (a|P�b), a, b 2 h. (6.11)

It immediately follows that

(P+a|a) = (P�a|a). (6.12)

We also define the operator P = P
⇣

: h ! h[⇣] by

P =
P+ � P�

2
.

As an immediate consequence of (6.11), we have

(Pa|b) = �(a|Pb). (6.13)

We define the logarithmic field

�
�

(z) = �
X

m2C\{0}

�
(m+N )�1z�m�N�

�
(m+N )

+ (⇣P��)(0+N ).

Then D
z

�
�

(z) = Y (�, z).

Now we consider the exponentials

E
�

(z)± = exp
⇣
�

X

m2C⌥

�
(m+N )�1z�m�N�

�
(m+N )

⌘
,

and define

E
�

(z) = E
�

(z)+E�

(z)�.

Proposition 6.1.3. Let a 2 h and m 2 ↵. Then

⇥
a(m+N ), E�

(z)
⇤
=

8
<

:

�
zN⇡

↵

a|�
�
zmE

�

(z), m 6= 0,

0, m = 0.
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Proof. The case when m = 0 follows immediately from (6.6). If m 6= 0, we use (2.8),

(6.6), and the fact that N satisfies (5.2) to compute

⇥
a(m+N ), E�

(z)
⇤
= �

⇥
a(m+N ), (�m+N )�1(zm�N�)(�m+N )

⇤
E

�

(z)

= �
�
(m+N )⇡

↵

a|(�m+N )�1zm�N�
�
E

�

(z)

=
�
zm+N⇡

↵

a|�
�
E

�

(z).

At times we use the notation e⇣q, where q is a semisimple operator on M . This should

be understood to mean the operator zq. If instead q is nilpotent, the notation zq means

the operator e⇣q. With this notational convention in mind, we define the operators

✓
h

= ✓
h

(⇣) = e(⇣P
�
h)(0+N ) , h 2 h.

Then from (2.9) and the commutator

[(⇣P�h)(0+N ), (⇣P�h0)(0+N )] = 2(⇣Ph0|h0), h, h0 2 h,

we have

✓
h

✓
h

0 = e(⇣Ph0|h0)✓
h+h

0 = e2(⇣Ph0|h0)✓
h

0✓
h

. (6.14)

Then it follows from (6.13) and (6.14) that ✓
h

is invertible with ✓�1
h

= ✓�h

. We define the

operators

U
�

(z) = E
�

(z)�1
+ Y (e�, z)✓

�

E
�

(z)�1
� , � 2 Q. (6.15)

Proposition 6.1.4. Let a 2 h and � 2 Q. Then

⇥
a(m+N ), U�

(z)
⇤
= �

m,0

�
a0
���
�
U
�

(z).

Proof. First assume m 6= 0. Then from (6.6) we have

h
a(m+N ),

�
(n+N )�1z�n�N�

�
(n+N )

i

= �
m,�n

⇣
(m+N )⇡

↵

a
���(�m+N )�1zm�N�

⌘

= ��
m,�n

�
zN⇡

↵

a
���
�
zm.

(6.16)
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Then (2.8), (6.7), and (6.16) imply that
⇥
a(m+N ), U�

(z)
⇤
= 0. Now assume that m = 0.

Then

⇥
a(0+N ), U�

(z)
⇤
=
�
zNa0

���
�
U
�

(z) +


a(0+N ),

⇣ 1

N
�
z�N � 1

�
�
⌘

(0+N )

�
U
�

(z)

=
�
zNa0

���
�
U
�

(z) +
⇣
Na0

���
1

N
�
z�N � 1

�
�
⌘
U
�

(z)

=
�
zNa0

���
�
U
�

(z)�
�
(zN � 1)a0|�

�
U
�

(z)

= (a0|�)U�

(z).

From (6.15) we obtain

Y (e�, z) = E
�

(z)+U�

(z)E
�

(z)� ✓
�

.

Proposition 6.1.4 implies that [E
�

(z)+, U�

(z)] = 0. Thus

Y (e�, z) = U
�

(z)✓
�

E
�

(z). (6.17)

From (4.37) and (4.49) we have

D
z

Y (e�, z) = Y (�(�1)e
�, z). (6.18)

We will use this equality to produce a partial di↵erential equation in z and ⇣ satisfied by

U
�

(z). In order to do so, we need several lemmas.

Lemma 6.1.5. Let A be an associative algebra and D : A ! A a derivation. Assume

X 2 A satisfies [X,D(X)] = C, where C commutes with X. Then for any n 2 N we have

D(Xn) = nXn�1D(X)� n(n� 1)

2
CXn�2

= nD(X)Xn�1 +
n(n� 1)

2
CXn�2.

(6.19)
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Furthermore, in any representation R of A on which X can be exponentiated, we have

D(eX) = eX
⇣
D(X)� C

2

⌘

=
⇣
D(X) +

C

2

⌘
eX .

(6.20)

Proof. We prove (6.19) by induction on n. The claim is clearly true for n = 0 and n = 1.

Now assume it is true for n� 1. Then

D(Xn) = D(Xn�1)X +Xn�1D(X)

=
�
(n� 1)Xn�2D(X)� (n� 1)(n� 2)

2
CXn�3

�
X +Xn�1D(X)

= (n� 1)Xn�2(XD(X)� C)� (n� 1)(n� 2)

2
CXn�2 +Xn�1D(X)

= nXn�1D(X)� n(n� 1)

2
CXn�2.

Similarly by shifting D(X) to the left instead of right we obtain the second line of (6.19).

We prove (6.20) using (6.19):

D(eX) =
1X

n=0

D(Xn)

n!

=
1X

n=0

1

n!

⇣
nXn�1D(X)� n(n� 1)

2
CXn�2

⌘

=
X

n=1

Xn�1

(n� 1)!
D(x)� C

2

1X

n=2

Xn�2

(n� 2)!

= eX
⇣
D(X)� C

2

⌘
.

We obtain the second line of (6.20) similarly using the second line of (6.19).

Lemma 6.1.6. As in Chapter 5, we let S : h ! h be the operator Sa = ↵0a for a 2 h

↵

,

↵ 2 S
�

and extend linearly to h. Then for any � 2 Q we have

Y (�(�1)e
�, z) = :Y (�, z)Y (e�, z):� z�1

�
S�

���
�
Y (e�, z).
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Furthermore, we have

(S�|�) = �1

2
|�|2 � 1

2
|�0|2 +

X

↵2A+[Z

(⇡
↵

�|�),

where

A+ = {↵ 2 A : ↵0 2 C+}

= {↵ 2 A : Re↵0 = 0 and Im↵0 > 0},

A� = {↵ 2 A : ↵0 2 C�}

= {↵ 2 A : Re↵0 < 0 or Re↵0 = 0 and Im↵0 < 0}.

Proof. From (4.32) and (4.56) we obtain

:Y (�, z)Y (e�, z): =
X

↵2A

:Y (⇡
↵

�, z)Y (e�, z):

=
X

↵2A

Y
�
(⇡

↵

�)(�1)e
�, z

�
+
X

↵2A

z�1Y
⇣�

(↵0 +N )⇡
↵

�
�
(0)
e�, z

⌘

= Y (�(�1)e
�, z) + z�1

�
(S +N )�

���
�
Y (e�, z)

= Y (�(�1)e
�, z) + z�1

�
S�

���
�
Y (e�, z).

(6.21)

To obtain the last line of (6.21), we note that the symmetry of (·|·) and (5.2) imply

(Na|a) = 0, a 2 h.

From (6.4) and the symmetry of (·|·) we have

(⇡
↵

�|�) = (⇡�↵

�|�). (6.22)

We also recall that

(�↵)0 =

8
<

:
�↵0, Re↵0 = 0,

�↵0 � 1, Re↵0 < 0.
(6.23)
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Thus for ↵ 6= Z,�1
2 + Z, we have

(↵0⇡↵

�|�) + ((�↵)0⇡�↵

�|�) =

8
<

:
0 Re↵0 = 0,

�(⇡
↵

�|�) Re↵0 < 0.
(6.24)

In the case of ↵0 = �1/2, we have (�↵)0 = ↵0. Thus from (6.22) and (6.24) we obtain

(S�|�) =
X

↵2A

(↵0⇡↵

�|�)

= �1

2
(⇡1/2+Z�|�) +

X

↵2A\{1/2+Z}

1

2

�
(↵0⇡↵

�|�) + ((�↵)0⇡�↵

�|�)
�

= �1

2

X

↵2A
Re↵0<0

(⇡
↵

�|�)

= �1

2

X

↵2A

(⇡
↵

�|�)� 1

2
|�0|2 +

X

↵2A+[ {Z}

(⇡
↵

�|�)

= �1

2
|�|2 � 1

2
|�0|2 +

X

↵2A+[ {Z}

(⇡
↵

�|�).

Lemma 6.1.7. For any � 2 Q we have

:Y (�, z)Y (e�, z): = �
�Y (�, z)Y (e�, z)�� � z�1|�|2Y (e�, z) + z�1

X

↵2A+[ {Z}

(⇡
↵

�|�)Y (e�, z).

Proof.

:Y (�, z)Y (e�, z): =
X

m2C
Rem�1

�
z�m�1�N�

�
(m+N )

Y (e�, z) + Y (e�, z)
X

m2C
Rem>�1

�
z�m�1�N�

�
(m+N )

= �
�Y (�, z)Y (e�, z)�� +

X

↵2A�

h
Y (e�, z),

�
z�↵0�1�N�

�
(↵0+N )

i
.
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Thus it only remains to note that (6.7) implies

X

↵2A�

h
(z�↵0�1�N�)(↵0+N ), Y (e�, z)

i
= z�1

X

↵2A�

(⇡
↵

�|�)Y (e�, z)

= z�1|�|2 � z�1
X

↵2A+[ {Z}

(⇡
↵

�|�)Y (e�, z).

Theorem 6.1.8. Assume that M is a '-twisted V
Q

-module. Then there exist operators

U
�

, (� 2 Q) on M which are independent of z and ⇣ such that

Y (e�, z) = U
�

✓
�

e⇣a�zb�E
�

(z), (6.25)

where

a
�

= a
�

(⇣) =
(P��0|�)� |�0|2

2
,

b
�

=
|�0|2 � |�|2

2
,

and the operators U
�

satisfy

[a(m+N ), U�

] = �
m,0(a0|�)U�

, (6.26)

U
'�

= ⌘(�)e2⇡ic�U
�

⌧
�

, (6.27)

for a 2 h, m 2 C, where

c
�

= 2⇡ia
�

(2⇡i) + b
�

=
(P�

2⇡i�0|�)� |�|2

2
,

and

⌧
�

= ✓
�

(2⇡i).

Proof. Using Lemma 6.1.5 with D = D
z

, X = (⇣P��)(0+N ),

DX =
�
D

z

(⇣P�(�))
�
(0+N )

= (z�N�1�)(0+N ),

and

C = [(⇣P��)(0+N ), (z
�N�1�)(0+N )] = z�1

�
(z�N � 1)�0|�

�
,
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we obtain

D
z

✓
�

= ✓
�

⇣
(z�N�1�)(0+N ) �

1

2
z�1

�
(z�N � 1)�0

���
�⌘

. (6.28)

Next we compute

D
z

E
�

(z) =
⇣ X

m2C�

(z�m�N�1�)(m+N )

⌘
E

�

(z) + E
�

(z)
⇣ X

m2C+

(z�m�N�1�)(m+N )

⌘

= �
�
�
Y (�, z)� (z�1�N )�(0+N )

�
E

�

(z)��.

(6.29)

Thus from (6.28) and (6.29) we have

D
z

Y (e�, z) = �
�Y (�, z)Y (e�, z)�� + (D

z

U
�

(z))✓
�

E
�

(z)

� 1

2
z�1

�
(z�N � 1)�0|�

�
Y (e�, z).

(6.30)

On the other hand, from (6.18), Lemma 6.1.6, and Lemma 6.1.7 we obtain

D
z

Y (e�, z) = �
�Y (�, z)Y (e�, z)�� + z�1b

�

Y (e�, z). (6.31)

By comparing (6.30) and (6.31), we find that U
�

(z) satisfies the following partial di↵er-

ential equation in z and ⇣:

D
z

U
�

(z) =
1

2
z�1

�
(z�N � 1)�0

���
�
U
�

(z) + z�1b
�

U
�

(z).

It follows immediately that the operator

U
�

= z�b

�e�⇣a

�U
�

(z) (6.32)

satisfies D
z

U
�

= 0. Thus we may conclude that U
�

is a function of ze�⇣ . Next we will

show that U
�

is independent of z and ⇣ by proving that @
z

U
�

= 0.

From Proposition 5.1.4, we know h is a direct sum of subspaces

h = h1 � · · ·� h

t

,

where each subspace h

j

admits dual bases {v
i

} and {vi} on which ' and (·|·) are as in
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Example 5.1.1 or Example 5.1.2. Let

!
j

=
1

2

d

jX

i=1

vi(�1)vi, d
j

= dim h

j

, 1  j  t.

Then ! = !1 + · · · + !
t

is a conformal vector in V
Q

whose corresponding field L(z) =

Y (!, z) on V
Q

has central charge d = d1+ · · ·+d
t

(see (4.40)). Let LM(z) = Y M(!, z) be

the field corresponding to ! on M . The following equation holds for all a 2 V
Q

(cf. [6]):

[LM

0 , Y (a, z)] = Y (L0a, z) +D
⇣

Y (a, z). (6.33)

We know from Chapter 5 that the action of LM

0 may not be semisimple. We split the

action of LM

0 on M into its semisimple and nilpotent parts

LM

0 = L
(s)
0 + L

(n)
0 . (6.34)

Then (6.33) yields the following equation for L(s)
0 :

[L(s)
0 , Y (a, z)] = Y (L0a, z) + z@

z

Y (a, z), a 2 V
Q

. (6.35)

In particular, we apply this equation for a = e�, obtaining

[L(s)
0 , Y (e�, z)] = Y (L0e

�, z) + z@
z

Y (e�, z). (6.36)

By linearity, we can write

Y M(!, z) = Y M(!1, z) + · · ·+ Y M(!
t

, z).

We fix a subspace h

j

with {v
i

} and {vi} the dual bases of h guaranteed by Proposition

5.1.4. Then either h
j

= h

↵

j

� h�↵

j

, or h
j

= h

↵

j

with ↵
j

= Z or 1
2 + Z. We let

Lj(z) = Y M(!
j

, z),

and we let p
j

: h ! h

j

be the projection. Then from Proposition 5.4.1 and (6.6) we obtain

[Lj

0, h(m+N )] = �((m+N )p
j

h)(m+N ), h 2 h, m 2 C. (6.37)
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Since LM

0 = L1
0 + · · ·+ Lt

0, it follows immediately from (6.37) that

[LM

0 , h(m+N )] = �((m+N )h)(m+N ). (6.38)

The Jordan decomposition (6.34) of LM

0 implies the following Jordan decomposition of

the adjoint action of LM

0 :

ad
L

M

0
= ad

L

(s)
0

+ad
L

(n)
0
, (6.39)

where ad
L

(s)
0

is semisimple, and ad
L

(n)
0

is nilpotent. Then from (6.38) and (6.39) we im-

mediately obtain

[L(s)
0 , h(m+N )] = �mh(m+N ), h 2 h.

Then it is straightforward to check that

[L(s)
0 , E

�

(z)] = z@
z

E
�

(z),

and by a calculation similar to (4.42), we have

L
(s)
0 U

�

=
|�0|2

2
U
�

L
(s)
0 .

It follows that

[L(s)
0 , Y (e�, z)] =

|�0|2

2
Y (e�, z) + U

�

✓
�

e⇣a�zb�
�
z@

z

E
�

(z)
�
. (6.40)

From (4.42) we have

Y (L0e
�, z) + z@

z

Y (e�, z)

=
|�|2

2
Y (e�, z) + (z@

z

U
�

)✓
�

e⇣a�zb�E
�

(z)

+ b
�

Y (e�, z)

+ U
�

✓
�

e⇣a�zb�
�
z@

z

E
�

(z)
�
.

(6.41)

By equating (6.40) with (6.41) we obtain

(z@
z

U
�

)✓
�

e⇣a�zb�E
�

(z) = 0.

Then @
z

U
�

= 0, and hence U
�

is independent of z and ⇣.
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From (4.47) and (6.3) we have

e2⇡iD⇣Y (e�, z) = ⌘(�)�1Y (e'�, z). (6.42)

We make the following computations:

e2⇡iD⇣✓
�

= e
1
2 (⇣P

�(1�')�0|�)⌧
�

✓
'�

,

e2⇡iD⇣e⇣a� = e
1
2 (⇣P

�('�1)�0|�)+2⇡ia
�

(2⇡i)e⇣a� .

It is easy to check that e2⇡iD⇣E
�

(z) = E
'�

(z). Thus we have

e2⇡iD⇣Y (e�, z) = e2⇡ic�U
�

⌧
�

✓
'�

e⇣↵�zb�E
'�

(z). (6.43)

On the other hand we have

Y (e'�, z) = U
'�

✓
'�

e⇣a�zb�E
'�

(z). (6.44)

Then we obtain (6.27) by substituting (6.43) and (6.44) into (6.42).

6.2 Products of Twisted Vertex Operators

Our next goal is to see how the operators U
�

commute. For each �, µ 2 Q we will need

to write

(z1 � z2)
�(�|µ)E

�

(z1)Eµ

(z2)
��
z1=z2=z

explicitly in terms of the exponential E
�+µ

(z). In order to do this, we make use of several

well-known functions (see, e.g., [7, 8]), the first of which is the Lerch transcendent, a

complex-valued function of three complex variables defined by the infinite series

�(z, s, a) =
1X

m=0

zm

(m+ a)s
, |z| < 1, s 2 C, a 6= 0,�1,�2, . . . . (6.45)

The integral formula

�(z, s, a) =
1

�(s)

Z 1

0

ts�1e�at

1� ze�t

dt (6.46)

analytically extends � to include the cases
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1. Re a > 0, Re s > 0, z 2 C \ [1,1),

2. Re a > 0, Re s > 1, and z = 1.

Throughout the rest of this chapter, when dealing with ln(z), we will assume �⇡ <

arg(z) < ⇡. For |z| > 1, z /2 (�1, 1) [ (1,1), and a /2 Z, the Lerch’s transcendent

�(z, 1, a) admits the following convergent expansion (see [32]):

�(z, 1, a) = ⇡iz�a sgn(!(z)) + z�a⇡ cot(⇡a) + z�1
1X

m=0

z�m

m+ 1� a
, (6.47)

where !(z) = arg(ln z). We will also make use of the following well-known properties of

the Lerch transcendent:

�(z, s, a) = zn�(z, s, a+ n) +
n�1X

k=0

zk

(k + a)s
, (6.48)

and

@
a

�(z, s, a) = �s�(z, s+ 1, a). (6.49)

Other functions that can be derived from � are relevant to this text, including the

polylogarithm:

Li
s

(z) = z�(z, s, 1),

and the Riemann zeta-function:

⇣(s) = �(1, s, 1).

We also need the closely related digamma function:

 (a) = �� +
1X

m=0

⇣ 1

m+ 1
� 1

m+ a

⌘
, a 6= 0,�1,�2, . . . ,

where � ⇡ 0.577216 is the Euler-Mascheroni constant. The digamma function satisfies

the following reflection formula:

 (�a)� (a+ 1) = ⇡ cot ⇡a = 2⇡i Li0(e
�2⇡ia) + ⇡i, a 2 C \ {Z}. (6.50)
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The derivatives of the digamma function are the polygamma functions :

 (j)(a) = @j

a

 (a) = (�1)j+1j!
1X

m=0

1

(m+ a)j+1
, j 2 N, a 6= �1,�2, . . . . (6.51)

The polygamma functions also satisfy a reflection formula obtained by taking the jth

divided derivative of (6.50) with respect to a:

(�1)j (j)(�a)� (j)(a+ 1) = �(�2⇡i)j+1 Li�j

(e�2⇡ia), a 2 C \ {Z}. (6.52)

The polygamma functions are related to the Riemann zeta-function by the following

formula:

⇣(j + 1) =
(�1)j+1

j!
 (j)(1), j = 1, 2, 3, . . . . (6.53)

The values of the Reimann zeta-function for nonnegative even integers can be obtained

using the following generating function:

1X

j=0

⇣(2j)x2j = �1

2
⇡x cot(⇡x). (6.54)

Proposition 6.2.1. Let

↵0
0 =

8
<

:
↵0 + 1 ↵0 2 C� [ {0},

↵0 ↵0 2 C+,
(6.55)

and define the operator S 0 : h ! h by letting S 0a = ↵0
0a for a 2 ↵ and ↵ 2 A and

extending linearly. Then for any �, µ 2 Q we have

(z1 � z2)
�(�|µ)E

�

(z1)Eµ

(z2)
��
z1=z2=z

= z�(�|µ)B
�,µ

E
�+µ

(z),

where

B
�,µ

= exp
⇣�

( (S 0 +N ) + �)�
��µ
�⌘

, (6.56)
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and the operator ( (S 0+N )+�) : Q ! h is understood via the following series expansion:

( (S 0 +N ) + �)� = eN@

z( (z) + �)
���
z=S0

�

=
1X

j=0

1

j!
@j

z

( (z) + �)
���
z=S0

N j�

=
1X

j=0

1

j!
( (j)(S 0) + �

j,0�)N j�

=
X

↵2A

1X

j=0

1

j!
( (j)(↵0

0) + �
j,0�)N j⇡

↵

�.

(6.57)

Proof. Using (6.51) and (6.57) we rewrite (6.56) as

B
�,µ

= exp
⇣X

↵2A

1X

j=0

c
↵,j

�
N j⇡

↵

�
��µ
�⌘

,

where the c
↵,j

are constants given by

c
↵,j

=
1

j!
 (j)(↵0

0) + �
j,0�.

Using (2.9) and writing

C =
h X

m2C+

�
(m+N )�1z�m�N

1 �
�
(m+N )

,
X

n2C�

�
(n+N )�1z�n�N

2 µ
�
(n+N )

i
,

we obtain

E
�

(z1)Eµ

(z2) = E
�

(z1)+E�

(z1)�Eµ

(z2)+Eµ

(z2)�

= exp(C)E
�

(z1)+Eµ

(z2)+E�

(z1)�Eµ

(z2)�.

Then using (6.6) and (5.2), we write the commutator C as

C =
X

↵2A

1X

j=0

(�1)j+1
⇣⇣z2

z1

⌘N
N j⇡

↵

�
���µ
⌘ X

m2↵+

1

mj+1

⇣z2
z1

⌘
m

, (6.58)

where ↵+ = ↵ \ C+, and the sum over j is finite due to the nilpotency of N . For each
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↵ 2 A and j � 1, the sum

X

m2↵+

1

mj+1

⇣z2
z1

⌘
m

=
1X

m=0

1

(m+ ↵0
0)

j+1

⇣z2
z1

⌘
m+↵

0
0

=
⇣z2
z1

⌘
↵

0
0

�
⇣z2
z1
, j + 1,↵0

0

⌘

converges for |z2|  |z1|, and from (6.51) we obtain

⇣z2
z1

⌘
↵

0
0

�
⇣z2
z1
, j + 1,↵0

0

⌘���
z1=z2=z

=
(�1)j+1

j!
 (j)(↵0

0). (6.59)

Now we consider the case when j = 0. The sum is

X

m2↵+

1

mj+1

⇣z2
z1

⌘
m

=
⇣z2
z1

⌘
↵

0
0

�
⇣z2
z1
, 1,↵0

0

⌘
, |z2|  |z1|, z1 6= z2. (6.60)

We cannot set z2 = z1 in (6.60), because both the sum (6.45) and the integral formula

(6.46) for � diverge. Let t = (⇡
↵

�|µ). For |z2|  |z1| and z1 6= z2, we have

(z1 � z2)
�t = z�t

1 exp
�
�t ln

⇣
1� z2

z1

⌘�
= exp

⇣ 1X

m=1

t
1

m

⇣z2
z1

⌘
m

⌘
. (6.61)

Since the sums in both (6.60) and (6.61) converge for |z2|  |z1| and z1 6= z2, we obtain

(z1 � z2)
�t exp

�
�
�⇣z2

z1

⌘N
⇡
↵

�
��µ
�⇣z2

z1

⌘
↵

0
0

�
⇣z2
z1
, 1,↵0

0

⌘�

= z�t

1 exp
� 1X

m=0

⇣
t

1

m+ 1

⇣z2
z1

⌘
m+1

�
�⇣z2

z1

⌘N
⇡
↵

�
��µ
� 1

m+ ↵0
0

⇣z2
z1

⌘
m+↵

0
0
⌘�

.
(6.62)

The sum in the right-hand side of (6.62) converges for z1 = z2. Thus we have

1X

m=0

⇣
t

1

m+ 1

⇣z2
z1

⌘
m+1

�
�⇣z2

z1

⌘N
⇡
↵

�
��µ
� 1

m+ ↵0
0

⇣z2
z1

⌘
m+↵

0
0
⌘���

z1=z2=z

=
1X

m=0

⇣
t

1

m+ 1
� t

1

m+ ↵0
0

⌘

= t( (↵0
0) + �).

(6.63)

103



Therefore

(z1 � z2)
�(�|µ) exp(C)

��
z1=z2=z

=
Y

↵2A


(z1 � z2)

�(⇡
↵

�|µ) exp
⇣
�
⇣⇣z2

z1

⌘N
⇡
↵

�
���µ
⌘ X

m2↵+

1

m

⇣z2
z1

⌘
m

⌘

· exp
⇣ 1X

j=1

(�1)j�1
⇣⇣z2

z1

⌘N
N j⇡

↵

�
���µ
⌘ X

m2↵+

1

mj+1

⇣z2
z1

⌘
m

⌘�����
z1=z2=z

=
Y

↵2A


z�(⇡

↵

�|µ) exp
⇣
c
↵,0(⇡↵

�|µ)
⌘
exp

⇣ 1X

j=1

c
↵,j

�
N j⇡

↵

�
��µ
��

= z�(�|µ) exp
⇣X

↵2A

1X

j=0

c
↵,j

�
N j⇡

↵

�
��µ
�⌘

.

Corollary 6.2.2. For �, µ 2 Q we have

(z1 � z2)
�(�|µ)Y (e�, z1)Y (eµ, z2)

��
z1=z2=z

= B
�,µ

U
�

U
µ

✓
�+µ

e⇣a�+µzb�+µE
�+µ

(z), (6.64)

Proof. Using (6.26) we obtain

✓
�

U
µ

= e(⇣P
�
�0|µ)U

µ

✓
�

. (6.65)

We compute

a
�+µ

= a
�

+ a
µ

+
⇣P+ + P�

2
�0

���µ
⌘
� (�0|µ)

and

b
�+µ

= b
�

+ b
µ

+ (�0|µ)� (�|µ).

From these three equations and Proposition 6.2.1, we obtain the desired result.

We recall that h0 is the subset of elements of h which are fixed by �. Then the operator

(1� �) is invertible on (h0)?. Thus there exists a unique element a⇤ 2 (h0)? satisfying

a = a0 + (1� �)a⇤.
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Proposition 6.2.3. We have

U
�

U
µ

= "(�, µ)B�1
�,µ

U
�+µ

= C
�,µ

U
µ

U
�

, (6.66)

where

C
�,µ

= (�1)|�|
2|µ|2e⇡i(�0|µ)e2⇡i(

1��

1�'

�⇤|µ)e(
1
N (⇡iN 1+'

1�'

�1)�0|µ). (6.67)

Proof. Since the vertex operators on V
Q

satisfy (4.39), so do the logarithmic vertex oper-

ators on any '-twisted V
Q

-module. Thus (4.46) holds for logarithmic operators Y (e�, z)

and Y (eµ, z) with N = �(�|µ) and n = �1� (�|µ). Then from (6.64) we obtain

Y (e�(�1�(�|µ))e
µ, z) = (z1 � z2)

�(�|µ)Y (e�, z1)Y (eµ, z2)
��
z1=z2=z

= B
�,µ

U
�

U
µ

✓
�+µ

e⇣a�+µzb�+µE
�+µ

(z).
(6.68)

On the other hand, from (4.38) we have

Y (e�(�1�(�|µ))e
µ, z) = "(�, µ)Y (e�+µ, z)

= "(�, µ)U
�+µ

✓
�+µ

e⇣a�+µzb�+µE
�+µ

(z).
(6.69)

Comparing (6.68) and (6.69), we obtain the first equality of (6.66).

From (6.23) and (6.55) we have

(�↵)00 = �↵0
0 + 1, ↵ 2 A \ {Z}.

Then it is straightforward to check that

�
 (S 0 +N )µ

��(1� �)�⇤
�
=
�
 (�S 0 �N + 1)(1� �)�⇤

��µ
�
. (6.70)

From the reflection formulas (6.52) we obtain

( (�S 0 �N + 1)� (S 0 +N ))(1� �)�⇤

= eN@

z( (�z)� (z + 1))
��
z=S0�1

(1� �)�⇤

= eN@

z(⇡ cot(⇡z))
��
z=S0�1

(1� �)�⇤

= ⇡ cot(⇡(S 0 +N ))(1� �)�⇤.
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We recall that

cot(z) = i
eiz + e�iz

eiz � e�iz
= i

1 + e�2iz

1� e�2iz
. (6.71)

Thus

�
⇡ cot(⇡(S 0 +N ))(1� �)�⇤

��µ
�
= ⇡i

⇣1 + e�2⇡i(S0+N )

1� e�2⇡i(S0+N )
(1� �)�⇤

���µ
⌘

= ⇡i
⇣1 + '

1� '
(1� �)�⇤

���µ
⌘

= 2⇡i
⇣1� �

1� '
�⇤

���µ
⌘
� ⇡i((1� �)�⇤|µ)

= 2⇡i
⇣1� �

1� '
�⇤

���µ
⌘
� ⇡i(�� �'|µ).

Next we note that S 0 fixes each element of h0. Thus by (6.57), (6.53), (6.54), and (6.71)

we have

(( (S 0 +N ) + �)µ|�0)� ( (S 0 +N ) + �)�0|µ)

= (( (1�N )� (1 +N ))�0|µ)

=
�⇣

e�N@

z (z)� eN@

z (z)
⌘���

z=1
�0

��µ
�

=
1X

j=0

�⇣
(�1)j

 (j)(1)

j!
�  (j)(1)

j!

⌘
N j�0

��µ
�

= �2
1X

j=0

⇣(2j + 2)
�
N 2j+1�0

��µ
�

=
� 1

N (⇡N cot(⇡N )� 1)�0

��µ
�

=
� 1

N

⇣
⇡iN 1 + '

1� '
� 1

⌘
�0

��µ
�
.

Thus

C
�,µ

= (�1)|�|
2|µ|2+(�|µ)Bµ,�

B
�,µ

= (�1)|�|
2|µ|2+(�|µ) exp

⇣�
( (S 0 +N ) + �)�

��µ
�
�
�
( (S 0 +N ) + �)µ

���
�⌘

= (�1)|�|
2|µ|2+(�|µ)e2⇡i(

1��

1�'

�⇤|µ)e�⇡i(���0|µ)e(
1
N (⇡iN 1+'

1�'

�1)�0|µ)

= (�1)|�|
2|µ|2e⇡i(�0|µ)e2⇡i(

1��

1�'

�⇤|µ)e(
1
N (⇡iN 1+'

1�'

�1)�0|µ).
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6.3 Reduction to Group Theory

The discussion in the previous section leads us to make the following definition. Let

G = C⇥ ⇥Q⇥ exp
�
h0

�
(6.72)

be the set of elements

c U
�

eh, c 2 C⇥, � 2 Q, h 2 h0. (6.73)

We define the following multiplication in G:

eheh
0
= e

1
2 (Nh|h0)eh+h

0
,

ehU
�

e�h = e(h|�0)U
�

,

U
�

U
µ

= "(�, µ)B�1
�,µ

U
�+µ

.

(6.74)

Proposition 6.3.1. The set G with the multiplication defined above is a group with

identity element = 1U0e
0.

Proof. We have

U
�

ehU
µ

eh
0
= e(h|µ0� 1

2Nh

0)"(�, µ)B�1
�,µ

U
�+µ

eh+h

0
. (6.75)

Then from (6.75) we see that cU
�

eh(⇣) is invertible with

(cU
�

eh)�1 = c�1"(�,�)B�1
�,�

e(h|�0)U��

e�h. (6.76)

Since N and ⇡
↵

are linear maps for ↵ 2 A, the map Q⇥Q ! C defined by

(�, µ) 7!
X

↵2A

1X

j=0

c
↵,j

(N j⇡
↵

�|µ)

is bilinear. Thus the map (�, µ) 7! B
�,µ

is bimultiplicative. We know that " is a 2-cocycle.

So the map (�, µ) 7! "(�, µ)B�1
�,µ

is also a 2-cocycle, i.e.,

"(�, µ)"(�+ µ, ⌧)B�1
�,µ

B
�+µ,⌧

= "(�, µ+ ⌧)"(µ, ⌧)B
�,µ+⌧

B�1
µ,⌧

. (6.77)
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The associativity of G follows immediately from (6.74) and (6.77) via direct computation.

We have the following action of G on ĥ

'

by conjugation:

(cU
�

eh)(h0
(m+N ) + c0K)(cU

�

eh)�1

= h0
(m+N ) + �

m,0

�
h0��Nh� �

�
K + c0K.

(6.78)

This action is compatible with the adjoint action of ĥ0
'

on ĥ

'

. We say that a ĥ

'

-module is

a (ĥ
'

, G)-module if it is also a G-module such that the adjoint action of G on ĥ

'

satisfies

(6.78). A ĥ

'

-module or a (ĥ
'

, G)-module is called restricted if for every v 2 M and h 2 h,

we have h(m+N )v = 0 for Rem � 0. We say that a (ĥ
'

, G)-module is of level 1 if both

K 2 ĥ

'

and 2 G act as 1.

We note that as defined, the elements of the group G do not necessarily satisfy the

condition (6.27) on the operators U
�

induced by '-equivariance. We amend this issue by

considering a quotient group in which (6.27) holds.

Proposition 6.3.2. The set

N
'

= {⌘(�)e2⇡ic�U�1
'�

U
�

⌧
�

: � 2 Q}

is a central subgroup in G.

Proof. For each � 2 Q, we let

g
�

= ⌘(�)e2⇡ic�U�1
'�

U
�

⌧
�

.

Then for every h 2 h0 we have

ehU(1�')� = e(h|(1�')�)U(1�')�e
h,

eh⌧
�

= e�(Nh| 1
N ('�1)�)⌧

�

eh = e�(h|(1�')�)⌧
�

eh.

It follows that

ehg
�

e�h = g
�

. (6.79)

We note that

|(1� ')�|2 = 2(�|�)� 2('�|�) 2 2Z. (6.80)
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Now we let µ 2 Q and compute

e2⇡i(
1��

1�'

µ⇤|(1�')�) = e2⇡i((1��) 1�'

�1

1�'

µ⇤|�)

= e�2⇡i((1��)µ⇤|'�)

= e(µ0|'�).

(6.81)

By a similar albeit longer computation we obtain

e(
1
N (⇡iN 1+'

1�'

�1)µ0|(1�')�) = e�⇡i(µ0|(1+')�)e2⇡i(P
�
2⇡i�0|µ). (6.82)

From (6.67), (6.80), (6.81), and (6.82) we have

C
µ,(1�')� = e2⇡i(P

�
2⇡i�0|µ).

Thus

U
µ

U(1�')�⌧�U
�1
µ

= C
µ,(1�')�e

�2⇡i(P�
2⇡i�0|µ)U(1�')�⌧� = U(1�')�⌧�. (6.83)

It follows from (6.79) and (6.83) that g
�

is central in G.

It is straightforward to check that

e2⇡i(c�+c

µ

) = e�⇡i((P+
2⇡i+P�

2⇡i)�0|µ)e2⇡ic�+µ (6.84)

and

⌧
�

U
µ

⌧
µ

= e⇡i((P
+
2⇡i+P�

2⇡i)�0|µ)U
µ

⌧
�+µ

. (6.85)

We also have

(U
'�

U
'µ

)�1U
�

U
µ

=
⌘(�+ µ)

⌘(�)⌘(µ)
U�1
'(�+µ)U�+µ

. (6.86)

Then from (6.84), (6.85), (6.86), and the fact that g
�

is central in G we have

g
�

g
µ

= ⌘(µ)e2⇡icµU�1
'µ

g
�

U
µ

⌧
µ

= ⌘(�)⌘(µ)e2⇡i(c�+c

µ

)U�1
'µ

U�1
'�

U
�

⌧
�

U
µ

⌧
µ

= ⌘(�+ µ)e2⇡ic�+µU�1
'(�+µ)U�+µ

⌧
�+µ

= g
�+µ

.

Thus N
'

is a subgroup of G.
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We define G
'

as the quotient group G
'

= G/N
'

. Then the elements of G
'

satisfy the

group relations (6.74) along with '-equivariance (6.27). The following theorem, which is

the main result of this chapter, reduces the classification of '-twisted V
Q

-modules to the

classification of restricted (ĥ
'

, G
'

)-modules.

Theorem 6.3.3 (Main Theorem). Every '-twisted V
Q

-module is naturally a restricted

(ĥ
'

, G
'

)-module of level 1. Conversely, any restricted (ĥ
'

, G
'

)-module of level 1 extends

to a '-twisted V
Q

-module.

Proof. Let M be a '-twisted V
Q

-module. As we mentioned previously, the logarithmic

fields Y (a, z), (a 2 h) define a B1(h)-module structure on M . By Theorem 5.2.2, M is a

restricted ĥ

'

-module of level 1. The action of the group elements eh 2 exp
�
h0

�
is defined

by

eh = eh(0+N ) , h 2 h0,

and the action of U
�

, (� 2 Q) is defined by the operators (6.32). Then the group relations

of G and the adjoint action (6.78) are satisfied (see (6.26), (6.27), and (6.66)). The '-

equivariance (6.27) implies g
�

= 1 on M for all g
�

2 N
'

. Thus M is a restricted (ĥ
'

, G
'

)-

module of level 1.

Conversely, we assume M is a restricted (ĥ
'

, G
'

)-module of level 1. We define the

logarithmic fields

Y (a, z), Y (e�, z), a 2 h, � 2 Q, (6.87)

by (4.53) and (6.25) respectively. Since the fields Y (a, z) generate a '-twisted module

structure on M (see Theorem 5.2.2), they are local and satisfy the '-equivariance (6.27).

To show that Y (a, z) is local with Y (e�, z), we use (4.6), (6.7), and (6.8) to compute

[Y (a, z1), Y (e�, z2)] = �(z1, z2)
�⇣z2

z1

⌘S+N
a
���
�
Y (e�, z2).

Thus locality follows from the fact that (z1� z2)�(z1, z2) = 0. Let us temporarily assume

that the fields Y (e�, z) are mutually local. We let W 2 LFie(M) be the subspace of

all the fields (6.87). Then the smallest subspace W̄ ⇢ LFie(M) containing W [ {I}
and closed under D

⇣

and all n-th products is a local collection, and the nth products

endow W̄ with the structure of a vertex algebra with vacuum vector I and translation

operator D
z

(see [6, Theorem 3.7]). A '-twisted V
Q

-module structure on M is equivalent

to a homomorphism of vertex algebras V
Q

! W̄ . The lattice vertex algebra V
Q

can
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be generated by the Heisenberg ĥ and the elements e�, � 2 Q subject to the following

relations:

1. h(n)h
0 = �

n,1(h|h0)1, n � 0,

2. h(n)e
� = �

n,0(h|�)e�, n � 0,

3. Te� = �(�1)e
�,

4. e�(�(�|µ)�1)e
µ = "(�, µ)e�+µ.

Thus to show that M carries the structure of a '-twisted V
Q

-module, it su�ces to show

that the same relations are satisfied by the twisted fields in W . Relations 1. and 2. for

the twisted fields are equivalent to (6.6) and (6.7), 3. is equivalent to (6.18), and 4. is

equivalent to (6.69). Each of these equations holds for the twisted fields by construction.

Thus M is a '-twisted V
Q

-module.

All that remains is to prove the locality of the fields Y (e�, z) and Y (eµ, z). We do so

by proving that

(z1 � z2)
�(�|µ)Y (e�, z1)Y (eµ, z2) = (�1)|�|

2|µ|2(z1 � z2)
�(�|µ)Y (eµ, z2)Y (e�, z1). (6.88)

We let R
�,µ

(z1, z2) = exp(C), where C is given by (6.58). Using (6.74) we obtain

U
�

✓
�

(⇣1)Uµ

✓
µ

(⇣2) = C
�,µ

e
(( 1

N ((
z1
z2

)N�1))�0|µ)U
µ

✓
µ

(⇣2)U�

✓
�

(⇣1).

Thus to show (6.88), we may equivalently show that

(z1 � z2)
�(�|µ)R

�,µ

(z1, z2)

= (�1)|�|
2|µ|2C

µ,�

e
(( 1

N ((
z1
z2

)N�1))�0|µ)(z1 � z2)
�(�|µ)R

µ,�

(z2, z1).
(6.89)

From (6.45), (6.49), and (6.58) we have

R
�,µ

(z1, z2) = exp
⇣
�
�⇣⇣z2

z1

⌘S0+N
�
�z2
z1
, 1,S 0 +N

�⌘
�
��µ
�⌘

, (6.90)

where the right-hand side of (6.90) is expanded in the domain |z2| < |z1|. In the same

domain, we have

(z1 � z2)
�(�|µ) = z

�(�|µ)
1 exp

�
�(�|µ) ln

⇣
1� z2

z1

⌘�
.
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Thus the left-hand side of (6.89) is equal to

z
�(�|µ)
1 exp

⇣
�
�⇣

ln
⇣
1� z2

z1

⌘
+
⇣z2
z1

⌘S0+N
�
�z2
z1
, 1,S 0 +N

�⌘
�
��µ
�⌘

, (6.91)

expanded in the domain |z2| < |z1|. We note that (6.91) is regular at z1 = z2. Indeed (see

(6.56)),

�
�⇣

ln
⇣
1� z2

z1

⌘
+
⇣z2
z1

⌘S0+N
�
�z2
z1
, 1,S 0 +N

�⌘
�
��µ
����

z1=z2=z

=
�
( (S 0 +N ) + �)�

��µ
�
.

It follows that the function (6.91) is holomorphic in the domain z2/z1 /2 (�1,1). Thus

to complete the proof of locality, it su�ces to show that the right-hand side of (6.89) is

equal to (6.91) expanded in the domain

|z1| < |z2|,
z1
z2

/2 (�1, 1) [ (1,1). (6.92)

For z2/z1 /2 (�1,1), we have

z
�(�|µ)
1 exp

�
� ln

⇣
1� z2

z1

⌘�
= (�1)(�|µ)z�(�|µ)

2 exp
�
� ln

⇣
1� z1

z2

⌘�
. (6.93)

Using the expansion formula (6.47), we obtain

exp
⇣
�
�⇣⇣z2

z1

⌘S0+N
�
�z2
z1
, 1,S 0 +N

�⌘
(1� �)�⇤

��µ
�⌘

= e�⇡i sgn(!(z2/z1))((1��)�⇤|µ) exp
⇣
�
�
⇡ cot

�
⇡(S +N )

�
(1� �)�⇤

��µ
�⌘

· exp
⇣
�
�⇣⇣z1

z2

⌘S0+N
�
�z1
z2
, 1,S 0 +N

�⌘
(1� �)µ⇤

���
�⌘

.

(6.94)
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Using (6.47) and (6.48), we obtain

exp
⇣
�
�⇣z2

z1

⌘1+N
�
�z2
z1
, 1, 1 +N

�
�0

��µ
�⌘

= exp
⇣
�eN@

a

�⇣z2
z1

⌘1+a

�
�z2
z1
, 1, 1 + a

�
�0

��µ
�⌘���

a=0

= exp
⇣
�eN@

a

�
(
⇣z2
z1

⌘
a

�
�z2
z1
, 1, a

�
� 1

a

⇣z2
z1

⌘
a

)�0

��µ
�⌘���

a=0

= e�⇡i sgn(!(z2/z1))(�0|µ)

· exp
⇣
�eN@

a

�⇣
⇡ cot(⇡a)� 1

a

⇣z2
z1

⌘
a

⌘
�0

��µ
�⌘

· exp
⇣
�eN@

a

�⇣z1
z2

⌘1�a

�
�z1
z2
, 1, 1� a

�
�0

��µ
�⌘���

a=0

= e�⇡i sgn(!(z2/z1))(�0|µ)e
(( 1

N ((
z2
z1

)N�1))�0|µ)

· exp
⇣
�
� 1

N (⇡N cot(⇡N )� 1)�0

��µ
�⌘

· exp
⇣
�
�⇣z1

z2

⌘1�N
�
�z1
z2
, 1, 1�N

�
�0

��µ
�⌘

= e�⇡i sgn(!(z2/z1))(�0|µ)e
(( 1

N ((
z2
z1

)N�1))�0|µ)

· exp
⇣
�
� 1

N (⇡N cot(⇡N )� 1)�0

��µ
�⌘

· exp
⇣
�
�⇣z1

z2

⌘1+N
�
�z1
z2
, 1, 1 +N

�
µ0

���
�⌘

.

(6.95)

Using (6.93), (6.94), and (6.95), and noting that sgn(!(z2/z1)) = ±1, we see that an

expansion of (6.90) in the domain (6.92) is given by

(�1)(�|µ)z�(�|µ)
2 e�⇡i sgn(!(z2/z1))(�|µ)e

(( 1
N ((

z2
z1

)N�1))�0|µ) exp
�
�(�|µ) ln

⇣
1� z1

z2

⌘�

· exp
⇣
�
�
⇡ cot(⇡(S 0 +N ))(1� �)�⇤

��µ
�⌘

· exp
⇣
�
� 1

N (⇡N cot(⇡N )� 1)�0

��µ
�⌘

· exp
⇣
�
�⇣z1

z2

⌘S0+N
�
�z1
z2
, 1,S 0 +N

�
µ
���
�⌘

.

= (�1)|�|
2|µ|2+(�|µ)e

(( 1
N ((

z2
z1

)N�1))�0|µ)(z2 � z1)
�(�|µ)C

µ,�

R
µ,�

(z2, z1),

which is equal to the right-hand side of (6.89).
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6.4 Examples of '-twisted VQ-modules

As we have seen in Chapter 5, a major advantage of the theory of twisted logarithmic

modules of vertex algebras as developed in [6] is the framework for working out explicit

examples. In this section, we demonstrate the utility of the results of the current chapter

by working out two small-dimensional examples in detail.

Example 6.4.1. We begin with the integral lattice

Q = spanZ{�1,�2,�3,�4},

with bilinear form (·|·) : Q⇥Q ! Z defined by

(�1|�4) = (�4|�1) = (�2|�3) = (�3|�2) = 1,

and all other scalar products of basis elements are zero. We let ' : Q ! Q be the

automorphism defined by

'�1 = �1 � �2, '�2 = ↵2, '�3 = �3 + �4, '�4 = �4.

It is easy to check that (·|·) is '-invariant. We let h = C ⌦Z Q. Then we can write

' = e�2⇡iN , where

N�1 =
1

2⇡i
�2, N�2 = 0, N�3 = � 1

2⇡i
�4, N�4 = 0,

and N 2�1 = N 2�3 = 0. We use the 2-cocycle

"(�4,�1) = "(�3,�2) = �1, (6.96)

and " = 1 on all other pairs of basis vectors. This allows us to also choose ⌘ = 1.

We consider the ĥ

0
'

-module

R = C[x1,0, q
±1
1 , q±1

2 ],

with the action

�1(0+N ) = x1,0, �2(0+N ) = q1@q1 , �3(0+N ) = � 1

2⇡i
@
x1,0 , �4(0+N ) = q2@q2 ,
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and we let M = M
'

(R) be the corresponding generalized Verma module for ĥ
'

. We label

the action of ĥ�
'

by the commuting variables:

�1(�m+N ) = x1,m, �2(�m+N ) = 2⇡ix2,m,

�3(�m+N ) =
1

2⇡i
x3,m, �4(�m+N ) = x4,m,

for m 2 N. Then
M

'

(R) ⇠= C[x1,0, q
±1
1 , q±1

2 , x
i,m

]1i4;m=1,2,...,

and the action of ĥ+
'

is given by

�1(m+N ) = m@
x4,m + @

x3,m , �2(m+N ) = 2⇡im@
x3,m ,

�3(m+N ) =
1

2⇡i

�
m@

x2,m � @
x1,m

�
, �4(m+N ) = m@

x1,m ,

for m 2 N.
We define the following operators on M

'

(R):

U
�1 = q2, U

�2 = (�1)q1@q1e�2⇡ix1,0 , U
�3 = q1e

�⇡i
6 q2@q2 , U

�4 = (�1)q2@q2e�@

x1,0 ,

and

eh = eh(0+N ) , h 2 h. (6.97)

It is straightforward to check that (6.26) holds, and that the operators U
�

satisfy the

following commutation relations:

U
�1U�2 = U

�2U�1 , U
�2U�3 = �U

�3U�2 ,

U
�1U�3 = e

⇡i
6 U

�3U�1 , U
�2U�4 = U

�4U�2 ,

U
�1U�4 � U

�4U�1 , U
�3U�4 = U

�4U�3 ,

which agree with the relations (6.74). Thus M
'

(R) is a representation of the group G

defined by (6.72). This G-module satisfies the adjoint action of G on ĥ

'

given by (6.78).

It is also straightforward to check that all elements of the normal subgroup N
'

act as

1 on M
'

(R). Thus M
'

(R) is a restricted (ĥ
'

, G
'

)-module of level 1. Thus by Theorem

6.3.3, the logarithmic fields

Y (a, z), a 2 h, (6.98)
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and

Y (e�, z) = U
�

✓
�

e⇣a�zb�E
�

(z), � 2 Q, (6.99)

generate a '-twisted V
Q

-module structure on M
'

(R). The logarithmic vertex operators

corresponding to the generators �
i

are

Y (e�1 , z) = q2e
⇣x1,0e�

⇣

2

4⇡i q1@q1 exp
⇣ 1X

m=1

⇣ 1

m
x1,m +

1�m⇣

m2
x2,m

⌘
zm

⌘

· exp
⇣
�

1X

m=1

�
@
x4,m � ⇣@

x3,m

�
z�m

⌘
,

Y (e�2 , z) = (�1)q1@q1e�2⇡ix1,0zq1@q1 exp
⇣
2⇡i

1X

m=1

x2,m
zm

m

⌘
exp

⇣
�2⇡i

1X

m=1

@
x3,mz

�m

⌘
,

Y (e�3 , z) = q1e
( ⇣

2

4⇡i�
⇡i
6 )q2@q2e�

⇣

2⇡i@x1,0 exp
⇣ 1

2⇡i

1X

m=1

⇣ 1

m
x3,m +

m⇣ � 1

m2
x4,m

⌘
zm

⌘

· exp
⇣
� 1

2⇡i

1X

m=1

⇣
@
x2,m + ⇣@

x1,m

⌘
z�m

⌘
,

Y (e�4 , z) = (�1)q2@q2e�@

x1,0zq2@q2 exp
⇣ 1X

m=1

x4,m
zm

m

⌘
exp

⇣
�

1X

m=1

@
x1,mz

�m

⌘
.

Let

v1 = �1, v2 =
�2

2⇡i
, v3 = 2⇡i�3, v4 = �4.

Then {v
i

} is a basis for h for which ' and (·|·) are as in Example 5.1.1. Let ! 2 h be

the conformal vector given by (4.25). Then the action of the Virasoro field Y (!, z) on

M
'

(R) is given by Proposition 5.2.3 with ↵0 = 0. The action of L0 is given explicitly by

L0 =
4X

i=1

1X

m=1

mx
i,m

@
x

i,m

+
1X

m=1

�
x4,m@x3,m � x2,m@x1,m

�

+ x1,0q2@q2 +
1

2⇡i
q1@q1@x1,0 .

(6.100)

Example 6.4.2. For an example on which N acts as a single Jordan block, we revisit
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Example 6.10 from [6]. Let h be the Cartan subalgebra of a type A
(1)
1 a�ne Kac-Moody

algebra. The dual space h⇤ has a basis {↵1, �,⇤0} with a nondegenerate symmetric bilinear

form (·|·) defined by:

(↵1|↵1) = 2, (�|⇤0) = (⇤0|�) = 1,

with all other products of the basis vectors equal to 0. Thus Q = spanZ{↵1, �,⇤0} is an

integral lattice. We let ' = t
↵1 be the element of the a�ne Weyl group which acts on h

⇤

by

'↵1 = ↵1 � 2�, '� = �, '⇤0 = ⇤0 + ↵1 � �.

Then ' is an automorphism of the lattice, and (·|·) is '-invariant. We can write ' =

e�2⇡iN , where

N↵1 =
�

⇡i
, N � = 0, N⇤0 = � ↵1

2⇡i
N 2⇤0 =

�

2⇡2
,

and N 2↵1 = N 3⇤0 = 0. We use the 2-cocycle " with

"(↵1,↵1) = "(�,⇤0) = �1,

and " = 1 on all other pairs of generators. Again we can assume ⌘ = 1 on Q.

We identify h with its dual space and write h = C⌦Z Q. We consider the ĥ

0
'

-module

R = C[x1,0, q
±1],

with the action

⇤0(0+N ) = �
p
2

2⇡i
x1,0, ↵1(0+N ) = �

p
2 @

x1,0 , �(0+N ) = q@
q

.

We let M = M
'

(R) be the corresponding generalized Verma module for ĥ
'

. We label the

action of ĥ�
'

by the commuting variables:

⇤0(�m+N ) = �
p
2

2⇡i
x1,m, ↵1(�m+N ) =

p
2 x2,m, �(�m+N ) = �2⇡ip

2
x3,m, m = 1, 2, 3, . . . .

Then

M
'

(R) ⇠= C[x1,0, q
±1, x

i,m

]1i3;m=1,2,...,
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and the action of ĥ+
'

is given by

⇤0(m+N ) = �
p
2

2⇡i

�
m@

x3,m + @
x2,m

�
,

↵1(m+N ) =
p
2
�
m@

x2,m � @
@

x1,m

�
,

�(m+N ) = �2⇡ip
2
m@

x1,m .

We define the operators eh (h 2 h) again by (6.97), and the operators U
�

by

U⇤0 = q, U
↵1 = �ie

⇡i
3 q@

qe�
p
2x1,0 , U

�

= (�1)q@qe
2⇡ip

2
@

x1,0 .

Then these operators agree with (6.74). In particular we have

U⇤0U↵1 = e�
⇡i
3 U

↵1U⇤0 ,

U⇤0U�

= �U
�

U⇤0 ,

U
↵1U�

= U
�

U
↵1 .

As in the previous example, M
'

(R) is a restricted (ĥ
'

, G
'

)-module of level 1 and hence

can be extended to be a '-twisted V
Q

-module. The logarithmic vertex operators corre-

sponding to the generators are

Y (e⇤0 , z) = qe�
p
2

2⇡i ⇣x1,0e�
p
2

4⇡i ⇣
2
@

x1,0+
⇣

3

12⇡2 q@qe
⇣

3

24⇡2

· exp
⇣
�
p
2

2⇡i

1X

m=1

⇣ 1

m
x1,m +

1�m⇣

m2
x2,m � m2⇣2 � 2m⇣ + 2

m3
x3,m

⌘
zm

⌘

· exp
⇣p2

2⇡i

1X

m=1

⇣
@
x3,m � ⇣@

x2,m � ⇣2

2
@
x1,m

⌘
z�m

⌘
,

Y (e↵1 , z) = �ie
⇡i
3 q@

qe�
p
2x1,0e�

p
2⇣@

x1,0�
⇣

2

2⇡i q@q exp
⇣p

2
1X

m=1

⇣ 1

m
x2,m +

m⇣ � 1

m2
x3,m

⌘
zm

⌘

· exp
⇣
�
p
2

1X

m=1

⇣
@
x2,m + ⇣@

x1,m

⌘
zm

⌘
,
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Y (e�, z) = (�1)q@qe
2⇡ip

2
@

x1,0zq@q exp
⇣
�2⇡ip

2

1X

m=1

x3,m
zm

m

⌘
exp

⇣
�2⇡ip

2

1X

m=1

@
x1,mz

�m

⌘
.

Let

v1 = �2⇡ip
2
⇤0, v2 =

↵1p
2
, v3 = �

p
2

2⇡i
�.

Then {v
i

} is a basis for h for which ' and (·|·) are as in Example 5.1.2. Again we let

! 2 h be the conformal vector given by (4.25). The action of the Virasoro field Y (!, z)

on M
'

(R) is given by Proposition 5.2.3 with ↵0 = 0. The action of L0 is given explicitly

by

L0 =
3X

i=1

1X

m=1

mx
i,m

@
x

i,m

+
1X

m=1

�
x3,m@x2,m � x2,m@x1,m

�

�
p
2

2⇡i
x1,0q@q +

1

2
@2
x1,0

.
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Chapter 7

Conclusion and Future Work

7.1 Conclusion

Vertex algebras have been of use in abstract settings, such as string theory and the

representation theory of infinite-dimensional Lie algebras, as well as areas with known

concrete applications, such as conformal field theory and integrable systems. Twisted

modules of vertex algebras have important applications in both the abstract and concrete

settings. Twisted logarithmic modules of vertex algebras extend the theory of twisted

modules in a natural way. Where twisted modules have been useful in applications, we

expect that twisted logarithmic modules will also have use.

We have classified (up to the choice of representation of zero modes) the twisted

logarithmic modules of free field vertex algebras, extending the results on free bosons

obtained in [6]. We began by answering a question from linear algebra regarding canonical

forms of an automorphism preserving a nondegenerate skew-symmetric bilinear form.

Then we considered the case of twisted logarithmic modules of free superbosons, including

the odd case of symplectic fermions SF and the even case of free bosons which was

previously done in [6]. We also considered the free superfermions, specifically the odd

case of free fermions and the even case of the bosonic ghost system. In each of these cases,

we realized the twisted logarithmic modules explicitly as highest-weight representations

of certain Fock spaces. We explicitly wrote the action of the Virasoro algebra on each. In

particular, we showed in each case that when N 6= 0 the action of L0 is not semisimple.

We have previously published these results [13].

Supersymmetric and skew-supersymmetric bilinear forms can be used to construct
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interesting and useful algebras. The bilinear form used in such constructions is generally

assumed to be even. We have shown that inhomogeneous supersymmetric bilinear forms,

i.e., forms that are neither even nor odd also lead to the construction of interesting

oscillator-like algebras. We have classified such forms up to dimension seven in the case

when the restriction to even and odd parts of the superspace is nondegenerate. We have

also provided an explicit example of an oscillator-like algebra constructed from such a

form. These results have been submitted for publication [14].

Twisted modules for lattice vertex algebras formalize the relations between twisted

vertex operators [28]. In [10], such modules were classified under some natural assump-

tions in the case when the automorphism has finite order. We have developed a framework

for studying the case of a general automorphism. In particular, we showed that under

suitable assumptions twisted logarithmic vertex operators on a '-twisted V
Q

-module M

can be written in terms of an action of the '-twisted Heisenberg algebra ĥ
'

onM together

with an action of a certain group G
'

. We also showed that the question of classifying

such '-twisted V
Q

-modules reduces to the classification of modules of this group. To

demonstrate the utility of our approach, we constructed explicit examples from 3 and

4-dimensional lattices.

In the remainder of this chapter, we mention several future project areas, some of

which relate directly to the results in this text.

7.2 Subalgebras and Orbifolds of Free Field Algebras

Many important vertex algebras can be obtained as subalgebras of free field algebras,

such as a�ne Kac-Moody algebras [33, 35, 38, 63, 91], toroidal Lie algebras [57, 58], W-

algebras [36, 37, 66], the W1+1-algebra [64, 71, 76], superconformal algebras [66, 70], and

a�ne Lie superalgebras [69].

An orbifold of a vertex algebra is a subalgebra fixed pointwise by an automorphism '

or group of automorphisms �. Orbifold subalgebras are of particular interest to physicists,

since they correspond to important 2-dimensional conformal field theories (see, e.g., [26]).

Any '-twisted logarithmic module of V restricts to a usual (untwisted) module for the

orbifold V '. Furthermore, for any group of automorphisms � containing ', the orbifold

V � is contained in V ', and any '-twisted module of V restricts to an untwisted module

for V �. Orbifolds of free field algebras have been studied in such papers as [1] and [18].
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For example, in [18], Creutzig and Linshaw study the orbifolds of the rank n symplectic

fermions. Among other results, they show that the orbifolds corresponding to the full

automorphism group � = Sp(2n) and the subgroup � = GL(n) are W-algebras. For any

element ' 2 �, using our construction of '-twisted modules for the symplectic fermions,

we can consider questions such as

1. What is the fixed subalgebra V '?

2. What is the representation of V ' obtained via the restriction from the '-twisted

module for V ?

3. The orbifold V � is of course a subalgebra of V ', but how do they compare? Which

modules for V � can be obtained via restriction from V ' for some '?

If V is one of the free-field algebras, ' 2 Aut(V ), and A ⇢ V is a subalgebra such

that '(A) ⇢ A, then any '-twisted V -module gives rise to a '-twisted A-module by

restriction. Moreover, such A-modules are untwisted if ' acts as the identity on A (i.e.,

if A ⇢ V '). Thus, we expect the twisted modules constructed in this paper to be useful

for studying modules over subalgebras of free-field algebras.

Example 7.2.1 (The triplet algebra). Let dim h = 2 in Example 5.1.6. The triplet

algebra W(1, 2) ⇢ SF is generated by the elements (see [20, 74]):

W+ = �v1(�2)v1, W 0 = �v1(�2)v2 � v2(�2)v1, W� = �v2(�2)v2.

Then � = I on W(1, 2) and N : W+ 7! W 0 7! 2W� 7! 0. Hence, the restriction of any

'-twisted module of SF to W(1, 2) is a '-twisted module of W(1, 2), in which Y (W�, z)

is independent of ⇣ while the fields Y (W+, z) and Y (W 0, z) are logarithmic. Explicitly,

Y (W�, z) = X(W�, z),

Y (W 0, z) = X(W 0, z)� 2⇣X(W�, z),

Y (W+, z) = X(W+, z)� ⇣X(W 0, z) + ⇣2X(W�, z).

Example 7.2.2 (Superbosons as a subalgebra of superfermions). Suppose that dim a =

2` as in Examples 5.1.1, 5.1.5. It is well-known that the elements

u
i

= v
i

2 F 1(a), u
`+i

= Tv
`+i

2 F 1(a) (1  i  `)
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(where T is the translation operator) are generators of the free superboson algebra B1(a) ⇢
F 1(a). This is the Heisenberg vertex algebra in the case of Example 5.1.1, and the sym-

plectic fermion algebra SF in the case of Example 5.1.5 (see e.g. [72]). Here u
i

plays the

role of v
i

from Sections 5.3 and 5.4.

When ' is the automorphism of F 1(a) from Examples 5.1.1, 5.1.5, then ' restricts

to an automorphism of B1(a) of the same type, since ' commutes with T . Thus, any

'-twisted F 1(a)-module restricts to a '-twisted B1(a)-module. In such a module, the

logarithmic fields corresponding to the generators are given by (cf. (4.49)):

Y (u
i

, z) = Y (v
i

, z), Y (u
`+i

, z) = D
z

Y (v
`+i

, z) (1  i  `).

Then u
i(m+N ) = v

i(m+N ) for m 2 ↵0 + Z, and using (5.41) we obtain

u
`+i(m+N ) = �mv

`+i(m�1+N ) + (1� �
i,`

)v
`+i+1(m�1+N )

form 2 �↵0+Z. The action of these modes onM
'

(R) is related to the '-twisted modules

constructed in Sections 5.3 and 5.4 by a linear change of variables.

The free superboson algebra B1(a) has a conformal vector (cf. (4.25))

!0 =
`X

i=1

u2`�i+1(�1)ui

.

Since

u2`+1�i(�1)ui

= (Tv2`+1�i

)(�1)vi = v2`+1�i(�2)vi = vi(�2)vi,

we have !0 = !+ 2 F 1(a) (see (5.42)). It follows that the action of Y (!0, z) on M
'

(R) is

equivalent to the action of L+(z) (cf. Sections 5.6 and 5.7).

Example 7.2.3 (The W1+1-algebra). Other important subalgebras of F 1(a) are the

W1+1-algebra and its subalgebras [64]. The following elements similar to !+ generate

the W1+1-algebra:

⌫n =
`X

i=1

vi(�n)vi, n = 1, 2, 3, . . . (7.1)

so that ⌫2 = !+ and ⌫1 generates the Heisenberg algebra. The automorphism ' of F 1(a)

from Examples 5.1.1, 5.1.5 satisfies '(⌫n) = ⌫n for all n. Therefore, any '-twisted F 1(a)-

module restricts to an (untwisted) module of W1+1. The fields Y (⌫n, z) in such a module
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can be computed as in Proposition 5.5.4 and Corollary 5.5.5:

Y (⌫n, z) =
1

(n� 1)!

`X

i=1

:X
��
@
z

� z�1N
�
n�1

vi, z
�
X(v

i

, z):

+ (�1)n�1z�n str

✓
S+

n

◆
I.

(7.2)

Example 7.2.4 (The general linear Lie superalgebra b
gl(m|n)). Other important realiza-

tions by free superfermions are those of classical a�ne Lie (super)algebras [33,38,63,69].

Here we discuss just one example. Let us assume, as before, that a can be written as the

direct sum of two isotropic subspaces a

� = span{v
i

} and a

+ = span{vi} (1  i  `),

where (v
i

|vj) = �
i,j

. We label the basis vectors so that the odd part (a�)1̄ is spanned

by {v
i

}
i=1,...,m, and the even part (a�)0̄ is spanned by {v

i

}
i=m+1,...,m+n

where ` = m+ n.

Then, by [69, Proposition 3.1], the elements e
ij

= v
i(�1)v

j (1  i, j  `) provide a real-

ization of the a�ne Lie superalgebra b
gl(m|n) inside the free superfermion algebra F 1(a).

It is easy to see that if ' is the automorphism of F 1(a) from Examples 5.1.1, 5.1.5, then

' preserves b
gl(m|n). In fact, ' acts as an inner automorphism of gl(m|n); hence, the

corresponding '-twisted modules are as in Section 5.2.

7.3 Boson-Fermion Correspondences and Integrable

Systems

A Hamiltonian system with j degrees of freedom is given by the di↵erential equations

dp

dt
= �@H

@q
,

dq

dt
=

@H

@p
,

where p and q are j-dimensional vectors describing momentum and position respectively.

Such a system is (completely) integrable if there exist j independent first integrals. Some

di↵erential equations can be equivalently written as a Hamiltonian system. If the cor-

responding Hamiltonian system is integrable, then given one solution to the original

di↵erential equation, others can be obtained using the high degree of symmetry in the

system. Nonlinear di↵erential equations generally do not correspond to integrable Hamil-

tonian systems. However, some exceptional nonlinear PDEs do if one allows systems with
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infinitely many degrees of freedom [24]. The Korteweg-de Vries (KdV) equation was the

first known example [54, 94]. Certain solutions, called soliton solutions, exhibit behavior

similar to the superposition property of linear di↵erential equations, allowing the theory

to be rewritten in the language of linear di↵erential operators [77].

The KdV hierarchy is an infinite hierarchy of PDEs that are commuting symmetries

for the KdV equation and each other. Noncommuting symmetries of this hierarchy are

more easily obtained in the language of di↵erential operators. Then using the classical

boson-fermion correspondence one realizes these symmetries as vertex operators acting

on the space of solutions to the hierarchy. The classical boson-fermion correspondence is

a highly nontrivial isomorphism between fermionic and bosonic Fock spaces [80]. Other

boson-fermion correspondences are written in terms of twisted modules of vertex algebras,

and some in terms of twisted vertex algebras. Such constructions lead to other important

hierarchies (see, e.g., [3, 9, 29, 68]).

The results in this text prepare the way for the exploration of the possibility of boson-

fermion correspondences for twisted logarithmic modules. For example, a free field algebra

of k bosons can be realized using k pairs of fermions. For k = 1, this realization leads

to the classical boson-fermion correspondence. For k � 3, the fermions admit '-twisted

modules where ' is not semisimple. We plan to investigate whether twisted logarithmic

modules of the bosonic subalgebra can be obtained by restricting such '-twisted modules.

Such constructions may lead to new boson-fermion correspondences which may in turn

lead to new hierarchies of PDEs.

7.4 Logarithmic Vertex Algebras and LCFT

In quantum field theory, one studies quantum mechanical models by describing interac-

tions between particles in terms of the interactions of corresponding quantum fields. A

conformal field theory (CFT) is a quantum field theory that is invariant under confor-

mal transformations [26]. Vertex algebras provide a rigorous mathematical definition for

chiral CFT (see, e.g., [60]). CFTs have important physical applications including sta-

tistical mechanics and condensed matter physics [89]. There are also more theoretical

applications such as to string theory [92].

In certain models of conformal field theory, logarithms of the formal variables are

required in the vertex operators and their operator product expansions, something not
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allowed in vertex algebras. Thus a more general structure is needed. Bakalov recently

defined such a notion, calling it a logarithmic vertex algebra. Currently only a few exam-

ples of logarithmic vertex algebras are known, but they coincide with important LCFTs

such as the symplectic fermion model [49, 73] and the WZW model on GL(1|1) [85, 86].
Logarithmic vertex algebras look promising as a way to greatly simplify the methods

used in developing and analyzing LCFTs. We plan to investigate methods of constructing

other logarithmic vertex algebras not obtained from free fields. Possible candidates are

the fractional level WZW model ˆ
sl(2)�1/2 and the staggered modules discussed in [20].

7.5 Cryptography and Error-correcting Codes

Recent progress toward the construction of real quantum computers has led to strong

interest in cryptosystems that are resistant to both quantum computer and classical

computer attacks. Lattice-based cryptosystems, such as the Ajtai-Dwork, GGH, and

NTRU cryptosystems, were first developed in the 1990s [2, 53, 56]. They are based on

di�cult lattice problems such as the shortest vector and the closest vector problems.

Such cryptosystems have received renewed attention recently, because there are no known

algorithms either for quantum computers or classical computers with the potential to

e�ciently attack them. However, one major disadvantage to such systems is that their

underlying mathematical theory is not nearly as well understood as for cryptosystems

based on factorization or the discrete log problem. As a long-term goal, I intend to help

develop the theory needed to better analyze the security of such systems, and to possibly

even develop other lattice-based systems. As a first step in this direction, I plan to explore

possible applications of lattice vertex algebras to lattice-based cryptosystems.

Another important application of integral lattices is to error-correcting codes. Any

medium used to transmit information is imperfect. Noise in the signal invariably arises,

and this causes mistakes in the transmission. Error-correcting codes were first intro-

duced in the mid-twentieth century in order to detect and correct these mistakes [55,90].

Connections have already been made between error-correcting codes and vertex alge-

bras [23,46,52], and I intend to use connections as a springboard to making contributions

to this theory.
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[8] H. Bateman and A. Erdélyi, Higher Transcendental Functions, vol. 2., McGraw-Hill,

New York, 1953.

[9] B. Bakalov and D. Fleisher, Bosonizations of bsl2 and Integrable Hierarchies. Sym-

metry, Integrability and Geometry: Methods and Applications (SIGMA) 11 (2015),

005, 19 pp.

127



[10] B. Bakalov and V.G. Kac, Twisted modules over lattice vertex algebras. In: “Lie

theory and its applications in physics V,” 3–26, World Sci. Publishing, River Edge,

NJ, 2004; math.QA/0402315.

[11] B. Bakalov and T. Milanov, W-constraints for the total descendant potential of a

simple singularity. Compositio Math. 149 (2013), 840–888.

[12] A. Borel, Essays in the History of Lie Groups and Algebraic Groups. History of

Mathematics, 21, Amer. Math. Soc., Providence, RI, 2001.

[13] B. Bakalov and S.M. Sullivan, Twisted Logarithmic Modules of Free Field Algebras.

J. Math. Phys. 57 (2016), 061701, 18pp.

[14] B. Bakalov and S.M. Sullivan, Inhomogeneous Supersymmetric Bilinear Forms.

(2016), arXiv:1612.09400.

[15] B. Bakalov and W. Wheeless, Additional symmetries of the extended bigraded Toda

hierarchy. J. Phys. A: Math. Theor. 49 (2016) 055201, 25 pp.

[16] A.A. Belavin, A.M. Polyakov, and A.B. Zamolodchikov, Infinite conformal symmetry

in two-dimensional quantum field theory. Nuclear Phys. B 241 (1984), 333–380.

[17] R.E. Borcherds, Vertex algebras, Kac–Moody algebras, and the Monster. Proc. Nat.

Acad. Sci. USA 83 (1986), 3068–3071.

[18] T. Creutzig and A.R. Linshaw, Orbifolds of symplectic fermion algebras. Trans. Am.

Math. Soc. 369 (2017), 467–494.

[19] J.H. Conway and S.P. Norton, Monstrous moonshine. Bull. London Math. Soc. 11

(1979), 308–339.

128



[20] T. Creutzig and D. Ridout, Logarithmic conformal field theory: beyond an introduc-

tion. J. Phys. A 46 (2013), no. 49, 494006, 72 pp.

[21] S.-J. Cheng and W. Wang, Dualities and representations of Lie superalgebras. Grad.

Stud. Math., 144. Amer. Math. Soc., Providence, RI, 2012.

[22] J. Dadok and V.G. Kac, Polar representations. J. Algebra 92 (1985), 504–524.
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