Abstract

DAS, DEBRAJ. Perturbation Bootstrap in Regression. (Under the supervision of Professor Soumendra Nath Lahiri)

Consider the multiple linear regression model

\[ y_i = x_i' \beta + \epsilon_i, \quad i = 1, 2, \ldots, n \]

where \( y_1, \ldots, y_n \) are responses, \( \epsilon_1, \ldots, \epsilon_n \) are independent errors, \( x_1, \ldots, x_n \) are design vectors and \( \beta \) is the \( p \)-dimensional vector of parameters. After introduction of perturbation bootstrap by Jin et al. (2001), the asymptotic properties of this method remains largely unexplored in the context of multiple linear regression. In this dissertation, we analyze the asymptotic properties of perturbation bootstrap method as a distribution approximation method for different estimators of \( \beta \).

In the first chapter, we establish second order results of the perturbation bootstrap approximation of the distribution of the M-estimator of \( \beta \) when the design vectors are non-random. Second order correctness is important for reducing the approximation error uniformly to \( o(n^{-1/2}) \) to get better inferences. We show that the classical studentized version of the bootstrapped estimator fails to be second order correct even when the errors are independent and identically distributed (iid). We introduce an innovative modification in the studentized version of the bootstrapped statistic and show that the modified bootstrapped pivot is second order correct for approximating the distribution of the studentized M-estimator. Additionally, we show that the Perturbation Bootstrap continues to be second order correct when the errors \( \epsilon_i \)'s are independent, but may not be identically distributed.
In chapter two, we consider sparsity in the underlying multiple linear regression model and subsequently investigate the asymptotic properties of perturbation bootstrap in case of Lasso. Least Absolute Shrinkage and Selection Operator or Lasso, introduced by Tibshirani (1996), is a popular estimation procedure in multiple linear regression when underlying design has a sparse structure, because of its property that it sets some regression coefficients exactly equal to 0. We develop a perturbation bootstrap method and establish its validity in approximating the distribution of the Lasso in heteroscedastic linear regression, or more generally when the errors are independent, but may not be identically distributed. We consider the underlying covariates, $x_1, \ldots, x_n$, to be either random or non-random. We show that the proposed bootstrap method works irrespective of the nature of the covariates, unlike the resample-based bootstrap (residual and pairs bootstrap) of Freedman (1981).

In chapter three, we explore the asymptotic properties of perturbation bootstrap for the Adaptive Lasso (Alasso). Alasso was proposed by Zou (2006) as a modification of the Lasso for the purpose of simultaneous variable selection and estimation of $\beta$. Zou (2006) established that the Alasso estimator is variable-selection consistent as well as asymptotically Normal in the indices corresponding to the nonzero regression coefficients in certain fixed-dimensional settings. In an influential paper, Minnier, Tian and Cai (2011) proposed a perturbation bootstrap method and established its distributional consistency for the Alasso estimator in the fixed-dimensional setting. In this chapter, however, we show that this (naive) perturbation bootstrap fails to achieve second order correctness in approximating the distribution of the Alasso estimator. We propose a modification to the perturbation bootstrap objective function and show that a suitably studentized version of our modified perturbation bootstrap Alasso
estimator achieves second-order correctness even when the dimension $p$ is allowed to grow to infinity with the sample size $n$. We give simulation studies demonstrating good finite sample properties of our modified perturbation bootstrap method as well as an illustration of our method on a real data set.
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Chapter 1

Perturbation Bootstrap in Regression
M-estimation

1.1 Introduction

Consider the multiple linear regression model:

\[ y_i = x_i' \beta + \epsilon_i, \quad i = 1, 2, \ldots, n \]  \hspace{1cm} (1.1.1)

where \( y_1, \ldots, y_n \) are responses, \( \epsilon_1, \ldots, \epsilon_n \) are independent and identically distributed (iid) random variables with common distribution \( F \) (say), \( x_1, \ldots, x_n \) are known non random design vectors and \( \beta \) is the \( p \)-dimensional vector of parameters.

Suppose \( \tilde{\beta}_n \) is the M-estimator of \( \beta \) corresponding to the objective function \( \Lambda(\cdot) \) i.e.

\[ \tilde{\beta}_n = \arg \min_t \sum_{i=1}^n \Lambda(y_i - x_i' t) \].

Now if \( \psi(\cdot) \) is the derivative of \( \Lambda(\cdot) \), then \( \tilde{\beta}_n \) is the M-estimator corresponding to the score function \( \psi(\cdot) \) and is defined as the solution of the vector equation

\[ \sum_{i=1}^n x_i \psi(y_i - x_i' \beta) = 0. \]
It is known [cf. Huber(1981)] that under some conditions on the objective function, design vectors and error distribution $F; (\hat{\beta}_n - \beta)$ with proper scaling has an asymptotically normal distribution with mean 0 and dispersion matrix $\sigma^2 I_p$ where $\sigma^2 = E\psi^2(\epsilon_1)/E^2\psi'(\epsilon_1)$.

After introduction of bootstrap by Efron in 1979 as a resampling technique, it has been widely used as a distributional approximation method. Resampling from the naive empirical distribution of the centered residuals in a regression setup, called residual bootstrap, was introduced by Freedman (1981). Freedman (1981) and Bickel and Freedman (1981b) had shown that given data, the conditional distribution of $\sqrt{n}(\beta^*_n - \bar{\beta}_n)$ converges to the same normal distribution as the distribution of $\sqrt{n}(\hat{\beta}_n - \beta)$ when $\hat{\beta}_n$ is the usual least square estimator of $\beta$, that is, when $\Lambda(x) = x^2$. It implies that the residual bootstrap approximation to the exact distribution of the least square estimator is first order correct as in the case of normal approximation. The advantage of the residual bootstrap approximation over normal approximation for the distribution of linear contrasts of least square estimator for general $p$ was first shown by Navidi (1989) by investigating the underlying Edgeworth Expansion (EE); although heuristics behind the same was given by Liu (1988) in restricted case $p = 1$. Consequently, EE for the general M-estimator of $\beta$ was obtained by Lahiri (1989b) when $p = 1$; whereas the same for the multivariate least square estimator was found by Qumsiyeh (1990a). EE of standardized and studentized versions of the general M-estimator in multiple linear regression setup was first obtained by Lahiri (1992). Lahiri (1992) also established the second order results for residual bootstrap in regression M-estimation.

A natural generalization of sampling from the naive empirical distribution is to
sample from a weighted empirical distribution to obtain the bootstrap sample residuals. Broadly, the resulting bootstrap procedure is called the weighted or generalized bootstrap. It was introduced by Mason and Newton (1992) for bootstrapping mean of a collection of iid random variables. Mason and Newton (1992) considered exchangeable weights and established its consistency. Lahiri (1992) established second order correctness of generalized bootstrap in approximating the distribution of the M-estimator for the model (1.1.1) when the weights are chosen in a particular fashion depending on the design vectors. Wellner and Zhan (1996) proved the consistency of infinite dimensional generalized bootstrapped M-estimators. Consequently, Chatterjee and Bose (2005) established distributional consistency of generalized bootstrap in estimating equations and showed that generalized bootstrap can be used in order to estimate the asymptotic variance of the original estimator. Chatterjee and Bose (2005) also mentioned the bias correction essential for achieving second order correctness.

An important special case of generalized bootstrap is the bayesian bootstrap of Rubin (1981). Rao and Zhao (1992) showed that the distribution function of M-estimator for the model (1.1.1) can be approximated consistently by bayesian bootstrap. See the monograph of Barbe and Bertail (2012) for an extensive study of generalized bootstrap.

A close relative to the generalized bootstrap procedure is the wild bootstrap. It was introduced by Wu (1986) in multiple linear regression model (1.1.1) with errors $e_i$‘s being heteroscedastic. Beran (1986) justified wild bootstrap method by pointing out that the distribution of the least square estimator can be approximated consistently by the wild bootstrap approximation. Second order results of wild bootstrap in heteroscedastic regression model was first established by Liu (1988) when $p = 1$. Liu (1988) also showed that usual residual bootstrap is not capable of approximating the
distribution of the least square estimator up to second order in heteroscedastic setup and described a modification in resampling procedure which can establish second order correctness. For general $p$, the heuristics behind achieving second order correctness by wild bootstrap in homoscedastic least square regression were discussed in Mammen (1993). Recently, Kline and Santos (2011) developed a score based bootstrap method depending on wild bootstrap in M-estimation for the homoscedastic model (1.1.1) and established consistency of the procedure for Wald and Lagrange Multiplier type tests for a class of M-estimators under misspecification and clustering of data.

A novel bootstrap technique, called the perturbation bootstrap was introduced by Jin, Ying, and Wei (2001) as a resampling procedure where the objective function having a U-process structure was perturbed by non-negative random quantities. Jin, Ying, and Wei (2001) showed that in standardized setup, the conditional distribution of the perturbation resampling estimator given the data and the distribution of the original estimator have the same limiting distribution which means this resampling method is first order correct without studentization. In a recent work, Minnier, Tian, and Cai (2011) also applied this perturbation resampling method in penalized regression setup such as Adaptive Lasso, SCAD, $l_q$ penalty and showed that the standardized perturbed penalized estimator is first order correct. But, second order properties of this new bootstrap method have remained largely unexplored in the context of multiple linear regression. In this current chapter, the perturbation bootstrap approximation is shown to be S.O.C. for the distribution of studentized M-estimator for the regression model (1.1.1). An extension to the case of independent and non-iid errors is also established, showing the robustness of perturbation bootstrap towards the presence of heteroscedasticity. Therefore, besides the existing bootstrap methods, the perturbation
bootstrap method can also be used in regression M-estimation for making inferences regarding the regression parameters and higher order accuracy can be achieved than the normal approximation.

A classical way of studentization in bootstrap setup, in case of regression M-estimator and for iid errors, is to consider the studentization factor to be \( \sigma_n^* = \frac{s_n^*}{\tau_n^*} \), \( \tau_n^* = n^{-1} \sum_{i=1}^{n} \psi'(\epsilon_i^*) \), \( s_n^{*2} = n^{-1} \sum_{i=1}^{n} \psi^2(\epsilon_i^*) \) where \( \epsilon_i^* = y_i - x_i' \beta_n^* \), \( i \in \{1, \ldots, n\} \), with \( \beta_n^* \) being the perturbation bootstrapped estimator of \( \beta \), defined in Section 1.2. Although the residual bootstrapped estimator is S.O.C. after straight-forward studentization, the same pivot fails to be S.O.C. in the case of perturbation bootstrap. Two important special cases are considered as examples in this respect. The reason behind this failure is that although the bootstrap residuals are sufficient in capturing the variability of the bootstrapped estimator in residual bootstrap, it is not enough in the case of perturbation resampling. Modifications have been proposed as remedies and are shown to be S.O.C. The modifications are based on the novel idea that the variability of the random perturbing quantities \( G_i^* \) (\( 1 \leq i \leq n \)) along with the bootstrap residuals are required to capture the variability of the perturbation bootstrapped estimator; whereas individually they are not sufficient. For technical details, see Section 1.4.3 and Section 1.5.1.

With a view to establish second order correctness, we start with the standardized setup and then proceed to studentization. First, we find a two-term EE of the conditional density of a suitable stochastic approximation of the concerned bootstrapped pivot and then we show that it is the required two-term EE corresponding to the bootstrapped pivot. The result then follows by comparing the EE of the bootstrapped pivot with that of underlying original pivot. The techniques that are to be used in
finding EE have been demonstrated and discussed in Bhattacharya and Ghosh (1978), Bhattacharya and Rao (1986), Navidi (1989) and Lahiri (1992).


The rest of the chapter is organized as follows. Perturbation bootstrap is described briefly in Section 1.2. Section 1.3 states the assumptions and motivations behind considering those assumptions. Main results for iid case, along with the modification in bootstrap studentization, are stated in Section 1.4. An extension to the case of independent and non-iid errors is proposed in Section 1.5. Proofs are given in Section 1.6. Section 1.7 states concluding remarks.

1.2 Description of Perturbation Bootstrap

In the perturbation bootstrap, The objective function $\Lambda(\cdot)$ has been perturbed several times by a non-negative random quantity to get a bootstrapped estimate of $\beta$. It has nothing to do with residuals in resampling stage, unlike the residual and weighted
bootstrap. More precisely, the perturbation bootstrap estimator $\beta_n^*$ is defined as

$$\beta_n^* = \arg \min_t \sum_{i=1}^n \Lambda(y_i - x_i't)G_i^*$$

or in terms of the score function $\psi(\cdot)$, as the solution of the vector equation

$$\sum_{i=1}^n x_i\psi(y_i - x_i'\beta)G_i^* = 0 \quad (1.2.1)$$

where $G_i^*, i \in \{1, \ldots, n\}$ are non-negative and non-degenerate completely known random variables, considered as perturbation quantities. Note that, if $\mu_{G}$ is the mean of $G_1^*$, then $\tilde{\beta}_n$ is the solution of $E\left(\sum_{i=1}^n x_i\psi(\epsilon_i)G_i^*|\epsilon_1, \ldots, \epsilon_n\right) = \sum_{i=1}^n x_i\psi(\epsilon_i)\mu_{G} = 0$

where $\epsilon_i = y_i - x_i'\tilde{\beta}_n, i \in \{1, \ldots, n\}$, are the residuals corresponding to the M-estimator $\tilde{\beta}_n$. This observation will be helpful in finding a suitable stochastic approximation in bootstrap regime. For details, see Section 1.6.

The central idea of the perturbation bootstrap is to draw a relatively large collection of iid random samples $\{(G_1^{*b}, \ldots, G_n^{*b}) : b = 1, \ldots, B\}$ from the distribution of $G_1^*$ and then to find the conditional empirical distribution of $\sqrt{n}(\beta_n^* - \tilde{\beta}_n)$ given data $y_i : i = 1, \ldots, n$, by solving

$$\sum_{i=1}^n x_i\psi(y_i - x_i'\beta)G_i^{*b} = 0$$

for each $b \in \{1, \ldots, B\}$; to approximate the distribution of $\sqrt{n}(\tilde{\beta}_n - \beta)$ asymptotically. As a result the bootstrapped distribution may be used as an approximation to the original distribution, just like the normal approximation, in constructing confidence intervals and testing of hypotheses regarding $\beta$.

Now, in the perturbation bootstrap M-estimation, $G_i^{*b}$’s can be thought of as weights corresponding to the $i$th data point $(x_i, y_i)$. To make it easier to understand, consider
the least square setup i.e. \( \Lambda(x) = x^2 \). In this case \( \beta_n^* \) takes the form

\[
\beta_n^* = \left( \sum_{i=1}^{n} x_i x_i' G_i^* \right)^{-1} \left( \sum_{i=1}^{n} x_i y_i G_i^* \right)
\]  

(1.2.2)

indicating that the perturbing quantities \( G_i^* \)'s can be thought of as weights.

**Remark 1.2.1** Consider the least square estimator \( \hat{\beta}_n \). Then keeping the asymptotic properties fixed, the perturbation bootstrap version \( \hat{\beta}_{1n}^* \) of \( \hat{\beta}_n \) can be defined alternatively as the solution of

\[
\sum_{i=1}^{n} x_i (y_i - x_i' \beta)(G_i^* - \mu_{G^*}) + \sum_{i=1}^{n} x_i x_i' (\hat{\beta}_n - \beta)(2\mu_{G^*} - G_i^*) = 0
\]

which in turn implies that \( \hat{\beta}_{1n}^* \) is the solution of

\[
\sum_{i=1}^{n} x_i (z_i^* - x_i' \beta) = 0
\]  

(1.2.3)

where \( z_i^* = x_i' \hat{\beta}_n + \hat{\epsilon}_i [\mu_{G^*}^{-1}(G_i^* - \mu_{G^*})] \), \( \hat{\epsilon}_i = y_i - x_i' \hat{\beta}_n \), \( i \in \{1, \ldots, n\} \). On the other hand, the simple wild bootstrap version \( \hat{\beta}_{2n}^* \) of \( \hat{\beta}_n \) is defined as the solution of

\[
\sum_{i=1}^{n} x_i (y_i^* - x_i' \beta) = 0
\]  

(1.2.4)

where \( y_i^* = x_i' \hat{\beta}_n + \hat{\epsilon}_i t_i \), \( i \in \{1, \ldots, n\} \). \( \{t_1, \ldots, t_n\} \) is a set of iid random variables independent of \( \{\epsilon_1, \ldots, \epsilon_n\} \) with \( \text{E}(t_1) = 0 \), \( \text{Var}(t_1) = 1 \). Additionally, one needs \( \text{E}(t_1^3) = 1 \) for establishing second order correctness of wild bootstrap approximation [cf. Liu (1988), Mammen (1993)]. Now looking at (1.2.3) and (1.2.4) and in view of assumption (A.5)(ii), it can be said that the perturbation bootstrap coincides with the wild bootstrap in least square setup. Therefore one can view perturbation bootstrap as a generalization of the wild bootstrap in regression M-estimation.
Remark 1.2.2 There is a basic difference between perturbation bootstrap and weighted bootstrap with respect to the construction of the bootstrapped estimator. Whereas in the perturbation bootstrap, the bootstrapped estimator is defined through the non-negative and non-degenerate random perturbations of the objective function; in weighted bootstrap, the bootstrapped estimator is defined through bootstrap samples drawn from a weighted empirical distribution. See for example the construction of the weighted bootstrapped estimator corresponding to Theorem 2.3 of Lahiri (1992) and compare it with our construction as stated in Section 1.2. However, one can think the perturbation bootstrap defined in Section 1.2 as the weighted bootstrap version of some statistical functional if the design vectors are random. Suppose, \{(x_1, y_1), \ldots, (x_n, y_n)\} are iid with underlying probability measure \(Q\). Then one can think

\[\beta = T(Q) = \arg \min_t E \left[ \Lambda(y_i - x_i't) \right]\]

for some statistical functional \(T(\cdot)\). Define the empirical measures \(Q_n = n^{-1} \sum_{i=1}^{n} 1(x_i, y_i)\) and \(Q_{n,G^*} = n^{-1} \sum_{i=1}^{n} 1(x_i, y_i)G_i^*\) where \(1(\cdot)\) is the indicator function. Then we have \(\tilde{\beta}_n = T(Q_n)\) and \(\beta_n^* = T(Q_{n,G^*})\). This is the general setup of Barbe and Bertail (2012). Second order results are available only in standardized setup for differentiable statistical functionals, see Section 3.1 of Barbe and Bertail (2012). In particular, second order correctness of weighted bootstrap of standardized mean of iid random variables was established by Haeusler et. al. (1991). On the other hand, we have assumed the design vectors to be non-random, implying that our setup does not quite fit in the general statistical functional setup of Barbe and Bertail (2012); although Theorem 1.4.3 continue to hold when the design is random. Our main motivation is to explore second order results in studentized setup which is the common setup in practice. We have also extended second order correctness of perturbation bootstrap when error are independent, but may not be identically distributed. Hence the results in this.
chapter significantly extends the results available in the literature of second order correctness by bootstrap in regression M-estimation.

1.3 Assumptions

Suppose, $x_i = (x_{i1}, x_{i2}, \ldots, x_{ip})'$. Define, $D_n \equiv D = (\sum_{i=1}^n x_i x_i')^{1/2}$, $A_n = n^{-1}D^2$, $d_i = D^{-1}x_i, 1 \leq i \leq n$ and $q = \frac{p(p+1)}{2}$. Also define, $D_n = (\sum_{i=1}^n x_i x_i')^{1/2}$, $A_n = n^{-1}D^2$, $d_i = D_n^{-1}x_i, 1 \leq i \leq n$ and $q = \frac{p(p+1)}{2}$. Note that for any constants $a_1, \ldots, a_n \in \mathbb{R}, \sum_{i=1}^n a_i z_i = 0$ which implies and is implied by $\sum_{i=1}^n a_i x_i x_i' = 0$. Hence, $\{z_1, \ldots, z_n\}$ are linearly independent if and only if $\{x_i x_i': 1 \leq i \leq n\}$ are linearly independent. Therefore, $r_n = \text{rank of } \sum_{i=1}^n z_i z_i'$ is nondecreasing in $n$. So, if $r = \max\{r_n : n \geq 1\}$ then without loss of generality (w.l.g.), we can assume that $r_n = r$ for all $n \geq q$. Consider canonical decomposition of $\sum_{i=1}^n z_i z_i'$ as

$$L(\sum_{i=1}^n z_i z_i')L' = \begin{bmatrix} I_r & 0 \\ 0 & 0 \end{bmatrix}$$

where $L$ is a $q \times q$ non-singular matrix. Partition $L$ as $L' = [L_1' \quad L_2']$, where $L_1$ is of order $r \times q$. Define $r \times 1$ vector $\tilde{z}_i$ by

$$\tilde{z}_i = L_1 z_i, \quad 1 \leq i \leq n$$

Note that $\sum_{i=1}^n \tilde{z}_i \tilde{z}_i' = L_1(\sum_{i=1}^n z_i z_i')L_1' = I_r$. Suppose, $v_i = (x_i' \psi(e_1), z_i' \psi'(e_1))'$. $\tilde{z}_i = (z_i', n^{-1})'$.

Let, $\Phi_V$ denotes the normal distribution with mean 0 and dispersion matrix $V$ and $\phi_V$ is the density of $\Phi_V$. Write $\Phi_V = \Phi$ and $\phi_V = \phi$ when $V$ is the identity matrix. $h', h''$ denote respectively first and second derivatives of real valued function
that is twice differentiable. Also \( \|\cdot\| \) denotes euclidean norm. For any set \( B \in \mathcal{B} \) and \( \epsilon > 0 \), \( \delta B \) denotes the boundary of \( B \), \( |B| \) denotes the cardinality of \( B \) and 
\[ B^\epsilon = \{ x : x \in \mathcal{B} \text{ and } d(x, B) < \epsilon \} \]
where \( d(x, B) = \inf\{ ||x - y|| : y \in B \} \). For a function \( f : \mathbb{R}^l \to \mathbb{R} \) and a non-negative integral vector \( \alpha = (\alpha_1, \alpha_2, \ldots, \alpha_l)' \), 
\[ D^{\alpha} f = D_1^{\alpha_1} \ldots D_l^{\alpha_l} f \]
deals \( \alpha_j \) times partial derivative of \( f \) with respect to the \( j \)th component of its argument, \( 1 \leq j \leq l \). Also assume that \( (e_1, \ldots, e_p)' \) is the standard basis of \( \mathbb{R}^p \). Let, \( \mathbf{P}^* \) and \( \mathbf{E}^* \) respectively denote conditional bootstrap probability and conditional expectation of \( G^*_i \) given data. The class of sets \( \mathcal{B} \) denotes
\[ \sup_{B \in \mathcal{B}} \Phi((\delta B)^\epsilon) = O(\epsilon) \quad \text{as} \quad \epsilon \downarrow 0 \]  
Next we state the assumptions:

(A.1) \( \psi(\cdot) \) is twice differentiable and \( \psi''(\cdot) \) satisfies a Lipschitz condition of order \( \alpha \) for some \( 0 < 2\alpha \leq 1 \).

(A.2) (i) \( A_n \to A_1 \) as \( n \to \infty \) for some positive definite matrix \( A_1 \).

(ii) \( \mathbb{E}(n^{-1} \sum_{i=1}^n v_i v_i') \to A_2 \) as \( n \to \infty \) for some non-singular matrix \( A_2 \), where expectation is with respect to \( F \).

(ii)' \( \mathbb{E}(n^{-1} \sum_{i=1}^n \tilde{v}_i \tilde{v}_i') \to A_3 \) as \( n \to \infty \) for some non-singular matrix \( A_3 \) where \( \tilde{v}_i \) is defined as same way as \( v_i \) with \( z_i \) being replaced by \( \hat{z}_i \).

(iii) \( n^\alpha/2(\sum_{i=1}^n |d_i|^6 + 2\alpha)^{1/2} + \sum_{i=1}^n |z_i|^4 = O(n^{-1}) \)

(A.3) (i) \( \mathbb{E}\psi(\epsilon_1) = 0 \) and \( \sigma^2 = \mathbb{E}\psi^2(\epsilon_1)/\mathbb{E}(\psi'(\epsilon_1)) \in (0, \infty) \).

(ii) \( \mathbb{E}|\psi(\epsilon_1)|^4 + \mathbb{E}|\psi'(\epsilon_1)|^4 + \mathbb{E}|\psi''(\epsilon_1)|^2 < \infty \).
(A.4) \( G_i^* \) and \( e_i \) are independent for all \( 1 \leq i \leq n \).

(A.5) (i) \( EG_i^3 < \infty \)

(ii) \( \text{Var}(G_1^*) = \mu_{G*}^2, E(G_1^* - \mu_{G*})^3 = \mu_{G*}^3 \).

(iii) \((G_1^* - \mu_{G*})\) satisfies Cramer’s condition:
\[
\limsup_{|t| \to \infty} |E(exp(it(G_1^* - \mu_{G*}))| < 1.
\]

(iii)' \((G_1^* - \mu_{G*}), (G_1^* - \mu_{G*})^2\) satisfies Cramer’s condition:
\[
\limsup_{||t_1,t_2|| \to \infty} |E(exp(it_1(G_1^* - \mu_{G*}) + it_2(G_1^* - \mu_{G*})^2))| < 1
\]

(A.6) (i) \((\psi(e_1), \psi'(e_1))\) satisfies Cramer’s condition:
\[
\limsup_{||t_1,t_2,t_3|| \to \infty} |E(exp(it_1\psi(e_1) + it_2\psi'(e_1))| < 1
\]

(i)' \((\psi(e_1), \psi'(e_1), \psi^2(e_1))\) satisfies Cramer’s condition:
\[
\limsup_{||t_1,t_2,t_3|| \to \infty} |E(exp(it_1\psi(e_1) + it_2\psi'(e_1) + it_3\psi^2(e_1))| < 1
\]

Define \( \tilde{v}_i = (\tilde{x}_i', \tilde{z}_i')' \) where \( \tilde{x}_i = x_i\psi(e_i), \tilde{z}_i = z_i\psi'(e_i); \{ \tilde{e}_1, \ldots, \tilde{e}_n \} \) being the set of residuals. Also, define \( \tilde{A}_{2n} = n^{-1} \sum_{i=1}^n \tilde{x}_i\tilde{x}_i' \) and \( \tilde{A}_{1n} = n^{-1} \sum_{i=1}^n x_i'x_i\psi'(e_i) \). Note that \( n^{-1} \sum_{i=1}^n \tilde{v}_i\tilde{v}_i' \) is an estimate of the matrix \( E(n^{-1} \sum_{i=1}^n v_i'v_i') \) and due to assumption (A.2)(ii), \( \sum_{i=1}^n \tilde{v}_i\tilde{v}_i' \) is non-singular for sufficiently large \( n \). Hence, without loss of generality the canonical decomposition of \( \sum_{i=1}^n \tilde{v}_i\tilde{v}_i' \) can be assumed as
\[
B\left( \sum_{i=1}^n \tilde{v}_i\tilde{v}_i' \right) B' = I_k
\]
where \( k = p + q \) and \( B \) is a \( k \times k \) non-singular matrix. Define \( k \times 1 \) vector \( \tilde{v}_i \) by
\[
\tilde{v}_i = B\tilde{v}_i, \quad 1 \leq i \leq n
\]

To find valid EE in the perturbation bootstrap regime, the following condition [cf.
Navidi (1989)] is also required:

(A.7) There exists a $\delta > 0$ such that $-K_n(\delta) / \log \gamma_n \to \infty$ where $B_n(\delta) = \{1 \leq i \leq n : (\hat{\theta}_i^2 t)^2 > \delta \gamma_n^2 \}$ for all $t \in \mathbb{R}^k$ with $||t||^2 = 1$, $K_n(\delta) = |B_n(\delta)|$, the cardinality of the set $B_n(\delta)$, and $\gamma_n = (\sum_{i=1}^{n} ||\hat{\theta}_i||^4)^{1/2}$.

But note that the condition (A.7) has already been satisfied in our set up due to Lemma 1.6.4 and the proposition in Lahiri (1992).

Now we briefly explain the assumptions. Assumption (A.1) is smoothness condition on the score function $\psi(\cdot)$. This condition is essential for obtaining a Taylor’s expansion of $\psi(\cdot)$ around regression errors. Assumption (A.2) presents the regularity conditions on the design vectors necessary to find EE. For the validity of asymptotic normality of the regression M-estimator, only (A.2)(i) is enough [cf. Huber (1981)]; whereas additional condition (A.2)(ii) is required for the validity of the EE. (A.2)(iii) states atmost how fast the $L^2$ norm of the design vectors can increase to get a valid EE. This condition is somewhat stronger than the condition (C.6) assumed in Lahiri (1992); although there was a reduction in accuracy of bootstrap approximation due to this relaxation. This type of conditions are quite common in the literature of edgeworth expansions in regression setup; see for example Navidi (1989), Qumsiyeh (1990a). We now state an example where assumption (A.2) (iii) is fulfilled.

Example 1.3.1 Suppose, $\{X^{(1)}, \ldots, X^{(p)}\}$ is a set of independent random vectors where $X^{(j)} = (X^{(j)}_1, \ldots, X^{(j)}_n)'$ is a vector of $n$ iid copies of the non-degenerate random variable $X^{(j)}_1$, $j \in \{1, \ldots, p\}$. Define, $p \times p$ matrix $M = ((m_{jk}))_{j,k=1,\ldots,p}$ where $m_{jk} = \mathbb{E}(X^{2}_{1j} X^{2}_{1k})$ and $n \times p$ matrix $X = (X^{(1)}, \ldots, X^{(p)})$. Assume, $\mathbb{E}(X^{(j)}_1) = \mathbb{E}(X^{3}_{1j}) = 0$ and $\mathbb{E}|X^{(j)}_1|^8 < \infty$ for
all $j \in \{1, \ldots, p\}$ and $\det(M) \neq 0$. Then for the design matrix $X$, assumption (A.2) (iii) holds with probability 1 (w.p. 1).

**proof:**

For the design matrix $X$, $x_i = (X_{i1}, X_{i2}, \ldots, X_{ip})'$ and $z_i = (X_{i1}^2, X_{i1}X_{i2}, \ldots, X_{i1}X_{ip}, X_{i2}^2, X_{i2}X_{i3}, \ldots, X_{i2}X_{ip}, \ldots, X_{ip}^2)'$ for $i \in \{1, \ldots, n\}$.

First note that if all the entries of $X$ are iid then the condition $\det(M) \neq 0$ is redundant. By Kolmogorov strong law of large numbers, $A_n = n^{-1}D^2 \rightarrow \text{diag}(\mathbb{E}(X_{11}^2), \ldots, \mathbb{E}(X_{ip}^2))$ and $n^{-1} \sum_{i=1}^n ||x_i||^{6+2\alpha} \rightarrow \mathbb{E}||x_1||^{6+2\alpha}$ both w.p.1 and hence

\[
\frac{n^{\alpha/2}}{2} \left( \sum_{i=1}^n ||d_i||^{6+2\alpha}\right)^{1/2} \leq n^{\alpha/2} ||D^{-1}||^{3+\alpha} \left( \sum_{i=1}^n ||x_i||^{6+2\alpha}\right)^{1/2} = O(n^{-1}) \ \text{w.p.1} \quad (1.3.2)
\]

Again, since $M$ is a non-singular matrix, $n^{-1} \sum_{i=1}^n z_i z_i' \rightarrow N$ w.p.1, for some positive definite matrix $N$. This implies that $||L|| = O(n^{-1/2})$ w.p.1 and hence

\[
\sum_{i=1}^n ||\tilde{z}_i||^4 \leq ||L||^4 \sum_{i=1}^n ||z_i||^4 = O(n^{-1}) \ \text{w.p.1} \quad (1.3.3)
\]

Therefore, our claim follows from (1.3.2) and (1.3.3).

Assumption (A.3) is the moment condition on the error variables through the score function $\psi(\cdot)$. (A.3)(i) is generally assumed to establish asymptotic normality. Assumption (A.4) is inherent in the present setup, since $G_i'$s are introduced by us to define the bootstrapped estimator whereas $\epsilon_i'$s are already present in the process of data generation. The conditions present in Assumption (A.5) are moment and
smoothness conditions on the perturbing quantities $G_i^*$’s, required for the valid two term EE in bootstrap setup. The Cramer’s condition is very common in the literature of edgeworth expansions. Cramer’s condition is satisfied when the distribution of $(G_1^* - \mu_{G^*})$ or $((G_1^* - \mu_{G^*}^2), (G_1^* - EG_1^*)^2)$ has a non-degenerate component which is absolutely continuous with respect to Lebesgue measure [cf. Hall (1992)]. An immediate choice of the distribution of $G_1^*$ is Beta$(\gamma, \delta)$ where $3\gamma = \delta = 3/2$. Also one can investigate Generalized Beta family of distributions for more choices of the distribution of $G_1^*$. Assumption (A.6) is the Cramer’s condition on the errors. Although this assumption is not needed for obtaining EE of the bootstrapped estimators, it is needed for obtaining EE for the original M-estimator.

Note that the condition (A.7) is somewhat abstract. Hence as pointed out by a referee, some clarification would be helpful. To this end, it is worth mentioning that to find formal EE for the standardized bootstrapped pivot (see section 1.4.1), the most difficult step is to show

$$\max_{|\alpha| \leq p+q+4} \int_{C_1 \leq t \leq C_2} |D^\alpha E_\epsilon e^{it^T T_n^*}| dt = o_p(n^{-1/2}) \quad (1.3.4)$$

where $C_1, C_2$ are non-negative constants and $T_n^* = \sum_{i=1}^n (\hat{X}_i^* - E_\epsilon(\hat{X}_i^*))$, with $\hat{X}_i^* = \tilde{v}_i(G_i - \mu_{G^*})1(||\tilde{v}_i(G_i - \mu_{G^*})|| \leq 1)$. Now it is easy to see that for any $|\alpha| \leq p + q + 4$, $|D^\alpha E_\epsilon e^{it^T T_n^*}|$ is bounded above by a sum of $n|\alpha|$-terms, each of which is bounded above by

$$C(\alpha) \cdot \max\{E_\epsilon||\hat{X}_i^* - E_\epsilon(\hat{X}_i^*)|| : i \in I_n^*\} \cdot \prod_{i \in I_n^{**}} |E_\epsilon e^{it^T \hat{X}_i^*}|$$

where $I_n^* \subset \{1, \ldots, n\}$ is of size $|\alpha|$ and $I_n^{**} = \{1, \ldots, n\} \setminus I_n^*$ and $C(\alpha)$ is a constant which depends only on $\alpha$. 
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Now note that for all $i \in \{1, \ldots, n\}$,

$$E_* ||\tilde{X}_i^* - E_*(\tilde{X}_i^*)|||\alpha| \leq 2|\alpha|$$

and

$$|E_* e^{t' \tilde{X}_i^*}| \leq |E_* e^{t' \tilde{X}_i(G_i - \mu_G^*)}| + 2P_* (||\tilde{\sigma}_i(G_i - \mu_G^*)|| > 1)$$

Hence, in view of Cramer’s condition (A.5) (iii) and Lemma 1.6.4, if there exists a sequence of sets $\{J_n\}_{n \geq 1}$ such that $J_n \subset \{1, \ldots, n\}$ and for all $i \in J_n$, $\gamma_n^{-1}|t' \tilde{\sigma}_i| > \xi$ for some $\xi > 0$, then for some $0 < \theta < 1$ we have

$$\sup \left\{ \prod_{i \in I_n^c} |E_* e^{t' \tilde{X}_i^*}| : C_1 \leq \gamma_n ||t|| \leq C_2 \right\}$$

$$\leq \sup \left\{ \prod_{i \in I_n^c \cap J_n} |E_* e^{t' \tilde{X}_i^*}| : C_1 \leq ||t|| \leq C_2 \right\}$$

$$\leq \theta |I_n^c \cap J_n|$$

(1.3.5)

Again, $|I_n^c \cap J_n| \geq |J_n| - |\alpha|$ and $\gamma_n \geq kn^{-1}$. Therefore, to achieve (1.3.4), it is enough to have

$$n^{2(p+q)+4} \cdot \theta |J_n|^{-(p+q)+4} = o(n^{-1/2})$$

Hence due to Lemma 1.6.4, it is enough to have $|J_n| \geq a_n - C \log \gamma_n$ for some positive constant $C$ and a sequence of constants $\{a_n\}$ increasing to $\infty$. This observation together with (1.3.5) justifies condition (A.7).

We will denote the assumptions (A.1)-(A.5) by (A.1)'-(A.5)' when (A.2) and (A.5) are respectively defined with (ii)' and (iii)' instead of (ii) and (iii).
1.4 Main Results

1.4.1 Rate of Perturbation Bootstrap Approximation

Here we will state the approximation results both in standardized and studentized setup. It is well known that $\sqrt{n} \tilde{\beta}_n$ has asymptotic variance $\sigma^2 \bar{A}_n^{-1}$. So, the standardized version of the M-estimator $\bar{\beta}_n$ is defined as $F_n = \sqrt{n} \sigma^{-1} A_n^{1/2} (\bar{\beta}_n - \beta)$. Now to define the standardized version of the corresponding bootstrapped statistic $\beta_n^*$, we need its conditional asymptotic variance, given the data. Using Taylor’s expansion, it is quite easy to get the conditional asymptotic variance of $\sqrt{n} \beta_n^*$ as $\bar{A}_n^{-1} \bar{A}_n A_1^{-1}$. Note that inverse of the matrices $\bar{A}_n^{-1}$ and $\bar{A}_n^{-1}$ are well defined for sufficiently large sample size $n$ due to the assumption (A.2)(i) and (A.3)(ii). Hence, the standardized bootstrapped M-estimator $F_n^*$ can be defined as

$$F_n^* = \sqrt{n} \bar{\Sigma}_n^{-1/2} (\beta_n^* - \bar{\beta}_n)$$

where $\bar{\Sigma}_n^{-1/2} = \bar{A}_n^{1/2} \bar{A}_n^{-1} A_2^{1/2}$ being defined in terms of the spectral decomposition of $\bar{A}_2n$; although it can be defined in many different ways [cf. Lahiri (1994)]. Under some regularity conditions, both the distribution of $F_n$ and the conditional distribution of $F_n^*$ can be shown to be approximated asymptotically by a Normal distribution with mean 0 and variance $I_p$. Hence, it is straightforward that perturbation bootstrap approximation to the distribution of the M-estimator is first order correct. The second order result in standardized case is formally stated in Theorem 1.4.1.

**Proposition 1.4.1** Suppose, the assumptions (A.1)-(A4), (A.5)(i) hold. Then there exist constant $C_1 > 0$ and a sequence of Borel sets $Q_{1n} \subseteq \mathbb{R}^n$, such that $P((\epsilon_1, \ldots, \epsilon_n) \in Q_{1n}) \to 1$ as $n \to \infty$, and given $(\epsilon_1, \ldots, \epsilon_n) \in Q_{1n}$, $n \geq C_1$ such that there exists a sequence of
statistics $\{\beta_n^*\}_{n \geq 1}$ such that

$$P_*(\beta_n^* \text{ solves } (1.2.1) \text{ and } ||\beta_n^* - \bar{\beta}_n|| \leq C_1 n^{-1/2}(\log n)^{1/2} \geq 1 - \delta_n n^{-1/2}$$

where $\delta_n \equiv \delta_n(\epsilon_1, \ldots, \epsilon_n)$ tends to 0.

**Theorem 1.4.1** Let $\{\beta_n^*\}_{n \geq 1}$ be a sequence of statistics satisfying Proposition 1.4.1 depending on $(\epsilon_1, \ldots, \epsilon_n)$. Assume, the assumptions (A.1)-(A.5) hold.

(a) Then there exist constant $C_2 > 0$ and a sequence of Borel sets $Q_{2n} \subseteq \mathbb{R}^n$ and polynomial $a_n^*(', \psi, G^*)$ depending on first three moments of $G_1^*$ and on $\psi(\cdot)$, $\psi'(\cdot)$ & $\psi''(\cdot)$ through the residuals $\{\tilde{\epsilon}_1, \ldots, \tilde{\epsilon}_n\}$ such that given $(\epsilon_1, \ldots, \epsilon_n) \in Q_{2n}$, with $P((\epsilon_1, \ldots, \epsilon_n) \in Q_{2n}) \rightarrow 1$, we have for $n \geq C_2$,

$$\sup_{B \in \mathcal{B}} |P_*(F_n^* \in B) - \int_B \xi_n^*(x)dx| \leq \delta_n n^{-1/2}$$

where $\xi_n^*(x) = (1 + n^{-1/2}a_n^*(x, \psi, G^*))\phi(x)$ and $\delta_n \equiv \delta_n(\epsilon_1, \ldots, \epsilon_n)$ tends to 0.

(b) Suppose in addition assumption (A.6)(i) holds. Then we have,

$$\sup_{B \in \mathcal{B}} |P_*(F_n^* \in B) - P(F_n \in B)| = o_p(n^{-1/2})$$

Now, the quantity $\sigma^2$ is mostly unavailable in practical circumstances. Hence, the non-pivotal quantity like $F_n$ is very rare in use in providing valid inferences. It is more reasonable to explore the asymptotic properties of a pivotal quantity, like the studentized version of the M-estimator $\tilde{\beta}_n$. Depending on the observed residuals $\tilde{\epsilon}_i = y_i - x_i^T \bar{\beta}_n$, $i \in \{1, \ldots, n\}$, the natural way to define an estimator of $\sigma^2$ is $\hat{\sigma}_n^2$ where $\hat{\sigma}_n = s_n \tau_n^{-1}$, $\tau_n = n^{-1} \sum_{i=1}^n \psi'(\tilde{\epsilon}_i)$ and $s_n^2 = n^{-1} \sum_{i=1}^n \psi^2(\tilde{\epsilon}_i)$. Hence, the studentized M-estimator in regression setup may be defined as $H_n = \sqrt{n} \hat{\sigma}_n^{-1} A_{n/2} (\hat{\beta}_n - \beta)$.  
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Similarly, studentized version of the corresponding bootstrapped estimator can be construed as $\sqrt{n}\Sigma_n^{*-1/2} (\beta_n^* - \bar{\beta}_n)$ where $\Sigma_n^{*-1/2}$ is defined in the same way as $\Sigma_n^{-1/2}$ after replacing $\bar{\epsilon}_i$ by $\epsilon_i^* = y_i - x_i^T \beta_n^*$, for each $i \in \{1, \ldots, n\}$. But this definition requires to obtain $\Sigma_n^{*-1/2}$ at each bootstrap sample $(G_1^b, \ldots, G_n^b)$, $b = 1, \ldots, B$. This is not computationally feasible since computation of $\Sigma_n^{*-1/2}$ involves matrix inversion.

So, let us define the studentized bootstrapped M-estimator in more computationally feasible way as

$$H_n^* = \sqrt{n} \sigma_n^{*-1} \bar{\Sigma}_n^{-1/2} (\beta_n^* - \bar{\beta}_n)$$

where $\sigma_n^* = s_n^* \tau_n^{*-1}$, $\tau_n^* = n^{-1} \sum_{i=1}^n \psi'(\epsilon_i^*)$, $s_n^{*2} = n^{-1} \sum_{i=1}^n \psi^2(\epsilon_i^*)$ and $\bar{\sigma}_n^2$ and $\bar{\Sigma}_n^{-1/2}$ are as defined earlier.

**Theorem 1.4.2** Suppose, the assumptions (A.1)-(A.5) hold.

(a) Then there exist constant $C_3 > 0$ and a sequence of Borel sets $Q_{3n} \subseteq R^n$ and polynomial $\tilde{a}_n^*(\cdot, \psi, G^*)$ depending on first three moments of $G_1^*$ and on $\psi(\cdot)$, $\psi'(\cdot)$ & $\psi''(\cdot)$ through the residuals $\{\bar{\epsilon}_1, \ldots, \bar{\epsilon}_n\}$, such that given $(\epsilon_1, \ldots, \epsilon_n) \in Q_{3n}$, with $P((\epsilon_1, \ldots, \epsilon_n) \in Q_{3n}) \to 1$, we have for $n \geq C_3$,

$$\sup_{B \in \mathcal{B}} \left| P_* (H_n^* \in B) - \int_B \tilde{\xi}_n^*(x) \, dx \right| \leq \delta_n n^{-1/2}$$

where $\tilde{\xi}_n^*(x) = (1 - n^{-1/2} \tilde{\bar{\sigma}}_n^*(x, \psi, G^*)) \phi(x)$ and $\delta_n \equiv \delta_n(\epsilon_1, \ldots, \epsilon_n)$ tends to 0.

Suppose in addition assumption (A.6)(i)' holds. Then

(b) for the collection of Borel sets $\mathcal{B}$ defined by (1.3.1),

$$\sup_{B \in \mathcal{B}} \left| P_* (H_n^* \in B) - P(H_n \in B) \right| = O_p(n^{-1/2})$$
(c) if \(2E\psi^2(\epsilon_1)E\psi(\epsilon_1)\psi'(\epsilon_1) \neq E\psi'(\epsilon_1)E\psi^3(\epsilon_1)\), then there exists \(\epsilon > 0\) such that,

\[
P\left( \liminf_{n \to \infty} \sqrt{n} \left[ \sup_{B \in \mathcal{B}} |P^*(H_n^* \in B) - P(H_n \in B)| \right] > \epsilon \right) = 1
\]

**Remark 1.4.1** Proposition 1.4.1 states that there exists a sequence of perturbation bootstrapped estimator \(\beta_n^*\) within a neighborhood of length \(C_n^{-1/2}(\log n)^{1/2}\) around the original M-estimator \(\hat{\beta}_n\) outside a set of bootstrap probability \(o_p(n^{-1/2})\). This existence result is essential in finding valid EEs in bootstrap regime. This can be compared with Theorem 2.3 (a) of Lahiri (1992), where similar kind of result was shown in case of residual and generalized bootstrap.

**Remark 1.4.2** Note that, where as the error term in approximating the distribution of M-estimator by perturbation bootstrap is of order \(O_p(n^{-1/2})\) in the prevalent studentize setup, it reduces the order of the error of approximation to \(o_p(n^{-1/2})\) in simple standardized setup. This means that the difference between coefficients corresponding to the term \(n^{-1/2}\) in the EEs of original and bootstrapped estimator can be made arbitrarily small in standardized setup, but not in usual studentized setup.

**Remark 1.4.3** To understand part (c) of Theorem 1.4.2, consider the usual least square estimator. In least square setup, the condition in the Theorem 1.4.2 (c) reduces to \(E\epsilon^3 \neq 0\). This simply means that if the studentization in perturbation bootstrapped version is performed analogously as in case of original least square estimator, then the bootstrap distribution can not correct the original distribution upto second order. If this is investigated more deeply, then it can be observed that the usual studentized perturbation bootstrap approximation can not correct for the skewness of the error distribution \(F\).
1.4.2 Examples

Theorem 1.4.2 concludes that the standard way of performing studentization of the bootstrapped estimator is first order correct. In order to show that the usual studentized setup is not second order correct, we consider following two important special cases with \( \psi(x) = x \).

Example 1.4.2.1

Consider the observations \( \{y_1, \ldots, y_n\} \) are coming from the distribution \( F \) with a location shift \( \mu \). This in terms of regression model becomes

\[
y_i = \mu + \epsilon_i
\]

Hence, in this setup \( p = 1, \beta = \mu \) and \( x_i = 1 \) for all \( i \in \{1, \ldots, n\} \).

It can be shown that in this setup, \( \tilde{\xi}_n(\cdot) \) and \( \tilde{\xi}_n^*(\cdot) \), the EE of \( H_n \) and \( H_n^* \) respectively, turn out to be

\[
\tilde{\xi}_n(x) = \left[ 1 - n^{-1/2} \{ \tilde{b}_{11} \frac{d}{dx} + 6^{-1} \tilde{b}_{31} \frac{d^3}{dx^3} \} \right] \phi(x)
\]

\[
\tilde{\xi}_n^*(x) = \left[ 1 - n^{-1/2} \{ \tilde{b}_{11}^* \frac{d}{dx} + 6^{-1} \tilde{b}_{31}^* \frac{d^3}{dx^3} \} \right] \phi(x)
\]

where

\[
\tilde{b}_{11} = -2^{-1} \sigma^{-3} E \epsilon_1^3, \quad \tilde{b}_{31} = -2 \sigma^{-3} E \epsilon_3^3
\]

\[
\tilde{b}_{11}^* = -2 \sigma_n^{-1} n^{-1} \sum_{i=1}^n \bar{\epsilon}_i, \quad \tilde{b}_{31}^* = \sigma_n^{-3} - 12 \sigma_n^{-1} n^{-1} \sum_{i=1}^n \bar{\epsilon}_i.
\]

It is clear that \( \tilde{b}_{11}^* \) as well as \( \tilde{b}_{31}^* \) are not converging respectively to \( \tilde{b}_{11} \) and \( \tilde{b}_{31} \) in probability and hence the perturbation bootstrap method is not second order correct in the above setup when the bootstrapped estimator is studentized in the usual manner.
Example 1.4.2.2

Consider the simple linear regression model

\[ y_i = \beta_0 + \beta_1 x_i + \epsilon_i \]

where \( \beta_0 \) and \( \beta_1 \) are parameters of interest and \( \epsilon_i \)'s are iid errors. This model, in terms of our multivariate linear regression structure, can be written as

\[ y_i = \bar{x}_i' \beta + \epsilon_i \]

where \( \beta = (\beta_0, \beta_1)' \) and \( \bar{x}_i = (1, x_i)' \). Hence, the EEs of the original and bootstrapped estimators upto the order \( o(n^{-1/2}) \), after usual studentization, respectively becomes

\[
\tilde{\xi}_n(y_1, y_2) = \left[ 1 - n^{-1/2} \left\{ \sum_{j=1}^{2} \tilde{b}^{(j)}_{11} \frac{\partial}{\partial y_j} + \sum_{j=0}^{3} \frac{\tilde{b}^{(j, 3-j)}_{31}}{j! (3-j)!} D(j, 3-j) \right\} \right] \phi(y_1, y_2)
\]

\[
\tilde{\xi}_n^*(y_1, y_2) = \left[ 1 - n^{-1/2} \left\{ \sum_{j=1}^{2} \tilde{b}^{*(j)}_{11} \frac{\partial}{\partial y_j} + \sum_{j=0}^{3} \frac{\tilde{b}^{*(j, 3-j)}_{31}}{j! (3-j)!} D(j, 3-j) \right\} \right] \phi(y_1, y_2)
\]

where

\[
\tilde{b}^{(j)}_{11} = -2^{-1} \left[ n^{-1} \sum_{i=1}^{n} e_i' A_n^{-1/2} \bar{x}_i \right] \gamma_1
\]

\[
\tilde{b}^{(j_1, j_2)}_{31} = -2 \left[ n^{-1} \sum_{i=1}^{n} (e_i' \bar{A}_n^{-1/2} \bar{x}_i)^{j_1} (e_i' \bar{A}_n^{-1/2} \bar{x}_i)^{j_2} \right] \gamma_1
\]

\[
\tilde{b}^{*(j)}_{11} = o_p(1)
\]

\[
\tilde{b}^{*(j_1, j_2)}_{31} = \left[ n^{-1} \sum_{i=1}^{n} (e_i' \bar{A}_{2n}^{-1/2} \bar{x}_i)^{j_1} (e_i' \bar{A}_{2n}^{-1/2} \bar{x}_i)^{j_2} \psi^3(\bar{e}_i) \right] + o_p(1)
\]

where \( j = 1 \) or \( 2 \), \( j_1, j_2 \in \{0, 1, 2, 3\} \) such that \( j_1 + j_2 = 3 \), \( \gamma_1 \) is the coefficient of skewness of \( e_i \), \( \bar{A}_{2n} \) is as defined in general setup and \( A_n = n^{-1} \sum_{i=1}^{n} \bar{x}_i \bar{x}_i' = \begin{bmatrix} 1 & \bar{x} \\ \bar{x}' & \bar{x}' \end{bmatrix} \)
where \( \bar{x} = n^{-1} \sum_{i=1}^{n} x_i \) and \( \bar{x}^2 = n^{-1} \sum_{i=1}^{n} x_i^2 \).

Therefore, it is clear that the naive studentized bootstrapped estimator does not correct for the skewness corresponding to the original version in simple linear regression setup. The usual studentization in perturbation bootstrap becomes second order correct only if \( E\epsilon_1^3 = 0 \).

Note that, the coefficients \( \tilde{b}_{11}^{(j)}, 1 \leq j \leq p \), all can not vanish together unless \( \gamma_1 = 0 \) and hence \( \tilde{b}_{11}^{*} \) can not converge to \( \tilde{b}_{11}^{(j)} \) unless \( \gamma_1 = 0 \). Similarly, it can be shown that same condition is required to have the closeness of the coefficients \( \tilde{b}_{31}^{(j,3-j)} \) and \( \tilde{b}_{31}^{*}(j,3-j) \). Hence, the two EEs can not get closer unless \( \gamma_1 = 0 \), similar to the Example 1.4.2.1. This is exactly what is stated in the part (c) of Theorem 1.4.2 in most general form.

1.4.3 Modification to the bootstrapped pivot

As it has been seen that \( H_n^* \), the usual studentized version of the perturbation bootstrapped estimator is not attending the desired optimal rate \( o_p(n^{-1/2}) \), so in the perspective of statistical inference, perturbation bootstrap is not advantageous over asymptotic normal approximation. For the sake of obtaining second order correctness, define the modified studentized \( \beta_n^* \) as

\[
\tilde{H}_n^* = \sqrt{n}(\tilde{\sigma}_n^*)^{-1} \tilde{\sigma}_n \Sigma_n^{-1/2} (\beta_n^* - \tilde{\beta}_n)
\]

where

\[
\tilde{\sigma}_n^* = \tilde{s}_n^* \tilde{\tau}_n^{* -1}, \quad \tilde{\tau}_n^* = n^{-1} \sum_{i=1}^{n} \psi'(\epsilon_i^*) G_i^*, \quad \tilde{s}_n^2 = n^{-1} \sum_{i=1}^{n} \psi^2(\epsilon_i^*)(G_i^* - \mu_{G^*})^2.
\]

The bootstrapped statistic \( \tilde{H}_n^* \) can be seen to be achieving the optimal rate, namely \( o_p(n^{-1/2}) \), in approximating the original studentized M-estimator \( H_n \), which is formally stated in the following theorem:
Theorem 1.4.3 Suppose, the assumptions (A.1)′-(A.5)′ hold. Also assume $E G_1^+ < \infty$.

(a) Then there exist constant $C_4 > 0$ and a sequence of Borel sets $Q_{4n} \subseteq \mathcal{R}^n$ and polynomial $\bar{a}_n^*(\cdot, \psi, G^*)$ depending on first three moments of $G_1^*$ and on $\psi(\cdot), \psi'(\cdot)$ & $\psi''(\cdot)$ through the residuals $\{\epsilon_1, \ldots, \epsilon_n\}$, such that given $(\epsilon_1, \ldots, \epsilon_n) \in Q_{4n}$, with $P((\epsilon_1, \ldots, \epsilon_n) \in Q_{4n}) \to 1$, we have for $n \geq C_4$,

$$
\sup_{B \in \mathcal{B}} \left| P_*(\bar{H}^*_n \in B) - \int_B \bar{\xi}_n^*(x) dx \right| \leq \delta_n n^{-1/2}
$$

where $\bar{\xi}_n^*(x) = (1 + n^{-1/2} \bar{a}_n^*(x, \psi, G^*)) \phi(x)$ and $\delta_n \equiv \delta_n(\epsilon_1, \ldots, \epsilon_n)$ tends to 0.

(b) Suppose, in addition (A.6)(i)′ holds. Then, for the collection of Borel sets defined by (1.3.1),

$$
\sup_{B \in \mathcal{B}} \left| P_*(\bar{H}^*_n \in B) - P(H_n \in B) \right| = o_p(n^{-1/2})
$$

Remark 1.4.4 The modification that is needed to make the perturbation bootstrap method correct upto second order, suggests that besides incorporating the effect of bootstrap randomization through $\psi(\cdot)$ and $\psi'(\cdot)$ in the studentization factor of the bootstrap estimator, it is also essential to blend properly the effect of randomization that is coming directly from the perturbing quantities $G^*_i$'s.

Remark 1.4.5 As pointed out by a referee, the usefulness of the above results depend critically on the rate of the probability $P((\epsilon_1, \ldots, \epsilon_n \in Q_{in}))$, $i = 1, 2, 3, 4$. Following the steps of the proofs, it can be shown that $P((\epsilon_1, \ldots, \epsilon_n \in Q_n)) = 1 - O(n^{-1/2}(\log n)^{-2+\gamma_2})$ where $Q_n = \bigcap_{i=1}^4 Q_{in}$ for some $\gamma_2 \in (0, 2)$, although the rate can be improved under moment condition stronger than (A.3) (ii). In general, if $E|\psi(\epsilon_1)|^{2\gamma_3} + E|\psi'(\epsilon_1)|^{2\gamma_3} + E|\psi''(\epsilon_1)|^{\gamma_3} < \infty$ for some natural number $\gamma_3 \geq 2$, then analogously it can be shown that $P((\epsilon_1, \ldots, \epsilon_n \in Q_n)) = 1 - O(n^{-(2\gamma_3-3)/2}(\log n)^{-\gamma_3+\gamma_2})$ for some $\gamma_2 \in (0, \gamma_3)$. This implies that second
order correctness of perturbation bootstrap can be established in almost sure sense under higher moment condition.

Remark 1.4.6 The condition (1.3.1) on the collection of Borel subsets $\mathcal{B}$ of $\mathbb{R}^p$, that is considered in the above theorems, is somewhat abstract. This condition is needed for achieving two goals. One is to obtain valid EE for the normalized part of the underlying pivot [cf. Corollary 20.4 of Bhattacharya and Rao (1986)] and the other one is to bound the remainder term with an order $o(n^{-1/2})$ with probability (or bootstrap probability) $1 - o(n^{-1/2})$. These two together allow us to get EE for the underlying pivots. A natural choice for $\mathcal{B}$ is the collection of all Borel measurable convex subsets of $\mathbb{R}^p$.

1.5 Extension to independent and non-identically distributed errors

In this section, we will extend second order results of perturbation bootstrap to the model (1.1.1) with independent and non-identically distributed [hereafter referred to as non-iid] errors. Clearly the case of non-iid errors includes the situation when the regression errors are heteroscedastic. In many practical situations, the measurements obtained have different variability due to a number of reasons and hence it is crucial for an inference procedure to be robust towards the presence of heteroscedasticity. We will show that perturbation bootstrap can approximate the exact distribution of the regression M-estimator $\hat{\beta}_n$ up to second order even when the errors are non-iid.

Before going to define the original and bootstrap pivots, we state some additional assumptions needed to establish second order correctness. Define, $A_{1n} = n^{-1} \sum_{i=1}^{n} x_i x_i' E\psi'(\epsilon_i)$ and $A_{2n} = n^{-1} \sum_{i=1}^{n} x_i x_i' E\psi^2(\epsilon_i)$. 
\[(A.2) \text{ (iii)''} \ n^{-2} \sum_{i=1}^{n} ||x_i||^2 + \sum_{i=1}^{n} \left[ ||z_i||^4 \max\{1, \mathbb{E} |\psi'(\epsilon_i)|^4\} \right] = O(n^{-1}).\]

\[(A.3) \text{ (i'') } \mathbb{E} \psi(\epsilon_i) = 0 \text{ for all } i \in \{1, \ldots, n\}.\]

\[(A.3) \text{ (ii'') } n^{-1} \sum_{i=1}^{n} \left[ \mathbb{E} |\psi(\epsilon_i)|^{6+v} + \mathbb{E} |\psi'(\epsilon_i)|^{6+v} + \mathbb{E} |\psi''(\epsilon_i)|^{4+v} \right] = O(1) \text{ for some } v > 0.\]

\[(A.6) \text{ (i'') } (\psi(\epsilon_n), \psi'(\epsilon_n), \psi^2(\epsilon_n))_{n=1}^{\infty} \text{ satisfies Cramer's condition in a uniform sense i.e. for any positive } b,\]

\[
\limsup_{n \to \infty} \sup_{\|\mathbf{t} \|=b} \left| \mathbb{E} \left( \exp(it_1 \psi(\epsilon_n) + it_2 \psi'(\epsilon_n) + it_3 \psi^2(\epsilon_n)) \right) \right| < 1.
\]

\[(A.8) \quad A_{1n} \text{ and } A_{2n} \text{ both converge to non-singular matrices as } n \to \infty.\]

We will denote the assumptions (A.1)-(A.4) by (A.1)$''$-(A.4)$''$ when (A.2) is defined with (iii)$''$ instead of (iii) and (A.3) is defined with (i)$''$, (ii)$''$ in place of (i) and (ii) respectively.

### 1.5.1 Rate of Perturbation Bootstrap Approximation

Note that when the regression errors are non-identically distributed, $\sqrt{n} \tilde{\beta}_n$ has asymptotic variance $A_{1n}^{-1} A_{2n} A_{1n}^{-1}$. Hence, the natural way of defining studentized pivot corresponding to $\tilde{\beta}_n$ is

\[
\tilde{H}_n = \sqrt{n} \Sigma_n^{-1/2} (\tilde{\beta}_n - \beta)
\]

where $\Sigma_n^{-1/2} = \tilde{A}_{2n}^{-1/2} \tilde{A}_{1n}$ with $\tilde{A}_{1n} = n^{-1} \sum_{i=1}^{n} x_i x'_i \psi'(\tilde{\epsilon}_i)$, $\tilde{A}_{2n} = n^{-1} \sum_{i=1}^{n} x_i x'_i \psi^2(\tilde{\epsilon}_i)$ and $\tilde{\epsilon}_i = y_i - x'_i \tilde{\beta}_n$, $i \in \{1, \ldots, n\}$. Define the corresponding bootstrap pivot as

\[
\tilde{H}_n^* = \sqrt{n} \Sigma_n^{*-1/2} (\beta^*_n - \tilde{\beta}_n)
\]
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where $\Sigma_n^{-1/2} = A_{2n}^{-1/2}A_{1n}^{*}$ with $\epsilon^*_i = y_i - x'_i\beta^*_n$, $A_{1n}^{*} = n^{-1}\sum_{i=1}^{n}x_ix'_i\psi'(\epsilon^*_i)G^*_i$ and $A_{2n}^{*} = n^{-1}\sum_{i=1}^{n}x_ix'_i\psi'^2(\epsilon^*_i)(G_i - \mu_{G^*})^2$, $i \in \{1, \ldots, n\}$.

**Theorem 1.5.1** Suppose, the assumptions (A.1)’’-(A.4)’’ and (A.5)(i) hold.

(a) Then there exist constant $C_5 > 0$ and a sequence of Borel sets $Q_{5n} \subseteq \mathbb{R}^n$, such that

$$P((\epsilon_1, \ldots, \epsilon_n) \in Q_{5n}) \to 1 \text{ as } n \to \infty,$$

and given $(\epsilon_1, \ldots, \epsilon_n) \in Q_{5n}$, $n \geq C_5$ such that there exists a sequence of statistics $\{\hat{\beta}^*_n\}_{n \geq 1}$ such that

$$P_*(\hat{\beta}^*_n \text{ solves } (1.2.1) \text{ and } ||\hat{\beta}^*_n - \beta_n|| \leq C_5n^{-1/2}(\log n)^{1/2}) \geq 1 - o(n^{-1/2})$$

(b) Suppose in addition (A.5)(ii),(iii)’ and (A.8) hold. Then there exist polynomial $\tilde{a}^*_n(\cdot, \psi, G^*)$ depending on first three moments of $G^*_1$ and on $\psi(\cdot), \psi'(\cdot)$ & $\psi''(\cdot)$ through the residuals $\{\tilde{\epsilon}_1, \ldots, \tilde{\epsilon}_n\}$, such that given $(\epsilon_1, \ldots, \epsilon_n) \in Q_{5n}$, we have for $n \geq C_5$,

$$\sup_{B \in \mathcal{B}} |P_*(\tilde{\mathcal{H}}^*_n \in B) - \int_B \tilde{\xi}_n^*(x)dx| \leq \delta_n n^{-1/2}$$

where $\tilde{\xi}_n^*(x) = (1 + n^{-1/2}\tilde{a}^*_n(x, \psi, G^*))\phi(x)$ and $\delta_n \equiv \delta_n(\epsilon_1, \ldots, \epsilon_n)$ tends to 0.

(c) Suppose, in addition to the assumptions (A.1)’’-(A.4)’’ (A.5)(i),(ii),(iii)’ and (A.8), (A.6)(i)” holds. Then, for the collection of Borel sets defined by (1.3.1),

$$\sup_{B \in \mathcal{B}} |P_*(\tilde{\mathcal{H}}^*_n \in B) - P(\tilde{\mathcal{H}}^*_n \in B)| = o_p(n^{-1/2})$$

**Remark 1.5.1** The form of the studentized pivot $\tilde{\mathcal{H}}^*_n$, defined for achieving second order correctness in non-iid case is different from $\tilde{\mathcal{H}}^*_n$, due to the difference in asymptotic variances of $\beta_n$ in two setups. In non-iid case, one cannot ignore computation of the negative square root of a matrix at each bootstrap iteration. But Theorem 1.5.1 is more general than Theorem 1.4.3 in the sense that it also includes the case when errors are iid. Note that $\tilde{\Sigma}_n^* = A_{1n}^{*-1}A_{2n}^*A_{1n}^{*-1}$
where $\tilde{A}_{1n}^* = n^{-1}\sum_{i=1}^{n}x_i\psi'(e_i^*)$ and $\tilde{A}_{2n}^* = n^{-1}\sum_{i=1}^{n}x_i\psi^2(e_i^*)$ and $\sigma_n^* = s_n\tau_n^{-1}$ where $\tau_n = n^{-1}\sum_{i=1}^{n}\psi'(e_i^*)$, $s_n^2 = n^{-1}\sum_{i=1}^{n}\psi^2(e_i^*)$. We need to modify $\tilde{\Sigma}_n^*$ and $\sigma_n^*$ to $\Sigma_n^*$ and $\sigma_n^*$ respectively to achieve second order correctness.

**Remark 1.5.2** There is no difference in employing perturbation bootstrap and the usual residual bootstrap with respect to the accuracy of inference. Under some mild conditions, both are second order correct. But in view Theorem 1.5.1, the advantage of employing perturbation bootstrap instead of residual counterpart is evident when the errors are no longer identically distributed. Perturbation bootstrap continues to be S.O.C. in non-iid case without any modification, whereas a modification in the resampling stage is required for residual bootstrap to achieve the same. To see this consider the heteroscedastic simple linear regression model

$$y_i = \beta x_i + e_i$$  \hspace{1cm} (1.5.1)

where $e_i$’s are independent, $\mathbb{E}e_i = 0$ and $\mathbb{E}e_i^2 = \sigma_i^2$. The least square estimator of $\beta$ is $\hat{\beta} = \sum_{i=1}^{n}x_i y_i / \sum_{i=1}^{n} x_i^2$ and hence $\mathbf{Var}(\hat{\beta}) = \sum_{i=1}^{n} x_i^2 \sigma_i^2 / (\sum_{i=1}^{n} x_i^2)^2$. The residual bootstrap samples are $y_i^{**} = x_i \hat{\beta} + e_i$ where $\{e_1^*, . . . , e_n^*\}$ is a random sample from $\{(e_1 - \bar{e}), . . . , (e_n - \bar{e})\}$ and $e_i = y_i - x_i \hat{\beta}, i \in \{1, . . . , n\}$ are least square residuals. The residual bootstrapped least square estimator is $\hat{\beta}^{**} = \sum_{i=1}^{n} x_i y_i^{**} / \sum_{i=1}^{n} x_i^2$. Hence, $\mathbf{Var}(\hat{\beta}^{**}|e_1, . . . , e_n) = \sum_{i=1}^{n} (e_i - \bar{e})^2 / \sum_{i=1}^{n} x_i^2$ where $n^{-1}\sum_{i=1}^{n}[(e_i - \bar{e})^2 - \sigma_i^2] \rightarrow 0$ as $n \rightarrow \infty$. Thus $\mathbf{Var}(\hat{\beta}^{**}|e_1, . . . , e_n)$ is not a consistent estimator of $\mathbf{Var}(\hat{\beta})$ and hence residual bootstrap is not second order correct in approximating the distribution of $\hat{\beta}$. For details see Liu (1988). Liu (1988) also proposed a weighted bootstrap technique to achieve second order correctness for the model (1.6.28).

On the other hand, if $\hat{\beta}^*$ is the perturbation bootstrapped least square estimator, then it is easy to show $\mathbf{Var}(\hat{\beta}^*|e_1, . . . , e_n) = \sum_{i=1}^{n} x_i^2 \sigma_i^2 / (\sum_{i=1}^{n} x_i^2)^2 + O_p(n^{-1})$. Additionally, a centering adjustment is required in the definition of residual bootstrapped version in general.
M-estimation to achieve second order correctness even when the regression errors are iid [cf. Lahiri (1992)]; whereas in the perturbation bootstrap no adjustment is needed.

1.6 Proofs

First we define some notations. Throughout this section, $C, C_1, C_2, \ldots$ will denote generic constants that do not depend on the variables like $n, x$, and so on. For a non-negative integral vector $\alpha = (\alpha_1, \alpha_2, \ldots, \alpha_l)'$ and a function $f = (f_1, f_2, \ldots, f_l) : \mathbb{R}^l \rightarrow \mathbb{R}^l$, $l \geq 1$, write $|\alpha| = \alpha_1 + \ldots + \alpha_l$, $\alpha! = \alpha_1! \ldots \alpha_l!$, $f^\alpha = (f_1^{\alpha_1}) \ldots (f_l^{\alpha_l})$. For $t = (t_1, \ldots, t_l)' \in \mathbb{R}^l$ and $\alpha$ as above, define $t^\alpha = t_1^{\alpha_1} \ldots t_l^{\alpha_l}$. The collection $\mathcal{B}$ will always be used to denote the collection of Borel subsets of $\mathbb{R}^p$ which satisfy (3.1). $\mu_{G^*}$ and $\sigma_{G^*}^2$ will respectively denote mean and variance of $G^*_1$. We want to mention here that only the important steps are presented in the proofs of the proposition and the theorems. For further details see the supplementary material Das and Lahiri. Although the proofs for second order results of perturbation bootstrap go through more or less same line as that for residual bootstrap in Lahiri (1992), the advantage in perturbation bootstrap is that the perturbing quantities are independent of the regression errors and hence it is much easier to obtain suitable stochastic approximation to the bootstrapped pivot and finally the EE than the same in case of residual bootstrap. On the negative side, in our proofs atleast we need Cramer’s condition separately on regression errors and on the perturbing quantities [see assumptions (A.5) and (A.6)], whereas for residual bootstrap, one can derive a restricted Cramer’s condition on resampled residuals from the Cramer’s condition on regression errors to obtain second order correctness. Moreover, second order results can be established for residual bootstrap, after a modification, without any Cramer type condition in the case $p = 1$ [cf. Karabulut and
Lahiri (1997]. It is of future research to see if similar conclusion can be drawn in case of perturbation bootstrap.

Before coming to the proofs we state some lemmas:

**Lemma 1.6.1** Suppose \( Y_i, i = 1, \ldots, n \) are independent r.v’s with \( E(Y_1) = 0, \ E(|Y_i|) < \infty, \ i = 1, \ldots, n \) and \( \sum_{i=1}^{n} E(|Y_i|) = \sigma_i; S_n = \sum_{i=1}^{n} Y_i \). Then, for any \( t \geq 2 \) and \( x > 0 \)
\[
P[|S_n| > x] \leq C[\sigma_i x^{-t} + \exp(-x^2/\sigma_2)]
\]

**proof:**

The above inequality was proved in Fuk and Nagaev (1971).

**Lemma 1.6.2** Let, \( \{Y_i = (Y_{i1}, Y_{i2})', 1 \leq i \leq n\} \) be a collection of mean zero independent random vectors. Define, for some non random vectors \( l_{1i} \) and \( l_{2i} \) of dimensions \( p_1 \) and \( p_2 \) respectively with \( \sum_{i=1}^{n} l_{ji} l_{ji}' = I_{p_j} \) and \( \bar{\gamma}_n = (\sum_{j=1}^{p_2} \sum_{i=1}^{n} ||l_{ji}||^4)^{1/2} = O(n^{-1/2}) \),
\[
U_i = (l_{1i}' Y_{i1}, l_{2i}' Y_{i2})', \quad V_n = \text{Cov}\left( \sum_{i=1}^{n} U_i \right), \quad \bar{U}_i = V_n^{-1/2} U_i
\]
for \( 1 \leq i \leq n \), and \( S_n = \sum_{i=1}^{n} \bar{U}_i \). Let \( \bar{\alpha}_n = n^{-1} \sum_{i=1}^{n} E||Y_i||^3 I(||Y_i||^2 > \lambda \bar{\gamma}_n^{-1}) \), where \( I(\cdot) \) is the indicator function and \( \lambda \) satisfies \( 0 < \lambda < \lim \inf_{n \to \infty} \lambda_n, \lambda_i = \text{the smallest eigen value of } \Sigma_i; \Sigma_i = \text{Cov}(Y_i) \). Assume that

(a) there exists a constant \( k \) such that \( n^{-1} \sum_{i=1}^{n} E||Y_i||^3 < k \) for all \( n \geq 1 \).

(b) \( \bar{\alpha}_n = o(1) \).

(c) the characteristic function \( g_n \) of \( Y_n \) satisfies \( \limsup_{n \to \infty} \sup_{||t|| > b} \sup_{||y|| > \gamma} |g_n(t)| < 1 \) for all \( b > 0 \).
Then for the class $\mathcal{B}$ of Borel sets satisfying (1.3.1),

$$|\mathbb{P}(S_n \in B) - \int_B \hat{\xi}_n(y) dy| = o(\tilde{\gamma}_n)$$

where $k = p_1 + p_2$, $\hat{\xi}_n(y)$ is the two term EE of the density of $S_n$.

**proof:**

The above Lemma follows from Theorem 20.6 of Bhattacharya and Rao (1986) and retracting the proofs of Lemma 3.1 of Lahiri (1992).

**Lemma 1.6.3** Suppose, $\{M_{0n}\}_{n \geq 1}$, $\{M_{in}\}_{n \geq 1}$, $i = 1, \ldots, p$ be $(p + 1)$ sequence of matrices such that for each $n \geq 1$, $M_{0n}$ is of order $p \times (p + r)$, and $M_{in}$, $1 \leq i \leq p$, are of order $(p + r) \times (p + r)$, $p \geq 1$, $r \geq 1$. Let, $k = p + r$, $\bar{M}_{0n} = [0: I_r]_{r \times k}$ and $\tilde{M}_{0n} = [M_{0n}': \bar{M}_{0n}']$. Define the functions $g_n : \mathbb{R}^k \to \mathbb{R}^p$ by $g_n(x) = M_{0n}x + (x'M_{in}x, \ldots, x'M_{pn}x)'$, $x \in \mathbb{R}^k$, $n \geq 1$. Assume that

(a) the hypothesis of Result 1.6.2 holds.

(b) $\max \{|M_{in}| : 1 \leq i \leq p\} = O(\tilde{\gamma}_n)$ where $\tilde{\gamma}_n$ is as defined in Result 8.2.

(c) $|M_{0n}| = O(1)$, $\liminf_{n \to \infty} \inf\{|\tilde{M}_{0n}u| : |u| = 1, u \in \mathbb{R}^k\} \geq \delta$ for some constant $\delta > 0$.

Then for the class $\mathcal{B}$ of Borel sets satisfying (1.3.1),

$$\sup_{B \in \mathcal{B}} |\mathbb{P}(g_n(S_n) \in B) - \int_B \hat{\xi}_n(x) dx| = o(\tilde{\gamma}_n) \text{ as } n \to \infty$$

where $\hat{\xi}_n(\cdot) = (1 + n^{-1/2} \hat{a}(\cdot))\Phi_{\tilde{D}_n}(\cdot)$, $\tilde{D}_n = M_{0n}M_{0n}'$ and $\hat{a}(\cdot)$ is a polynomial whose coefficients are continuous functions of $\mathbb{E}(Y_i)^{\alpha}$, $|\alpha| \leq 3$ and $i \in \{1, \ldots, n\}$. 31
proof:

The above result follows from the Lemma 1.6.2 and Lemma 3.2 of Lahiri (1992).

**Lemma 1.6.4** Under the assumptions (A.1)-(A.3) or (A.1)′′-(A.3)′′, it follows that
\[
\left( \sum_{i=1}^{n} ||\bar{v}_i||^4 \right)^{1/2} = O_p(n^{-1/2}).
\]

proof:

Since, \(\bar{v}_i = B\bar{v}_i\) for each \(i \in \{1, \ldots, n\}\), hence we have,
\[
\sum_{i=1}^{n} ||\bar{v}_i||^4 = \sum_{i=1}^{n} ||B\bar{v}_i||^4 \leq ||B||^4 \sum_{i=1}^{n} ||\bar{v}_i||^4
\]

Now if the canonical decomposition of \(\sum_{i=1}^{n} \bar{v}_i\bar{v}_i'\) is compared with the spectral decomposition of the same, then it is evident that \(B = C\Lambda^{-1/2}\) where \(\Lambda\) is the \(k \times k\) diagonal matrix with eigenvalues of \(\sum_{i=1}^{n} \bar{v}_i\bar{v}_i'\) as the diagonal entries and \(C\) is the matrix of the orthonormal eigen-vectors of \(n^{-1}\sum_{i=1}^{n} \bar{v}_i\bar{v}_i'\). Hence, due to assumption (A.2)(ii), for sufficiently large \(n\), \(||B||^2 = O_p(n^{-1})\).

Again, if \(\tilde{L}\) is the first \(r\) columns of \(L^{-1}\),
\[
\sum_{i=1}^{n} ||\tilde{v}_i||^4 \leq C. \left[ \sum_{i=1}^{n} ||x_i||^4\psi^4(\tilde{\epsilon}_i) + \sum_{i=1}^{n} ||z_i||^4\psi^4(\tilde{\epsilon}_i) \right]
\]
\[
= O_p(n) + C.||\tilde{L}||^4 \sum_{i=1}^{n} ||\tilde{z}_i||^4\psi^4(\tilde{\epsilon}_i)
\]

Now note that, \(||\tilde{L}(\sum_{i=1}^{n} \tilde{z}_i\tilde{z}_i')\tilde{L}'|| = ||\sum_{i=1}^{n} z_i\tilde{z}_i'||\) and hence \(||\tilde{L}||^2 = O(\sum_{i=1}^{n} ||x_i||^4) = O(n)\)

So, by assumption (A.2)(iii) or (A.2)(iii)′′, we have \(\sum_{i=1}^{n} ||\tilde{v}_i||^4 = O_p(n)\).
Hence the lemma follows.

**Lemma 1.6.5** Under the assumptions (A.2) (i) and (A.2) (iii) or (A.2) (iii)″, the following is true.

(a) \( (\sum_{i=1}^{n} ||d_i||^6)^{1/4} + (\sum_{i=1}^{n} ||d_i||^4)^{1/2} = O(n^{-1/2}). \)

(b) \( \sum_{i=1}^{n} ||x_i||^j = O(n) \) for \( j = 3, 4, 5, 6, 6 + 2\alpha \) when the errors are iid and for \( j = 6 + 2\alpha, 3, \ldots, 12 \) when the errors are non-iid.

**proof:**

This lemma follows from assumption (A.2) and by applying Hölders inequality.

**Proof of Proposition 1.4.1.** Suppose,

\[ \sum_{i=1}^{n} x_i \psi(y_i - x_i^t \hat{t}_n^*) G_i^* = 0 \]

Now, \( \tilde{e}_i = y_i - x_i^t \tilde{\beta}_n \) and \( \sum_{i=1}^{n} x_i \psi(\tilde{e}_i) = 0 \). Now writing \( \epsilon_i^* = y_i - x_i^t \hat{t}_n^* \), by the Taylor’s expansion of \( \psi(\cdot) \) in the above equation we have

\[ \sum_{i=1}^{n} x_i \psi(\tilde{e}_i) G_i^* + \sum_{i=1}^{n} x_i x_i^t (\tilde{\beta}_n - \hat{t}_n^*) \psi'(\tilde{e}_i) G_i^* + \sum_{i=1}^{n} x_i \frac{[x_i^t (\tilde{\beta}_n - \hat{t}_n^*)]^2}{2} \psi''(u_i) G_i^* = 0 \quad (1.6.1) \]

where \( |u_i - \tilde{e}_i| \leq |\epsilon_i^* - \tilde{e}_i| \) for each \( i \in \{1, \ldots, n\} \).

Now (1.6.1) can be written as

\[ L_n^*(t_n^* - \tilde{\beta}_n) = \Delta_n^* + R_n^* \quad (1.6.2) \]

where

\[ \Delta_n^* = n^{-1} \sum_{i=1}^{n} x_i \psi(\tilde{e}_i) (G_i^* - \mu_{G^*}) \]
\[ L_n^* = n^{-1} \sum_{i=1}^n x_i x'_i \psi' (\bar{\epsilon}_i) G^*_i \]
\[ E_s L_n^* = n^{-1} \sum_{i=1}^n x_i x'_i \psi' (\bar{\epsilon}_i) \mu G^*_s \]
\[ R_n^* = n^{-1} \sum_{i=1}^n \left[ x'_i (\bar{\beta}_n - t^*_n) \right]^2 \psi'' (u_i) G^*_i \]

Since \( \psi'' \) is Lipschitz of order \( \alpha \), so we have

\[ |\psi''(u_i) - \psi''(\bar{\epsilon}_i)| \leq |u_i - \bar{\epsilon}_i|^{\alpha} \leq |\epsilon_i^* - \bar{\epsilon}_i|^{\alpha} \leq ||x_i||^{\alpha} |t^*_n - \bar{\beta}_n|^{\alpha} \]

and hence,

\[ 2||R_n^*|| \leq \frac{1}{n} \sum_{i=1}^n [||x_i||^3 |\psi''(\bar{\epsilon}_i)|| |t^*_n - \bar{\beta}_n| G^*_i + ||x_i||^{3+\alpha} |t^*_n - \bar{\beta}_n|^{2+\alpha} G^*_i] \]

Therefore by Lemma 1.6.1, it can be said that there exist a constant \( C_5 > 0 \) and a sequence of Borel sets \( \{Q_{5n}\} \) such that \( P(Q_{5n}) \to 1 \) and for \((\epsilon_1, \ldots, \epsilon_n) \in Q_{5n}\) and \( n \geq C_5 \)

\[ n^{-1} \sum_{i=1}^n ||x_i||^3 |\psi''(\bar{\epsilon}_i)|| \mu G^* \leq C_1 \]

and for any fixed \( 0 < \epsilon < 1 \),

\[ P_* \left( n^{-1} \sum_{i=1}^n ||x_i||^3 |\psi''(\bar{\epsilon}_i)|(G_i^* - \bar{E} G_i^*) + n^{-1} \sum_{i=1}^n ||x_i||^{3+\alpha}(G_i^* - \bar{E} G_i^*) \right) > n \epsilon \right) = o(n^{-1/2}) \]

(1.6.3)

Again note that for any \( \epsilon > 0 \),

\[ P_* \left( ||L_n^* - E_s L_n^*|| > \epsilon \right) \]

\[ \leq \sum_{j,k=1}^p P_* \left( \left| \sum_{i=1}^n x_{ij} x_{ik} \psi' (\bar{\epsilon}_i) (G_i^* - \bar{E} G_i^*) \right| > n \epsilon \right) \]

Now, using Taylor expansion of \( \psi' \), Lipschitz property of \( \psi''(\cdot) \) and Lemma 1.6.1, we
have as \( n \to \infty \),

\[
|E_n^*L_n^*| = |A_1||E\psi'(\epsilon)|\mu_G + o_p(1)
\]

where \( A_1 \) is a \( p \times p \) matrix as defined in the assumptions and for any \( 0 < \epsilon < 1 \) and any \( j,k \in \{1, \ldots, p\} \), by Lemma 1.6.1 and 1.6.5 imply,

\[
P_\star\left(|\sum_{i=1}^n x_{ij}x_{ik}\psi'(\bar{\epsilon}_i)(G_i^* - EG_i^*)| > ne\right) = o_p(n^{-1/2})
\]

Hence, there exist constant \( C_6 > 0 \) and a sequence of Borel sets \( Q_{6n} \subseteq \mathbb{R}^n \), such that \( P((\epsilon_1, \ldots, \epsilon_n) \in Q_{6n}) \to 1 \) as \( n \to \infty \), and given \( (\epsilon_1, \ldots, \epsilon_n) \in Q_{6n} \) and \( n \geq C_6 \),

\[
P_\star(L_n^* \text{ is invertible}) = 1 - o(n^{-1/2}) \tag{1.6.4}
\]

Also, by Lemma 1.6.1 and 1.6.5, using Taylor expansion of \( \psi \) and the fact that \( \psi''(\cdot) \) is Lipschitz, we can say that there exist constant \( C_7 > 0 \) and a sequence of Borel sets \( Q_{7n} \subseteq \mathbb{R}^n \), such that \( P((\epsilon_1, \ldots, \epsilon_n) \in Q_{7n}) \to 1 \) as \( n \to \infty \), and given \( (\epsilon_1, \ldots, \epsilon_n) \in Q_{7n} \) and \( n \geq C_7 \),

\[
P_\star(||\Delta_n^*|| > C.n^{-1/2} (\log n)^{1/2}) = o(n^{-1/2}) \tag{1.6.5}
\]

Therefore, (1.6.3), (1.6.4) and (1.6.5) imply that on the set \( Q_{1n} = Q_{5n} \cap Q_{6n} \cap Q_{7n} \) there exists constant \( C_1 > 0 \) such that for \( n \geq C_1 \), (8.3) can be written as

\[
(t_n^* - \bar{\beta}_n) = f_n(t_n^* - \bar{\beta}_n)
\]

where \( f_n \) is a continuous function from \( \mathbb{R}^p \) to \( \mathbb{R}^p \) satisfying \( P_\star(||f_n(t_n^* - \bar{\beta}_n)|| \leq C_1.n^{-1/2} (\log n)^{1/2}) = 1 - o(n^{-1/2}) \) as \( n \to \infty \) whenever \( ||t_n^* - \bar{\beta}_n|| \leq C_1.n^{-1/2} (\log n)^{1/2} \).

Hence, proposition 1.4.1 follows by Browder's fixed point theorem.
Proof of Theorem 1.4.1. Suppose, the sequence of statistics \( \{ \beta_n^* \}_{n \geq 1} \) satisfies Proposition 1.4.1. Then there exists constant \( C_8 > 0 \) such that for \( n \geq C_8 \), on a set \( Q_{8n} \) of probability converging to 1, (1.6.2) can be written as

\[
\sqrt{n}(\beta_n^* - \bar{\beta}_n) = L_n^{*-1} \sqrt{n}[\Delta_n^* + \bar{\xi}_n^* + R_{1n}^*]
\]  

(1.6.6)

where \( \Delta_n^* \) and \( L_n^* \) are as defined in the proof of the proposition and \( \bar{\xi}_n^* = n^{-1} \sum_{i=1}^{n} x_i \left( \frac{x_i'(\beta_n^* - \bar{\beta}_n)^{2}}{2} \psi''(\bar{e}_i) G_i^* \right) \) and

\[
||R_{1n}^*|| \leq ||\beta_n^* - \bar{\beta}_n||^{2+\alpha} n^{-1} \sum_{i=1}^{n} ||x_i||^{3+\alpha} G_i^*
\]

Hence, by Markov inequality as \( n \to \infty \),

\[
P_*(||R_{1n}^*||) > C.n^{-(2+\alpha)/2}(\log n)^{(2+\alpha)/2} = o_p(n^{-1/2})
\]  

(1.6.7)

Also, (1.6.6) can be written as

\[
\sqrt{n}(\beta_n^* - \bar{\beta}_n) = L_n^{*-1} \sqrt{n}[\Delta_n^* + R_{2n}^*]
\]  

(1.6.8)

where from (1.6.7) and the proposition, using Lemma 1.6.1, we can say that as \( n \to \infty \),

\[
P_*(||R_{2n}^*||) > C.n^{-1/2}(\log n) = o_p(n^{-1/2})
\]  

(1.6.9)

Again from 1.6.6,

\[
\sqrt{n}(\beta_n^* - \bar{\beta}_n) = L_n^{*-1} \left[ \sqrt{n}[\Delta_n^* + \frac{1}{\sqrt{n}} \sum_{i=1}^{n} x_i \frac{x_i'(\beta_n^{*-1}\Delta_n^*)^{2}}{2} \psi''(\bar{e}_i) G_i^*] + R_{3n}^* \right]
\]  

(1.6.10)

where

\[
R_{3n}^* = L_n^{*-1} \sqrt{n}R_{1n}^* + \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \frac{x_i'(R_{2n}^*)^{2}}{2} \psi''(\bar{e}_i) G_i^* + \frac{n^{-3/2}}{\sqrt{n}} \sum_{i=1}^{n} x_i [(x_i'(L_n^{*-1}\Delta_n^*))\psi''(\bar{e}_i) G_i^*]
\]
By (1.6.7) and using Lemma 1.6.1, it follows that

\[ P_*(||R_{3n}^*|| = o(n^{-1/2})) = 1 - o_p(n^{-1/2}) \]  \hspace{1cm} (1.6.11)

Again it is straightforward that

\[ L_{n}^{*-1} = (E_* L_{n}^*)^{-1} + W_{n}^* + \tilde{Z}_{n}^{*} \]  \hspace{1cm} (1.6.12)

Where

\[ W_{n}^* = (E_* L_{n}^*)^{-1}(E_* L_{n}^* - L_{n}^*)(E_* L_{n}^*)^{-1} \]
\[ \tilde{Z}_{n}^{*} = (E_* L_{n}^*)^{-1}(E_* L_{n}^* - L_{n}^*)(E_* L_{n}^*)^{-1}(E_* L_{n}^* - L_{n}^*)L_{n}^{-1} \]
\[ E_* L_{n}^* = n^{-1} \sum_{i=1}^{n} x_i x_i' \psi'(\bar{\epsilon}_i) \mu_{G^*}^* = A_{1n} \mu_{G^*}^* \]

By Lemma 1.6.1 and the Lipschitz property of \( \psi''(\cdot) \), it can be shown that

\[ P_*(||L_{n}^* - E_* L_{n}^*|| > C.n^{-1/4}(\log n)^{-1/2}) = o_p(n^{-1/2}) \]

and hence,

\[ P_*(||\tilde{Z}_{n}^*|| > C.n^{-1/2}(\log n)^{-1}) \leq P_*(||W_{n}^*|| > C.n^{-1/4}(\log n)^{-1/2}) = o_p(n^{-1/2}) \]  \hspace{1cm} (1.6.13)

Since, as \( n \to \infty \), \( ||E_* L_{n}^*|| = ||A_1|| \cdot ||E \psi'(\epsilon)|| \mu_{G^*}^* + o_p(1) \), as mentioned earlier.

Again \( \tilde{\Sigma}_n = O_p(1) \). So, from (1.6.6)-(1.6.13), it follows that there exist constant \( C_9 > 0 \) and a sequence of Borel sets \( Q_{9n} \subseteq Q_{8n} \), such that \( P((\epsilon_1, \ldots, \epsilon_n) \in Q_{9n}) \to 1 \) as \( n \to \infty \), and given \( (\epsilon_1, \ldots, \epsilon_n) \in Q_{9n} \), for \( n \geq C_9 \),

\[ \mathbf{F}_n^* = \sqrt{n} \tilde{\Sigma}_n \left[ (E_* L_{n}^*)^{-1} \Delta_{n}^* + W_{n}^* \Delta_{n}^* + (E_* L_{n}^*)^{-1} \chi_{n}^* \right] + R_{4n}^* \]
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where \( \chi_n^* = n^{-1} \sum_{i=1}^n \left[ x_i \left( (E_n^* L_n^*)^{-1} \Delta_n^* \right)^2 \right] \psi''(\bar{\epsilon}_i) \mu_{G^*} \) and

\[
P_* (||R_{4n}^*|| = o(n^{-1/2})) = 1 - o(n^{-1/2})
\]

Therefore, by arguments similar to (4.12) of Qumsiyeh (1990a), we have

\[
\sup_{B \in \mathcal{B}} |P_*(F_n^* \in B) - P_*(U_n^* \in B)| = o_p(n^{-1/2})
\] (1.6.14)

where \( U_n^* = \sqrt{n} \Sigma_n \left( (E_n^* L_n^*)^{-1} \Delta_n^* + W_n \Delta_n^* + (E_n^* L_n^*)^{-1} \chi_n^* \right) \).

Now, for all \( 1 \leq i \leq n \), define,

\[
Y_i^* = (G_i^* - \mu_{G^*}), \quad X_i^* = \bar{\xi}_i Y_i^*, \quad V_i^* = \sum_{i=1}^n \text{Cov}_*(X_i^*), \quad \hat{X}_i = V_i^* \psi'(\bar{\epsilon}_i) Y_i^* \quad \text{and} \quad S_i^* = \sum_{i=1}^n \hat{X}_i.
\]

Partition \( B^{-1} \) as \( B^{-1} = (B_1', B_2')' \) where \( B_1 \) is of order \( p \times k \).

Hence, \( B_1 V_n^* \hat{X}_i = \bar{x}_i Y_i^* \) and \( B_2 V_n^* \hat{X}_i = \bar{z}_i Y_i^* \).

Note that

\[
\sqrt{n} \Sigma_n (E_n^* L_n^*)^{-1} \Delta_n^* = \frac{\bar{A}_n^{1/2} \mu_{G^*}^{-1} \sum_{i=1}^n x_i \psi(\bar{\epsilon}_i) (G_i^* - \mu_{G^*})}{\sqrt{n}} = T_n^* S_n^*
\] (1.6.15)

where \( T_n^* = \frac{\bar{A}_n^{-1/2} \mu_{G^*}^{-1} B_1 V_n^*}{\sqrt{n}} \).

For any \( j \in \{1, \ldots, p\} \), jth row of \( (E_n^* L_n^* - L_n^*) \) is

\[
-n^{-1} \sum_{i=1}^n \left( x_{ij} x_{i1}, \ldots, x_{ij} x_{ip} \right) \psi'(\bar{\epsilon}) Y_i^* = (n^{-1} \sum_{i=1}^n \bar{z}_i Y_i^*) E_{jn}^* = n^{-1} S_n^* V_n^* \frac{B_2' E_{jn}^*}{||E_{jn}^*|| \leq q}
\]
Hence,

\[ W_n^* \sqrt{n} \Delta_n^* = n^{-1} \tilde{A}_{2n}^{-1/2} \mu_{\Sigma}^{-1} (S_n^* V_n^{1/2} B_2^* E_{1n}^*, \ldots, S_n^* V_n^{1/2} B_2^* E_{pn}^*)' \Sigma_n^{1/2} T_n^* S_n^* \]

\[ = \mu_{\Sigma}^{-1} \sum_{j=1}^p h_{jn} S_n^* E_{jn}^* S_n^* \]  
(1.6.16)

for some matrices \( E_{jn}^* \) each of order \( k \times k \), where

\[ E_{jn}^* = n^{-1/2} V_n^{1/2} B_{jn}^* \Sigma_n^{1/2} T_n^* \] and \( \tilde{A}_{2n}^{-1/2} = (h_{1n}, \ldots, h_{pn}), h_{jn} = (h_{1jn}, \ldots, h_{pjn}). \)

Again,

\[ \sqrt{n} \Sigma_n^{1/2} (E_n L_n)^{-1} \bar{z}_{bn}^* = n^{-1/2} \mu_{\Sigma}^{-1} \tilde{A}_{2n}^{-1/2} \sum_{i=1}^n x_i \left[ x_i' ((E_n L_n)^{-1} \Delta_n^*)^2 \right] \psi''(\bar{c}_i) \mu_{\Sigma} \]

\[ = 2^{-1} \tilde{A}_{2n}^{-1/2} \sum_{i=1}^n x_i \psi''(\bar{c}_i) S_n^* P_{in}^* S_n^* \]

where \( P_{in}^* = \frac{T_n^* \Sigma_n^{1/2} x_i x_i' \Sigma_n^{1/2} T_n^*}{n \sqrt{n}} \)

Therefore,

\[ U_n^* = M_{0n}^* S_n^* + (S_n^* M_{1n}^* S_n^*, \ldots, S_n^* M_{pn}^* S_n^*)' \]  
(1.6.17)

where

\[ M_{0n}^* = T_n^* \] and for each \( j \in \{1, \ldots, p\}, \)

\[ M_{jn}^* = \mu_{\Sigma}^{-1} \sum_{k=1}^p h_{jk} \bar{E}_{kn}^* + 2^{-1} \sum_{i=1}^n h_{jn} x_i \psi''(\bar{c}_i) P_{in}^* \]

Now note that \( ||M_{0n}^*|| = O_p(1) \) since \( \tilde{A}_{2n} \sim_p \sigma_G^2 A_2, V_n^* = \sum_{i=1}^n \text{Cov}_*(X_i^*) = \sigma_G^2, \Sigma_i^i \bar{\vartheta}_i \bar{\vartheta}_i' = \sigma_G^2 I_k \) and

\[ ||\bar{B}_1||^2 \leq ||B^{-1}||^2 \leq \sum_{i=1}^n ||\bar{\vartheta}_i||^2 = \sum_{i=1}^n ||x_i||^2 \psi^2(\bar{c}_i) + \sum_{i=1}^n ||z_i||^2 \psi^2(\bar{c}_i) = O_p(n). \]

39
Also by Holder’s inequality and the fact that $||M_{0n}^*|| = O_p(1)$ and $\sum_{i=1}^n ||d_i||^4 = O(n^{-1})$, it follows that $|| \sum_{i=1}^n x_i \psi''(\bar{\epsilon}_i) P_{in}^* || \leq n^{-3/2} \sum_{i=1}^n |\psi''(\bar{\epsilon}_i)||x_i||^3 ||T_n^*||^2 = O_p(n^{-1/2})$. Again, $||\sum_{j=1}^p h_{jn} E_{jn}^*|| = O_p(n^{-1/2})$ since $||B_2|| \leq ||B^{-1}||^2 = O_p(n)$. All of these together imply that $||M_{jn}^*|| = O_p(n^{1/2})$ for all $j \in \{1, \ldots, p\}$.

Therefore, by Lemma 1.6.2 and Lemma 1.6.3,

$$\sup_{B \in \mathcal{B}} |P_*(U_n^* \in B) - \int_B \xi_n^*(x)dx| = o_p(n^{-1/2}) \quad \text{as } n \to \infty \quad (1.6.18)$$

The first three conditional cumulants of $t'U_n^*$ are given by

$$\kappa_1(t'U_n^*) = E_*(t'U_n^*) = n^{-1/2} \sum_{|v|=1} b_{11}^*(v)t^v$$

$$\kappa_2(t'U_n^*) = \text{Var}_*(t'U_n^*) = t't + o_p(n^{-1/2})$$

$$\kappa_3(t'U_n^*) = E_*(t'U_n^*)^3 - 3E_*(t'U_n^*)^2E_*(t'U_n^*) + 2(E_*(t'U_n^*))^3 = n^{-1/2} \sum_{|v|=3} \frac{3!}{v!} b_{31}^*(v)t^v + o_p(n^{-1/2}).$$

Hence, using the transformation techniques of Bhattacharya and Ghosh (1978), we have,

$$\xi_n^*(x) = \left[ 1 - n^{-1/2} \left\{ \sum_{|v|=1} b_{11}^*(v)D^v + \sum_{|v|=3} \frac{b_{31}^*(v)}{v!}D^v \right\} \right] \phi(x)$$

where if $\nu_1$ is a $p \times 1$ vector with all the elements being 0, except the $j$th one and $\nu_2$ is a $p \times 1$ vector with all the elements being 0, except the $j_1, j_2$ and $j_3$ positions then

$$b_{11}^*(\nu_1) = \sum_{k=1}^p h_{kn} \left( n^{-1} \sum_{i=1}^n \left[ z_i E_{kn}^* \bar{A}_{1n}^{-1} x_i \psi(\bar{\epsilon}_i) \psi'(\bar{\epsilon}_i) \right] \right)$$

$$+ (2n)^{-1} \sum_{i=1}^n a_{jn}^* x_i^2 \bar{A}_{2n}^{-1} \bar{A}_{1n}^{-1} x_i \psi''(\bar{\epsilon}_i) \quad (1.6.19)$$
\[ b_{31}(\nu_2) = n^{-1} \sum_{i=1}^{n} \left[ \left( \prod_{m=1}^{3} a_{jm,m}^* \right) \psi^3(\bar{\epsilon}_i) \right] \]

\[ + 2n^{-2} \sum_{i,j=1}^{n} \left[ a_{jin}^* a_{j2i}^* \left( \sum_{k=1}^{p} h_{jn} E_{kn}^* \bar{A}_{1n}^{-1} x_j \right) \psi^2(\bar{\epsilon}_i) \psi(\bar{\epsilon}_j) \psi'(\bar{\epsilon}_j) \right] \]

\[ + 2n^{-2} \sum_{i,j=1}^{n} \left[ a_{j2i}^* a_{jin}^* \left( \sum_{k=1}^{p} h_{jn} E_{kn}^* \bar{A}_{1n}^{-1} x_j \right) \psi^2(\bar{\epsilon}_i) \psi(\bar{\epsilon}_j) \psi'(\bar{\epsilon}_j) \right] \]

\[ + 2n^{-2} \sum_{i,j=1}^{n} \left[ a_{j2i}^* a_{jin}^* \left( \sum_{k=1}^{p} h_{jn} E_{kn}^* \bar{A}_{1n}^{-1} x_j \right) \psi^2(\bar{\epsilon}_i) \psi(\bar{\epsilon}_j) \psi'(\bar{\epsilon}_j) \right] \]

\[ + 3n^{-3} \sum_{i,j,l=1}^{n} a_{jin}^* a_{j3i}^* a_{j3i}^* \left( x_j^T \bar{A}_{1n}^{-1} x_i x_l^T \bar{A}_{1n}^{-1} x_i \right) \psi''(\bar{\epsilon}_i) \psi^2(\bar{\epsilon}_i) \psi^2(\bar{\epsilon}_j) \]

(1.6.20)

where \( h_{jn}^t x_i = a_{jin}^*, j \in \{1, \cdots, p\}, i \in \{1, \ldots, n\}. \)

Now, for the original standardized M-estimator \( F_n \), it can be shown that there exists a linear stochastic approximation \( U_n \) such that \( F_n = U_n + R_n \) where as \( n \to \infty \),

\[ P(||R_n|| = o(n^{-1/2}) = 1 - o(n^{-1/2}) \]

and

\[ \sup_{B \in \mathcal{B}} |P(U_n \in B) - \int_B \xi_n(x) dx| = o(n^{-1/2}) \]

Similar to the bootstrapped standardized case, it can be shown that

\[ \xi_n(x) = \left[ 1 - n^{-1/2} \left\{ \sum_{|\nu|=1} b_{11}(\nu) D\nu + \sum_{|\nu|=3} \frac{b_{31}(\nu)}{\nu!} D\nu \right\} \right] \phi(x) \]
where

\[ b_{11}^{(v_1)} = s^{-1} \tau^{-1} \sum_{k=1}^{p} A_{jk}^{-1/2} \left[ n^{-1} \sum_{i=1}^{n} \left[ z'_{i} E_{kn}^{*} A_{n}^{-1} x_{i} \right] \right] E \psi(\epsilon_{1}) \psi'(\epsilon_{1}) \]

\[ + s \tau^{-2} \left[ (2n)^{-1} \sum_{i=1}^{n} a_{jin} x_{i}' A_{n}^{-1} x_{i} \right] E \psi''(\epsilon_{1}) \quad (1.6.21) \]

\[ b_{31}^{(v_2)} = s^{-3} \left[ n^{-1} \sum_{i=1}^{n} \left[ \prod_{m=1}^{3} a_{jm in} \right] \right] E \psi^3(\epsilon_{1}) \]

\[ + s^{-1} \tau^{-1} \left[ 2n^{-2} \sum_{i,j=1}^{n} a_{jnin} a_{ji} \left( \sum_{k=1}^{p} A_{jk}^{-1/2} z'_{i} E_{kn}^{*} A_{n}^{-1} x_{j} \right) \right] E \psi(\epsilon_{1}) \psi'(\epsilon_{1}) \]

\[ + s^{-1} \tau^{-1} \left[ 2n^{-2} \sum_{i,j=1}^{n} a_{jnin} a_{ji} \left( \sum_{k=1}^{p} A_{jk}^{-1/2} z'_{i} E_{kn}^{*} A_{n}^{-1} x_{j} \right) \right] E \psi(\epsilon_{1}) \psi'(\epsilon_{1}) \]

\[ + s^{-1} \tau^{-1} \left[ 2n^{-2} \sum_{i,j=1}^{n} a_{jnin} a_{ji} \left( \sum_{k=1}^{p} A_{jk}^{-1/2} z'_{i} E_{kn}^{*} A_{n}^{-1} x_{j} \right) \right] E \psi(\epsilon_{1}) \psi'(\epsilon_{1}) \]

\[ + s \tau^{-2} \left[ 3n^{-3} \sum_{i,j,l=1}^{n} a_{jnin} a_{jil} a_{jin} \left( x_{j}' A_{n}^{-1} x_{j} x_{l}' A_{n}^{-1} x_{l} \right) \right] E \psi''(\epsilon_{1}) \quad (1.6.22) \]

where \( A_{n}^{-1/2} = \left( A_{1n}^{-1/2}, \ldots, A_{pn}^{-1/2} \right), A_{jn}^{-1/2} = \left( A_{jn1}^{-1/2}, \ldots, A_{jpn}^{-1/2} \right) \), \( A_{jn}^{-1/2}' \) \( x_{i} = e'_{j} A_{n}^{-1/2} x_{i} = a_{jin}, j \in \{1, \cdots, p\}, i \in \{1, \cdots, n\} \).

Since \(|b_{11}^{(v_1)} - b_{11}^{(v_1)}| + |b_{31}^{(v_2)} - b_{31}^{(v_2)}| \to 0\) in probability as \( n \to \infty \) for all \( p \times 1 \) vectors \( v_1 \) and \( v_2 \) with \(|v_1| = 1\) and \(|v_2| = 3\), hence, for \( n > N, N \) being a fixed natural number, we have for any \( \eta > 0 \)

\[ P \left( \sup_{B \in \mathcal{B}} \left| P_{*}(F_{n}^{*} \in B) - P(F_{n} \in B) \right| > \eta n^{-1/2} \right) \]
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\[ \leq P \left( \sup_{B \in \mathcal{B}} \left| \int_B \xi_n^*(x) \, dx - \int_B \xi_n(x) \, dx \right| > \frac{\eta}{2} n^{-1/2} \right) + o(1) \]

\[ \leq P \left( n^{-1/2} \sum_{|v|=1} |b_{11}^*(v) - b_{11}^v| + n^{-1/2} \sum_{|v|=3} |b_{31}^*(v) - b_{31}^v| > \frac{\eta}{2} n^{-1/2} \right) + o(1) \]

\[ \rightarrow 0 \quad \text{as } n \rightarrow \infty \]

Therefore, Theorem 1.4.1 follows.

**Proof of Theorem 1.4.2.** Usual studentized bootstrapped estimator is

\[ H_n^* = \sqrt{n} \sigma_n^* \tilde{\Sigma}_n^{-1/2} (\beta_n^* - \tilde{\beta}_n) = \sigma_n^* \tilde{\varphi}_n F_n^* \]

where

\[ \sigma_n^* = s_n^* \tau_n^* - 1, \quad \hat{\sigma}_n = s_n \tau_n - 1, \quad \tau_n^* = n^{-1} \sum_{i=1}^n \psi'(\epsilon_i^*), \quad s_n^2 = n^{-1} \sum_{i=1}^n \psi^2(\epsilon_i^*), \]

\[ \tau_n = n^{-1} \sum_{i=1}^n \psi'(\epsilon_i), \quad s_n^2 = n^{-1} \sum_{i=1}^n \psi^2(\epsilon_i) \text{ and } \tilde{\Sigma}_n^{-1/2} = \tilde{A}_n^{-1/2} \tilde{A}_1. \]

Now, by Taylor expansion

\[ \tau_n^* = \tau_n + n^{-1} \sum_{i=1}^n [x_i'(\beta_n^* - \tilde{\beta}_n)] \psi''(\mu_i) \]  \hspace{1cm} (1.6.23)

and

\[ s_n^2 = n^{-1} \sum_{i=1}^n \left[ \psi(\tilde{\epsilon}_i) + \psi'(\tilde{\epsilon}_i)[x_i'(\beta_n^* - \tilde{\beta}_n)] + \frac{[x_i'(\beta_n^* - \tilde{\beta}_n)]^2}{2} \psi''(\nu_i) \right] |v_i - \tilde{\epsilon}_i|^2 \]  \hspace{1cm} (1.6.24)

where \(|u_i - \tilde{\epsilon}_i|, |v_i - \tilde{\epsilon}_i| \leq |\epsilon_i^* - \tilde{\epsilon}_i|\) for each \(i \in \{1, \ldots, n\}\).
Hence, it follows that

\[ \tau_n^* = \tau_n + n^{-1} \sum_{i=1}^{n} \psi''(\bar{\epsilon}_i) [x_i'( (\mathbf{E}_n, \mathbf{L}_n^*)^{-1} \Delta_n^*)] + \tilde{R}_{5n}^* = \tau_n + R_{5n}^* \text{ (say)} \quad (1.6.25) \]

\[ s_n^{*2} = s_n^2 + 2n^{-1} \sum_{i=1}^{n} \psi(\bar{\epsilon}_i) \psi'(\bar{\epsilon}_i) [x_i'( (\mathbf{E}_n, \mathbf{L}_n^*)^{-1} \Delta_n^*)] + \tilde{R}_{6n}^* = s_n^2 + R_{6n}^* \text{ (say)} \quad (1.6.26) \]

where there exists constant \( C_{10} > 0 \) such that for \( n \geq C_{10} \) by Lemma 1.6.1,

\[ P_* (|R_{5n}^*| > C_{10} \cdot n^{-1/2} (\log n)^{1/2}) + P_* (|R_{6n}^*| > C_{10} \cdot n^{-1/2} (\log n)^{1/2}) = o_p(n^{-1/2}) \]

\[ P_* (|R_{5n}^*| > C_{10} \cdot n^{-1/2} (\log n)^{-1}) + P_* (|R_{6n}^*| > C_{10} \cdot n^{-1/2} (\log n)^{-1}) = o_p(n^{-1/2}) \]

Now note that

\[ \sigma_n^{*2} - \sigma_n^{-1} = \frac{\tau_n s_n^* (\tau_n s_n - \tau_n s_n^* s_n^*)}{s_n^{*2} s_n \tau_n} - \frac{(\tau_n^* - \tau_n^2) s_n^2 + \tau_n^2 (s_n^2 - s_n^{*2})}{2 s_n^{*2} s_n \tau_n} \]

\[ - \frac{s_n^2 (\tau_n - \tau_n^*)^2 + \tau_n^* 2 (s_n - s_n^*)^2 + 2 s_n^* \tau_n (\tau_n^* - \tau_n) (s_n - s_n^*)}{2 s_n^{*2} s_n \tau_n} \]

and

\[ (s_n^* - s_n)^2 \leq |s_n^{*2} - s_n^2| \]

and

\[ s_n^{*2} - s_n^{-2} = s_n^{-2} + s_n^{-2} (s_n^2 - s_n^{*2}) s_n^{-2} + s_n^{-2} (s_n^2 - s_n^{*2}) s_n^{-2} (s_n^2 - s_n^{*2}) s_n^{-2} \]

\[ (s_n^* + s_n)^{-1} = (2s_n)^{-1} + (2s_n)^{-1} (s_n - s_n^*) (2s_n)^{-1} \]

\[ + (2s_n)^{-1} (s_n - s_n^*) (2s_n)^{-1} (s_n - s_n^*) (s_n^* + s_n)^{-1} \]
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Now, it follows from the proof of Theorem 1.4.1 that

\[ F_n^* = \Sigma_n^{-1/2} (E_s L_n^*)^{-1} \sqrt{n} \Delta_n^* + R_{0n}^* \]  

(1.6.27)

and

\[ P_*(||R_{0n}^*|| = o(n^{-1/4})) = 1 - o_p(n^{-1/2}) \]

Again, from (1.6.25) and (1.6.26) we have,

\[ \hat{\sigma}_n^{-1} - \sigma_n^{-1} = -\frac{2 \tau_n s_n^2 (\tau_n - \tau_n) + \tau_n s_n^2 (s_n^2 - s_n^2)}{2s_n^3 \tau_n} + R_{7n}^* \]

where there exists constant \( C_{11} > 0 \) such that for \( n \geq C_{11} \),

\[ P_*(|R_{7n}^*| > C_{11} n^{-1/2} (log n)^{-1}) + P_*(|\check{R}_{7n}^*| > C_{11} n^{-1/2} (log n)^{-1}) \]

\[ + P_*(|Z_n^*| > C_{11} n^{-1/2} log n) = o_p(n^{-1/2}) \]

Therefore, (1.6.27) and (1.6.28) jointly imply

\[ H_n^* = U_n^* - \sqrt{n} \tilde{\sigma}_n \Sigma_n^{-1/2} Z_n^* ((E_s L_n^*)^{-1} \Delta_n^*) + R_{8n}^* = \check{U}_n^* + R_{8n}^* \] (say)  

(1.6.29)

where there exists constant \( C_{12} > 0 \) and a sequence of Borel sets \( Q_{10n} \) such that
\[ P(Q_{10n}) \uparrow 1 \text{ and given } (\varepsilon_1, \ldots, \varepsilon_n) \in Q_{10n} \text{ and } n \geq C_{12}, \]
\[ P(\|R^*_8n\| = o(n^{-1/2}) = 1 - o(n^{-1/2}) \]

Now, we have seen that
\[ U^*_n = M^*_0nS^*_n + (S^*_n'M^*_1nS^*_n, \ldots, S^*_n'M^*_pnS^*_n)' \]

where \( M^*_0n = O_p(1) \) and \( M^*_jn = O_p(n^{-1/2}) \) for all \( j \in \{1, \ldots, p\} \) and \( S^*_n \) is as defined in the proof of Theorem 1.4.1.

Again,
\[ \sqrt{n\hat{\sigma}_n^2 \hat{\Sigma}^{-1/2}_n} \left( (E_*L^*_n)^{-1} \Delta^*_n \right) \]
\[ = (2s_n\tau_n)^{-2} \left[ \frac{2\tau_n s_n^2}{n\sqrt{n}} S^*_n' T_n^* \hat{\Sigma}^{-1/2}_n \sum_{i=1}^n \psi''(\bar{\varepsilon}_i)x_i - 2\sqrt{n} S^*_n' T_n^* \hat{\Sigma}^{-1/2}_n \sum_{i=1}^n \psi(\bar{\varepsilon}_i) \psi'(\bar{\varepsilon}_i)x_i \right] T^*_n S^*_n \]
\[ = (S^*_n S^*_n, \ldots, S^*_n S^*_n)' (1.6.30) \]

for some \( k \times k \) matrices \( \hat{E}^*_jn \) with
\[ \hat{E}^*_jn = \frac{(s_n\tau_n)^{-2}}{n\sqrt{n}} \sum_{i=1}^n \left[ \tau_n s_n^2 \psi''(\bar{\varepsilon}_i) - \tau_n^2 \psi(\bar{\varepsilon}_i) \psi'(\bar{\varepsilon}_i) \right] T^*_n \hat{\Sigma}^{-1/2}_n x_1 t^n_1 \cdot \cdot \cdot \]
\[ \cdot t^n_p \] where \( T^*_n = (t^*_n, \ldots, t^n_p)' \). Note that, \( ||\hat{E}^*_jn|| = O_p(n^{-1/2}) \).

Therefore, we have
\[ \hat{U}^*_n = \tilde{M}^*_0nS^*_n + (S^*_n' \tilde{M}^*_1nS^*_n, \ldots, S^*_n' \tilde{M}^*_pnS^*_n)' \hspace{1cm} (1.6.30) \]

where \( \tilde{M}^*_0n = M^*_0n = O_p(1) \) and \( \tilde{M}^*_jn = M^*_jn - \hat{E}^*_jn = O_p(n^{-1/2}) \) for all \( j \in \{1, \ldots, p\} \).

Hence, by Result 1.6.2 and 1.6.3, in the similar way as in the proof of Theorem 1.4.1,
we have,

$$\sup_{B \in \mathcal{B}} \left| P_*(\tilde{U}_n^* \in B) - \int_B \tilde{\xi}_n^*(x) dx \right| = o_p(n^{-1/2}) \quad \text{as } n \to \infty \quad (1.6.31)$$

where

$$\tilde{\xi}_n^*(x) = \left[ 1 - n^{-1/2} \left\{ \sum_{|\nu| = 1} \tilde{b}^{(\nu)}_1 D^\nu + \sum_{|\nu| = 3} \frac{\tilde{b}^{(\nu)}_3}{\nu!} D^\nu \right\} \right] \phi(x) \quad (1.6.32)$$

since, the second cumulant of $t'\tilde{U}_n^*$ is $\kappa_2(t'\tilde{U}_n^*) = t't + o_p(n^{-1/2})$.

Hence part (a) of Theorem 1.4.2 follows by (4.12) of Qumsiyeh (1990a).

Again the two term EE of the studentized regression M-estimator $H_n$ can be found in the similar way as

$$\tilde{\xi}_n(x) = \left[ 1 - n^{-1/2} \left\{ \sum_{|\nu| = 1} \tilde{b}^{(\nu)}_1 D^\nu + \sum_{|\nu| = 3} \frac{\tilde{b}^{(\nu)}_3}{\nu!} D^\nu \right\} \right] \phi(x) \quad (1.6.33)$$

Hence, for $n > N$, $N$ being a fixed natural number, we have for $k > 0$

$$P \left( \sup_{B \in \mathcal{B}} \left| P_*(H_n^* \in B) - P(H_n \in B) \right| > k.n^{-1/2} \right)$$

$$\leq P \left( \sup_{B \in \mathcal{B}} \left| \int_B \tilde{\xi}_n^*(x) dx - \int_B \tilde{\xi}_n(x) dx \right| > \frac{k}{2}.n^{-1/2} \right) + o(1)$$

$$\leq P \left( n^{-1/2} \sum_{|\nu| = 1} |\tilde{b}^{(\nu)}_1 - \tilde{b}^{(\nu)}_1| + n^{-1/2} \sum_{|\nu| = 3} |\tilde{b}^{(\nu)}_3 - \tilde{b}^{(\nu)}_3| > \frac{k}{2}.n^{-1/2} \right) + o(1)$$

which can be made less than any positive number by considering $k$ large enough, since for any $p \times 1$ vectors $\nu_1$ and $\nu_2$ with $|\nu_1| = 1$ and $|\nu_2| = 3$, it can be shown that $\left( |\tilde{b}^{(\nu_1)}_1| + |\tilde{b}^{(\nu_2)}_3| \right) = O(1)$ and $\left( |\tilde{b}^{(\nu_1)}_1| + |\tilde{b}^{(\nu_2)}_3| \right) = O_p(1)$. Therefore, part (b) follows.

Now to prove part (c), we need to investigate more deeply the coefficients $\tilde{b}^{(\nu)}_1, \tilde{b}^{(\nu)}_3,$
\( \tilde{b}_i^{(v)}, \tilde{b}_j^{(v)} \) that are present in (1.6.32) and (1.6.33). The first and third cumulants of \( \tilde{U}_n^* \) and \( \tilde{U}_n \) are given by

\[
\kappa_1(t' \tilde{U}_n^*) = \sum_{|v|=1} b_{11}^{* (v)} t^v, \quad \kappa_1(t' \tilde{U}_n) = \sum_{|v|=1} b_{31}^{(v)} t^v.
\]

\[
\kappa_3(t' \tilde{U}_n^*) = \sum_{|v|=3} 3! \tilde{b}_3^{* (v)} t^v + o_p(n^{-1/2}), \quad \kappa_3(t' \tilde{U}_n) = \sum_{|v|=3} 3! \tilde{b}_3^{(v)} t^v + o(n^{-1/2}).
\]

where if \( v_1 \) is a \( p \times 1 \) vector with all the elements being 0, except the \( j \)th one and \( v_2 \) is a \( p \times 1 \) vector with all the elements being 0, except the \( j_1, j_2 \) and \( j_3 \) positions, then

\[
\tilde{b}_{11}^{* (v_1)} = b_{11}^{* (v_1)} + (s_n^{-2} n^{-1} \sum_{i=1}^n \left( (\tau_n^2 \psi(\bar{e}_i) \psi'(\bar{e}_i) - \tau_n^2 \psi''(\bar{e}_i)) h_i^{n} A_{1n} A_{1n}^{-1} x_i \right)
\]

\[
\tilde{b}_{11}^{(v_1)} = b_{11}^{(v_1)} + \tau^{-2} s^{-1} \left( \tau E \psi(\bar{e}_1) \psi'(\bar{e}_1) - s^2 \psi''(\bar{e}_1) \right) n^{-1} \sum_{i=1}^n a_{jin}
\]

\[
+ s^{-1} \left( \tau E \psi(\bar{e}_1) \psi'(\bar{e}_1) - 2^{-1} s^{-2} E \psi^3(\bar{e}_1) \right) n^{-1} \sum_{i=1}^n a_{jin}
\]

\[
\tilde{b}_{31}^{* (v_2)} = b_{31}^{* (v_2)}
\]

\[
+ 6n^{-3} \left( s_n^2 \psi(\bar{e}_i) \psi'(\bar{e}_i) - \tau_n^{-1} \psi''(\bar{e}_i) \right) \left( x_i A_{1n}^{-1} x_k \right) a_{jin} a_{jzn} a_{jzn} \psi^2(\bar{e}_i) \psi(\bar{e}_j)
\]

\[
\tilde{b}_{31}^{(v_2)} = b_{31}^{(v_2)}
\]

\[
+ \tau^{-1} s \left( s^2 E \psi(\bar{e}_1) \psi'(\bar{e}_1) - \tau E \psi''(\bar{e}_1) \right) 6n^{-3} \sum_{i,j,k=1}^n \left( x_i A_{1n}^{-1} x_k \right) a_{jin} a_{jzn} a_{jzn}
\]

\[
+ s^{-1} \left( \tau E \psi(\bar{e}_1) \psi'(\bar{e}_1) - 2^{-1} s^{-2} E \psi^3(\bar{e}_1) \right) 6n^{-2} \sum_{i,j=1}^n a_{jin} a_{jzn} a_{jzn}
\]

Suppose, \( Z_1^{v_1} = n^{-1} \sum_{i=1}^n e_i x_i, Z_2^{v_2} = 6n^{-2} \sum_{i,j=1}^n a_{jin} a_{jzn} a_{jzn} \) and \( L = \)
$E \Psi^2(\epsilon_1) \ E \psi'(\epsilon_1) - 2^{-1}E \psi'(\epsilon_1) E \psi^3(\epsilon_1)$. Note that if $L \neq 0$ then for any $p \times 1$

vectors $v_1$ and $v_2$ with $|v_1| = 1$ and $|v_2| > 3$, $|\tilde{b}_{11}(v_1) - \tilde{b}_{11}(v_1)| \neq o_p(1)$ and $|\tilde{b}_{31}(v_2) - \tilde{b}_{31}(v_2)| \neq o_p(1)$. Hence, for some non-null set $\tilde{B} \in \mathcal{B}$ with $\tilde{B} \subseteq (-\infty, 0)^p$,

\[ P\left( \liminf_{n \to \infty} \sqrt{n} \left| \sup_{B \in \mathcal{B}} P_s(H_n^* \in B) - P(H_n \in B) \right| > \epsilon \right) \]

\[ \geq P\left( \liminf_{n \to \infty} \sqrt{n} \left| \int_{\tilde{B}} \xi^*(x)dx - \int_{\tilde{B}} \tilde{\xi}(x)dx + o_p(n^{-1/2}) \right| > \epsilon \right) \]

\[ \geq P\left( \liminf_{n \to \infty} \sqrt{n} \left| \int_{\tilde{B}} \tilde{\xi}^*(x)dx - \int_{\tilde{B}} \tilde{\xi}(x)dx \right| > \epsilon/2 \right) \]

\[ \geq P\left( \liminf_{n \to \infty} \left| \sum_{|v| = 1} Z_1^v \int_{\tilde{B}} D^v \varphi(x)dx + \sum_{|v| = 3} Z_2^v \int_{\tilde{B}} D^v \varphi(x)dx + o_p(1) \right| > \epsilon/2|L| \right) \]

\[ = 1 \]

for some $\epsilon > 0$, since $\left| \sum_{|v| = 1} Z_1^v \int_{\tilde{B}} D^v \varphi(x)dx + \sum_{|v| = 3} Z_2^v \int_{\tilde{B}} D^v \varphi(x)dx \right|$ is independent of $n$ and also non vanishing for some choice of $\tilde{B}$ with $\tilde{B} \subseteq (-\infty, 0)^p$.

Therefore, part (c) of Theorem 1.4.2 follows.

**Proof of Theorem 1.4.3.** The modified studentized bootstrapped M-estimator is

\[ \tilde{H}_n^* = \sqrt{n}(\bar{\sigma}_n^*)^{-1}\bar{\sigma}_n \Sigma_n^{-1/2}(\beta_n^* - \bar{\beta}_n) \]  

(1.6.34)

where $\bar{\sigma}_n^* = s_n^{-1} \tilde{\sigma}_n^{-1}$, $\tilde{\sigma}_n^* = n^{-1} \sum_{i=1}^n \psi'(\epsilon_i^*) G_i^*$ and $s_n^2 = n^{-1} \sum_{i=1}^n \psi^2(\epsilon_i^*) (G_i^* - \mu_{G^*})^2$.

Define, $s_n = s_n \sigma_{G^*}$, $\tilde{\tau}_n = \tau_n \mu_{G^*}$.
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Now, using (1.6.23) and (1.6.24) it follows,

\[ \tilde{\tau}_n^* - \tau_n = n^{-1} \sum_{i=1}^{n} \psi'(\bar{e}_i)(G_i^* - \mu_{G^*}) - n^{-1} \sum_{i=1}^{n} \psi''(\bar{e}_i)[x_i'((E_n^* L_n^*)^{-1} \Delta_n^*)] \mu_{G^*} + \tilde{R}_{9n}^* \]

\[ = n^{-1} \sum_{i=1}^{n} \psi'(\bar{e}_i)(G_i^* - \mu_{G^*}) + R_{9n}^* \text{ (say)} \quad (1.6.35) \]

\[ \hat{s}_n^2 - \tilde{s}_n^2 = n^{-1} \sum_{i=1}^{n} \psi^2(\bar{e}_i) \left[ (G_i^* - \mu_{G^*}) - \sigma_{G^*}^2 \right] \]

\[ - 2n^{-1} \sum_{i=1}^{n} \psi(\bar{e}_i)\psi'(\bar{e}_i)[x_i'((E_n^* L_n^*)^{-1} \Delta_n^*)] \sigma_{G^*}^2 + \tilde{R}_{10n}^* \]

\[ = n^{-1} \sum_{i=1}^{n} \psi^2(\bar{e}_i) \left[ (G_i^* - \mu_{G^*}) - \sigma_{G^*}^2 \right] + R_{10n}^* \text{ (say)} \quad (1.6.36) \]

where there exists constant \( C_{13} > 0 \) such that for \( n \geq C_{13} \) by Lemma 1.6.1,

\[ P_*|R_{9n}^*| > C_{13} n^{-1/2} (\log n)^{1/2} + P_*|R_{10n}^*| > C_{13} n^{-1/2} (\log n)^{1/2} = o_p(n^{-1/2}) \]

\[ P_*|\tilde{R}_{9n}^*| > C_{13} n^{-1/2} (\log n)^{-1} + P_*|\tilde{R}_{10n}^*| > C_{13} n^{-1/2} (\log n)^{-1} = o_p(n^{-1/2}) \]

Hence, similar to (1.6.28), it can be shown in the same way that

\[ \hat{\sigma}_n^{-1} - \tilde{\sigma}_n^{-1} = -\frac{2\tau_n \hat{s}_n^2(\tau_n^* - \tau_n) + \tau_n^2(\hat{s}_n^2 - \tilde{s}_n^2)}{2\tilde{s}_n^3 \tau_n} - \tilde{Z}_n^* + \tilde{R}_{11n}^* \]

\[ = Z_n^* - \tilde{Z}_n^* + \tilde{R}_{11n}^* \text{ (say)} \quad (1.6.37) \]
where $Z_n^*$ is as defined in the proof of Theorem 1.4.2 and

$$Z_n^* = 2^{-1} \left( \frac{1}{\tau_n s_n} \right)^{-2} \left[ 2 \tau_n s_n \left( n^{-1} \sum_{i=1}^{n} \psi'(\varepsilon_i) (G_i^* - \mu_{G^*}) \right) \right]$$

$$- \tau_n^2 \left( n^{-1} \sum_{i=1}^{n} \psi^2(\varepsilon_i) \left[ (G_i^* - \mu_{G^*})^2 - \sigma_{G^*}^2 \right] \right)$$

and there exists constant $C_{14} > 0$ such that for $n \geq C_{14}$,

$$P_* (|R_{11n}^*| > C_{14} n^{-1/2} (\log n)^{-1}) + P_* (|\tilde{R}_{11n}^*| > C_{14} n^{-1/2} (\log n)^{-1})$$

$$+ P_* (|Z_n^*| > C_{14} n^{-1/2} \log n) + P_* (|\tilde{Z}_n^*| > C_{14} n^{-1/2} \log n) = o_p (n^{-1/2})$$

Therefore, from (1.6.29) and (1.6.37) we have,

$$\tilde{H}_n^* = \tilde{U}_n^* + \sqrt{n} \delta_n \tilde{\Sigma}_n^{-1/2} Z_n^* \left( (E_n L_n)^{-1} \Delta_n^* \right) + R_{12n}^* = \tilde{U}_n^* + R_{12n}^* \quad (say) \quad (1.6.38)$$

where there exists constant $C_{15} > 0$ such that for $n \geq C_{15}$,

$$P_* (||R_{12n}^*|| = o(n^{-1/2})) = 1 - o_p(n^{-1/2})$$

Now, for all $i \in \{1, \ldots, n\}$, define,

$$Y_{1i}^* = (G_i^* - \mu_{G^*}), \quad Y_{2i}^* = (G_i^* - \mu_{G^*})^2 - \sigma_{G^*}^2$$

$$X_i^* = (\tilde{\delta}_i Y_{1i}^*, n^{-1/2} \psi^2(\varepsilon_i) Y_{2i}^*)' \text{ where } \tilde{\delta}_i \text{ is defined with } \tilde{z}_i \text{ in place of } z_i.$$  

$$V_n^* = \sum_{i=1}^{n} \text{Cov}_*(X_i^*), \quad \tilde{X}_i^* = V_n^{*-1/2} X_i \text{ and } S_n^* = \sum_{i=1}^{n} \tilde{X}_i^*.$$  

Partition $B^{-1}$ as $B^{-1} = (B_1', B_2')'$ where $B_1$ is of order $p \times k$. Here $k = p + q + 1$ where as in the previous two theorems $k = p + q$. Also partition $V_n^{*1/2}$ as $V_n^{*1/2} = (V_{1n}^*, V_{2n}^*)'$ where $V_{1n}^*$ is of order $k \times (k + 1)$. Also, suppose $B_2 = (B_2^{(1)}, \ldots, B_2^{(q+1)})'$.  
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Therefore, we have

$$\bar{U}_n^* = \bar{M}_{0n}^* S_n^* + (\bar{S}_n^* \bar{M}_{1n}^* S_n^*, \ldots, \bar{S}_n^* \bar{M}_{pn}^* S_n^*)'$$

(1.6.39)

where \(\bar{M}_{0n}^* = \bar{M}_{0n}^*\), \(\bar{M}_{jn}^* = \bar{M}_{jn}^* + \bar{E}_{jn}^*\) and

$$\bar{E}_{jn}^* = 2^{-1}(\bar{n}^2)\left[n^{-1/2}2\bar{n}\bar{s}_n\right]V_{1n}^*\bar{B}_2(a^1) - \left(n^{-1}\bar{n}^2\right)\bar{V}_{2n}^* \bar{V}_{1n}^*$$

As in the proof of the Theorem 4.1, here also \(||\bar{B}_1||, ||\bar{B}_2|| = O_p(n)\). Also in the current setup \(||V_{1n}^*||, ||V_{2n}^*|| = O_p(1)\). Hence we have \(||\bar{M}_{jn}^*|| = O_p(n^{1/2})\). Therefore, by Lemma 1.6.2, 1.6.3 and (4.12) of Qumsiyeh (1990a), it follows that

$$\sup_{\bar{B} \in \mathcal{B}} |P_\ast(\bar{H}_n^* \in \bar{B}) - \int_B \bar{\xi}_n^*(x)dx| = o_p(n^{-1/2})$$

where

$$\bar{\xi}_n^*(x) = \left[1 - n^{-1/2}\left\{\sum_{|v|=1} \bar{b}_{11}^*(v) D^v + \sum_{|v|=3} \frac{\bar{b}_{31}^*(v)}{v!} D^v \right\}\right] \phi(x) \quad (1.6.40)$$

since the first three cumulants of \(t'\bar{U}_n^*\) are given by

$$\kappa_1(t'\bar{U}_n^*) = n^{-1/2} \sum_{|v|=1} \bar{b}_{11}^*(v) t^v$$

$$\kappa_2(t'\bar{U}_n^*) = t't + o_p(n^{-1/2})$$

$$\kappa_3(t'\bar{U}_n^*) = n^{-1/2} \sum_{|v|=3} \frac{3!}{v!} \bar{b}_{31}^*(v) t^v + o_p(n^{-1/2})$$

where if \(\nu_1\) is a \(p \times 1\) vector with all the elements being 0, except the \(j\)th one and \(\nu_2\) is a \(p \times 1\) vector with all the elements being 0, except the \(j_1, j_2\) and \(j_3\) positions, then

$$\bar{b}_{11}^*(\nu_1) = \bar{b}_{11}^*(\nu_1) + \tau_n^{-1} n^{-1} \sum_{i=1}^n a_{jin}^* \bar{\psi}(\bar{e}_i) \bar{\psi}'(\bar{e}_i) - 2^{-1} s_n^2 n^{-1} \sum_{i=1}^n a_{jin}^* \bar{\psi}^3(\bar{e}_i)$$
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and
\[
\tilde{b}_{31}^{*}(v_2) = \tilde{b}_{31}^{*}(v_2) + 6n^{-2} \sum_{i,j=1}^{n} a_{i1}^* a_{ij}^* a_{jj}^* \left[ \tau_n^{-1} \psi(\bar{e}_i) \psi'(\bar{e}_i) \psi^2(\bar{e}_i) - 2^{-1} \sigma_n^{-2} \psi^3(\bar{e}_i) \psi^2(\bar{e}_j) \right]
\]

Note that, \(|\tilde{b}_{11}^{*}(v_1) - \tilde{b}_{11}(v_1)| + |\tilde{b}_{31}^{*}(v_2) - \tilde{b}_{31}(v_2)| \to 0\) in probability as \(n \to \infty\) for all \(p \times 1\) vectors \(v_1\) and \(v_2\) with \(|v_1| = 1\) and \(|v_2| = 3\). Hence, for \(n > C\), for some constant \(C\), we have for any \(\zeta > 0\)

\[
P\left( \sup_{B \in \mathcal{B}} |P_*(\tilde{H}_n^* \in B) - P(H_n \in B)| > \zeta, n^{-1/2} \right)
\]

\[
\leq P\left( \sup_{B \in \mathcal{B}} \left| \int_B \tilde{\xi}_n^*(x)dx - \int_B \tilde{\xi}_n(x)dx \right| > \frac{\zeta}{2} n^{-1/2} \right) + o(1)
\]

\[
\leq P\left( n^{-1/2} \sum_{|v|=1} |\tilde{b}_{11}^{*}(v) - \tilde{b}_{11}(v)| + n^{-1/2} \sum_{|v|=3} |\tilde{b}_{31}^{*}(v) - \tilde{b}_{31}(v)| > \frac{\zeta}{2} n^{-1/2} \right) + o(1)
\]

\[\to 0 \quad \text{as} \quad n \to \infty\]

Therefore, Theorem 1.4.3 follows.

**Proof of Theorem 1.5.1** In the non-iid set-up, the original studentized pivot and the studentized bootstrapped pivot are defined as

\[\tilde{H}_n = \sqrt{n} \Sigma_n^{-1/2}(\tilde{\beta}_n - \beta) \quad \text{and} \quad \tilde{H}_n^* = \sqrt{n} \Sigma_n^{* -1/2}(\beta_n^* - \tilde{\beta}_n)\]

where \(\Sigma_n^{-1/2} = A_2^{-1/2} A_1 n\) with \(A_1 n = n^{-1} \sum_{i=1}^{n} x_i x_i' \psi'(\bar{e}_i), A_2 n = n^{-1} \sum_{i=1}^{n} x_i x_i' \psi^2(\bar{e}_i)\) and \(\Sigma_n^{* -1/2} = A_2^{* -1/2} A_1^* n\) with \(A_1^* n = n^{-1} \sum_{i=1}^{n} x_i x_i' \psi'(\bar{e}_i^*) G_i, A_2^* n = n^{-1} \sum_{i=1}^{n} x_i x_i' \psi^2(\bar{e}_i^*) (G_i^* - \mu_{G_i})^2\). Here, \(\bar{e}_i = y_i - x_i' \tilde{\beta}_n\) and \(\bar{e}_i^* = y_i - x_i' \beta_n^*, i \in \{1, \ldots, n\}\).

Part (a) follows through the same line of arguments as in proof of proposition 1.4.1.
To prove part (b) and (c), note that through the same line of arguments Theorem 4.1 goes through in non-iid setup also when the bootstrapped and unbootstrapped pivots are respectively defined as $F_n^* = \sqrt{n} \tilde{A}_2^{-1/2} \tilde{A}_1 (\beta_n^* - \bar{\beta}_n)$ and $\tilde{F}_n = \sqrt{n} A_2^{-1/2} A_1 (\beta_n^* - \bar{\beta}_n)$ where $\tilde{A}_1$ and $\tilde{A}_2$ are defined in the previous paragraph and $A_{1n} = n^{-1} \sum_{i=1}^n x_i x_i' \E \psi' (e_i)$ and $A_{2n} = n^{-1} \sum_{i=1}^n x_i x_i' \E \psi^2 (e_i)$. Hence, from the proofs of Theorem 4.2 and 4.3, it follows that it is enough to investigate the quantities $(\tilde{A}_{1n} - A_{1n})$, $(\tilde{A}_{2n} - A_{2n})$, $(A_{1n}^* \mu^{-1}_{G^*} - \tilde{A}_{1n})$ and $(A_{2n}^* \sigma_{G^*}^{-2} - \tilde{A}_{2n})$. Using Taylor’s theorem and the fact that $\psi''(\cdot)$ is Lipschitz, it can be shown that

$$A_{1n} - A_{1n} = - n^{-1} \sum_{i=1}^n \left[ x_i x_i' \{ x_i' (\bar{\beta}_n - \beta) \} \E \psi'' (e_i) \right]$$

$$+ n^{-1} \sum_{i=1}^n \left[ x_i x_i' (\psi' (e_i) - \E \psi' (e_i)) \right] + R_{6n} \quad (1.6.41)$$

$$A_{2n} - A_{2n} = - n^{-1} \sum_{i=1}^n \left[ x_i x_i' \{ x_i' (\bar{\beta}_n - \beta) \} \E \psi (e_i) \psi' (e_i) \right]$$

$$+ n^{-1} \sum_{i=1}^n \left[ x_i x_i' (\psi^2 (e_i) - \E \psi^2 (e_i)) \right] + R_{7n} \quad (1.6.42)$$

$$A_{1n}^* \mu^{-1}_{G^*} - \tilde{A}_{1n} = - n^{-1} \sum_{i=1}^n \left[ x_i x_i' \{ x_i' (\beta_n^* - \bar{\beta}_n) \} \psi'' (\bar{e}_i) \right]$$

$$+ n^{-1} \sum_{i=1}^n \left[ x_i x_i' \psi (\bar{e}_i) (G_i^* - \mu_{G^*}) \mu_{G^*}^{-1} \right] + R_{6n}^* \quad (1.6.43)$$

$$A_{2n}^* \sigma_{G^*}^{-2} - \tilde{A}_{2n} = - n^{-1} \sum_{i=1}^n \left[ x_i x_i' \{ x_i' (\beta_n^* - \bar{\beta}_n) \} \psi (\bar{e}_i) \psi' (\bar{e}_i) \right]$$

$$+ n^{-1} \sum_{i=1}^n \left[ x_i x_i' \psi^2 (\bar{e}_i) [(G_i^* - \mu_{G^*})^2 - \sigma_{G^*}^2] \sigma_{G^*}^{-2} \right] + R_{7n}^* \quad (1.6.44)$$
where
\[ P(||R_{6n}|| + ||R_{7n}|| = o(n^{-1/2})) = 1 - o(n^{-1/2}) \] (1.6.45)

\[ P_*(||R_{6n}^*|| + ||R_{7n}^*|| = o(n^{-1/2})) = 1 - o_p(n^{-1/2}) \] (1.6.46)

It is easy to observe, from the differences in the studentization terms in proofs of Theorem 1.4.2 and 1.4.3, that (1.6.41)-(1.6.44) are the equations which are exactly what we expect in achieving second order correctness [see (1.6.23), (1.6.24), (1.6.35), (1.6.36) for comparison]. Therefore, the rest of the proof follows in the same line as that of Theorem 1.4.3.

1.7 Conclusion

Second order results of perturbation bootstrap method in regression M-estimation are established. It is shown that the classical way of studentization in bootstrap setup is not sufficient for correcting the distribution of the regression M-estimator up to second order. This is a general statement corresponding to the fact that the usual studentized bootstrapped estimator is not capable of correcting the effect of skewness of the error distribution in least square regression. Novel modification is proposed in general setup by properly incorporating the effect of the randomization of the random perturbing quantities in the prevalent studentization factor and is shown as second order correct in both iid and non-iid error setup. Thus, in a way the results in this chapter establish perturbation bootstrap method as a refinement of the approximation of the exact distribution of the regression M-estimator over asymptotic normality. The second order result in non-iid case establishes robustness of the perturbation bootstrap
towards the presence of heteroscedasticity, similar to wild bootstrap, but in more general setup of M-estimation. This is an important finding from the perspective of valid inferences regarding the regression parameters.
Chapter 2

Perturbation Bootstrap in Lasso

2.1 Introduction

Consider the multiple linear regression model

\[ y_i = X_i'\beta + \epsilon_i, \quad i = 1, \ldots, n, \tag{2.1.1} \]

where \( y_1, \ldots, y_n \) are responses, \( X_1, \ldots, X_n \) are design vectors, \( \epsilon_1, \ldots, \epsilon_n \) are errors, and \( \beta = (\beta_1, \ldots, \beta_p) \) is the \( p \)-dimensional vector of regression parameters. We will consider both the cases when the design vectors are fixed and when they are random, separately. Additionally, we assume that \( \epsilon_i \) are independent (but possibly depends on \( X_i \)) when design is fixed and \( (\epsilon_i, X_i) \) are independent when the design is random. When \( p \) is sufficiently large, it is common to approach regression model (2.1.1) with the assumption that the vector \( \beta \) is sparse, that is the set \( \mathcal{A} = \{ j : \beta_j \neq 0 \} \) has cardinality \( p_0 = |\mathcal{A}| \) that is much smaller than \( p \), meaning that only a few of the covariates are “active”. One of the widely used methods under the sparsity assumption is the least absolute shrinkage and selection operator or the Lasso, introduced by Tibshirani (1996).
It is defined as the minimizer of \( l_1 \)-penalized least-square criterion function,

\[
\hat{\beta}_n = \arg \min_t \left[ \sum_{i=1}^{n} (y_i - X_i't)^2 + \lambda_n \sum_{j=1}^{p} |t_j| \right],
\]

(2.1.2)

where \( \lambda_n > 0 \) is the penalty parameter. Lasso is well suited to the sparse setting because of its property that it sets some regression coefficients exactly equal to 0 and hence it automatically leads to parsimonious model section [cf. Zhao and Yu (2006), Zou (2006) and Wainwright (2009)]. Another important aspect of Lasso is its computational feasibility in high dimensional regression problems [cf. Efron et al. (2004), Friedman et al. (2007), Fu (1998), Osborne et al. (2000)].

Asymptotic properties of the Lasso estimator was first investigated by Knight and Fu (2000) [hereafter referred to as KF(00)] for the model (2.1.1) with non-random design and homoscedastic error, when \( p \) is assumed fixed. Subsequently, in fixed \( p \) setting, Wagener and Dette (2012) and Camponovo (2015) extended results obtained by KF(00) to the cases when errors are heteroscedastic and the design is random. Although it follows that the Lasso estimator is \( \sqrt{n} \)-consistent for the finite dimensional model (2.1.1), corresponding asymptotic distribution is complicated for constructing confidence regions and perform tests on regression parameter. Hence, a practically reasonable approximation to the distribution of the Lasso estimator is necessary for the purpose of inference. A general alternative approach of approximation besides the asymptotic distribution is the corresponding bootstrap distribution. When the design is non-random and errors are homoscedastic, KF(00) considered the residual bootstrap [cf. Freedman (1981)] in Lasso regression. Chatterjee and Lahiri (2010) investigated the asymptotic properties of usual residual bootstrap in Lasso and found that it fails drastically in approximating the distribution of Lasso when the regression parameter
vector is sparse. More precisely, they found that the asymptotic distribution of the residual bootstrapped Lasso estimator is a non-degenerate random measure on $\mathbb{R}^p$ when one or more components of the regression parameter is zero.

To make residual bootstrap work, Chatterjee and Lahiri (2011) proposed a modification in residual bootstrap method and showed that it is consistent in approximating the distribution of the Lasso estimator when the design is non-random and errors are homoscedastic. Recently, Camponovo (2015) investigated paired bootstrap [cf. Freedman (1981)] in Lasso when the design is random and the errors are heteroscedastic. He pointed out two reasons which are resulting in the failure of the paired bootstrap method and introduced a modification analogous to the modification constructed by Chatterjee and Lahiri (2011) and established its consistency in estimating the distribution of the Lasso estimator.

In this chapter, we construct a generalized bootstrap method based on the perturbation approach [cf. Jing et. al (2001), Das and Lahiri (2016)] in both random and non-random design case and when the errors are allowed to be heteroscedastic. See Section 2 for details. We show that the conditional distribution of the corresponding bootstrapped Lasso estimator is consistent in estimating the complicated distribution of the original Lasso estimator, even in sparse set-up. To prove our results, first we show strong consistency of Lasso, extending the result of Chatterjee and Lahiri (2010) for the case of non-random design and homoscedastic errors, and then we employ the techniques of finding asymptotic distribution of the M-estimators with non-differentiable convex objective functions [cf. Pollard (1991), Hjort and Pollard (1993), Geyer (1994, 1996), Kato (2009)], similar to what was employed by KF(00), to find the asymptotic distribution of the original Lasso estimator.
We conclude this section with a brief literature review. The perturbation bootstrap was introduced by Jin, Ying, and Wei (2001) as a resampling procedure where the objective function has a U-process structure. Work on the perturbation bootstrap in the linear regression setup is limited. Some work has been carried out by Chatterjee and Bose (2005), Minnier et al. (2011), Zhou, Song and Thompson (2012), Das and Lahiri (2016), Das et al. (2017). As a variable selection procedure, Tibshirani (1996) introduced the Lasso. Literature on bootstrap methods in Lasso is very limited. Asymptotic properties of standard residual bootstrap in Lasso has been investigated by Knight and Fu (2000) and Chatterjee and Lahiri (2010). Chatterjee and Lahiri (2010) considered regression model (2.1.1) with non-random covariates and homoscedastic errors and showed that residual bootstrap fails drastically in approximating distribution of Lasso when one or more regression coefficients are zero. Subsequently Chatterjee and Lahiri (2011) developed a thresholding approach which rectifies this problem. Recently Camponovo (2015) developed a modified pairs bootstrap for Lasso in regression model (2.1.1) with random covariates and heteroscedastic errors and established its distributional consistency.

The rest of the chapter is organized as follows. Our proposed perturbation bootstrap method for Lasso is described in Section 2.2. The naive perturbation bootstrap and its shortcomings are also discussed in this Section. Main results concerning the estimation properties of the perturbation bootstrap are given in Section 2.3. The proofs are provided in Section 2.4. A moderate simulation study is presented in Section 2.5. Section 2.6 states concluding remarks.
2.2 Description of the Bootstrap Method

This section is divided into two parts. The first sub-section describes the naive way of defining perturbation bootstrapped Lasso estimator and subsequently points out its shortcomings. The second sub-section describes our proposed modification in defining the perturbation bootstrap version of the Lasso estimator.

2.2.1 Naive Perturbation Bootstrap

The perturbation bootstrap version of the least square estimator is defined as the minimizer of the objective function

$$\sum_{i=1}^{n} (y_i - X_i^t t^*)^2 G^*_i \ [\text{cf. Jin et al. (2001), Das and Lahiri (2016)}].$$

Thus the natural way of defining corresponding Lasso estimator is

$$\tilde{\beta}_n = \arg\min_{t^*} \left[ \sum_{i=1}^{n} (y_i - X_i^t t^*)^2 G^*_i + \lambda_n^* \sum_{j=1}^{p} |t_j^*| \right], \quad (2.2.1)$$

similar to how perturbation bootstrap version is defined for adaptive lasso and SCAD estimators in Minnier et al. (2011). Here $\lambda_n^*$ is a penalty parameter having same asymptotic property as $\lambda_n$. Again $G^*_1, \ldots, G^*_n$ are $n$ independent copies of a non-degenerate random variable $G^* \in [0, \infty)$ having expectation $\mu_{G^*}$ and variance $\sigma_{G^*}^2$ with $\sigma_{G^*}^2 = \mu_{G^*}^2$. Note that the restriction $\sigma_{G^*}^2 = \mu_{G^*}^2$, that is on the distribution of $G^*$, is more general than the assumptions $\mu_{G^*} = 1$ and $\sigma_{G^*}^2 = 1$, considered in Minnier et al. (2011). Two immediate choices of the family of distribution of $G^*$ are Exponential($\lambda$) and Beta($\alpha, \beta$) with $\alpha = (\beta - \alpha)/(\alpha + \beta)$. Other choices can be found easily by investigating the generalized beta family of distributions.

Now consider a sequence of constants $\{a_n\}_{n \geq 1}$ such that $a_n + (n^{-1/2} \log n)a_n^{-1} \to 0$ as $n \to \infty$ and a $\sqrt{n}$-consistent estimator $\hat{\beta}_n$ of $\beta$. Define the modified estimator
\( \hat{\beta}_n = (\hat{\beta}_{n,1}, \ldots, \hat{\beta}_{n,p})' \) with \( \hat{\beta}_{n,j} = \hat{\beta}_{n,j} 1(|\hat{\beta}_{n,j}| > a_n), 1(\cdot) \) being the indicator function.

It follows from the results of KF(00) and Camponovo (2015) that the Lasso estimator \( \hat{\beta}_n \) is \( \sqrt{n} \)-consistent and hence for the sake of definiteness we take \( \hat{\beta}_n = \hat{\beta}_n \). We need to use \( \sqrt{n}(\hat{\beta}_n - \beta_n) \), in place of \( \sqrt{n}(\hat{\beta}_n - \beta) \), to approximate the distribution of \( \sqrt{n}(\hat{\beta}_n - \beta) \). The reason is that \( \hat{\beta}_n \) can capture the signs of the zero components with probability close to 1 for sufficiently large \( n \) whereas the original Lasso estimator \( \hat{\beta}_n \) can not, as pointed out in Section 2 of Chatterjee and Lahiri (2011).

Now to point out the shortcomings of the naive perturbation bootstrapped Lasso estimator \( \tilde{\beta}_n \), define \( \tilde{u}_n = \sqrt{n}(\tilde{\beta}_n - \beta_n) \). Then we have

\[
\tilde{u}_n^* = \arg \min_{v^*} \left[ v^* C_n^* v^* - 2v^* W_n^* + \lambda_n^* \sum_{j=1}^{p} (|\tilde{\beta}_{j,n} + \frac{\tilde{v}_j^*}{\sqrt{n}}| - |\tilde{\beta}_{j,n}|) \right] \tag{2.2.2}
\]

where \( C_n^* = n^{-1} \sum_{i=1}^{n} x_i x_i' G_i^* \), \( W_n^* = n^{-1/2} \sum_{i=1}^{n} \tilde{e}_i X_i G_i^* \) and \( \tilde{e}_i = y_i - x_i' \tilde{\beta}_n^* \), \( i \in \{1, \ldots, n\} \). Clearly \( W_n^* \) is a sequence of non-centered random vectors and hence the asymptotic mean of that quantity is not necessarily 0, needed for consistency in estimating the distribution of the Lasso estimator [see in (2.4.8) that \( \tilde{W}_n^* \) is properly centered in \( Z_n^*(v^*) \)]. Additionally from computational perspective, it would be plausible if \( C_n^* \) can be replaced by \( \mu G_n^* C_n \), since \( C_n^* \) needs to be computed at each bootstrap iteration. If we implement the modification described in the next sub-section, then both the theoretical and computational shortcomings of the naive method become resolved and distributional consistency is achieved by perturbation bootstrap.
2.2.2 Modified Perturbation Bootstrap

In order to rectify the naive method, we need to incorporate a perturbed least-squares criterion involving predicted values \( \hat{y}_i = x_i' \hat{\beta}_n \), \( i = 1, \ldots, n \), besides the the same involving the observed values \( y_1, \ldots, y_n \) in the objective function. Formally, the modified perturbation bootstrap version of the Lasso estimator is defined as

\[
\hat{\beta}^*_n = \arg \min_{t^*} \left[ \sum_{i=1}^{n} (y_i - X_i' t^*)^2 (G_i^* - \mu_{G^*}) + \sum_{i=1}^{n} (\tilde{y}_i - X_i' t^*)^2 (2 \mu_{G^*} - G_i^*) + \mu_{G^*} \lambda_n \sum_{j=1}^{p} |t_j^*| \right].
\] (2.2.3)

Now we point out an important computational characteristic of our proposed bootstrap method. For \( i = 1, \ldots, n \), set \( z_i = \tilde{y}_i + \tilde{\epsilon}_i \mu_{G^*}^{-1}(G_i^* - \mu_{G^*}) \), where \( \tilde{\epsilon}_i = y_i - \tilde{y}_i \). Then the perturbation bootstrap version of the Lasso estimator, \( \hat{\beta}^*_n \), can be expressed as

\[
\hat{\beta}^*_n = \arg \min_{t} \left[ \sum_{i=1}^{n} (z_i - X_i' t)^2 + \lambda_n \sum_{j=1}^{p} |t_j| \right] \] (2.2.4)

This representation indicates that \( \hat{\beta}^*_n \) is a Lasso estimator corresponding to the pseudo observations \( \{z_1, \ldots, z_n\} \) and the design vectors \( x_1, \ldots, x_n \). Hence we can employ existing computationally fast algorithms, eg. LARS [cf. Efron et al. (2004)], “one-at-a-time” coordinate-wise descent [cf. Friedman et al. (2007)], even for finding the perturbation bootstrap version of the Lasso estimator. In the next section, we present the theoretical properties of the proposed perturbation bootstrap method.
2.3 Main Results

2.3.1 Notations

Suppose, $\beta = (\beta_1, \ldots, \beta_p)'$ denotes the true value of the regression parameter vector. Let, $\mathcal{B}(\mathbb{R}^p)$ denotes the Borel sigma-field defined on $\mathbb{R}^p$ and $\rho(\cdot, \cdot)$ denotes the Prokhorov metric on the collection of all probability measures on $(\mathbb{R}^p, \mathcal{B}(\mathbb{R}^p))$. Set $\mathcal{A} = \{j: \beta_j \neq 0\}$ and $p_0 = |\mathcal{A}|$, supposing, without loss of generality, that $\mathcal{A}_n = \{1, \ldots, p_0\}$. $\mathcal{E}$ is the sigma-field generated by $\{\epsilon_i: i \geq 1\}$ when the design is non-random whereas when the design is non-random, $\mathcal{E}$ is the sigma-field generated by $\{(\epsilon_i, X_i): i \geq 1\}$. Further assume that $F_n$ is the distribution of $T_n = \sqrt{n}(\hat{\beta}_n - \beta)$. The bootstrap version of $T_n$ is $T^*_n = \sqrt{n}(\hat{\beta}^*_n - \tilde{\beta}_n)$ and $\hat{F}_n$ is the conditional distribution of $T^*_n$ given $\mathcal{E}$. Define $F_\infty$ to be the limit distribution of $T_n$. Suppose, $P^*$ and $E^*$ respectively denote the bootstrap probability and bootstrap expectation conditional on data.

2.3.2 Results in the case of non-random designs

In this subsection, we consider the linear regression model (2.1.1) when the design vectors $X_1, \ldots, X_n$ are fixed. The errors $\epsilon_1, \ldots, \epsilon_n$ are independent; but may not be identically distributed. Thus $\epsilon_i$ may be assumed to depend on $X_i$, $i \in \{1, \ldots, n\}$. In this setup, we show that $\hat{F}_n$ is a valid approximation of $F_n$, as formally stated in the next theorem.

Theorem 2.3.1 Suppose the following regularity conditions hold:

(A.1) $n^{-1} \sum_{i=1}^n X_i X_i' \rightarrow C$ as $n \rightarrow \infty$, for some positive definite matrix $C$. 
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\( (A.2) \ n^{-1} \sum_{i=1}^{n} \|X_i\|^{4+\delta} = O(1) \) for some \( \delta > 0. \)

\( (A.3) \ E\epsilon_i = 0 \) for all \( i \in \{1, \ldots, n\} \) and \( n^{-1} \sum_{i=1}^{n} E|\epsilon_i|^{4+\delta} = O(1). \)

\( (A.4) \ n^{-1} \sum_{i=1}^{n} X_iX_i'\epsilon_i^2 \rightarrow \Sigma \) as \( n \rightarrow \infty, \) for some positive definite matrix \( \Sigma. \)

\( (A.5) \ \lambda_n / \sqrt{n} \rightarrow \lambda_0 \in [0, \infty). \)

\( (A.6) \ G_i^* \) and \( \epsilon_i \) are independent for all \( i \in \{1, \ldots, n\} \) and \( EG_i^{*3} < \infty. \)

Then it follows that \( \rho(\hat{F}_n, F_n) \rightarrow 0 \) as \( n \rightarrow \infty, \) with probability 1.

### 2.3.2.1 Incompetency of Residual Bootstrap when Errors are Heteroscedastic

First, let us briefly describe the residual bootstrap method in Lasso, developed in Chatterjee and Lahiri (2011). The modified residuals \( \{\hat{\epsilon}_1, \ldots, \hat{\epsilon}_n\} \) by \( \hat{\epsilon}_i = y_i - X_i'\hat{\beta}_n. \)

Suppose \( \bar{\epsilon}_n \) is the mean of the residuals. Then select a random sample \( \{r_1^*, \ldots, r_n^*\} \) from \( \{(\hat{\epsilon}_1 - \bar{\epsilon}_n), \ldots, (\hat{\epsilon}_n - \bar{\epsilon}_n)\} \) and define

\[ y_i^* = X_i'\hat{\beta}_n + r_i^*, \quad i = 1, \ldots, n \]

Then the residual bootstrapped Lasso estimator is defined as

\[ \hat{\beta}_n^* = \arg \min_{\mathbf{t}^*} \left[ \sum_{i=1}^{n} (y_i^* - X_i'\mathbf{t}^*)^2 + \lambda_n \sum_{j=1}^{p} |t_j^*| \right]. \quad (2.3.1) \]

To prove incompetency of residual bootstrap in Lasso, our argument is similar to as in Liu (1988) for least square estimator (LSE). When \( p = 1, \) Liu (1988) showed that the conditional variance of residual bootstrapped LSE is not a consistent estimator of the variance of LSE. Wagener and Dette (2011) showed that under the conditions (A.1), (A.4), (A.5), \( E\epsilon_i = 0 \) for all \( i \in \{1, \ldots, n\} \) and \( n^{-1} \max_i \|X_i\|^2 \sigma_i^2 \rightarrow 0 \) [Note that this
The condition follows from (A.2) and (A.3)

\[
\sqrt{n}(\hat{\beta}_n - \beta) \overset{d}{\to} \arg\min_v Z(v)
\]

where

\[
Z(v) = \left[ v'Cv - 2v'W + \lambda_0 \left( \sum_{j=1}^{p_0} sgn(\beta_j)v_j + \sum_{j=p_0+1}^p |v_j| \right) \right]
\]

where \( W \) follows \( N(0, \Sigma) \), when \( A = \{1, \ldots, p_0\} \). The following proposition implies the incompetency of residual bootstrap in case of Lasso when errors are heteroscedastic.

**Proposition 2.3.1** Suppose, conditions (A.1)-(A.3) and (A.5) hold. Also assume that \( n^{-1} \sum_{i=1}^n E\epsilon_i^2 \to s^2 (>0) \). Then the following is true.

\[
\sqrt{n}(\hat{\beta}_n - \tilde{\beta}) \overset{d}{\to} \arg\min_v \tilde{Z}(v)
\]

with \( \tilde{Z}(v) = \left[ v'Cv - 2v'\tilde{W} + \lambda_0 \left( \sum_{j=1}^{p_0} sgn(\beta_j)v_j + \sum_{j=p_0+1}^p |v_j| \right) \right]\]

where \( \tilde{W} \) follows \( N(0, s^2C) \).

**Remark 2.3.1** Note that \( \Sigma = s^2C \) when the errors are homoscedastic and hence \( \tilde{Z}(v) \) becomes \( Z(v) \). Therefore residual bootstrap works in homoscedastic setting, as found in Chatterjee and Lahiri (2011). But when the errors become heteroscedastic, then residual bootstrap is no longer valid in approximating the distribution of Lasso as long as \( \Sigma \neq s^2C \). This is indeed the case in most of the situations whenever the variance of the errors depend on the covariates. On the other hand, perturbation bootstrap can consistently approximate even when the regression errors are no longer homoscedastic. This is an advantage of perturbation bootstrap over the
residual bootstrap.

2.3.3 The Result in the case of random designs

In this subsection, we establish that \( \hat{F}_n \) approximates \( F_n \) consistently when the design vectors are random and errors \( \epsilon_1, \ldots, \epsilon_n \) are independent, but not necessarily identically distributed. The result is stated in the theorem 2.3.2 below.

**Theorem 2.3.2** Suppose the following regularity conditions hold:

(B.1) \( \mathbb{E} \left[ n^{-1} \sum_{i=1}^{n} X_i X_i' \right] \rightarrow C \) as \( n \rightarrow \infty \), for some positive definite matrix \( C \).

(B.2) \( n^{-1} \sum_{i=1}^{n} \mathbb{E} ||X_i||^{4+\delta} = O(1) \) for some \( \delta > 0 \).

(B.3) \( \mathbb{E} (\epsilon_i | X_i) = 0 \) for all \( i \in \{1, \ldots, n\} \) and \( n^{-1} \sum_{i=1}^{n} \mathbb{E} |\epsilon_i|^{4+\delta} = O(1) \).

(B.4) \( \mathbb{E} \left( n^{-1} \sum_{i=1}^{n} X_i X_i' \epsilon_i^2 \right) \rightarrow \Sigma \) as \( n \rightarrow \infty \), for some positive definite matrix \( \Sigma \).

(B.5) \( \lambda_n / \sqrt{n} \rightarrow \lambda_0 \in [0, \infty) \).

(B.6) \( G_i^* \) and \( (\epsilon_i, X_i) \) are independent for all \( i \in \{1, \ldots, n\} \) and \( \mathbb{E} G_i^* < \infty \).

Then it follows that \( \rho(\hat{F}_n, F_n) \rightarrow 0 \) as \( n \rightarrow \infty \), with probability 1.

**Remark 2.3.2** Theorem 2.3.1 and 2.3.2 establishes distributional consistency of our proposed bootstrap method in approximating the distribution of Lasso. Formally, it follows that on a set of probability 1, \( \hat{F}_n \rightarrow F_{\infty} \) in distribution and hence \( F(B) - \hat{F}(B) \rightarrow 0 \) as \( n \rightarrow \infty \) for all \( B \in \mathcal{R}^p \) with \( F_{\infty}(\partial B) = 0 \). Since the form of the asymptotic distribution of \( \hat{\beta} \) is quite complicated [cf. Chatterjee and Lahiri (2011), Camponovo (2015)], validity of perturbation bootstrap approximation, as stated in the theorems, is essential if one wants to infer about \( \beta \) based on the Lasso estimator \( \hat{\beta}_n \).
Remark 2.3.3 One needs to implement pairs or residual bootstrap depending on whether the
covariates are random or non-random and also there is significant difference in implementation
between these two procedures. On the other hand Theorem 2.3.1 and 2.3.2 implies that one
can implement perturbation bootstrap without thinking about the nature of the covariates.
This means that the perturbation bootstrap is more general than the resample-based bootstrap
(residual and pairs) of Freedman (1981) in case of Lasso.

2.4 Proofs

Suppose, $K, K_1, K_2$ denote generic constants which do not depend on $n$. Let, (C.1) –
(C.6) refers to (A.1) – (A.6) when the design matrix is non-random and to (B.1) –
(B.6) when the design matrix is random. Recall that $P_*$ denotes the conditional
probability given $\mathcal{E}$ and $E_*(\cdot) = E(\cdot|\mathcal{E})$. Define $C_n = n^{-1} \sum_{i=1}^n X_i X_i'$ and $\tilde{W}_n = n^{-1/2} \sum_{i=1}^n \tilde{e}_i X_i (G_i^* - \mu_{G^*})$. For a random vector $Z$ and a sigma-field $\mathcal{C}$, suppose $\mathcal{L}(Z)$
denotes the distribution of $Z$ and $\mathcal{L}(Z|\mathcal{C})$ denotes the conditional distribution of $Z$
given $\mathcal{C}$. For simplicity set $\mathcal{L}(Z|\sigma(W)) = \mathcal{L}(Z|W)$. Also suppose that $|| \cdot ||$ is the
euclidean norm. We will write $w.p.$ to denote “with probability”. “$d \rightarrow$” denotes the
convergence in distribution.

Now we state some lemmas before proving theorem 2.3.1 and 2.3.2.

Lemma 2.4.1 Let \{\(Z_n\)\} be a sequence of independent random variables such that \(n^{-\alpha_n} \sum_{i=1}^n E|X_n|^{\alpha_n} = O(1)\) as \(n \to \infty\) for some \(\alpha_n \in [1, 2]\). Then as \(n \to \infty\),
\[
n^{-1} \sum_{i=1}^n (Z_i - EZ_i) = o(1), \text{ w.p. 1.}
\]

The above Lemma is stated as Theorem 8.4.6 in Atreya and Lahiri (2006).
Lemma 2.4.2 Suppose conditions (C.2) – (C.5) hold. Then the following holds:

\[ n^{-1/2} \sum_{i=1}^{n} \epsilon_i X_i = o(\log n), \quad \text{w.p. 1}. \]

Proof of Lemma 2.4.2. Assume \( s_n^2 = \max_{j \in \{1, \ldots, p\}} \sum_{i=1}^{n} E X_{ij}^2 \epsilon_i^2 \). Note that by assumption (C.4), \( s_n^2 = O(n) \). Rest of the proof now follows in the same line as in the Lemma 4.1 of Chatterjee and Lahiri (2010).

Lemma 2.4.3 Suppose conditions (C.1) – (C.5) hold. Then

\[ ||T_n|| = O(\log n), \quad \text{w.p. 1}. \quad (2.4.1) \]

Proof of Lemma 2.4.3. Lemma 2.4.3 can be proved using same line of arguments as in the proof of the Lemma 4.2 in Chatterjee and Lahiri (2010). We omit the details to save space.

Lemma 2.4.4 Suppose conditions (C.1) – (C.3) hold. Then the following is true:

\[ n^{-1} \left| \sum_{i=1}^{n} X_i X'_i \epsilon_i^2 - E \left( \sum_{i=1}^{n} X_i X'_i \epsilon_i^2 \right) \right| + n^{-3/2} \sum_{i=1}^{n} ||X_i||^3 |\tilde{\epsilon}_i|^3 = o(1), \quad \text{w.p. 1}. \quad (2.4.2) \]

Proof of Lemma 2.4.4. First note that

\[ n^{-1} \left| \sum_{i=1}^{n} X_i X'_i \epsilon_i^2 - E \left( \sum_{i=1}^{n} X_i X'_i \epsilon_i^2 \right) \right| \]

\[ \leq \left| n^{-1} \sum_{i=1}^{n} X_i X'_i (\tilde{\epsilon}_i^2 - \epsilon_i^2) \right| + \left| n^{-1} \sum_{i=1}^{n} X_i X'_i (\epsilon_i^2 - E \epsilon_i^2) \right| \]

\[ \leq \sum_{j,k=1}^{p} n^{-1} \sum_{i=1}^{n} X_{ij} X_{ik} (\epsilon_i^2 - \epsilon_i^2) + \sum_{j,k=1}^{p} \left| n^{-1} \sum_{i=1}^{n} X_{ij} X_{ik} (\epsilon_i^2 - E \epsilon_i^2) \right|. \quad (2.4.3) \]
Again since \((\tilde{e}_i - e_i)^2 = [X'_i(\beta - \tilde{\beta}_n)] [X'_i(\beta - \tilde{\beta}_n) + 2e_i]\), hence it follows that

\[
|n^{-1} \sum_{i=1}^{n} X_{ij}X_{ik}(\tilde{e}_i^2 - e_i^2)| \leq n^{-1} \left( \sum_{i=1}^{n} ||X_i||^4 \right) ||\tilde{\beta}_n - \beta||^2 \\
+ 2n^{-1} \left( \sum_{i=1}^{n} ||X_i||^3 |e_i| \right) ||\tilde{\beta}_n - \beta||.
\]

Now note that by Lemma 2.4.3 \(||\sqrt{n}(\tilde{\beta}_n - \beta)|| = O(\log n)\) w.p. 1. Using this, Lemma 2.4.1 and the fact that

\[
\left[ \max_{i \in \{1, \ldots, n\}} ||X_i||(1 + |e_i|) \right] \leq \left( \sum_{i=1}^{n} ||X_i||^2 (1 + |e_i|^2) \right)^{1/2} = O(n^{1/2}), \quad \text{w.p. 1}, \quad (2.4.4)
\]

we have

\[
|n^{-1} \sum_{i=1}^{n} X_{ij}X_{ik}(\tilde{e}_i^2 - e_i^2)| = o(1), \quad \text{w.p. 1}.
\]

On the other hand, following is the direct implication of Lemma 2.4.1

\[
|n^{-1} \sum_{i=1}^{n} X_{ij}X_{ik}(e_i^2 - Ee_i^2)| = o(1), \quad \text{w.p. 1}.
\]

This shows that the first term on the LHS of 2.4.3 is \(o(1)\), w.p. 1. Next consider the second term on the LHS of 2.4.3. It is easy to see that

\[
\sum_{i=1}^{n} ||X_i||^3 \left( ||\tilde{e}_i||^3 - |e_i||^3 \right) \leq \left( \sum_{i=1}^{n} ||X_i||^6 \right) ||\tilde{\beta}_n - \beta||^3 \\
+ 3 \left( \sum_{i=1}^{n} ||X_i||^5 |e_i| \right) ||\tilde{\beta}_n - \beta||^2 + 3 \left( \sum_{i=1}^{n} ||X_i||^4 |e_i|^2 \right) ||\tilde{\beta}_n - \beta||
\]

(2.4.5)

Using (2.4.4), Hölder’s inequality, Lemma 2.4.1 and Lemma 2.4.3, one can show from (2.4.5) that
\[
    n^{-3/2} \sum_{i=1}^{n} ||X_i||^3 \left( |\tilde{e}_i|^3 - |\epsilon_i|^3 \right) = o(1), \quad w.p. \ 1
\]

Again it is easy to show that \( n^{-3/2} \sum_{i=1}^{n} ||X_i||^3 |\epsilon_i|^3 = o(1) \) w.p. 1.

Hence Lemma 2.4.4 follows.

Lemma 2.4.5 Suppose conditions (C.1) – (C.6) hold. Then

\[
    \mathcal{L}\left( \mu_{G}^{-1} \tilde{W}_n^* \bigg| \mathcal{E} \right) \xrightarrow{d} \mathcal{N}(0, \Sigma), \quad w.p. \ 1, \quad (2.4.6)
\]

Proof of Lemma 2.4.5. Consider \( A \in \mathcal{E} \) such that \( P(A) = 1 \) and on the the set \( A \) the following holds:

\[
    n^{-1} \left| \sum_{i=1}^{n} X_i X_i' \tilde{e}_i^2 - E \left( \sum_{i=1}^{n} X_i X_i' \tilde{e}_i^2 \right) \right| + n^{-3/2} \sum_{i=1}^{n} ||X_i||^3 |\tilde{e}_i|^3 = o(1).
\]

Hence, using Cramer-Wold device, it is enough to show that, on \( A \),

\[
    \mathcal{L}\left( t' \tilde{W}_n^* \leq x \mu_{G}^* \bigg| \mathcal{E} \right) \xrightarrow{d} \mathcal{N}(0, t' \Sigma t), \quad (2.4.7)
\]

for any \( t \in \mathbb{R}^p \) and \( t \neq 0 \). Now due to Lemma 2.4.4 and assumption (C.4), (2.4.7) follows if we can show that on the set \( A \)

\[
    \sup_{x \in \mathbb{R}^p} \left| P_* \left( t' \tilde{W}_n^* \leq x \mu_{G}^* \right) - \Phi(xs_n^{-1}(t)) \right| = o(1)
\]

where \( s_n^2(t) = t' \left[ n^{-1} \sum_{i=1}^{n} X_i X_i' \tilde{e}_i^2 \right] t \). Now due to Berry-Essen Theorem [cf. Bhattacharyya and Rao (1986)], on the set \( A \)

\[
    \sup_{x \in \mathbb{R}^p} \left| P_* \left( t' \tilde{W}_n^* \leq x \mu_{G}^* \right) - \Phi(xs_n^{-1}(t)) \right|
\]
\[
\sum_{i=1}^{n} t^j X_i \bar{\varepsilon}_i (G_i^* - \mu_G^*)
\]
\[
\leq (2.75) \frac{\mu_G^3}{\mu_G^3} \left\{ t' \left[ n^{-1} \sum_{i=1}^{n} X_i^2 \right] t \right\}^{3/2}
\]
\[
\leq (2.75) \frac{||t||^3 n^{-3/2} \sum_{i=1}^{n} ||X_i||^3 |\bar{\varepsilon}_i|^3 E_i^* |G_i^* - \mu_G^*|^3}{\mu_G^3 s_n^3(t)}
\]
\[
\leq o(1).
\]

The last equality follows from Lemma 2.4.4. Therefore Lemma 2.4.5 follows.

**Proof of Theorem 2.3.1.** The Perturbation bootstrap version of the Lasso estimator is given by

\[
\hat{\beta}_n^* = \arg \min_{\beta^*} \left[ \sum_{i=1}^{n} (y_i - x_i^* \beta^*)^2 (G_i^* - \mu_G^*) + \sum_{i=1}^{n} [x_i^* (t^* - \hat{\beta}_n)]^2 (2 \mu_G^* - G_i^*) + \mu_G^* \lambda \sum_{j=1}^{p} |t_j^*| \right].
\]

Now, writing \(\hat{u}_n^* = \sqrt{n} (\hat{\beta}_n^* - \tilde{\beta}_n)\), we have

\[
\hat{u}_n^* = \arg \min_{\tilde{v}^*} \left[ \tilde{v}^* C_n \tilde{v}^* - 2 \mu_G^{-1} \tilde{v}^* \tilde{W}_n^* + \lambda_n \sum_{j=1}^{p} \left( |\hat{\beta}_{j,n} + \tilde{v}_{j,n}^* | \right) \right]
\]
\[
= \arg \min_{\tilde{v}^*} Z_n^*(\tilde{v}^*) \quad \text{(say).} \quad (2.4.8)
\]

Define the set \(B \in \mathcal{E}\) such that \(P(B) = 1\) and on the the set \(B\), (2.4.1), (2.4.2) and (2.4.6) hold. Note that due to the definition of \(\hat{\beta}_n\), there exists \(N(\omega)\) for each \(\omega \in B\) such that for \(n > N(\omega)\),

\[
\begin{align*}
\{ & \hat{\beta}_{j,n} = \tilde{\beta}_{j,n} \quad \text{and} \quad \text{sgn}(\hat{\beta}_{j,n}) = \text{sgn}(\beta_j) \quad \text{for} \quad j \in \mathcal{A} \\
& \hat{\beta}_{j,n} = 0 \quad \text{for} \quad j \in \{1, \ldots, p\} \setminus \mathcal{A}
\end{align*}
\]
Therefore, on the set $B$,

$$Z_n^*(v) \xrightarrow{d} Z(v)$$

where $Z(v) = \left[v' C v - 2v' W + \lambda_0 \left( \sum_{j=1}^{p_0} sgn(\beta_j)v_j + \sum_{j=p_0+1}^p |v_j| \right) \right]$ and $W$ follows $N(0, \Sigma)$ distribution. Hence it follows, by the results of Geyer(1996), that

$$\sqrt{n}(\hat{\beta}_n^* - \tilde{\beta}_n) \xrightarrow{d} \arg\min_v Z(v)$$

Again it is shown in Lemma 3.1 of Wagener and Dette (2012) that

$$\sqrt{n}(\hat{\beta}_n - \beta) \xrightarrow{d} \arg\min_v Z(v)$$

Therefore Theorem 2.3.1 follows.

**Proof of Proposition 2.3.1.** Writing $\tilde{u}_n^* = \sqrt{n}(\hat{\beta}_n^* - \tilde{\beta}_n)$, we have from (2.3.1)

$$\tilde{u}_n^* = \arg\min_v \left[ v' C_n v - 2v' \left[n^{-1/2} \sum_{i=1}^n X_i r^*_i \right] + \lambda_n \sum_{j=1}^p \left( |\tilde{\beta}_{j,n} + \frac{v_j}{\sqrt{n}}| - |\tilde{\beta}_{j,n}| \right) \right]$$

Note that $Var\left(n^{-1/2} \sum_{i=1}^n X_i r^*_i | \delta \right) = \left(n^{-1} \sum_{i=1}^n X_i X'_i \right) \left(n^{-1} \sum_{i=1}^n (\tilde{e}_i - \bar{e}_n)^2 \right)$ which converges to $s^2 C$ as $n \to \infty$. Therefore Proposition 2.3.1 follows through the same line of arguments, as in Theorem 2.3.1.

**Proof of Theorem 2.3.2.** Theorem 2.3.2 follows by retracting the steps of Theorem 2.3.1 and using Lemma 1 of Camponovo (2015).
2.5 Simulation results

We study through simulation the coverage of one-sided and two-sided 90% confidence intervals for individual regression coefficients separately for both the situations when design is non-random and random, constructed using Theorem 2.3.1 and 2.3.2. We compare empirical coverages of perturbation bootstrap (PB) with that of residual (RB) and paired bootstrap (PaB). We have also compared the empirical coverage of confidence region obtained by perturbation bootstrap with other two methods.

Under the settings

\[(n, p, p_0) \in \{(100, 10, 6), (500, 10, 6), (1000, 10, 6)\},\]

we generate \(n\) independent copies \((X_1, Y_1), \ldots, (X_n, Y_n)\) of \((X, Y) \in \mathbb{R}^p \times \mathbb{R}\) from the model \(Y = X'\beta + \epsilon\), where \(\epsilon = (\epsilon_1, \ldots, \epsilon_n)\). We have considered two cases in both non-random and random design setup. Case I is when \(\epsilon_i / s_i\) is generated from \((\chi^2_2 - 2)\) distribution and case II is when \(\epsilon_i / s_i\) is generated from standard normal distribution with \(s_i^2 = p^{-1} \sum_{j=1}^p |X_{ij}|^5\) where \(X_{ij}\) is the \((i,j)\)th element of design matrix \(X\). The design vectors \(X_i = (X_{i1}, \ldots, X_{ip})', i \in \{1, \ldots, n\}\), are independent and identically distributed mean-zero multivariate normal random vector such that

\[
\text{Cov}(X_{1j}, X_{1k}) = 1(j = k) + 0.3|j-k|1(j \leq p_0)1(k \leq p_0)1(j \neq k)
\]

for \(1 \leq j, k \leq p\), and \(\beta = (\beta_1, \ldots, \beta_p)'\) with \(\beta_j\) defined as \(\beta_j = (3/4) + (1/4)j\) for \(j = 1, \ldots, p_0\) and \(\beta_j = 0\) for \(j = p_0 + 1, \ldots, p\).

We compute the empirical coverage over 1000 simulated data sets of one- and two-sided confidence intervals for each regression coefficient under crossvalidation-selected values of \(\lambda_n\). One sided intervals are right sided. To construct the bootstrap
intervals for each of the 1000 simulated data sets, we generate 1200 independent samples from $\text{Exp}(1)$. The values of $\lambda_n$ are thereafter held fixed for all bootstrap simulations on the same dataset.

**Table 2.1**: Empirical coverage of 90% confidence intervals for regression coefficients over 1000 simulations under $(n, p, p_0) = (100, 10, 6)$ by Lasso when the design is non-random.

<table>
<thead>
<tr>
<th>$\beta_j$</th>
<th>Case I</th>
<th>Case II</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PB</td>
<td>RB</td>
</tr>
<tr>
<td>1</td>
<td>0.598</td>
<td>0.518</td>
</tr>
<tr>
<td></td>
<td>(1.654)</td>
<td>(1.283)</td>
</tr>
<tr>
<td>1.25</td>
<td>0.710</td>
<td>0.473</td>
</tr>
<tr>
<td></td>
<td>(1.981)</td>
<td>(1.215)</td>
</tr>
<tr>
<td>1.50</td>
<td>0.714</td>
<td>0.647</td>
</tr>
<tr>
<td></td>
<td>(2.018)</td>
<td>(1.747)</td>
</tr>
<tr>
<td>1.75</td>
<td>0.763</td>
<td>0.733</td>
</tr>
<tr>
<td></td>
<td>(1.743)</td>
<td>(1.650)</td>
</tr>
<tr>
<td>2.00</td>
<td>0.760</td>
<td>0.764</td>
</tr>
<tr>
<td></td>
<td>(1.716)</td>
<td>(1.785)</td>
</tr>
<tr>
<td>2.25</td>
<td>0.805</td>
<td>0.781</td>
</tr>
<tr>
<td></td>
<td>(1.829)</td>
<td>(1.833)</td>
</tr>
<tr>
<td>0</td>
<td>0.800</td>
<td>0.783</td>
</tr>
<tr>
<td></td>
<td>(1.066)</td>
<td>(0.927)</td>
</tr>
<tr>
<td>0</td>
<td>0.845</td>
<td>0.782</td>
</tr>
<tr>
<td></td>
<td>(1.087)</td>
<td>(0.891)</td>
</tr>
<tr>
<td>0</td>
<td>0.843</td>
<td>0.755</td>
</tr>
<tr>
<td></td>
<td>(1.157)</td>
<td>(0.877)</td>
</tr>
<tr>
<td>0</td>
<td>0.861</td>
<td>0.685</td>
</tr>
<tr>
<td></td>
<td>(1.381)</td>
<td>(0.901)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Coverage of one-sided 90% CIs</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta_j$</td>
</tr>
<tr>
<td>-----------</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>1.25</td>
</tr>
<tr>
<td>1.50</td>
</tr>
<tr>
<td>1.75</td>
</tr>
<tr>
<td>2.00</td>
</tr>
<tr>
<td>2.25</td>
</tr>
<tr>
<td>0</td>
</tr>
<tr>
<td>0</td>
</tr>
<tr>
<td>0</td>
</tr>
<tr>
<td>0</td>
</tr>
</tbody>
</table>

Tables 2.1 and 2.2 are displaying the empirical coverage probabilities of 90% CIs for each of the regression coefficients under settings $(n, p, p_0) \in \{(100, 10, 6), (1000, 10, 6)\}$,
when the design is non-random. For the random design case, Tables 2.3 and 2.4 are displaying the empirical coverages when \((n, p, p_0) \in \{(100, 10, 6), (1000, 10, 6)\}\). Tables 2.1 and 2.2 are comparing our perturbation bootstrap method with residual bootstrap.

**Table 2.2:** Empirical coverage of 90\% confidence intervals for regression coefficients over 1000 simulations under \((n, p, p_0) = (1000, 10, 6)\) by Lasso when the design is non-random.

<table>
<thead>
<tr>
<th>(\hat{\beta}_j)</th>
<th>Case I</th>
<th>Case II</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(PB)</td>
<td>(RB)</td>
</tr>
<tr>
<td>1</td>
<td>0.881</td>
<td>0.840</td>
</tr>
<tr>
<td></td>
<td>(3.124)</td>
<td>(2.565)</td>
</tr>
<tr>
<td>1.25</td>
<td>0.884</td>
<td>0.828</td>
</tr>
<tr>
<td></td>
<td>(3.562)</td>
<td>(2.616)</td>
</tr>
<tr>
<td>1.50</td>
<td>0.914</td>
<td>0.841</td>
</tr>
<tr>
<td></td>
<td>(3.665)</td>
<td>(3.133)</td>
</tr>
<tr>
<td>1.75</td>
<td>0.895</td>
<td>0.858</td>
</tr>
<tr>
<td></td>
<td>(3.331)</td>
<td>(3.054)</td>
</tr>
<tr>
<td>2.00</td>
<td>0.907</td>
<td>0.828</td>
</tr>
<tr>
<td></td>
<td>(3.300)</td>
<td>(3.172)</td>
</tr>
<tr>
<td>2.25</td>
<td>0.893</td>
<td>0.760</td>
</tr>
<tr>
<td></td>
<td>(3.473)</td>
<td>(3.182)</td>
</tr>
<tr>
<td>0</td>
<td>0.908</td>
<td>0.825</td>
</tr>
<tr>
<td></td>
<td>(2.122)</td>
<td>(1.798)</td>
</tr>
<tr>
<td>0</td>
<td>0.892</td>
<td>0.815</td>
</tr>
<tr>
<td></td>
<td>(2.238)</td>
<td>(1.742)</td>
</tr>
<tr>
<td>0</td>
<td>0.909</td>
<td>0.782</td>
</tr>
<tr>
<td></td>
<td>(2.386)</td>
<td>(1.753)</td>
</tr>
<tr>
<td>0</td>
<td>0.920</td>
<td>0.747</td>
</tr>
<tr>
<td></td>
<td>(2.535)</td>
<td>(1.764)</td>
</tr>
</tbody>
</table>

**Coverage of one-sided 90\% CIs**

<table>
<thead>
<tr>
<th>(\hat{\beta}_j)</th>
<th>Case I</th>
<th>Case II</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(PB)</td>
<td>(RB)</td>
</tr>
<tr>
<td>1</td>
<td>0.875</td>
<td>0.848</td>
</tr>
<tr>
<td>1.25</td>
<td>0.889</td>
<td>0.854</td>
</tr>
<tr>
<td>1.50</td>
<td>0.895</td>
<td>0.859</td>
</tr>
<tr>
<td>1.75</td>
<td>0.891</td>
<td>0.874</td>
</tr>
<tr>
<td>2.00</td>
<td>0.904</td>
<td>0.862</td>
</tr>
<tr>
<td>2.25</td>
<td>0.908</td>
<td>0.825</td>
</tr>
<tr>
<td>0</td>
<td>0.881</td>
<td>0.848</td>
</tr>
<tr>
<td>0</td>
<td>0.901</td>
<td>0.836</td>
</tr>
<tr>
<td>0</td>
<td>0.882</td>
<td>0.839</td>
</tr>
<tr>
<td>0</td>
<td>0.895</td>
<td>0.803</td>
</tr>
</tbody>
</table>

and Tables 2.3 and 2.4 are comparing our perturbation bootstrap method with the paired bootstrap.
In the non-random design case, for which Table 2.1 and 2.2 display the empirical coverages of 90% CIs, the perturbation bootstrap intervals based on $T^*_n$ perform much better than residual bootstrap intervals for both zero and non-zero regression coefficients. When $n = 1000$, perturbation bootstrap two-sided and one-sided regression intervals achieve closest-to-nominal coverage in both the cases. The empirical coverages of

Table 2.3: Empirical coverage of 90% confidence intervals for regression coefficients over 1000 simulations under $(n, p, p_0) = (100, 10, 6)$ by Lasso when the design is random.

<table>
<thead>
<tr>
<th>$\beta_j$</th>
<th>Case I</th>
<th>Case II</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$PB$</td>
<td>$PaB$</td>
</tr>
<tr>
<td>1</td>
<td>0.642</td>
<td>0.683</td>
</tr>
<tr>
<td></td>
<td>(1.408)</td>
<td>(1.580)</td>
</tr>
<tr>
<td>1.25</td>
<td>0.704</td>
<td>0.723</td>
</tr>
<tr>
<td></td>
<td>(1.562)</td>
<td>(1.723)</td>
</tr>
<tr>
<td>1.50</td>
<td>0.747</td>
<td>0.774</td>
</tr>
<tr>
<td></td>
<td>(1.684)</td>
<td>(1.823)</td>
</tr>
<tr>
<td>1.75</td>
<td>0.781</td>
<td>0.800</td>
</tr>
<tr>
<td></td>
<td>(1.709)</td>
<td>(1.845)</td>
</tr>
<tr>
<td>2.00</td>
<td>0.815</td>
<td>0.840</td>
</tr>
<tr>
<td></td>
<td>(1.749)</td>
<td>(1.888)</td>
</tr>
<tr>
<td>2.25</td>
<td>0.831</td>
<td>0.856</td>
</tr>
<tr>
<td></td>
<td>(1.696)</td>
<td>(1.826)</td>
</tr>
<tr>
<td>0</td>
<td>0.861</td>
<td>0.852</td>
</tr>
<tr>
<td></td>
<td>(1.137)</td>
<td>(1.219)</td>
</tr>
<tr>
<td>0</td>
<td>0.854</td>
<td>0.820</td>
</tr>
<tr>
<td></td>
<td>(1.157)</td>
<td>(1.251)</td>
</tr>
<tr>
<td>0</td>
<td>0.871</td>
<td>0.849</td>
</tr>
<tr>
<td></td>
<td>(1.107)</td>
<td>(1.196)</td>
</tr>
<tr>
<td>0</td>
<td>0.876</td>
<td>0.847</td>
</tr>
<tr>
<td></td>
<td>(1.161)</td>
<td>(1.241)</td>
</tr>
</tbody>
</table>

Coverage of one-sided 90% CIs

<table>
<thead>
<tr>
<th>$\beta_j$</th>
<th>Case I</th>
<th>Case II</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$PB$</td>
<td>$PaB$</td>
</tr>
<tr>
<td>1</td>
<td>0.679</td>
<td>0.755</td>
</tr>
<tr>
<td>1.25</td>
<td>0.749</td>
<td>0.776</td>
</tr>
<tr>
<td>1.50</td>
<td>0.806</td>
<td>0.831</td>
</tr>
<tr>
<td>1.75</td>
<td>0.828</td>
<td>0.852</td>
</tr>
<tr>
<td>2.00</td>
<td>0.824</td>
<td>0.861</td>
</tr>
<tr>
<td>2.25</td>
<td>0.828</td>
<td>0.860</td>
</tr>
<tr>
<td>0</td>
<td>0.828</td>
<td>0.817</td>
</tr>
<tr>
<td>0</td>
<td>0.827</td>
<td>0.830</td>
</tr>
<tr>
<td>0</td>
<td>0.848</td>
<td>0.843</td>
</tr>
<tr>
<td>0</td>
<td>0.819</td>
<td>0.832</td>
</tr>
</tbody>
</table>
90% residual bootstrap CIs, specially the two-sided ones, continue to perform poorly even when the sample size increases from 100 to 1000. These finite sample results are justifying the incompetency of the residual bootstrap when errors are heteroscedastic.

Table 2.4: Empirical coverage of 90% confidence intervals for regression coefficients over 1000 simulations under \((n, p, p_0) = (1000, 10, 6)\) by Lasso when the design is random.

<table>
<thead>
<tr>
<th>(\beta_j)</th>
<th>Coverage and (avg. width) of two-sided 90% CIs</th>
<th></th>
<th>Coverage of one-sided 90% CIs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Case I</td>
<td>Case II</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(PB) (PaB)</td>
<td>(PB) (PaB)</td>
<td>(PB) (PaB)</td>
</tr>
<tr>
<td>1</td>
<td>0.910 0.907</td>
<td>0.900 0.890</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(2.911) (3.106)</td>
<td>(1.668) (1.733)</td>
<td></td>
</tr>
<tr>
<td>1.25</td>
<td>0.895 0.893</td>
<td>0.910 0.903</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(3.131) (3.307)</td>
<td>(1.746) (1.804)</td>
<td></td>
</tr>
<tr>
<td>1.50</td>
<td>0.903 0.903</td>
<td>0.892 0.889</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(3.251) (3.404)</td>
<td>(1.762) (1.815)</td>
<td></td>
</tr>
<tr>
<td>1.75</td>
<td>0.909 0.906</td>
<td>0.899 0.898</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(3.289) (3.437)</td>
<td>(1.758) (1.812)</td>
<td></td>
</tr>
<tr>
<td>2.00</td>
<td>0.891 0.894</td>
<td>0.904 0.903</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(3.333) (3.487)</td>
<td>(1.762) (1.814)</td>
<td></td>
</tr>
<tr>
<td>2.25</td>
<td>0.903 0.901</td>
<td>0.907 0.901</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(3.227) (3.369)</td>
<td>(1.716) (1.766)</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0.910 0.906</td>
<td>0.900 0.784</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(2.207) (2.322)</td>
<td>(1.189) (1.233)</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0.908 0.902</td>
<td>0.917 0.776</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(2.235) (2.359)</td>
<td>(1.195) (1.238)</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0.897 0.892</td>
<td>0.892 0.755</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(2.172) (2.295)</td>
<td>(1.181) (1.223)</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0.907 0.898</td>
<td>0.890 0.752</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(2.238) (2.351)</td>
<td>(1.193) (1.233)</td>
<td></td>
</tr>
</tbody>
</table>

as stated in proposition 2.3.1. When \(n = 100\) and errors are heteroscedastic normal, the one- and two-sided perturbation bootstrap intervals achieve sub-nominal coverage.
for the smaller non-zero regression coefficients given that those coefficients were occasionally estimated to be zero, but achieves close-to-nominal coverage for the larger non-zero regression coefficients. For the zero coefficients, the difference in empirical coverages are higher than the non-zero ones in both case I and II, showing that the thresholding, performed on original Lasso estimator to get proper centering in bootstrap setup, has significant influence in achieving nominal coverage in case of perturbation bootstrap than the same in case of residual bootstrap, when the errors are heteroscedastic.

Table 2.3 and 2.4 display the empirical coverages of 90% CIs in the random design case. In case I, that is when the errors are heteroscedastic centered $\chi^2$, the perturbation bootstrap intervals based on $T^*_n$ perform similarly to paired bootstrap intervals for both zero and non-zero regression coefficients. In case II, although the performance of perturbation and paired bootstrap are equivalent for the non-zero regression coefficients, the empirical coverages of the paired bootstrap are worse than that of perturbation.

![Figure 2.1: Ratio of Empirical Coverage of 90% CIs constructed by Perturbation and Residual Bootstrap in Lasso for Regression Coefficients](image)

The empirical coverages of the paired bootstrap are worse than that of perturbation.
bootstrap intervals even when \( n = 1000 \). Perturbation and paired bootstrap are performing almost similarly in random design since both can consistently approximate the distribution of Lasso even when the errors are heteroscedastic.

To compare our perturbation bootstrap method with the existing bootstrap methods, we define the quantity “Empirical Coverage Ratio” (ECR) as

\[
ECR = \frac{\text{Empirical Coverage of a Perturbation Bootstrap CI}}{\text{Empirical Coverage of corresponding CI by other bootstrap method}}
\]

Figures 2.1 and 2.2 are respectively displaying ECR corresponding to the one-sided 90\% CIs constructed using the residual and the paired bootstrap when \( n = 1000 \). Note that ECR values displayed in the Figure 2.1 are greater than 1 for each of the regression coefficients in both the cases and hence the perturbation bootstrap method is perform-

![Figure 2.2: Ratio of Empirical Coverage of 90\% CIs constructed by Perturbation and Paired Bootstrap in Lasso for Regression Coefficients](image)

Figure 2.2: Ratio of Empirical Coverage of 90\% CIs constructed by Perturbation and Paired Bootstrap in Lasso for Regression Coefficients

...ing better than its residual counterpart in terms of coverages of 90\% one-sided CIs when \( n = 1000 \). Conclusions will be similar for other two sample sizes also, for \( n = 100 \) see Table 2.1. Figure 2.2 is indicating that the perturbation and the paired...
bootstrap are equivalent in our finite sample setting for non zero regression coefficients in both the cases. But for zero regression coefficients, ECR values are greater than 1 when errors are heteroscedastic mean zero Normal and and greater than 1.15 when errors are heteroscedastic centered $\chi^2$. Therefore perturbation bootstrap is performing better than paired bootstrap uniformly for all the zero coefficients when $n = 1000$. Same is true for $n = 100$ also, as can be seen in Table 2.3.

Table 2.5: Comparison of empirical coverages of 90% confidence region for regression parameter vector by Perturbation, Residual and Paired Bootstrap in Lasso.

<table>
<thead>
<tr>
<th>Empirical Coverage of 90% Coverage Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n$</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>----</td>
</tr>
<tr>
<td>100</td>
</tr>
<tr>
<td>500</td>
</tr>
<tr>
<td>1000</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Case I</th>
<th>Case II</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n$</td>
<td>PB</td>
</tr>
<tr>
<td></td>
<td>------</td>
</tr>
<tr>
<td>100</td>
<td>0.894</td>
</tr>
<tr>
<td>500</td>
<td>0.946</td>
</tr>
<tr>
<td>1000</td>
<td>0.943</td>
</tr>
</tbody>
</table>

Table 2.5 is displaying the empirical coverages of 90% two-sided confidence regions, constructed using perturbation, residual and paired bootstrap, under $(n, p, p_0) \in \{(100, 10, 6), (500, 10, 6), (1000, 10, 6)\}$ in both the cases. Whereas perturbation bootstrap empirical coverages are little higher than 0.90 for $n = 100$ and 500, residual bootstrap is performing poorly for all the three sample sizes and in both choices of error distribution. On the other hand paired bootstrap is performing nominally.

We see that the perturbation bootstrap is able to produce reliable confidence intervals for regression coefficients and that it is able to do so under cross validation choice of penalty parameter.
2.6 Conclusion

Perturbation Bootstrap method is proposed in case of Lasso. It is shown that the perturbation bootstrap is capable of consistently approximating the distribution of Lasso in both the cases when the covariates are random and non-random and even when the errors are heteroscedastic. Residual bootstrap of Chattaerjee and Lahiri (2011) is shown to fail when the errors are heteroscedastic and covariates are non-random. Thus perturbation bootstrap is better than residual bootstrap in the sense of validity of bootstrap in heteroscedasticity. When the covariates are random then one needs to implement pairs bootstrap, the validity of which is shown by Camponovo (2015). The implementation of pairs bootstrap is significantly different from residual bootstrap. Thus one needs to select the residual and the pair bootstrap depending on the nature of the covariates, where as the perturbation bootstrap works irrespective of the nature of the covariates. Therefore the results in this chapter establish the proposed perturbation bootstrap method as a more general bootstrap method than the resample-based bootstrap methods (residual and pairs) as a tool of distributional approximation of Lasso.
Chapter 3

Perturbation Bootstrap in Adaptive Lasso

3.1 Introduction

Consider the multiple linear regression model

\[ y_i = x_i' \beta + \epsilon_i, \quad i = 1, \ldots, n, \]  

(3.1.1)

where \( y_1, \ldots, y_n \) are responses, \( \epsilon_1, \ldots, \epsilon_n \) are independent and identically distributed (iid) random variables, \( x_1, \ldots, x_n \) are known non-random design vectors, and \( \beta = (\beta_1, \ldots, \beta_p) \) is the \( p \)-dimensional vector of regression parameters. When the dimension \( p \) is large, it is common to approach regression model (3.1.1) with the assumption that the vector \( \beta \) is sparse, that is that the set \( A = \{j : \beta_j \neq 0\} \) has cardinality \( p_0 = |A| \) much smaller than \( p \), meaning that only a few of the covariates are “active”. The Lasso estimator introduced by Tibshirani (1996) is well suited to the sparse setting because of its property that it sets some regression coefficients exactly equal to 0. One disadvantage of the Lasso, however, is that it produces non-trivial asymptotic bias for the non-zero regression parameters, primarily because it shrinks all estimators toward
zero [cf. Knight and Fu (2000)].

Building on the Lasso, Zou (2006) proposed the Adaptive Lasso [hereafter referred to as Alasso] estimator \( \hat{\beta}_n \) of \( \beta \) in the regression problem (3.1.1) as

\[
\hat{\beta}_n = \arg \min_t \left[ \sum_{i=1}^{n} (y_i - x_i't)^2 + \lambda_n \sum_{j=1}^{p} |\tilde{\beta}_{j,n}|^{-\gamma} |t_j| \right],
\]

where \( \tilde{\beta}_{j,n} \) is the \( j \)th component of a root-\( n \)-consistent estimator \( \tilde{\beta}_n \) of \( \beta \), such as the ordinary least squares (OLS) estimator when \( p \leq n \) or the Lasso or ridge regression estimator when \( p > n \), \( \lambda_n > 0 \) is the penalty parameter, and \( \gamma > 0 \) is a constant governing the influence of the preliminary estimator \( \tilde{\beta}_n \) on the Alasso fit. Zou (2006) showed in the fixed-\( p \) setting that under some regularity conditions and with the right choice of \( \lambda_n \), the Alasso estimator enjoys the so-called oracle property [cf. Fan and Li (2001)]; that is, it is variable-selection consistent and it estimates the non-zero regression parameters with the same precision as the OLS estimator which one would compute if the set of active covariates were known.

In an important recent work, Minnier, Tian and Cai (2011) introduced the perturbation bootstrap in the Alasso setup. To state their main results, let \( \beta_{n}^{*N} = (\beta_{1,n}^{*N}, \ldots, \beta_{p,n}^{*N})' \) be the naive perturbation bootstrap Alasso estimator prescribed by Minnier, Tian and Cai (2011) and define \( \hat{A}_n = \{ j : \hat{\beta}_{j,n} \neq 0 \} \) and \( A_{n}^{*N} = \{ j : \beta_{j,n}^{*N} \neq 0 \} \). These authors showed that under some regularity conditions and with \( p \) fixed as \( n \to \infty \)

\[
P_s(A_{n}^{*N} = \hat{A}_n) \to 1 \quad \text{and} \quad \sqrt{n}(\beta_{n}^{*N(1)} - \hat{\beta}_n^{(1)}) |\epsilon| \approx_d \sqrt{n}(\hat{\beta}_n^{(1)} - \beta^{(1)}),
\]

where \( \epsilon_n = (\epsilon_1, \ldots, \epsilon_n), z^{(1)} \) denotes the sub-vector of \( z \in \mathbb{R}^p \) corresponding to the co-ordinates in \( \mathcal{A} = \{ j : \beta_j \neq 0 \} \), “\( \approx_d \)” denotes asymptotic equivalence in distribution, and \( P_s \) denotes bootstrap probability conditional on the data. Thus Minnier, Tian
and Cai (2011) [hereafter referred to as MTC(11)] showed that, in the fixed-\(p\) setting and conditionally on the data, the naive perturbation bootstrap version of the Alasso estimator is variable-selection consistent in the sense that it recovers the support of the Alasso estimator with probability tending to one and that its distribution conditional on the data converges at the same time to that of the Alasso estimator for the non-zero regression parameters. But the accuracy of inference for non-zero regression parameters relies on the rate of convergence of the bootstrap distribution of 
\[
\sqrt{n}(\hat{\beta}_n^{\alpha(1)} - \hat{\beta}_n^{(1)}) | \varepsilon \to \sqrt{n}(\beta_{\alpha}^{(1)} - \beta^{(1)}) \text{ after proper studentization.}
\]
Furthermore, Chatterjee and Lahiri (2013) showed that the convergence of the Alasso estimators of the nonzero regression coefficients to their oracle Normal distribution is quite slow, owing to the bias induced by the penalty term in (3.1.2). Thus, it would be important for the accuracy of inference if second-order correctness can be achieved in approximating the distribution of the Alasso estimator by the perturbation bootstrap. Second-order correctness implies that the distributional approximation has a uniform error rate of \(o_p(n^{-1/2})\). We show in this chapter, however, that the distribution of the naive perturbation bootstrap version of the Alasso estimator, as defined by MTC(11), cannot be second order correct even in fixed dimension. For more details, see Section 3.4.

We introduce a modified perturbation bootstrap for the Alasso estimator for which second order correctness does hold, even when the number of regression parameters \(p = p_n\) is allowed to increase with the sample size \(n\). We also show in Proposition 3.2.1 that the modified perturbation bootstrap version of the Alasso estimator (defined in Section 3.2) can be computed by minimizing simple criterion functions. This makes our bootstrap procedure computationally simple and inexpensive.
In this chapter, we consider some pivotal quantities based on Alasso estimators and establish that the modified perturbation bootstrap estimates the distribution of these pivotal quantities up to second order, i.e. with an error that is of much smaller magnitude than what we would obtain by using the Normal approximation under the knowledge of the true active set of covariates. We will refer to the Normal approximation which uses knowledge of the true set of active covariates as the oracle Normal approximation. Our main results show that the modified perturbation bootstrap method enables, for example, the construction of confidence intervals for the nonzero regression coefficients with smaller coverage error than those based on the oracle Normal approximation.

More precisely, we consider pivots which are studentizations of the quantities

$$\sqrt{n}D_n(\hat{\beta}_n - \beta)$$

and

$$\sqrt{n}D_n(\hat{\beta}_n - \beta) + \hat{b}_n,$$

where $D_n$ is a $q \times p$ matrix ($q$ fixed) producing $q$ linear combinations of interest of $\hat{\beta}_n - \beta$ and where $\hat{b}_n$ is a bias correction term which we will define in section 3.5. We find that in the $p \leq n$ case, the modified perturbation bootstrap can estimate the distribution of the first pivot with an error of order $o_p(n^{-1/2})$ (see Theorem 3.5.1). This is much smaller than the error of the oracle Normal approximation, which was shown in Theorem 3.1 of Chatterjee and Lahiri (2013) to be of the order $O_p(n^{-1/2} + ||b_n|| + c_n)$, where $b_n$ is the bias targeted by $\hat{b}_n$ and $c_n > 0$ is determined by the initial estimator $\hat{\beta}_n$ and the tuning parameters $\lambda_n$ and $\gamma$; both $||b_n||$ and $c_n$ are typically greater in magnitude than $n^{-1/2}$ and hence determine the rate of the oracle Normal approximation. We also discover that the bias correction in the second pivot improves the error rate so that the modified perturbation bootstrap estimator achieves the rate
$O_p(n^{-1})$ (see Theorem 3.5.2), which is a significant improvement over the best possible rate of oracle Normal approximation, namely $O(n^{-1/2})$. In the $p > n$ case, we find that the modified perturbation bootstrap estimates the distributions of studentized versions of both the bias-corrected and un-bias-corrected pivots with the rate $o_p(n^{-1/2})$ (see Theorem ??), establishing the second-order correctness of our modified perturbation bootstrap in the high-dimensional setting.

We show that the naive perturbation bootstrap of MTC(11) is not second-order correct (see Theorem 3.4.1) by investigating the Karush-Kuhn-Tucker (KKT) condition [cf. Boyd and Lieven (2004)] corresponding to their minimization problem. It is shown that second order correctness is not attainable by the naive version of the perturbation bootstrap, primarily due to lack of proper centering of the naive bootstrapped Alasso criterion function. We derive the form of the centering constant by analyzing the corresponding approximation errors using the theory of Edgeworth expansion. To accommodate the centering correction, we modify the perturbation bootstrap criterion function for the Alasso; see Section 3.2 for details. In addition, we also find out that it is beneficial, from both theoretical and computational perspectives, to modify the perturbation bootstrap version of the initial estimators in a similar way. To prove second order correctness of the modified perturbation bootstrap Alasso, the key steps are to find an Edgeworth expansion of the bootstrap pivotal quantities based on the modified criterion function and to compare it with the Edgeworth expansion of the sample pivots. We want to mention that in our setting, the dimension $p$ of the regression parameter vector can grow polynomially in the sample size $n$ at a rate depending on the number of finite moments of the error distribution. Extension to the case in which $p$ grows exponentially with $n$ would be possible under some strong
assumptions, e.g. under finiteness of the moment generating function of the regression errors.

We conclude this section with a brief literature review. The perturbation bootstrap was introduced by Jin, Ying, and Wei (2001) as a resampling procedure where the objective function has a U-process structure. Work on the perturbation bootstrap in the linear regression setup is limited. Some work has been carried out by Chatterjee and Bose (2005), MTC(11), Zhou, Song and Thompson (2012), and Das and Lahiri (2016). As a variable selection procedure, Tibshirani (1996) introduced the Lasso. Zou (2006) proposed the Alasso as an improvement over the Lasso. For the Alasso and related popular penalized estimation and variable selection procedures, the residual bootstrap has been investigated by Knight and Fu (2000), Hall, Lee and Park (2009), Chatterjee and Lahiri (2010, 2011, 2013), Wang and Song (2011), MTC(11), Van De Geer et al. (2014), and Camponovo (2015), among others.

The rest of the chapter is organized as follows. The modified perturbation bootstrap for the Alasso is introduced and discussed in Section 3.2. Assumptions and explanations of those are presented in Section 3.3. Main results concerning the estimation properties of the studentized modified perturbation bootstrap pivotal quantities are given in Section 3.5. Negative results on the naive perturbation bootstrap approximation proposed by MTC(11) are discussed in 3.4. Intuitions and explanations behind the modification of the modified perturbation bootstrap and Proofs of the main results are provided in Section 3.6. Section 3.7 presents simulation results exploring the finite-sample performance of the modified perturbation bootstrap in comparison with other methods for constructing confidence intervals based on Alasso estimators and Section 3.8 gives an illustration on real data.
3.2 The modified perturbation bootstrap for Alasso

Let $G_1^*, \ldots, G_n^*$ be $n$ independent copies of a non-degenerate random variable $G^* \in [0, \infty)$ having expectation $\mu_{G^*}$. These quantities will serve as perturbation quantities in the construction of the perturbation bootstrap Alasso estimator. We define our bootstrap version of the Alasso estimator as the minimizer of a carefully constructed penalized objective function which involves the Alasso predicted values $\hat{y}_i = x'_i \hat{\beta}_n$, $i = 1, \ldots, n$ as well as the observed values $y_1, \ldots, y_n$. These sets of values appear in the objective function in two perturbed least-squares criteria. Similar modification is also needed in defining the bootstrap versions of the Alasso initial estimators, see (3.2.2). The motivation behind this construction is detailed in Section 3.4. We point out in Section 3.5 why the naive perturbation bootstrap formulation of MTC(11) fails to achieve second order correctness.

We formally define the modified perturbation bootstrap version $\hat{\beta}_n^*$ of the Alasso estimator $\hat{\beta}_n$ as

$$
\hat{\beta}_n^* = \arg \min_{t^*} \left[ \sum_{i=1}^{n} (y_i - x'_i t^*)^2 (G_i^* - \mu_{G^*}) + \sum_{i=1}^{n} (\hat{y}_i - x'_i t^*)^2 (2 \mu_{G^*} - G_i^*) + \mu_{G^*} \lambda_n \sum_{j=1}^{p} |\tilde{\beta}_{j,n}^*|^{-\gamma} |t_j^*| \right],
$$

(3.2.1)

where $\tilde{\beta}_{j,n}^*$ is the $j$th component of $\tilde{\beta}_n^*$, the modified perturbation bootstrap version of the Alasso initial estimator $\tilde{\beta}_n$. We construct $\tilde{\beta}_n^*$ as

$$
\tilde{\beta}_n^* = \arg \min_{t^*} \left[ \sum_{i=1}^{n} (y_i - x'_i t^*)^2 (G_i^* - \mu_{G^*}) \right]
$$
\[ \sum_{i=1}^{n} (\hat{y}_i - x'_i t^*)^2 (2\mu_{G^*} - G^*_i) + \mu_{G^*} \hat{\lambda}_n \sum_{j=1}^{p} \vert t^*_j \vert \] 

(3.2.2)

where \( \hat{\lambda}_n = 0 \) when \( \hat{\beta}_n \) is taken as the OLS, which we use when \( p \leq n \), and \( l = 1 \) or \( 2 \) according as the initial estimator \( \hat{\beta}_n \) is taken as the Lasso or ridge regression estimator when \( p > n \). Note that \( \hat{\lambda}_n \) may be different from \( \lambda_n \).

We point out that the modified perturbation bootstrap estimators can be computed using existing algorithms. Define \( L_1(t) = \sum_{i=1}^{n} (y_i - x'_i t)^2 (G^*_i - \mu_{G^*}) + \sum_{i=1}^{n} (\hat{y}_i - x'_i t)^2 (2\mu_{G^*} - G^*_i) + \mu_{G^*} \hat{\lambda}_n \sum_{j=1}^{p} c_j \vert t_j \vert \) for some non-negative constants \( c_j, j = 1, \ldots, p \), independent of \( t = (t_1, \ldots, t_n)' \). Now set \( z_i = \hat{y}_i + \hat{\epsilon}_i \mu^{-1}_{G^*} (G^*_i - \mu_{G^*}) \), where \( \hat{\epsilon}_i = y_i - \hat{y}_i \) for \( i = 1, \ldots, n \) and let \( L_2(t) = \sum_{i=1}^{n} (z_i - x'_i t)^2 + \hat{\lambda}_n \sum_{j=1}^{p} c_j \vert t_j \vert \). Then we have the following proposition.

**Proposition 3.2.1** \( \arg \min_t L_1(t) = \arg \min_t L_2(t) \).

This proposition allows us to compute \( \hat{\beta}_n^* \) as well as \( \hat{\beta}_n^* \) by minimizing standard objective functions on some pseudo-values. Note that the modified perturbation bootstrap versions of the Alasso estimator as well as of the Alasso initial estimator can be obtained simply by properly perturbing the Alasso residuals in the decomposition \( y_i = \hat{y}_i + \hat{\epsilon}_i, i = 1, \ldots, n \).

### 3.3 Assumptions

We first introduce some notations required for stating our assumptions and useful for the proofs later. We denote the true parameter vector as \( \beta_n = (\beta_{1:n}, \ldots, \beta_{p:n})' \), where the subscript \( n \) emphasizes that the dimension \( p := p_n \) may grow with the sample size \( n \). Set \( A_n = \{ j : \beta_{j:n} \neq 0 \} \) and \( p_0 := p_{0:n} = |A_n| \). For simplicity, we shall
suppress the subscript \( n \) in the notations \( p_n \) and \( p_{0n} \). Without loss of generality, we shall assume that \( \mathcal{A}_n = \{1, \ldots, p_0\} \). Let \( C_n = n^{-1} \sum_{i=1}^{n} x_i x_i' \) and partition it according to \( \mathcal{A}_n = \{1, \ldots, p_0\} \) as

\[
C_n = \begin{bmatrix} C_{11,n} & C_{12,n} \\ C_{21,n} & C_{22,n} \end{bmatrix},
\]

where \( C_{11,n} \) is of dimension \( p_0 \times p_0 \). Define \( \tilde{x}_i = C_n^{-1} x_i \) (when \( p \leq n \)) and \( \text{sgn}(x) = -1, 0, 1 \) according as \( x < 0, x = 0, x > 0 \), respectively. Suppose \( D_n \) is a known \( q \times p \) matrix with \( \text{tr}(D_n D_n') = O(1) \) and \( q \) is not dependent on \( n \). Let \( D_n^{(1)} \) contain the first \( p_0 \) columns of \( D_n \). Define

\[
S_n = \begin{bmatrix} D_n^{(1)} C_{11,n}^{-1} D_n^{(1)'} \cdot \sigma^2 & D_n^{(1)} C_{11,n}^{-1} \tilde{x}_n^{(1)} \cdot \mu_3 \\ \tilde{x}_n^{(1)'} C_{11,n}^{-1} D_n^{(1)'} \cdot \mu_3 & (\mu_4 - \sigma^4) \end{bmatrix},
\]

where \( \tilde{x}_n = n^{-1} \sum_{i=1}^{n} x_i = (\tilde{x}_n^{(1)'}, \tilde{x}_n^{(1)'})' \), \( \sigma^2 = \text{Var}(\epsilon_1) = E(\epsilon_1^2) \), and where \( \mu_3 \) and \( \mu_4 \) are, respectively, the third and fourth central moments of \( \epsilon_1 \). Define in addition the \( q \times p_0 \) matrix \( \tilde{D}_n^{(1)} = D_n^{(1)} C_{11,n}^{-1/2} \) and the \( p_0 \times 1 \) vector \( \tilde{x}_i^{(1)} = C_{11,n}^{-1/2} x_i^{(1)} \). Let \( K \) be a positive constant and \( r \) be a positive integer \( \geq 3 \) unless otherwise specified. By \( P_* \) and \( E_* \) we denote, respectively, probability and expectation with respect to the distribution of \( G_* \) conditional upon the observed data.

We now introduce our assumptions.

(A.1) Let \( \eta_{11,n} \) denote the smallest eigenvalue of the matrix \( C_{11,n} \).

(i) \( \eta_{11,n} > Kn^{-a} \) for some \( a \in [0, 1) \).

(ii) \( \max\{n^{-1} \sum_{i=1}^{n} |x_{i,j}|^{2r} : 1 \leq j \leq p\} + \{n^{-1} \sum_{i=1}^{n} |(C_{11,n}^{-1})_{j,i} x_i^{(1)}|^{2r} : 1 \leq j \leq p_0\} = O(1) \).

(iii) \( \max\{n^{-1} \sum_{i=1}^{n} |\tilde{x}_{i,j}|^{2r} : 1 \leq j \leq p\} = O(1) \), where \( \tilde{x}_{i,j} \) is the \( j \)th element of \( \tilde{x}_i \).

(when \( p \leq n \))
(iii)' \( \max \{ c_{11,n} : 1 \leq j \leq p_0 \} = O(1) \), where \( c_{11,n}^{j} \) is the \((j,j)\)th element of \( C_{11,n}^{-1} \).

(when \( p > n \))

(A.2) There exists a \( \delta \in (0, 1) \) such that for all \( n > \delta^{-1} \),

(i) \( \sup \{ x' \hat{D}_n^{(1)} \hat{D}_n^{(1)'} x : x \in \mathcal{R}^q, ||x|| = 1 \} < \delta^{-1} \).

(ii) \( n^{-1} \sum_{i=1}^{n} || \tilde{D}_i^{(1)} \tilde{x}_i^{(1)} \tilde{x}_i^{(1)'} \tilde{D}_n^{(1)'} || = O(1) \).

(iii) \( \inf \{ x' S_n x : x \in \mathcal{R}^{q+1}, ||x|| = 1 \} > \delta \).

(A.3) \( \max \{ |\beta_{j,n}| : j \in \mathcal{A}_n \} = O(1) \) and \( \min \{ |\beta_{j,n}| : j \in \mathcal{A}_n \} \geq Kn^{-b} \) for some \( b \geq 0 \) such that \( 4b < 1 \) and \( a + 2b \leq 1 \), where \( a \) is defined as in (A.1)(i).

(A.4) (i) \( E|\epsilon_1|^r < \infty \). \( E\epsilon_1 = 0 \).

(ii) \( (\epsilon_1, \epsilon_1^2) \) satisfies Cramer’s condition:

\[
\lim \sup_{\| (t_1, t_2) \| \to \infty} E(\exp(i(t_1 \epsilon_1 + t_2 \epsilon_1^2))) < 1.
\]

(A.5) (i) \( E_*(G_1^*)^r < \infty \). \( \text{Var}(G_1^*) = \sigma_{G^*}^2 = \mu_{G^*}^2 \), \( E_*(G_1^* - \mu_{G^*})^3 = \mu_{G^*}^3 \).

(ii) \( G_i^* \) and \( \epsilon_i \) are independent for all \( 1 \leq i \leq n \).

(iii) \( ((G_1^* - \mu_{G^*}), (G_1^* - \mu_{G^*})^2) \) satisfies Cramer’s condition:

\[
\lim \sup_{\| (t_1, t_2) \| \to \infty} E_*(\exp(i(t_1 (G_1^* - \mu_{G^*}) + t_2 (G_1^* - \mu_{G^*})^2))) < 1
\]

(A.6) There exists \( \delta_1 \in (0, 1) \) such that for all \( n > \delta_1^{-1} \),

(i) \( \frac{\lambda_n}{\sqrt{n}} \leq \delta_1^{-1} n^{-\delta_1} \min \left\{ \frac{n^{-b_1 + \gamma/2}}{p_0}, \frac{n^{-b_1 - a/2}}{\sqrt{p_0}} \right\} \).

(ii) \( \frac{\lambda_n}{\sqrt{n}} n^{\gamma/2} \geq \delta_1 n^{\delta_1} p_0 \).

(iii) \( p_0 = o\left( n^{1/2}(\log n)^{-3/2} \right) \).
There exists $C \in (0, \infty)$ and $\delta_2 \in (0, \gamma^{-1}\delta_1)$, $\delta_1$ being defined in the assumption (A.6), such that
\[
P\left( \max\{\sqrt{n}|\hat{\beta}_{j,n} - \beta_{j,n}| : 1 \leq j \leq p \} > Cn^{\delta_2} \right) = o(n^{-1/2})
\]
\[
P_*\left( \max\{\sqrt{n}|\hat{\beta}^*_{j,n} - \hat{\beta}_{j,n}| : 1 \leq j \leq p \} > Cn^{\delta_2} \right) = o_p(n^{-1/2})
\]

Now we explain the assumptions briefly. Assumption (A.1) describes the regularity conditions needed on the growth of the design vectors. Assumption (A.1)(i) is a restriction on the smallest eigenvalue of $C_{11,n}$. Assumption (A.1)(i) is a weaker condition than assuming that $C_{11,n}$ converges to a positive definite matrix. (A.1)(ii) and (iii) are needed to bound the weighted sums of types $\left[ \sum_{i=1}^n x_i e_i \right]$, $\left[ \sum_{i=1}^n \hat{x}_i e_i \right]$, $\left[ C_{11,n}^{-1} \sum_{i=1}^n x_i^{(1)} e_i \right]$ (second one only when $p \leq n$). For $r = 2$ (A.1)(iii) is equivalent to the condition that the diagonal elements of the matrix $C_n^{-1}$ are uniformly bounded. Also for general value of $r$, (A.1)(ii) and (iii) are much weaker than conditioning on $l_r$-norms of the design vectors. Here the value of $r$ is specified by the underlying Edgeworth expansion. Assumption (A.1)(iii) requires $p \leq n$ and hence is not defined when $p > n$. Note that the condition (A.1)(iii)' needs $p_0 \leq n$ which is true in our setup due to assumption (A.6)(iii).

Assumptions (A.2)(i) bounds the eigenvalues of the matrix $D_n^{(1)} C_{11,n}^{-1} D_n^{(1)'\prime}$ away from infinity. It is necessary to obtain bounds needed in the studentized setup. Assumption (A.2)(ii) is a condition similar to the conditions in (A.1)(ii) and (iii); but involving the $q \times p$ matrix $D_n$. This condition is needed for showing necessary closeness of the covariance matrix estimators $\hat{\Sigma}_n, \tilde{\Sigma}_n$ [defined in Section 3.5] to their population counterparts (for details see Lemma 3.6.5). Assumption (A.2)(iii) bounds the minimum eigen value of the matrix $S_n$ away from 0. This condition along with the Cramer
conditions given in (A.4) and (A.5) enable certain Edgeworth expansions.

Assumption (A.3) separates the relevant covariates from the non-relevant ones. The condition on the minimum is needed to ensure that the non-zero regression coefficients cannot converge to zero faster than the error rate, that is not faster than $O(n^{-1/2})$. We mention that one can assume $b < 1/2$ instead of assuming $b < 1/4$, but with the price of putting another restriction on the penalty parameter $\lambda_n$. We do not consider such a setting here.

Assumption (A.4)(i) is a moment condition on the error term needed for valid Edgeworth expansion. Assumption (A.4)(ii) is Cramer’s condition on the errors, which is very common in the literature of Edgeworth expansions; it is satisfied when the distribution of $(\epsilon_1, \epsilon_1^2)$ has a non-degenerate component which is absolutely continuous with respect to the Lebesgue measure [cf. Hall (1992)]. Assumption (A.4)(ii) is only needed to get a valid Edgeworth expansion for the original Alasso estimator in the studentized setup. Assumptions (A.5)(i) and (iii) are the analogous conditions that are needed on the perturbing random quantities to get a valid Edgeworth expansion in the bootstrap setting. Assumption (A.5)(ii) is natural, since the $\epsilon_i$ are present already in the data generating process, whereas $G_i^*$ are introduced by the user. One can look for Generalized Beta and Generalized Gamma families for suitable choices of the distribution of $G^*$. The pdf of Generalized Beta family of distributions is

$$GB(y; f, g, h, \omega, \rho) = \begin{cases} |f|y^{f\omega-1}\left(1 - (1 - c)(y/g)^f\right)^{\rho-1} \\ g^{f\omega}B(\omega, \rho) \left(1 + c(y/g)^f\right)^{\omega+\rho} \end{cases} \quad \text{for } 0 < y^f < \frac{g^f}{1-h}$$

where $0 \leq h \leq 1$ and other parameters are all positive. We interpret $1/0$ as $\infty$. The function $B(\omega, \rho)$ is the beta function. Choices of the distribution of $G^*$ can be obtained
by finding solution of \((f, g, h, \omega, \rho)\) from the following two equations

\[
\frac{B(\omega + 2/f, \rho)}{B(\omega, \rho)} \cdot \frac{1}{2} F_1 \left[ \omega + 2/f, 2/f; h; \omega + 2/f \right] = 2 \left( \frac{B(\omega + 1/f, \rho)}{B(\omega, \rho)} \cdot \frac{1}{2} F_1 \left[ \omega + 1/f, 1/f; h; \omega + 1/f \right] \right)^2
\]

and

\[
\frac{B(\omega + 3/f, \rho)}{B(\omega, \rho)} \cdot \frac{1}{2} F_1 \left[ \omega + 3/f, 3/f; h; \omega + 3/f \right] = 5 \left( \frac{B(\omega + 1/f, \rho)}{B(\omega, \rho)} \cdot \frac{1}{2} F_1 \left[ \omega + 1/f, 1/f; h; \omega + 1/f \right] \right)^3
\]

where \(2F_1\) denotes hypergeometric series. The pdf of Generalized Gamma family of distributions is given by

\[
GG(y; \omega, \rho, \nu) = \begin{cases} 
\frac{(\nu/\omega)^\rho y^{\rho-1}e^{y/\omega}}{\Gamma(\rho/\nu)} & \text{for } y > 0 \\
0 & \text{otherwise}
\end{cases}
\]

where all the parameters are positive and \(\Gamma(\cdot)\) denotes the gamma function. For this family, the suitable choices of the distribution of \(G^*\) can be obtained by considering any positive value of the parameter \(\omega\) and solving the following two equations for \((\rho, \nu)\),

\[
\left[ \Gamma((\rho + 2)/\nu) \right] \Gamma(\rho/\nu) = 2 \left[ \Gamma((\rho + 1)/\nu) \right]^2
\]

and

\[
\left[ \Gamma((\rho + 3)/\nu) \right] \left[ \Gamma(\rho/\nu) \right]^2 = 5 \left[ \Gamma((\rho + 1)/\nu) \right]^3.
\]

One immediate choice of the distribution of \(G^*\) from Generalized Beta family is the \(Beta(\alpha, \beta)\) distribution with \(3\alpha = \beta = 3/2\). We have utilized this distribution as the distribution of the perturbing quantities \(G_i^*\)'s in our simulations, presented in Section
3.7. Outside these two generalized family of distributions, one possible choice is the
distribution of \((M_1 + M_2)\) where \(M_1\) and \(M_2\) are independent and \(M_1\) is a Gamma
random variable with shape and scale parameters 0.008652 and 2 respectively and
\(M_2\) is a Beta random variable with both the parameters 0.036490. Another possible
choice is the distribution of \((M_3 + M_4)\) where \(M_3\) and \(M_4\) are independent and \(M_3\) is
an Exponential random variable with mean \((79 - 15\sqrt{33})/16\) and \(M_4\) is an Inverse
Gamma random variable with both shape and scale parameters \((4 + \sqrt{11}/3)\).

Assumptions (A.6)(i) and (ii) can be compared with the condition (c) \(\lambda_n / \sqrt{n} \to 0\)
and \(n^{\gamma/2} \lambda_n / \sqrt{n} \to \infty\) [cf. Zou (2006), Caner and Fan (2010)]. Whereas (c) is ensuring
the oracle normal approximation, (A.6)(i) and (ii) are required for obtaining Edgeworth
expansions. Lastly, (A.6)(iii) limits how quickly the number of non-zero regression
coefficients may grow. Though it would seem that \(p_0 = O(n)\) with \(p_0 \leq n\) should be
a sufficient restriction on the growth rate of \(p_0\) for approximating the distribution of
the Alasso estimator, a careful analysis reveals that further reduction in the growth
rate of \(p_0\) is necessary for accommodating the studentization. Clearly it is difficult
to comprehend what are the possible choices of \(p_0, \lambda_n, \gamma, a, b\) would be to satisfy the
assumptions presented in (A.6). Thus it is better to present some possible choices of
those parameters.

First consider \(a = 0\) and \(b = 0\), that is assume that the design matrix corresponding
to non-zero regression coefficients, \(C_{11:n}\), is non-singular and the magnitudes of non-
zero regression coefficients are bounded from both above and below. In that case it is
easy to check that one set of possible choices are \(p_0 = O(n^{\gamma/5})\) and \(\lambda_n = C_n^{1/2 - \gamma/4}\)
for some constant \(C > 0\), provided \(\gamma \in (0, 2)\). In particular if \(\gamma = 1\) then the choices of
\(p_0\) and \(\lambda_n\) maybe respectively \(p_0 = O(n^{1/5})\) and \(\lambda_n = C_n^{1/4}\) when \(a = b = 0\). Again
precisely, for the ridge estimator and for its perturbation bootstrap version defined in part of (A.7) is satisfied if there exists a linear approximation of the type
\[
\sum r
\]
Sec 3.2, if for some \((\gamma > 2)\) holds provided similar approximation exits with \(\sqrt{\gamma} = n^{-1/2} \gamma / 2\) for some constant \(C > 0\). On the other hand if \(a \in [1/2, 1)\) and \(a + 2b < 1\), one set of possible choices would be \(\gamma \geq 2\), \(p_0 = O(n^{2/3 - (a + 2b \gamma + 4c) / 3})\) and \(\lambda_n = C.n^{-1/6 - (a + 2b \gamma + c) / 3}\) for some constants \(c, C > 0\). With \(a = 1/2\) and \(b = 0\), clearly the choices of \(p_0\) and \(\lambda_n\) reduce to \(p_0 = O(n^{1/2 - \delta})\) and \(\lambda_n = C.n^{-\delta/4}\) for some \(\delta, C > 0\).

Assumption (A.7) places deviation bounds on both the sample and bootstrap initial estimators which are needed to get valid Edgeworth expansions. These conditions are satisfied by OLS estimator in \(p \leq n\) case [cf. Lemma 3.6.2]. Note that non-bootstrap part of (A.7) is satisfied if there exists a linear approximation of the type \(\sum a_{ij} e_i\) of \(\sqrt{n}(\hat{\beta}_{j,n} - \beta_{j,n})\), where \(\max \left\{ \sum a_{ij} |e_i| : 1 \leq j \leq p \right\} = o(p^{-1/2 + r\delta_2})\) and \(E(|e_1|^{r}) < \infty\) for some \(r \geq 3\). The bootstrap deviation bound corresponding to (A.7) holds provided similar approximation exits with \((G^*_1 - \mu_{G^*})\) in place of \(e_1\). More precisely, for the ridge estimator and for its perturbation bootstrap version defined in Sec 3.2, if for some \(r \geq 4\), the conditions

\begin{enumerate}
\item [(a)] \(E|e_1|^r + E_*(G^*_1)^r < \infty\).
\item [(b)] \(\max \{n^{-1} \sum_{i=1}^{n} |x_i|^{2r} + |\hat{x}_i|^{2r} : 1 \leq j \leq p \} = O(n^{\delta_2 / 2})\) for all \(i \in \{1, \ldots, n\}\).
\item [(c)] \(\max \{e_j^t (C_n + \lambda_n n^{-1} I_p)^{-1} \beta_n : 1 \leq j \leq p \} = O(n^{1 + \delta_2 / 2} \lambda_n^{-1})\).
\item [(d)] \(\sup \{e_j^t (C_n + \lambda_n n^{-1} I_p)^{-1} z_n : ||z_n|| \leq 1 \} = O(n^{1 + \delta_2 / 2} \lambda_n^{-1})\) for all \(j \in \{1, \ldots, p\}\).
\end{enumerate}
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are satisfied, then the assumption (A.7) holds. Here \{e_1, \cdots, e_p\} is the standard basis of \(\mathcal{R}^p\), \(\bar{x}_i = (C_n + \bar{\lambda}_n n^{-1} I_p)^{-1}x_i\) and \(\bar{\lambda}_n\) is the penalty parameter corresponding to the ridge estimator [cf. Sec 3.2]. This follows analogously to proposition 8.4 of Chatterjee and Lahiri (2013) after applying Lemma 3.6.1, stated in Section 3.6.

3.4 Impossibility of Second-order correctness of the naive perturbation bootstrap

In this section we describe the naive perturbation bootstrap as defined by MTC(11) for the Alasso and show that second-order correctness can not be achievable by their naive perturbation bootstrap method. When the objective function is the usual least squares criterion function the naive perturbation bootstrap Alasso estimator \(\beta_n^{*N}\) is defined in MTC(11) as

\[
\beta_n^{*N} = \arg\min_{\beta_n^*} \left[ \sum_{i=1}^n (y_i - x_i'\beta_n^*)^2 G_i^* + \lambda_n^* \sum_{j=1}^p |\tilde{\beta}_{j,n}^{*N}|^{-\gamma} |\gamma| \right], \tag{3.4.1}
\]

where

(i) \(\lambda_n^* > 0\) is such that \(\lambda_n^* n^{-1/2} \to 0\) and \(\lambda_n^* \to \infty\) as \(n \to \infty\).

(ii) the initial naive bootstrap estimator is defined as

\[
\tilde{\beta}_n^{*N} = \arg\min_{\beta_n^*} \left[ \sum_{i=1}^n (y_i - x_i'\beta_n^*)^2 G_i^* \right]
\]

and \(\tilde{\beta}_{j,n}^{*N}\) is the \(j\)th component of \(\tilde{\beta}_n^{*N}\).

(iii) \(\{G_1^*, \ldots, G_n^*\}\) is a set of iid non-negative random quantities with mean and variance both equal to 1.
Note that the initial estimator $\tilde{\beta}_n^{**N}$ is unique only when $p$ is less than or equal to $n$. We now consider the quantity $u_n^{**N} = \sqrt{n}(\beta_n^{**N} - \hat{\beta}_n)$, which we can show from (3.4.1) to be the minimizer

$$u_n^{**N} = \arg \min_{w_n^*} \left[ w_n^* C_n^* w_n^* - 2w_n^* W_n^* + \lambda_n^* \sum_{j=1}^{p} |\hat{\beta}_{j,n}^N|^{-\gamma} \left( |\hat{\beta}_{j,n} + \frac{w_{j,n}^*}{\sqrt{n}}| - |\hat{\beta}_{j,n}| \right) \right],$$

(3.4.2)

where $\hat{\beta}_{j,n}$ is the $j$th component of the Alasso estimator $\hat{\beta}_n$, $C_n^* = n^{-1} \sum_{i=1}^{n} x_i x_i' G_i^*$, and $W_n^* = n^{-1/2} \sum_{i=1}^{n} \hat{e}_i x_i G_i^*$. To describe the solution of MTC(11), assume $A = \{ j : \beta_j \neq 0 \} = \{ 1, \ldots, p_0 \}$. MTC(11) claimed that when $\gamma = 1$ and $p$ is fixed, $((u_{n1}^*)', 0)'$ is a solution of (3.4.2) for sufficiently large $n$, where

$$u_{n1}^* = C_{11,n}^{-1} n^{-1/2} \sum_{i=1}^{n} \hat{e}_i x_i (G_i^* - 1) \text{ and } ||u_n^* - ((u_{n1}^*)', 0)'||_\infty = o_{p*}(1).$$

However, to achieve second order correctness, we need to obtain a solution $((u_{n2}^*)', 0)'$ of (3.4.2) such that $||u_n^* - ((u_{n2}^*)', 0)'||_\infty = o_{p*}(n^{-1/2})$. We show that such an $u_{n2}^*$ has the form

$$u_{n2}^* = C_{11,n}^{-1} \left[ W_n^{*(1)} - \frac{\lambda_n^*}{\sqrt{n}} s_n^{*(1)} \right]$$

for sufficiently large $n$, where $W_n^{*(1)}$ is the first $p_0$ components of $W_n^*$ and the $j$th component of $s_n^{*(1)}$ equals to $\text{sgn}(\hat{\beta}_{j,n}) ||\hat{\beta}_{j,n}^{N*}||^{-\gamma}, j \in A$ (Here we drop the subscript $n$ from the notations of true parameter values since we are considering $p$ to be fixed in this section). We establish this fact by exploring the KKT condition corresponding to (3.4.2), which is given by

$$2C_n^* w_n^* - 2W_n^* + \frac{\lambda_n^*}{\sqrt{n}} \Gamma_n^* l_n = 0,$$

(3.4.3)

for some $l_n = (l_{1n}, \ldots, l_{pn})'$ with $l_{jn} \in [-1, 1]$ for $j = 1, \ldots, p$ and $\Gamma_n^* = \text{diag}(|\hat{\beta}_{1n}^N|^{-\gamma}, \ldots, |\hat{\beta}_{pn}^N|^{-\gamma}).$
\[ \beta_n^* \]

Since \( C_n^* \) is a non-negative definite matrix, \((3.4.2)\) is a convex optimization problem; hence \((3.4.3)\) is both necessary and sufficient in solving \((3.4.2)\).

Note that \( W_n^* \) is not centered and hence we need to adjust the solution \( (u_{n2}^N)' , 0)' \) for centering before investigating if the naive perturbation bootstrap can asymptotically correct the distribution of Alasso up to second order. Clearly, the centering adjustment term is \(\Ad_n^* = (\Ad_n^{(1)'} , 0)' \) where \(\Ad_n^{(1)} = C_{11,n}^{*1}n^{-1/2} \sum_{i=1}^n \hat{\epsilon}_i x_i^{(1)} \).

It follows from the steps of the proofs of the results of Section 3.5 that we need \( ||\Ad_n^*|| = o_p(n^{-1/2}) \) to achieve second-order correctness. We show that this is indeed not the case even in the fixed \( p \) setting.

More precisely, we negate the second-order correctness of the naive perturbation bootstrap of MTC(11) by first showing that \( (u_{n2}^N)' , 0)' \) satisfies the KKT condition \((3.4.3)\) exactly with bootstrap probability converging to 1. Then we show that \( \sqrt{n} ||\Ad_n^*|| \) diverges in bootstrap probability to \( \infty \), which in turn implies that the conditional cdf of \( F_n^* = \sqrt{n}(\beta_n^* - \hat{\beta}_n) \) can not approximate the cdf of \( F_n = \sqrt{n}(\hat{\beta}_n - \beta) \) with the uniform accuracy \( O_p(n^{-1/2}) \), needed for the validity of second-order correctness. We formalize these arguments in the following theorem.

Theorem 3.4.1 Let \( p \) be fixed and \( C_n \to C \), a positive definite matrix. Define \( Z_n^{*-1} = \sqrt{n} ||\Ad_n^*||. \) Suppose, \( (\log n/n)^{1/2}. \max \{\lambda_n, \lambda_n^*\} \to 0 \) and \( (\log n)^{-(\gamma+1)/2}. \min \{\lambda_n, \lambda_n^*\} \). \( \min \{1, n^{(\gamma-1)/2}\} \to \infty \) as \( n \to \infty \). Also assume that (A.1)(i), (ii) and (A.4)(i) hold with \( r = 4 \). Then there exists a sequence of borel sets \( \{A_n\}_{n \geq 1} \) with \( P(\varepsilon_n \in A_n) \to 1 \) and given \( \varepsilon_n = (\varepsilon_1, \ldots , \varepsilon_n)' \in A_n \), the following conclusions hold.

(a) \( P_*(u_{n2}^N = (u_{n2}^N)' , 0)' = 1 - o(n^{-1/2}). \)

(b) \( P_*(Z_n^* > \varepsilon) = o(n^{-1/2}) \) for any \( \varepsilon > 0. \)
\[
\sup_{x \in \mathbb{R}^p} \left| P_*(F_n^* \leq x) - P(F_n \leq x) \right| \geq K_0 \frac{\lambda_n}{\sqrt{n}} \text{ for some } K > 0.
\]

**Remark 3.4.1** Theorem 3.4.1 (a), (b) state that the naive perturbation bootstrap is incompetent in approximating the distribution of Alasso up to second order. The fundamental reason behind second order incorrectness is the inadequate centering in the form of \( \sqrt{n}(\beta_n^* - \hat{\beta}_n) \). Although the adjustment term necessary for centering is \( o_p(1) \), which essentially helps to establish distributional consistency in MTC(11), the term is coarser than \( n^{-1/2} \), leading to second order incorrectness. Additionally, it is worth mentioning that studentization will also not help in achieving second order correctness by naive perturbation bootstrap of MTC(11), since the necessary centering correction can not be accomplished by any sort of studentization. Part (c) conveys uniformly how far the naive bootstrap cdf is from the original cdf.

### 3.5 Modified Perturbation Bootstrap and its Higher Order Properties

This section is divided into two sub-sections. The first one describes briefly the motivation behind considering the perturbation bootstrap modification in Alasso. The second sub-section describes higher order asymptotic properties of our modified perturbation bootstrap method.

#### 3.5.1 Motivation for the modified perturbation bootstrap

Theorem 3.4.1 establishes that the naive perturbation bootstrap of MTC(11) does not provide a solution for approximating the distribution of \( \sqrt{n}(\hat{\beta}_n - \beta_n) \) up to second order. As it is mentioned earlier, the problem occurs because \( W_n^* \) is not centered. Let \( \tilde{W}_n^* \) denote the centered version of \( W_n^* \), that is \( \tilde{W}_n^* = n^{-1/2} \sum_{i=1}^n \hat{\epsilon}_i x_i (G_i^* - \mu_{G^*}) \), and
consider the vector equation

\[ 2C_n^* w_n^* - 2\tilde{W}_n^* + \frac{\lambda_n^*}{\sqrt{n}} \Gamma_n^* I_n = 0, \quad (3.5.1) \]

which is same as (3.4.3) after replacing \( W_n^* \) with \( \tilde{W}_n^* \). Note that the solution to (3.5.1) is of the form \((u_n^{* (1)})', 0'\)', where \( u_n^{* (1)} = C_{11,n}^{-1} \left[ \tilde{W}_n^{* (1)} - \frac{\lambda_n^*}{\sqrt{n}} \tilde{s}_n^{* (1)} \right] \). Although this form is adequate for achieving second-order correctness in fixed dimension, there are some computational and higher-dimensional issues that we now address.

Note that \( C_{11,n}^* \) is a matrix involving random quantities \( \{G_1^*, \ldots, G_n^*\} \). Thus \( C_{11,n}^* \) will not remain same for each bootstrap iteration and hence each bootstrap iteration will require computing the inverse of \( C_{11,n}^* \) afresh. This is computationally expensive and the expense increases as the number of non-zero regression parameters increases. Therefore it will be computationally advantageous if we can replace \( C_{11,n}^* \) by \( C_{11,n} \) in the form of \( u_n^{* (1)} \).

Now define, \( u_n^{* (1)} = C_{11,n}^{-1} \left[ \tilde{W}_n^{* (1)} - \frac{\lambda_n^*}{\sqrt{n}} \tilde{s}_n^{* (1)} \right] \). If we look closely at the bias term \(-\frac{\lambda_n^*}{\sqrt{n}} C_{11,n}^{-1} \tilde{s}_n^{* (1)}\), then it is clear that the primary contribution of the bias towards \( u_n^{* (1)} \) is \(-\frac{\lambda_n^*}{\sqrt{n}} C_{11,n}^{-1} \tilde{s}_n^{(1)}\), where \( j \)th component of \( \tilde{s}_n^{(1)} \) is equal to \( \text{sgn} (\hat{\beta}_{j,n}) ||\hat{\beta}_{jn}||^{-\gamma}, j \in A \), where \( \hat{\beta}_{j,n} \) is the \( j \)th component of the OLS estimator \( \hat{\beta}_n \). By Taylor’s expansion, \( (\tilde{s}_n^{* (1)} - \tilde{s}_n^{(1)}) \) depends on the OLS residuals. The OLS residuals again depend on all \( p \) estimated regression parameters, unlike Alasso residuals which depend only on the estimates of the \( p_0 \) non-zero components. Since it is needed to bound \( ||\tilde{s}_n^{* (1)} - \tilde{s}_n^{(1)}||_\infty \) for achieving valid edgeworth expansion, we will come up with an implicit bound on the dimension \( p \), which we do not want to impose. On the other hand, if the difference depends on Alasso residuals instead of OLS ones, then the implicit condition will be on \( p_0 \) and this is reasonable as \( p_0 \) can be much smaller than \( p \). Additionally, \( \tilde{\beta}_n^{* N} \) involves inversion
of the random matrix $C_n^*$ and hence it is computationally expensive. Thus if $C_n^*$ can be replaced by some fixed matrix, say $C_n$, then the bootstrap will be computationally advantageous.

However, if we implement the modification described in Section 3.2, then both the theoretical and computational shortcomings of the perturbation bootstrap method become resolved and the second-order correctness is achieved even in increasing dimension under some mild regularity conditions. Additionally, we also have the nice structure due to the modification, which enables us to employ existing computational algorithms, as pointed out in Proposition 3.2.1.

### 3.5.2 Higher Order Results

Define, $T_n = \sqrt{n}D_n(\hat{\beta}_n - \beta_n)$. Without loss of generality we have assumed that $A_n = \{j : \beta_{j,n} \neq 0\} = \{1, \ldots, p_0\}$. Hence, by Taylor’s expansion it is immediate from the form of Alasso estimator that $\Sigma_n = n^{-1} \sum_{i=1}^{n} (\xi_i^{(0)} + \eta_i^{(0)}) (\xi_i^{(0)} + \eta_i^{(0)})'$ or $\bar{\Sigma}_n = n^{-1} \sum_{i=1}^{n} \bar{\xi}_i^{(0)} \bar{\eta}_i^{(0)}$ can be considered as the asymptotic variance of $T_n / \sigma$ at sample size $n$. Here $\xi_i^{(0)} = D_n^{(1)} C_{11,n}^{-1} x_i^{(1)}$, $\eta_i^{(0)} = D_n^{(1)} C_{11,n}^{-1} \eta_i$. For each $i \in \{1, \ldots, n\}$, $\eta_i$ is a $p_0 \times 1$ vector with $j$th element $\frac{\lambda_n}{2n} \overline{x}_{i,j} |\beta_{j,n}|^{-1} \text{sgn}(\beta_{j,n})$ where $\overline{x}_i = C_n^{-1} x_i$ (when $p \leq n$) and $\text{sgn}(x) = -1, 0, 1$ according as $x < 0$, $x = 0$, $x > 0$, respectively, as defined earlier. The bias corresponding to $T_n$ is $b_n = -D_n^{(1)} C_{11,n}^{-1} s_{n}^{(1)} \frac{\lambda_n}{2\sqrt{n}}$, where $D_n^{(1)}$ and $C_{11,n}$ are as defined earlier and $s_{n}^{(1)}$ is a $p_0 \times 1$ vector with $j$th element $\text{sgn}(\beta_{j,n}) |\beta_{j,n}|^{-\gamma}$. Although $\Sigma_n$ is defined for all $p$, $\Sigma_n$ is only defined when $p \leq n$. Also $\Sigma_n$ is the asymptotic variance of $[T_n + b_n] / \sigma$.

Define the set $\hat{A}_n = \{j : \hat{\beta}_{j,n} \neq 0\}$ and $\hat{p}_{0,n} = |\hat{A}_n|$, supposing, without loss of
generality, that \( \hat{A}_n = \{1, \ldots, \hat{p}_{0,n}\} \). We then partition the matrix \( C_n = n^{-1} \sum_{i=1}^{n} x_i x_i' \) as

\[
C_n = \begin{bmatrix} \hat{C}_{11,n} & \hat{C}_{12,n} \\ \hat{C}_{21,n} & \hat{C}_{22,n} \end{bmatrix},
\]

where \( \hat{C}_{11,n} \) is of dimension \( \hat{p}_{0,n} \times \hat{p}_{0,n} \). Similarly, we define \( \hat{D}_n^{(1)} \) as the matrix containing the first \( \hat{p}_{0,n} \) columns of \( D_n \) and we define \( \hat{x}_i^{(1)} \) as the vector containing the first \( \hat{p}_{0,n} \) entries of \( x_i \). Hence, the bias-correction term \( \hat{b}_n \) corresponding to \( T_n \) can be defined as

\[
\hat{b}_n = \hat{D}_n^{(1)} \hat{C}_{11,n}^{-1} \hat{s}_n^{(1)} \frac{\lambda_n}{2\sqrt{n}},
\]

where \( \hat{s}_n^{(1)} \) is the \( \hat{p}_{0,n} \times 1 \) vector with \( j \)th entry equal to \( \text{sgn}(\hat{\beta}_{j,n})|\hat{\beta}_{j,n}|^{-\gamma}, j \in \hat{A}_n \).

Therefore, the studentized pivots can be constructed as

\[
R_n = \begin{cases} 
\sigma_n^{-1} \hat{\Sigma}_n^{-1/2} T_n & \text{for } p \leq n \\
\sigma_n^{-1} \hat{\Sigma}_n^{-1/2} T_n & \text{for } p > n
\end{cases}
\]

and

\[
\hat{R}_n = \sigma_n^{-1} \hat{\Sigma}_n^{-1/2} [T_n + \hat{b}_n],
\]

where the matrices \( \hat{\Sigma}_n \) and \( \hat{\Sigma}_n \) have the form

\[
\hat{\Sigma}_n = n^{-1} \sum_{i=1}^{n} (\hat{\xi}_i^{(0)} + \hat{\eta}_i^{(0)}) (\hat{\xi}_i^{(0)} + \hat{\eta}_i^{(0)})' \quad \text{and} \quad \hat{\Sigma}_n = n^{-1} \sum_{i=1}^{n} \hat{\xi}_i^{(0)} \hat{\xi}_i^{(0)}',
\]

and

\[
\sigma_n^2 = n^{-1} \sum_{i=1}^{n} \hat{e}_i^2 \quad \text{and} \quad \sigma_n^2 = n^{-1} \sum_{i=1}^{n} \hat{e}_i^2,
\]

where \( \hat{e}_i = y_i - x_i' \hat{\beta}_n, \hat{\xi}_i = y_i - \sum_{j \in \hat{A}_n} x_{ij} \hat{\beta}_{j,n}, \hat{\xi}_i^{(0)} = \hat{D}_n^{(1)} \hat{C}_{11,n}^{-1} \hat{x}_i^{(1)} \) and \( \hat{\eta}_i^{(0)} = \hat{D}_n^{(1)} \hat{C}_{11,n}^{-1} \hat{\eta}_i^{(0)} \), with

\[
\hat{\eta}_i = \left( \frac{\lambda_n}{2n} \hat{x}_{ij} \frac{\gamma}{|\hat{\beta}_{j,n}|^{-\gamma+1}} \text{sgn}(\hat{\beta}_{j,n}) \right)_{j \in \hat{A}_n}.
\]

We construct perturbation bootstrap versions \( R_n^* \) and \( \hat{R}_n^* \) of \( R_n \) and \( \hat{R}_n \) first by replacing \( T_n \) with \( T_n^* = \sqrt{n} D_n (\hat{\beta}_n^* - \hat{\beta}_n) \). We then replace \( \hat{\Sigma}_n \) and \( \hat{\Sigma}_n \) with \( \hat{\Sigma}_n \) and \( \hat{\Sigma}_n \), respectively, which we define by replacing \( \hat{\xi}_i^{(0)} \) with \( \hat{\xi}_i^{(0)} = \hat{\xi}_i^{(0)} \hat{e}_i \) and \( \hat{\eta}_i^{(0)} \) with
$\eta_i^{(0)} = \hat{\eta}_i^{(0)} \hat{e}_i$ in (3.5.2). We replace $\hat{b}_n$ with $\hat{b}_n = D_n^{s(1)} \hat{C}_{11,n}^{-1}s_n^{1(1)} \lambda_n / (2 \sqrt{n})$, where $\hat{s}_n^{1(1)}$ is the $|\hat{A}_n^*| \times 1$ vector with $j$th entry equal to $\text{sgn}(\hat{\beta}_{j,n}^{*})|\beta_{j,n}^{*}|^{-\gamma}$, $j \in \hat{A}_n^* = \{j : \hat{\beta}_{j,n}^{*} \neq 0\}$.

The matrix $\hat{C}_{11,n}^*$ is the $|\hat{A}_n^*| \times |\hat{A}_n^*|$ sub-matrix of $C_n$ with rows and columns in $\hat{A}_n^*$ and $\hat{D}_n^{s(1)}$ is the $q \times |\hat{A}_n^*|$ sub-matrix of $D_n$ with columns in $\hat{A}_n^*$. Lastly, we need

$$\sigma_n^{s2} = n^{-1} \mu_G^2 \sum_{i=1}^{n} \hat{\epsilon}_i^{s2} (G_i^* - \mu_G)^2 \quad \text{and} \quad \sigma_n^{s2} = n^{-1} \mu_G^2 \sum_{i=1}^{n} \tilde{\epsilon}_i^{s2} (G_i^* - \mu_G)^2,$$

where $\hat{\epsilon}_i^s = y_i - x_i' \hat{\beta}_n^*$, $\tilde{\epsilon}_i^s = y_i - \sum_{j \in \hat{A}_n^*} x_{ij} \tilde{\beta}_{j,n}^*$. With these we construct $R_n^*$ and $\tilde{R}_n^*$ as

$$R_n^* = \begin{cases} \hat{\sigma}_n^{s2} - \hat{\sigma}_n^* \hat{\Sigma}_n^{-1/2} T_n^* & \text{for } p \leq n \\ \hat{\sigma}_n^{s2} - \hat{\sigma}_n^* \hat{\Sigma}_n^{-1/2} T_n^* & \text{for } p > n \end{cases} \quad \text{and} \quad \tilde{R}_n^* = \hat{\sigma}_n^{s2} - \hat{\sigma}_n^* \hat{\Sigma}_n^{-1/2} [T_n^* + \hat{b}_n^*].$$

We are motivated to look at these studentized or pivot quantities by the fact that studentization improves the rate of convergence of bootstrap estimators in many settings [cf. Hall (1992)].

### 3.5.2.1 Results for $p \leq n$.

**Theorem 3.5.1** Let (A.1)–(A.6) hold with $r = 6$. Then

$$\sup_{B \in \mathcal{C}_q} \left| P_s(\mathbf{R}_n^* \in B) - P(\mathbf{R}_n \in B) \right| = o_p(n^{-1/2})$$

Theorem 3.5.1 shows that after proper studentization, the modified perturbation bootstrap approximation of the distribution of the Alasso estimator is second-order correct. The error rate reduces to $o_p(n^{-1/2})$ from $O(n^{-1/2})$, the best possible rate obtained by the oracle Normal approximation. This is a significant improvement from the perspective of inference. As a consequence, the precision of the percentile confidence intervals based on $\mathbf{R}_n^*$ will be greater than that of confidence intervals based on the oracle Normal approximation.
We point out that the error rate in Theorem 3.5.1 cannot be reduced to the optimal rate of $O_p(n^{-1})$, unlike in the fixed-dimension case. To achieve this optimal rate by our modified bootstrap method, we now consider a bias corrected pivot $\hat{R}_n$ and its modified perturbation bootstrap version $\hat{R}^*_n$. The following theorem states that it achieves the optimal rate.

**Theorem 3.5.2** Let (A.1)–(A.6) hold with $r = 8$. Then

$$\sup_{B \in \mathcal{C}_q} \left| P_* (\hat{R}^*_n \in B) - P(\hat{R}_n \in B) \right| = O_p(n^{-1})$$

Theorem 3.5.2 suggests that the modified perturbation bootstrap achieves notable improvement in the error rate over the oracle Normal approximation irrespective of the order of the bias term. Thus Theorem 3.5.2 establishes the perturbation bootstrap method as an effective method for approximating the distribution of the Alasso estimator when $p \leq n$.

**3.5.2.2 Results for $p > n$**

We now present results for the quality of perturbation bootstrap approximation when the dimension $p$ of the regression parameter can be much larger than the sample size $n$. We consider the initial estimator $\hat{B}_n$ to be some $\sqrt{n}$-consistent bridge estimator, for example Lasso or Ridge estimator, in defining the Alasso estimator by (3.1.2). The bootstrap version of Lasso or Ridge is defined by (3.2). Higher order results are presented separately for two cases based on growth of $p$ with sample size $n$. First we consider the case when $p$ can grow polynomially and then we move to the situation when $p$ can grow exponentially.
3.5.2.2.1 \( p \) grows polynomially.

**Theorem 3.5.3** Let (A.1)(i), (ii), (iii)' and (A.2)–(A.6) and (A.7) hold and \( p = O(n^{(r-3)/2}) \) for some positive integer \( r \geq 3 \). Now if \( b = 0 \) [cf. condition (A.3) in Section 3.3] and \( r \geq 8 \), then we have

\[
\sup_{B \in C_q} \left| \mathbf{P}_s (R_{n}^* \in B) - \mathbf{P}(R_n \in B) \right| = o_p(n^{-1/2})
\]

\[
\sup_{B \in C_q} \left| \mathbf{P}_s (\hat{R}_{n}^* \in B) - \mathbf{P}(\hat{R}_n \in B) \right| = o_p(n^{-1/2}).
\]

Theorem 3.5.3 states that our proposed modified perturbation bootstrap approximation is second-order correct, even when \( p \) grows polynomially with \( n \). The error rate obtained by our proposed method is significantly better than \( O(n^{-1/2}) \), which is the best-attainable rate of the oracle Normal approximation. When \( p \) can grow at a polynomial rate with \( n \), the validity of our method depends on the existence of some polynomial moment of the error distribution. To see why, note that it is essential to have

\[
P\left( \max_{1 \leq j \leq p} |\hat{W}_{j,n}| > K\sqrt{\log n} \right) = o(n^{-1/2}) \quad \text{and}
\]

\[
P_\ast\left( \max_{1 \leq j \leq p} |\hat{W}_{j,n}^*| > K\sqrt{\log n} \right) = o_p(n^{-1/2}) \quad (3.5.3)
\]

to obtain second order correctness, as presented in Theorem 3.5.3. Here \( K \) is a constant \( > 1 \), \( \hat{W}_{j,n} = n^{-1/2} \sum_{i=1}^{n} \epsilon_i x_{i,j} \) and \( \hat{W}_{j,n}^* = n^{-1/2} \sum_{i=1}^{n} \hat{\epsilon}_i x_{i,j}(G_i^* - \mu_{G^*}) \). In view of Lemma 3.6.1, the following bound is needed to conclude (3.5.3)

\[
p\left( \max_{1 \leq j \leq p} \left[ \sum_{i=1}^{n} |x_{i,j}|^{2r} \right] \right) \left( E|\epsilon_1|^{r} \right)^2 = o\left( n^{(r-1)/2} (\log n)^{r/2} \right)
\]
Clearly under the assumption \( \max \{ n^{-1} \sum_{i=1}^{n} |x_{ij}|^{2r} : 1 \leq j \leq p \} = O(1) [\text{cf. condition (A.1) (ii)}], we must have \( p = \alpha(n^{(r-3)/2}(\log n)^{r/2}) \) provided \( E|\epsilon_1|^r < \infty \). Therefore in view of condition (A.1) (ii), \( p \) can grow like \( (a_n, n^{l}.(\log n)^{l+3/2}) \) where \( a_n \to 0 \) as \( n \to \infty \), provided \( E|\epsilon_1|^{2l+3} < \infty \). This implies that \( p \) can grow polynomially with \( n \) under the assumption that some polynomial moment of the error distribution exists.

### 3.5.2.2.2 \( p \) grows exponentially.

When \( p \) grows exponentially with some fractional power of \( n \), existence of polynomial moment of some order of regression errors \( \epsilon_i \)'s [cf. condition (A.4) (i)] is not enough to achieve higher order accuracy. Indeed, we need to have some control over the moment generating function of the error variable. Following two important cases are considered in this setting.

**Errors are Sub-Gaussian:** Suppose error \( \epsilon_1 \) is sub-gaussian. This means that there exists \( d > 0 \) such that

\[
E[e^{\kappa \epsilon_1}] \leq e^{\kappa^2 d^2/2} \quad \text{for all } \kappa \in \mathcal{R}.
\]  

(3.5.4)

When the regression errors have sub-gaussian tails, we need to choose the perturbing quantities \( G_i^* \)'s effectively to have sub-gaussian tails, that is there exists \( d^* > 0 \) such that

\[
E_\delta[e^{\kappa(G_i^* - \mu_{G^*})}] \leq e^{\kappa^2 d^{*2}/2} \quad \text{for all } \kappa \in \mathcal{R}.
\]  

(3.5.5)

**Theorem 3.5.4** Let (A.1)(i), (ii), (iii)' and (A.2)–(A.6) and (A.7) hold with \( r = 8 \) and \( b = 0 \). Also assume that (3.5.4) & (3.5.5) hold and \( p = O\left(\exp\left(n^{(\delta_1 - \gamma \delta_2)}\right)\right) \) where \( \delta_1 \) and \( \delta_2 \) are defined in assumptions (A.6) and (A.7) in Section 3.3. Then the conclusions of Theorem 3.5.3 hold.
Errors are Sub-Exponential: Consider the regression errors to be sub-exponential, that is there exist positive parameters $d, h$ such that

$$E[e^{\kappa e_1}] \leq e^{\kappa^2 d^2/2} \text{ for all } |\kappa| < 1/h.$$  \hspace{1cm} (3.5.6)

Similar to sub-gaussian case, we need to choose the perturbing quantities $G_i^*$'s to be sub-exponential besides the errors being sub-exponential, that is there exist positive parameters $d^*, h^*$ such that

$$E_*[e^{\kappa(G_i^* - \mu_{G^*})}] \leq e^{\kappa^2 d'^2/2} \text{ for all } |\kappa| < 1/h^*.$$  \hspace{1cm} (3.5.7)

**Theorem 3.5.5** Let (A.1)(i), (ii), (iii)' and (A.2)–(A.5), (A.6)(i), (ii) and (A.7) hold with $r = 8$ and $b = 0$. Also assume that (3.5.6) and (3.5.7) hold.

(a) If $p = O \left( \exp \left( n^{(\delta_1 - \gamma \delta_2)} \right) \right)$ and $p_0 = O \left( n^{(1 - \delta_1 + \gamma \delta_2)/2} \right)$ are satisfied where $\delta_1$ and $\delta_2$ are defined in assumptions (A.6) and (A.7) in Section 3.3, then the conclusions of Theorem 3.5.3 hold.

(b) If $p = O \left( \exp \left( n^{(\delta_1 + \gamma \delta_2)} \right) \right)$, $n^{(-\delta_1 + \gamma \delta_2)} = o(p_0^2/n) \text{ and } p_0/\sqrt{n} = o((\log n)^{-3/2})$ are satisfied where $\delta_1$ and $\delta_2$ are defined in assumptions (A.6) and (A.7) in Section 3.3, then the conclusions of Theorem 3.5.3 hold.

Theorem 3.5.4 and 3.5.5 show that our perturbation bootstrap method remains valid as a second order correct method even when the dimension $p$ grows exponentially with some fractional power of $n$. Moreover, we can achieve exponential growth of $p$ in some situations when errors are sub-exponential, as stated in part (b) of Theorem 3.5.5. To obtain higher order results stated in Theorem 3.5.4 and Theorem 3.5.5, we need to
relax (3.5.3) a bit for \( j = p_0 + 1, \ldots, p \). It follows from the proofs and condition (A.6)(ii) that we can relax (3.5.3) for \( j = p_0 + 1, \ldots, p \), to the following

\[
P\left( \max_{p_0+1 \leq j \leq p} |\hat{W}_{j,n}| > K.n^{(d_1-\gamma d_2)}p_0 \right) = o(n^{-1/2}) \quad \text{and}
\]

\[
P_*\left( \max_{p_0+1 \leq j \leq p} |\hat{W}_{j,n}^*| > K.n^{(d_1-\gamma d_2)}p_0 \right) = o_p(n^{-1/2}),
\]

(3.5.8)

keeping higher order results valid. Now consider using Hoeffding’s inequality in sub-gaussian case and Bernstein’s inequality in sub-exponential case. As a result, the following two bounds are needed respectively in sub-gaussian and sub-exponential case to conclude (3.5.8)

\[
p \exp \left( - \frac{C_1.n^{1+2(\delta_1-\gamma \delta_2)}p_0^2}{2 \max_{1 \leq j \leq p} \left[ \sum_{i=1}^n \left( |x_{ij}|^2 + |x_{ij}|^4 \right) \right]} \right) = o\left(n^{-1/2}\right) \quad \text{and}
\]

\[
p \exp \left( - \frac{C_2.n^{1+2(\delta_1-\gamma \delta_2)}p_0^2}{2 \left( \max_{1 \leq j \leq p} \left[ \sum_{i=1}^n \left( |x_{ij}|^2 + |x_{ij}|^4 \right) \right] + C_3.n^{1/2+(d_1-\gamma d_2)}p_0 \right)} \right) = o\left(n^{-1/2}\right).
\]

\( C_1, C_2, C_3 \) are some positive constants. In view of the assumption \( \max \{n^{-1} \sum_{i=1}^n |x_{ij}|^{2r} : 1 \leq j \leq p \} = O(1) \) [cf. condition (A.1) (ii)], the first bound is implied by \( p = o\left( \exp\left( C.n^{2(d_1-\gamma d_2)}p_0^2 \right).n^{-1/2}\right) \), whereas \( p = o\left( \exp\left( \frac{C.n^{2(d_1-\gamma d_2)}p_0^2}{1 + p_0.n^{-1/2+(d_1-\gamma d_2)}} \right).n^{-1/2}\right) \) is required to obtain the second bound. Here \( C \) is some positive constant. These requirements on the growth of \( p \) are implying the growth conditions stated in Theorem 3.5.4 and Theorem 3.5.5.

**Remark 3.5.1** Note that the matrices \( \Sigma_n \) and \( \tilde{\Sigma}_n \) used in defining the bootstrap pivots do not depend on \( G_1^*, \ldots, G_n^* \). Hence it is not required to compute the negative square roots of these matrices for each Monte Carlo bootstrap iteration; these must only be computed once. This is a notable feature of our modified perturbation bootstrap method from the perspective of
computational complexity.

**Remark 3.5.2** When the dimension $p$ is increasing exponentially, then it is important to choose the distribution of $G_i^*$’s appropriately depending on whether the regression errors are sub-gaussian or sub-exponential. Note that if a random variable $W_1$ has distribution Beta($a_1, b_1$), then by Hoeffding’s inequality,

$$E\left[e^{\kappa(W_1 - EW_1)}\right] \leq e^{\kappa^2 / 8} \text{ for all } \kappa \in \mathcal{R}$$

and hence $W_1$ is sub-gaussian with parameter value $1/4$, for any choice of $(a_1, b_1)$. On the other hand, if $W_2$ has Gamma distribution with shape parameter $a_2$ and scale parameter $b_2$ then

$$\log E\left[e^{\kappa(W_2 - EW_2)}\right] = -a_2 b_2 \kappa - a_2 \log(1 - b_2 \kappa), \text{ for } |\kappa| < 1/b_2$$

$$\leq \frac{a_2 b_2^2 \kappa^2}{2(1 - b_2 \kappa)}, \text{ for } |\kappa| < 1/b_2$$

$$\leq a_2 b_2^2 \kappa^2, \text{ for } |\kappa| < 1/2b_2$$

where the first inequality follows from the fact that $-\log(1 - u) \leq u + \frac{u^2}{2(1 - u)}$ for $0 \leq u < 1$. Therefore $W_2$ is sub-exponential with parameters $(b_2 \sqrt{2a_2}, 2b_2)$ and hence $W_1 + W_2$ is also sub-exponential with parameters $(\sqrt{1/4 + 2a_2 b_2^2}, 2b_2)$ when $W_1$ and $W_2$ are independent. These observations imply that Beta($1/2, 3/2$) is an appropriate choice for the distribution of $G_i^*$’s when the errors are sub-gaussian and the distribution of $(M_1 + M_2)$ is an appropriate choice for the distribution of $G_i^*$’s when the errors are sub-exponential where $M_1$ and $M_2$ are independent and $M_1$ is a Gamma random variable with shape and scale parameters 0.008652 and 2 respectively and $M_2$ is a Beta random variable with both the parameters 0.036490.
3.6 Proofs

First we define some additional notations and recall some notations that are defined earlier. Define. \( \bar{W}_n = n^{-1/2} \sum_{i=1}^n e_i x_i \) and \( \bar{W}_{n}^* = n^{-1/2} \sum_{i=1}^n \hat{e}_i x_i (G_i^* - \mu_{G^*}) \).

Write \( \bar{W}_n = \bar{W}_{n}, \bar{W}_n^{(0)} = \bar{W}_{n}^* \), \( p^{(0)} = p, p^{(1)} = p_0 \), and \( p^{(2)} = p - p_0 \). Define, \( \tilde{b}_n = \sigma^{-1} \Sigma_n^{-1/2} b_n \) when \( p \leq n \) and \( \tilde{b}_n = \sigma^{-1} \Sigma_n^{-1/2} b_n \) when \( p > n \). Recall that \( b_n = D_n^{(1)} C_{11,n} s_n^{(1)} \frac{\lambda_n}{2\sqrt{n}} \), where \( D_n^{(1)} \) and \( C_{11,n} \) are as defined earlier and \( s_n^{(1)} \) is a \( p_0 \times 1 \) vector with \( j \)-th element \( \text{sgn}(\beta_{j,n})|\beta_{j,n}|^{-\gamma} \). Note that under the conditions (A.2)(i), (A.3), and (A.6)(i), \( ||\Sigma|| = O(1), ||\Sigma_n|| = O(1), ||D_n^{(1)} C_{11,n}^{1/2}|| = O(1) \) and \( ||s_n^{(1)}|| \leq K \sqrt{n} b_{\gamma} \). Hence, \( ||\tilde{b}_n|| = O(n^{-\gamma}) \). Define \( \xi_{i}^{(0)} = \Sigma_n^{-1/2} s_i^{(0)} \) and \( \hat{\eta}_i = \Sigma_n^{-1/2} \hat{s}_i^{(0)} \) or \( \hat{\xi}_i = \Sigma_n^{-1/2} \xi_i^{(0)} \) and \( \hat{\eta}_i = \Sigma_n^{-1/2} \hat{s}_i^{(0)} \), \( i = 1, \ldots, n \), according as \( p \leq n \) or \( p > n \). Here \( \tilde{\xi}_n, \tilde{\xi}_n, \hat{\xi}_i^{(0)} \) and \( \hat{\eta}_i^{(0)} \) are as defined in Section 3.5. Also define \( \tilde{b}_n = \tilde{\Sigma}_n^{-1/2} D_n^{(1)} C_{11,n}^{1/2} \hat{s}_n^{(1)} \frac{\lambda_n}{2\sqrt{n}} \) when \( p \leq n \) and \( \tilde{b}_n = \tilde{\Sigma}_n^{-1/2} D_n^{(1)} C_{11,n}^{1/2} \hat{s}_n^{(1)} \frac{\lambda_n}{2\sqrt{n}} \) when \( p > n \), where \( \hat{s}_n^{(1)} = (\hat{s}_{1,n}, \ldots, \hat{s}_{p_0,n})' \) and \( \hat{s}_j,n = \text{sgn}(\hat{\beta}_{j,n})|\hat{\beta}_{j,n}|^{-\gamma} \).

We denote by \( ||\cdot|| \) and \( ||\cdot||_{\infty} \), respectively, the \( L^2 \) and \( L^\infty \) norm. For a non-negative integer-valued vector \( \alpha = (\alpha_1, \alpha_2, \ldots, \alpha_l)' \) and a function \( f = (f_1, f_2, \ldots, f_l) : \mathcal{R}^l \rightarrow \mathcal{R}^l, l \geq 1 \), write \( |\alpha| = \alpha_1 + \ldots + \alpha_l, \alpha! = \alpha_1! \ldots \alpha_l! \), \( f^\alpha = (f_1^{\alpha_1}) \ldots (f_l^{\alpha_l}) \), and \( D^\alpha f_1 = D_1^{\alpha_1} \ldots D_l^{\alpha_l} f_1 \), where \( D_j f_1 \) denotes the partial derivative of \( f_1 \) with respect to the \( j \)-th component of the argument, \( 1 \leq j \leq l \). For \( t = (t_1, \ldots, t_l)' \in \mathcal{R}^l \) and \( \alpha \) as above, define \( t^\alpha = t_1^{\alpha_1} \ldots t_l^{\alpha_l} \). Let \( \Phi_V \) denote the multivariate Normal distribution with mean 0 and dispersion matrix \( V \) having \( j \)-th row \( V_j \), and let \( \phi_V \) denote the density of \( \Phi_V \). We write \( \Phi_V = \Phi \) and \( \phi_V = \phi \) when \( V \) is the identity matrix. Define for any set \( B \subseteq \mathcal{R}^p \) and any \( b \in \mathcal{R}^p, B + b = \{ a + b : a \in B \} \).

Define, \( A_{1n} = \{ ||\bar{W}_n^{(1)}||_{\infty} \leq K \sqrt{\log n} \} \cap \{ ||\bar{W}_n^{(2)}||_{\infty} \leq K \sqrt{\log n} \} \cap \{ ||\sqrt{n}(\tilde{\beta} -}
\( \beta ||_{\infty} \leq K \sqrt{\log n} \) for \( p \leq n \) and \( A_1 = \left\{ ||\tilde{W}_n^{(1)}||_{\infty} \leq K \sqrt{\log n} \right\} \cap \left\{ ||\tilde{W}_n^{(2)}||_{\infty} \leq K \sqrt{\log n} \right\} \cap \left\{ ||\sqrt{n}(\tilde{b} - \beta)||_{\infty} \leq Cn^{2/3} \right\} \) for \( p > n \). We have assumed \( A_n = \{1, \ldots, p_0\} \). \( \tilde{W}_n^{(1)} \) and \( \tilde{W}_n^{(2)} \) are respectively first \( p_0 \) and last \( (p - p_0) \) components of \( \tilde{W}_n \).

Note that, \( \tilde{b}_n = O_p(n^{-\delta_1}) \), by Lemma 3.6.4 and 3.6.5, described below. Suppose, \( r_1 = \min\{a \in N : ||\tilde{b}_n||^{a+1} = o_p(n^{-1/2})\} \), \( N \) being the set of natural numbers. Define the conditional Lebesgue density of two-term Edgeworth expansion of \( R_n^* \) as

\[
\tilde{\xi}_n^*(x) = \phi(x) \left[ 1 + \sum_{k=1}^{r_1} \frac{1}{k!} \sum_{|\alpha|=k} \tilde{b}_n^\alpha H_\alpha(x) + \frac{1}{\sqrt{n}} \left( \sum_{|\alpha|=3} t^\alpha \tilde{\xi}_n^{(1)}(\alpha) H_\alpha(x) 
- \frac{1}{2\sigma_n^2} \sum_{|\alpha|=1} t^\alpha \tilde{\xi}_n^{(3)}(\alpha) H_\alpha(x) + \sum_{|\alpha|=1} \sum_{|\zeta|=2} t^\alpha \tilde{\xi}_n^{(3)}(\alpha) \tilde{\xi}_n^{(1)}(\zeta) H_\alpha(x) \zeta(x) \right) \right],
\]

where \( x \in R^d, \tilde{\xi}_n^{(j)}(\alpha) = n^{-1} \sum_{i=1}^n \left( \tilde{\xi}_i^{(0)} \tilde{e}_i^j \right)^\alpha, j = 0, 1, \ldots \) and \( H_\alpha(x) = (-D)^\alpha \phi(x) \),

where \( \phi(\cdot) \) is the standard normal density on \( R^d \).

**Lemma 3.6.1** Suppose \( Y_1, \ldots, Y_n \) are zero mean independent r.v.s and \( E(|Y_i|^l) < \infty \) for \( i = 1, \ldots, n \) and \( i = 1, \ldots, n \) \( E(|Y_i|^l) = \sigma_l ; S_n = \sum_{i=1}^n Y_i \). Then, for any \( t \geq 2 \) and \( x > 0 \)

\[
P[|S_n| > x] \leq C[\sigma_l x^{-t} + \exp(-x^2/\sigma_2)]
\]

**Proof of Lemma 3.6.1.** This inequality was proved in Fuk and Nagaev (1971).

**Lemma 3.6.2** Under assumptions (A.1), (A.3), (A.4)(i) and (A.5)(i), (ii) with \( r = 3 \),

(i) \( P_*(||\tilde{W}_n^{(1)}|| > K\sqrt{p_0 \log n}) = O_p(p_0 n^{-(r-2)/2}) \).

(ii) \( P_*(||\tilde{W}_n^{(l)}||_{\infty} > K\sqrt{\log n}) = O_p(p^{l-1} n^{-(r-2)/2}) \), for \( l = 0, 1, 2 \).
(iii) $P_*(||\sqrt{n}(\hat{\beta}_n - \hat{\beta}_n)||_\infty > K\sqrt{\log n}) = O_p(p.n^{-(r-2)/2})$, when $p \leq n$.

Proof of Lemma 3.6.2. This lemma follows through the same line of Lemma 8.1 of Chatterjee and Lahiri (2013) and employing Lemma 3.6.1, stated above.

Lemma 3.6.3 Suppose $p$ is fixed. Then under condition (A.1)(ii) and (A.4)(i) with $r=2$, $P_*(||\hat{\beta}_{n}^N - \hat{\beta}_n|| = o(n^{-1/2}(\log n)^{1/2})) \geq 1 - o_p(n^{-1/2})$

Proof of Lemma 3.6.3. This lemma is proved in Proposition 1.4.1.

Lemma 3.6.4 Suppose assumptions (A.1)-(A.3), (A.4)(i), (A.5)(i), (ii) and (A.6) hold with $r=4$. Then $||\hat{\beta}_n - \beta_n||_\infty = O_p(n^{-1/2})$ and on the set $A_{1nr}$, $||\hat{\beta}_n^* - \hat{\beta}_n||_\infty = O_p(n^{-1/2})$

Proof of Lemma 3.6.4. This lemma follows from Markov inequality and using the condition $\{n^{-1}\sum_{i=1}^{n} ||(C_{11,n}^{-1})_{,j}x_i^{(1)}|^{2r} : 1 \leq j \leq p_0\} = O(1)$ [stated in assumption (A.1)(ii)], after observing the form of the Alasso estimator obtained in (8.5) of Theorem 8.2 (a) of Chatterjee and Lahiri (2013) and the solution $\hat{u}_n^*$ of the equation 3.6.2 obtained in the proof of part (a) of Lemma 3.6.6.

Lemma 3.6.5 Under the assumptions (A.1)-(A.3), (A.4)(i) and (A.6)(i) and (iii) with $r=6$, we have $||\hat{\Sigma}_n - \Sigma_n|| = o_p(n^{-(1+\delta_1)/2})$, $||\hat{\Sigma}_n - \Sigma_n|| = o_p(n^{-1})$ $||\hat{\Sigma}_n - \sigma^2 \Sigma_n||, ||\hat{\Sigma}_n - \sigma^2 \Sigma_n|| = O_p(n^{-1/2})$, where $\delta_1$ is as defined in assumption (A.6).
Proof of Lemma 3.6.5. First we show that $||\hat{\Sigma}_n - \Sigma_n|| = o_p(n^{-(1+\delta_1)/2})$. Note that by Lemma 3.6.4, for $n \geq n_0$ (for some $n_0$),

$$\hat{\Sigma}_n - \Sigma_n = n^{-1} \sum_{i=1}^{n} (\hat{\eta}_i^{(0)} - \eta_i^{(0)}) (\xi_i^{(0)} + \eta_i^{(0)})' + n^{-1} \sum_{i=1}^{n} (\hat{\xi}_i^{(0)} + \hat{\eta}_i^{(0)})' (\hat{\eta}_i^{(0)} - \eta_i^{(0)})'$$

where on the set on the set $A_{1n}$ we have

$$\sum_{i=1}^{n} ||\hat{\eta}_i^{(0)} - \eta_i^{(0)}||^2 \leq K^2(\gamma)||D_n^{(1)} C_{11,n}^{-1}||^2 \frac{\lambda_n^2}{n^2} \left( \max_{1 \leq i \leq p} n \sum_{i=1}^{n} |\tilde{x}_{i,j}|^2 \right) ||\hat{\beta}_n^{(1)} - \beta_n^{(1)}||^2 n^{2(\gamma+2)}$$

$$\leq K(\gamma, \delta_1) n^{-(1+2\delta_1)}$$

and

$$n^{-1} \sum_{i=1}^{n} ||\tilde{\xi}_i^{(0)}||^2 + n^{-1} \sum_{i=1}^{n} ||\hat{\eta}_i^{(0)}||^2 + n^{-1} \sum_{i=1}^{n} ||\hat{\eta}_i^{(0)}||^2$$

$$\leq tr(D_n^{(1)} C_{11,n}^{-1} D_n^{(1)}) + K||D_n^{(1)} C_{11,n}||^2 \frac{\lambda_n^2}{n^2} \left( \max_{1 \leq i \leq p} n^{-1} \sum_{i=1}^{n} |\tilde{x}_{i,j}|^2 \right) ||p_0 n^{2(\gamma+1)}$$

$$= O(1),$$

since $||C_{11,n}^{-1/2}||^2 \leq K \min\{p_0, n^a\}$ and $||D_n^{(1)} C_{11,n}^{-1/2}||^2 \leq q ||D_n^{(1)} C_{11,n}^{-1} D_n^{(1)}||$. Therefore, by the Cauchy-Schwarz inequality, we have $||\hat{\Sigma}_n - \Sigma_n|| = o_p(n^{-(1+\delta_1)/2})$. It follows directly from Lemma 3.6.4 that $\hat{\Sigma}_n = \Sigma_n$ for sufficiently large $n$. Hence $||\hat{\Sigma}_n - \Sigma_n|| = o_p(n^{-1})$.

Now to prove the second part, note that for $n \geq n_1$ (for some $n_1$),

$$\Sigma_n - \sigma^2 \Sigma_n = n^{-1} \sum_{i=1}^{n} \tilde{\xi}_i^{(0)} (\tilde{\xi}_i^{(0)'} (\hat{\xi}_i^{(2)} - \sigma^2))$$
\[
\Sigma_n - \sigma^2 \sum_{n} = n^{-1} \sum_{i=1}^{n} \xi_i^{(0)} \xi_i^{(0)'} (\hat{\epsilon}_i^2 - \sigma^2) + n^{-1} \sum_{i=1}^{n} (\hat{\eta}_i^{(0)} - \eta_i^{(0)}) \xi_i^{(0)'} \hat{\epsilon}_i^2
\]

\[
+ n^{-1} \sum_{i=1}^{n} \eta_i^{(0)} \xi_i^{(0)'} (\hat{\epsilon}_i^2 - \sigma^2) + n^{-1} \sum_{i=1}^{n} \xi_i^{(0)} (\hat{\eta}_i^{(0)} - \eta_i^{(0)})' \hat{\epsilon}_i^2
\]

\[
+ n^{-1} \sum_{i=1}^{n} \eta_i^{(0)} \eta_i^{(0)'} (\hat{\epsilon}_i^2 - \sigma^2) + n^{-1} \sum_{i=1}^{n} \eta_i^{(0)} (\hat{\eta}_i^{(0)} - \eta_i^{(0)})' \hat{\epsilon}_i^2
\]

\[
+ n^{-1} \sum_{i=1}^{n} (\hat{\eta}_i^{(0)} - \eta_i^{(0)}) \eta_i^{(0)'} \hat{\epsilon}_i^2 + n^{-1} \sum_{i=1}^{n} \eta_i^{(0)} \eta_i^{(0)'} (\hat{\epsilon}_i^2 - \sigma^2).
\]

Now we need to find the order of the term \(||n^{-1} \sum_{i=1}^{n} \xi_i^{(0)} \xi_i^{(0)'} (\hat{\epsilon}_i^2 - \sigma^2)|||| to find the order of \(|\Sigma_n - \sigma^2 \sum_{n}||, since other terms can be shown to be of smaller order by using Hölder’s inequality. Note that by Lemma 3.6.1, (A.1)(ii),

\[
P\left(\left\{ || \sum_{i=1}^{n} \xi_i^{(0)} \xi_i^{(0)'} (\hat{\epsilon}_i^2 - \sigma^2) || > K.n^{1/2} \right\}\right) \rightarrow 0 \text{ as } K \rightarrow \infty
\]

and due to Lemma 3.6.4, (A.1)(ii) and (A.2)(i) and (ii),

\[
P\left(\left\{ || \sum_{i=1}^{n} \xi_i^{(0)} \xi_i^{(0)'} (\hat{\epsilon}_i^2 - \epsilon_i^2) || > K.n^{1/2} \right\}\right) \rightarrow 0 \text{ as } K \rightarrow \infty
\]

Hence, the second part of Lemma 3.6.5 follows.

**Lemma 3.6.6** Let \( p \leq n \) and suppose that (A.1)–(A.6) hold with \( r = 6 \). Then on a set \( A_{2n} \) with \( P(\varepsilon \in A_{2n}) \rightarrow 1 \), when \( \varepsilon \in A_{2n} \), we have

(a) if \( p \leq n \), then

\[
\sup_{B \in \mathcal{C}_q} \left| P_*(R_n^* \in B) - \int_B \xi_n^*(x)dx \right| = o(n^{-1/2}),
\]

(b) if \( p > n \), \( b = 0 \) and additionally conditions (A.7) and (A.1)(iii)’ (in place of (A.1)(iii))
hold, then
\[
\sup_{B \in C_q} |P_*(R_n^* \in B) - \int_B \xi_n(x)dx| = o(n^{-1/2}).
\]

Proof of Lemma 3.6.6. The modified perturbation bootstrap Alasso estimator is given by
\[
\hat{\beta}_n^* = \arg \min_{t^*} \left[ \sum_{i=1}^n (y_i - x_i^t t^*)^2 (G_i^* - \mu_{G^*}) + \sum_{i=1}^n [x_i^t (t^* - \hat{\beta}_n)]^2 (2\mu_{G^*} - G_i^*) + \mu_{G^*} \lambda_n \sum_{j=1}^p |\tilde{\beta}_{j,n}^*|^{-\gamma} |t_{j,n}^*| \right].
\]

Now, writing \( \hat{u}_n^* = \sqrt{n} (\hat{\beta}_n^* - \hat{\beta}_n) \), we have
\[
\hat{u}_n^* = \arg \min_{v^*} \left[ v^* C_n v^* - 2v^* \mu_{G^*}^{-1} \tilde{W}_n^* + \lambda_n \sum_{j=1}^p |\tilde{\beta}_{j,n}^*|^{-\gamma} \left( |\tilde{\beta}_{j,n}^* + v_{j,n}^*| - |\hat{\beta}_{j,n}^*| \right) \right] = \arg \min_{v^*} Z_n(v^*) \quad (say). \tag{3.6.1}
\]

Note that \( Z_n(v^*) \) is convex in \( v^* \). Hence, the KKT condition is necessary and sufficient. The KKT condition corresponding to (3.6.1) is given by
\[
2C_n v^* - 2\mu_{G^*}^{-1} \tilde{W}_n^* + \frac{\lambda_n}{\sqrt{n}} \tilde{\Gamma}_n \hat{I}_n = 0 \tag{3.6.2}
\]
for some \( \hat{l}_{j,n} \in [-1, 1] \) for all \( j \in \{1, \ldots, p\} \), where \( \hat{I}_n = (\hat{l}_{1n}, \ldots, \hat{l}_{pn})' \) and \( \tilde{\Gamma}_n = \text{diag}(|\tilde{\beta}_{1n}^*|^{-\gamma}, \ldots, |\tilde{\beta}_{pn}^*|^{-\gamma}) \). It is easy to show that on the set \( A_{1n} \), \( (\hat{u}_n^{(1)}(1)', 0)' \), where \( \hat{u}_n^{(1)} = C_{11,n}^{-1} \left[ \mu_{G^*}^{-1} \tilde{W}_n^{(1)} - \frac{\lambda_n}{2\sqrt{n}} \tilde{s}_n^{(1)} \right] \) is the unique solution of (3.6.2) and hence \( \hat{u}_n^* = (\hat{u}_n^{(1)}(1)', 0)' \), is the unique solution of the minimization problem (3.6.1), where \( \tilde{s}_n^{(1)} = (\tilde{s}_{1n}^{(1)}, \ldots, \tilde{s}_{pn}^{(1)}) \) and \( \tilde{s}_{j,n}^* = \text{sgn}(\hat{\beta}_{j,n}) |\hat{\beta}_{j,n}^*|^{-\gamma} \).
To prove part (a) note that
\[
\hat{\sigma}_n^{-1} \hat{R}_n = \hat{\Sigma}_n^{-1/2} \hat{T}_n
\]
(3.6.3)

\[
= \hat{\Sigma}_n^{-1/2} D_n^{(1)} \hat{u}_n^{(1)}
\]

\[
= \hat{\Sigma}_n^{-1/2} D_n^{(1)} C_{11,n}^{-1} \left[ \mu_{G^*}^{-1} \hat{W}_n^{(1)} - \frac{\lambda_n}{2\sqrt{n}} \hat{s}_n^{(1)} \right]
\]

\[
= \mu_{G^*}^{-1} n^{-1/2} \sum_{i=1}^n (\hat{\xi}_i(0) + \hat{\eta}_i(0)) \hat{\epsilon}_i(G_i^* - \mu_{G^*}) - \tilde{b}_n + Q_{1n}^*
\]

\[
= T_{1n}^* - \tilde{b}_n + Q_{1n}^* \quad \text{(say)}
\]
(3.6.4)

Again note that

\[
\mu_{G^*}^2 \left[ \hat{\sigma}_n^2 - \hat{\sigma}_n^2 \right]
\]

\[
=n^{-1} \sum_{i=1}^n \hat{\epsilon}_i^2 (G_i^* - \mu_{G^*})^2 - n^{-1} \sum_{i=1}^n \hat{\epsilon}_i^2 \sigma_{G^*}^2
\]

\[
=n^{-1} \sum_{i=1}^n \hat{\epsilon}_i^2 \left[ (G_i^* - \mu_{G^*})^2 - \sigma_{G^*}^2 \right] + 2n^{-1} \sum_{i=1}^n (\hat{\epsilon}_i^* - \hat{\epsilon}_i) \hat{\epsilon}_i \left[ (G_i^* - \mu_{G^*})^2 - \sigma_{G^*}^2 \right]
\]

\[
+ 2n^{-1} \sum_{i=1}^n (\hat{\epsilon}_i^* - \hat{\epsilon}_i) \hat{\epsilon}_i \sigma_{G^*}^2 + n^{-1} \sum_{i=1}^n (\hat{\epsilon}_i^* - \hat{\epsilon}_i)^2 (G_i^* - \mu_{G^*})^2,
\]
(3.6.5)

where under condition (A.1), (A.5)(i) and (A.6)(iii) we have that the order of the last three terms in the expression of \(\mu_{G^*}^2 \left[ \hat{\sigma}_n^2 - \hat{\sigma}_n^2 \right]\) is \(o_{p_0}(n^{-1/2} (\log n)^{-1/2})\) on the set \(A_{1n}\), whereas

\[
P_*(n^{-1} \sum_{i=1}^n \hat{\epsilon}_i^2 (G_i^* - \mu_{G^*})^2 - \sigma_{G^*}^2) > Kn^{-1/2} (\log n)^{1/2} = O(p_0 n^{-(r-2)/2}),
\]

by Lemma 3.6.1.
Therefore, considering Taylor’s expansion of $\hat{\sigma}_{n}^{* -1}$ around $\hat{\sigma}_{n}^{-1}$, we have

$$R_{n}^{*} = T_{1n}^{*} - \hat{b}_{n} - (2\hat{\sigma}_{n}^{2})^{-1} \mu_{G}^{*} Z_{1n}^{*} \Sigma_{n}^{-1/2} D_{n}^{(1)} C_{11,n}^{-1} \hat{W}_{n}^{*} + Q_{2n}^{*}$$

where $Z_{1n}^{*} = n^{-1} \sum_{i=1}^{n} \epsilon_{i}^{2} \left[ (G_{i}^{*} - \mu_{G}^{*})^{2} - \sigma_{G}^{2} \right]$ and on the set $A_{1n}$ we have $||Q_{2n}^{*}|| = o_{p}(n^{-1/2})$.

The first three cumulants of $t'R_{1n}^{*}$ are given by

$$\begin{align*}
\kappa_{1}(t'R_{1n}^{*}) &= -\frac{1}{\sqrt{n}} \frac{1}{2\hat{\sigma}_{n}^{2}} \sum_{|\alpha|=1} t^{\alpha} \bar{\xi}_{n}^{* (3)}(\alpha) + o_{p}(n^{1/2}) \\
\kappa_{2}(t'R_{1n}^{*}) &= \text{Var}_{*}(t'R_{1n}^{*}) = t't + o_{p}(n^{-1/2}) \\
\kappa_{3}(t'R_{1n}^{*}) &= \mathbb{E}_{*}(t'R_{1n}^{*})^{3} - 3\mathbb{E}_{*}(t'R_{1n}^{*})^{2} \mathbb{E}_{*}(t'R_{1n}^{*}) + 2 \left[ \mathbb{E}_{*}(t'R_{1n}^{*}) \right]^{3} \\
&= \frac{1}{\sqrt{n}} \left[ \sum_{|\alpha|=3} t^{\alpha} \bar{\xi}_{n}^{* (1)}(\alpha) - \frac{3}{\hat{\sigma}_{n}^{2}} \sum_{|\alpha|=1} \sum_{|\zeta|=2} t^{\alpha+\zeta} \bar{\xi}_{n}^{* (3)}(\alpha) \bar{\xi}_{n}^{* (1)}(\zeta) \right] + o_{p}(n^{-1/2}).
\end{align*}$$

Now, using the quadratic form technique of Das and Lahiri (2016), we have on the set $A_{1n}$

$$\sup_{B \in \mathcal{C}_{q}} \left| P_{*}(R_{1n}^{*} \in B) - \int_{B} \bar{\xi}_{1n}^{*}(x)dx \right| = o(n^{-1/2}),$$

where

$$\bar{\xi}_{1n}^{*}(x) = \phi(x) \left[ 1 + \frac{1}{\sqrt{n}} \left[ \frac{1}{6} \sum_{|\alpha|=3} t^{\alpha} \bar{\xi}_{n}^{* (1)}(\alpha) H_{\alpha}(x) \right. \\
\left. - \frac{1}{2\hat{\sigma}_{n}^{2}} \left\{ \sum_{|\alpha|=1} t^{\alpha} \bar{\xi}_{n}^{* (3)}(\alpha) H_{\alpha}(x) + \sum_{|\alpha|=1} \sum_{|\zeta|=2} t^{\alpha+\zeta} \bar{\xi}_{n}^{* (3)}(\alpha) \bar{\xi}_{n}^{* (1)}(\zeta) H_{\alpha+\zeta}(x) \right\} \right].$$

Now, Lemma 3.6.6 part (a) follows by Corollary 2.6 of Bhattacharya and Rao (1986).
and noting that \( \{B + b : B \in C_q \} = C_q \) and that

\[
\mathbb{P}(R_n^* \in B) = \mathbb{P}(R_n^* \in B + \hat{b}_n) + o(n^{-1/2})
\]

\[
= \int_{B + \hat{b}_n} \xi_n^*(x) \, dx + o(n^{-1/2})
\]

\[
= \int_{B} \xi_n^*(x + \hat{b}_n) \, dx + o(n^{-1/2})
\]

\[
= \int_{B} \xi_n^*(x) \, dx + o(n^{-1/2}).
\]

Now for part (b) note that for \( n \geq n_0 \), on the set \( A_{1n} \) we have

\[
\hat{\sigma}_n^* \hat{\sigma}_n^{-1} \mathbf{R}_n^* = \hat{\Sigma}_n^{-1/2} \mathbf{T}_n^*
\]

\[
= \hat{\Sigma}_n^{-1/2} D_n^{(1)} \hat{\mathbf{u}}_n^{*(1)}
\]

\[
= \hat{\Sigma}_n^{-1/2} D_n^{(1)} C_{11,n}^{-1} \left[ \mathbf{W}_n^{*(1)} - \frac{\lambda_n}{2\sqrt{n}} \hat{s}_n^{*(1)} \right]
\]

\[
= \mu_G^* \hat{\Sigma}_n^{-1/2} D_n^{(1)} C_{11,n}^{-1} \hat{\mathbf{W}}_n^{*(1)} - \hat{b}_n + Q_{3n}^* \quad \text{(say)}
\]

\[
= \mu_G^* \hat{\Sigma}_n^{-1/2} \sum_{i=1}^{n} \hat{\xi}_i^{(0)} \mathbf{e}_i (G_i^* - \mu_{G^*}) - \hat{b}_n + Q_{3n}^* \quad \text{(3.6.7)}
\]

\[
= \mathbf{T}_{2n}^* - \hat{b}_n + Q_{3n}^* \quad \text{(say)} \quad \text{(3.6.8)}
\]

where \( Q_{3n}^* = \hat{\Sigma}_n^{-1/2} D_n^{(1)} C_{11,n}^{-1} \Delta_n^{*(1)} + Q_{1n}^* \), where \( \Delta_n^{*(1)} \) is a \( p_0 \times 1 \) vector with \( j \)th component \( \lambda_n n^{-1/2} (\hat{\beta}_{j,n} - \hat{\beta}_{j,n}) \gamma_{j,n} \hat{s}_{j,n} |\hat{\beta}_{j,n}|^{-1} \) and \( Q_{1n}^* \) is as defined in part (a).

Now since \( b = 0 \), by (A.1)(iii), (A.2)(i), (A.3), Lemma 3.6.4 and the fact that \( \|Q_{1n}^*\| = o_p(n^{-1/2}) \), one can show that on the set \( A_{1n} \),

\[
\mathbb{P}_*(\|Q_{3n}^*\| > K(p_0 \lambda_n n^{-1/2} + o(n^{-1/2}))) = o(n^{-1/2}).
\]
Now since by \((A.6)(i)\), \(p_0 \lambda n^{-1+\delta_2} = o(n^{-1/2})\), similarly to (3.6.6), we have

\[
R_n^* = T_n^* - \hat{b}_n - (2\hat{\sigma}_n^{-1} - 1) \mu_{G^*}^{-1} Z_n^{-1/2} D_n^{-1} C_{11,n}^{-1} \hat{W}_n^* + Q_n^*
\]

\[
= R_n^* - \hat{b}_n + Q_n^* \quad \text{(say)} \quad (3.6.9)
\]

where on the set \(A_1n\) we have \(||Q_n^*|| = o_p(n^{-1/2})\). Therefore, two-term Edgeworth expansions of \(R_n^*\) and \(R_n^* - \hat{b}_n\) coincide on the set \(A_1n\), by Corollary 2.6 of Bhattachary and Rao (1986). Rest of part (b) of Lemma 3.6.6 follows analogously to part (a).

**Proof of Proposition 3.2.1.** Note that for any \(t \in \mathcal{R}^p\) and for each \(i \in \{1, \ldots, n\}\),

\[
y_i - x_i't = \hat{e}_i + x_i' (\hat{\beta}_n - t),
\]

and hence

\[
\sum_{i=1}^n (y_i - x_i't)^2 (G_i^* - \mu_{G^*}) = \sum_{i=1}^n \left[ x_i' (\hat{\beta}_n - t) \right]^2 (G_i^* - \mu_{G^*})
\]

\[
- 2 (t - \hat{\beta}_n)' \hat{W}_n^* + \sum_{i=1}^n \hat{e}_i^2 (G_i^* - \mu_{G^*})^2.
\]

Therefore,

\[
\arg \min_t L_1(t) = \arg \min_t \left[ \sum_{i=1}^n \left[ x_i' (\hat{\beta}_n - t) \right]^2 - 2 \mu_{G^*}^{-1} (t - \hat{\beta}_n)' \hat{W}_n^* + c \lambda n \sum_{j=1}^p c_j |t_j| \right].
\]

Again, since \(z_i = x_i' \hat{\beta}_n + \hat{e}_i \mu_{G^*}^{-1} (G_i^* - \mu_{G^*})\), we have

\[
\sum_{i=1}^n (z_i - x_i't)^2 = \sum_{i=1}^n \left[ x_i' (\hat{\beta}_n - t) \right]^2 - 2 \mu_{G^*}^{-1} (t - \hat{\beta}_n)' \hat{W}_n^* + \mu_{G^*}^{-2} \sum_{i=1}^n \left[ \hat{e}_i (G_i^* - \mu_{G^*}) \right]^2.
\]

Therefore, Proposition 3.2.1 follows.

**Proof of Theorem 3.4.1.** The KKT condition (3.4.3) corresponding to the Alasso criterion function, defined in MTC(11), can be rewritten through the vector \(w^* = \)
we can conclude that
\[ (w_n^{(1)}', w_n^{(2)}')' \] as

\[ 2C_{11,n}^* w_n^{(1)} + 2C_{12,n}^* w_n^{(2)} - 2W_n^* (1) + \frac{\lambda_n^*}{\sqrt{n}} \Gamma_n^* l_n^{(1)} = 0 \] (3.6.10)

and for each \( j \in \{p_0 + 1, \ldots, p\} \)

\[-\frac{\lambda_n^*}{2\sqrt{n}} |\tilde{\beta}_{j,n}|^{-\gamma} \leq \left( (C_{21,n}^*) j, w_n^{(1)} + (C_{22,n}^*) j, w_n^{(2)} - W_j^* n \right) \leq \frac{\lambda_n^*}{2\sqrt{n}} |\tilde{\beta}_{j,n}|^{-\gamma} \] (3.6.11)

Here, \( W_n^* = n^{-1/2} \sum_{i=1}^n e_i x_i G_i^* \), \( W_n^{(1)} \) is the vector of the first \( p_0 \) components of \( W_n^* \), \( W_j^* \) is the \( j \)-th component of \( W_n^* \) for \( j \in \{1, \ldots, p\} \), \( l_n^{(1)} = (l_1, \ldots, l_{p_0})' \) with \( l_{k,n} \in [-1, 1] \) for \( k = 1, \ldots, p_0 \) and \( \Gamma_n^{(1)} = \text{diag}(|\tilde{\beta}_{11,n}^*|^{-\gamma}, \ldots, |\tilde{\beta}_{p_0,n}^*|^{-\gamma}) \) and \( C_n^* = n^{-1} \sum_{i=1}^n x_i x_i' G_i^* = \begin{bmatrix} C_{11,n}^* & C_{12,n}^* \\ C_{21,n}^* & C_{22,n}^* \end{bmatrix} \) where \( C_{11,n}^* \) is of dimension \( p_0 \times p_0 \). \( (C_{21,n}^*) j \) is the \( j \)-th row of \( C_{21,n}^* \), \( j \in \{p_0 + 1, \ldots, p\} \).

Now, to prove part (a) of Theorem 3.4.1, it is enough to show that \( (u_{n2}^{N'}, 0')' \) satisfies (3.6.10) and (3.6.11) separately with bootstrap probability \( 1 - o_p(n^{-1/2}) \). The vector \( u_{n2}^{N} \) is defined as \( u_{n2}^{N} = C_{11,n}^* \left[ W_n^{(1)} - \frac{\lambda_n^*}{\sqrt{n}} s_n^{N(1)} \right] \), where the \( j \)-th component of \( s_n^{N(1)} \) is equal to \( \text{sgn}(\tilde{\beta}_{j,n}) |\tilde{\beta}_{j,n}^*|^{-\gamma} \), \( j \in \{1, \ldots, p_0\} \).

Note that \( (u_{n2}^{N'}, 0')' \) exactly satisfies (3.6.10) if \( l_n^{(1)} = (\text{sgn}(\hat{\beta}_{1,n}), \ldots, \hat{\beta}_{p_0,n})' \). Thus we can conclude that \( (u_{n2}^{N'}, 0')' \) satisfies (3.6.10) with bootstrap probability \( 1 - o_p(n^{-1/2}) \), if we can show that \( \left\| C_{11,n}^* \left[ W_n^{(1)} - \frac{\lambda_n^*}{\sqrt{n}} \Gamma_n^* l_n^{(1)} \right] \right\| = o(n^{1/2}) \) with bootstrap probability \( 1 - o_p(n^{-1/2}) \). Under the assumptions (A.1)(ii) and (A.4)(i) with \( r = 4 \), we have on the set \( A_{1n} \)

\[ P(*) \left\| C_{11,n}^* - C_{11,n} \mu_{G^*} \right\| > Kp_0 n^{-1/2} \text{(log } n)^{1/2} \right\|
\leq \sum_{j,k=1}^{p_0} P(*) \left\| \sum_{i=1}^n x_i x_i' (G_i^* - \mu_{G^*}) \right\| > Kn^{-1/2} \text{(log } n)^{1/2} \right\|}
\( = o(n^{-1/2}) \)

and

\[
\begin{align*}
n^{-1/2} \sum_{i=1}^{n} x_i^{(1)} \hat{e}_i &= \frac{\lambda_n}{2\sqrt{n}} \left( \text{sgn}(\beta_{1,n}) |\hat{\beta}_{1,n}|^{-\gamma}, \ldots, \text{sgn}(\beta_{p_0,n}) |\hat{\beta}_{p_0,n}|^{-\gamma} \right)' = \frac{\lambda_n}{2\sqrt{n}} \hat{s}_n^{(1)} \text{(say)},
\end{align*}
\]

where on the set \( A_{1n} \), \(|\hat{\beta}_{j,n}|^{-\gamma}\) is bounded for all \( j \in \{1, \ldots, p_0\} \) and \( n^{-1/2} \lambda_n \to 0 \).

These facts along with Proposition 3.6.3 imply that on the set \( A_{1n} \)

\[
P_\ast \left( C_{11,n}^{-1} \left[ \binom{W_n^{(1)}}{1} - \frac{\lambda_n^*}{\sqrt{n}} \binom{\Gamma_n^{(1)}}{1} \right] = o(n^{1/2}) \right) = 1 - o(n^{-1/2}).
\]

Now, note that on the set \( A_{1n} \)

\[
P_\ast \left( \max \left\{ ||(C_{21,n})_{j-} - (C_{21,n})_{j+}|| : j \in \{p_0 + 1, \ldots, p\} \right\} > Kp_0^{1/2}n^{-1/2}(\log n)^{1/2} \right)
\]

\[
\leq \sum_{k=1}^{p_0} \sum_{j=p_0+1}^{p} P_\ast \left( \left| \sum_{i=1}^{n} x_{ij} x_{ik}(G_i^* - \mu_{G^*}) \right| > Kn^{-1/2}(\log n)^{1/2} \right)
\]

\[
= o(n^{-1/2}),
\]

and due to Lemma 3.6.3,

\[
P_\ast \left( \min \left\{ ||\hat{\beta}_{j,n}^\ast||^{-\gamma} : j \in \{p_0 + 1, \ldots, p\} \right\} > K(n^{\gamma/2}(\log n)^{-\gamma/2}) \right) = 1 - o_p(n^{-1/2}).
\]

Again for \( j \in \{p_0 + 1, \ldots, p\} \),

\[
W_{jn}^* = n^{-1/2} \sum_{i=1}^{n} \hat{e}_i x_{ij}(G_i^* - \mu_{G^*}) + \mu_{G^*} n^{-1/2} \sum_{i=1}^{n} x_{ij} \hat{e}_i
\]

\[
- \mu_{G^*} \left( n^{-1} \sum_{i=1}^{n} x_{ij} x_i^{(1)} \right)' C_{11,n}^{-1} \left[ n^{-1/2} \sum_{i=1}^{n} \hat{e}_i x_i^{(1)} - \frac{\lambda_n}{2\sqrt{n}} \hat{s}_n^{(1)} \right]
\]

123
Since, $C_n \to C$, a pd matrix, and $\max\{\lambda_n, \lambda_n^*\} \cdot (\log n/n)^{1/2} \to 0$, we have

$$P_*(|W_{jn}^*| > K(\log n)^{1/2}) = 1 - o_p(n^{-1/2}).$$

Hence due to $\min\{\lambda_n, \lambda_n^*\} \cdot (\log n)^{-(\gamma+1)/2} \cdot n^{(\gamma-1)/2} \to \infty$, we have on the set $A_{1n}$

$$P_*(\left(u_{n2}'N_0', 0\right)' \text{ satisfies } (3.6.11)) = 1 - o_p(n^{-1/2}).$$

Therefore part (a) of Theorem 3.4.1 follows.

Now for part (b), note that since $n^{-1/2} \sum_{i=1}^{n} x_i^{(1)} \hat{\epsilon}_i = \frac{\lambda_n}{2\sqrt{n}} \left(\text{sgn}(\beta_{1,n})|\hat{\beta}_{1,n}|^{-\gamma}, \ldots, \text{sgn}(\beta_{p0,n})|\hat{\beta}_{p0,n}|^{-\gamma}\right)' = \frac{\lambda_n}{2\sqrt{n}} \tilde{s}_n^{(1)}$ (say), so due to (3.6.12) and the fact that $n^{-1/2} \cdot n \to 0$, it follows that on the set $A_{1n}$,

$$P_*(\sqrt{n} \left\| \left(C_{11,n}^{-1} - C_{11,n}^{-1} G_n^{-1}\right) n^{-1/2} \sum_{i=1}^{n} x_i^{(1)} \hat{\epsilon}_i \right\|_\infty = o(1)) = 1 - o(n^{-1/2}). \quad (3.6.13)$$

Again, as $C_n \to C$ for some $p \times p$ positive definite matrix $C$ and $P(\|\hat{\beta}_n - \beta\| = O(n^{-1/2}(\log n)^{1/2})) \geq 1 - o(n^{-1/2})$, we have $P(A_{1n} \cap A_{\epsilon}^e) \to 1$ for $A_{\epsilon}^e = \{\lambda_n \|C_{11,n}^{-1} \tilde{s}_n^{(1)}\| > e^{-1}\}$ for any $e > 0$. Hence, on the set $A_{1n} \cap A_{\epsilon}^e$, we have

$$P_*(Z_n^* > e) = o_p(n^{-1/2}).$$

Therefore part (b) follows.

Now to prove part (c), It is enough to show

$$\sup_{x \in \mathbb{R}^{p0}} \left| P_*(F_n^{* (1)} \leq x) - P(F_n^{(1)} \leq x) \right| \geq K \frac{\lambda_n}{\sqrt{n}} \text{ for some } K > 0. \quad (3.6.14)$$

where $F_n^{* (1)}$ and $F_n^{(1)}$ are sub vectors of $F_n^*$ and $F_n$ respectively, comprising of first $p_0$
components. Note that

\[
F_n^{*1} = C_{11,n}^{-1} W_n^{*1} - \frac{\lambda_n^*}{\sqrt{n}} \tilde{s}_n^{*N(1)}
\]

\[
= C_{11,n}^{-1} \mu_{G^*}^{-1} \left[ W_n^{*1} - \frac{\lambda_n^*}{\sqrt{n}} \tilde{s}_n^{*N(1)} \right] + \left( C_{11,n}^{-1} C_{11,n}^{-1} \mu_{G^*}^{-1} \right) \left[ W_n^{*1} - \frac{\lambda_n^*}{\sqrt{n}} \tilde{s}_n^{*N(1)} \right]
\]

\[
= \hat{F}_n^{*1} + \tilde{R}_n^{*} \quad \text{(say)}
\]

where \( W_n^{*1} = n^{-1/2} \sum_{i=1}^n \hat{e}_i x_i (G_i^* - \mu_{G^*}) + n^{-1/2} \sum_{i=1}^n \hat{e}_i x_i \mu_{G^*} \) with \( n^{-1/2} \sum_{i=1}^n x_i (1) \hat{e}_i = \frac{\lambda_n^*}{2 \sqrt{n}} \tilde{s}_n^{(1)} \). Hence due to the fact that \( \max \{ \lambda_n, \lambda_n^* \} n^{-1/2} \to 0 \) and \( \tilde{s}_n^{*N(1)} \) & \( \hat{c}_n^{(1)} \) are bounded in respective probabilities, it follows from Lemma 3.6.1 that

\[
P_* \left( \| \hat{R}_n^* \| \leq c_n n^{-1/2} \right) = 1 - o_p(1)
\]

where \( \{ c_n \} \) is a sequence of positive constants increasing to \( \infty \) with \( c_n = o(\sqrt{\log n}) \).

Now write \( F_n^{*1} = \hat{F}_n^{*1} + \hat{A}d_n^{(1)} \), where \( \hat{A}d_n^{(1)} = C_{11,n}^{-1} n^{-1/2} \sum_{i=1}^n \hat{e}_i x_i (1) \). Now similar to (3.6.3), it can be shown that for sufficiently large \( n \),

\[
F_n^{(1)} = n^{-1/2} \sum_{i=1}^n \left( \xi_i^{(0)} + \eta_i^{(0)} \right) e_i + \hat{R}_n^{2n}
\]

\[
\hat{F}_n^{*1} = \mu_{G^*}^{-1} n^{-1/2} \sum_{i=1}^n \left( \xi_i^{(0)} \hat{e}_i + \eta_i^{(0)} \tilde{e}_i \right) (G_i^* - \mu_{G^*}) + \hat{R}_n^{2n}
\]

where \( P \left( \| \hat{R}_n^{2n} \| = o(n^{-1/2}) \right) = 1 - o(1) \) and \( P_\ast \left( \| \hat{R}_n^{*} \| = o(n^{-1/2}) \right) = 1 - o_p(1) \).

Here, \( \tilde{\eta}_i^{(0)} = C_{11,n}^{-1} x_i (1) \), \( \eta_i^{(0)} = C_{11,n}^{-1} \tilde{e}_i \) with \( j \) th component \( j \in \mathcal{A} = \{ k : \beta_j \neq 0 \} \) of \( \tilde{\eta}_i \) is \( \left( \frac{\lambda_n^*}{\sqrt{n}} \tilde{x}_{ij} \right) \frac{\gamma}{|\beta_{j,n}|^{1+1}} \text{sgn}(\hat{\beta}_{j,n}) \). Here we have assumed without loss of generality that \( \mathcal{A} = \{ 1, \ldots, p_0 \} \) and \( \hat{e}_i \) and \( \tilde{e}_i \) are respectively Alasso and OLS residuals. Then by
Berry-Essen Theorem and Lemma 3.1 of Bhattacharya and Rao (1986), we have

\[ \sup_{x \in \mathcal{R}^{p_0}} \left| P( F_{n}^{(1)} \leq x ) - \Phi V_{n}(x) \right| = O(n^{-1/2}) \]

and

\[ \sup_{x \in \mathcal{R}^{p_0}} \left| P_{*}( F_{n}^{*} + \hat{R}_{1n}^{*} \leq x ) - \Phi \hat{V}_{n}(x) \right| = O_{p}(c_{n}.n^{-1/2}) \]

(3.6.15)

where \( V_{n} = n^{-1} \sum_{i=1}^{n} (\bar{\xi}_{i}^{(0)} + \bar{\eta}_{i}^{(0)})' (\bar{\xi}_{i}^{(0)} + \bar{\eta}_{i}^{(0)}) \sigma^2 \) and \( \hat{V}_{n} = n^{-1} \sum_{i=1}^{n} (\bar{\xi}_{i}^{(0)} \hat{\epsilon}_{i} + \bar{\eta}_{i}^{(0)} \hat{\epsilon}_{i})' (\bar{\xi}_{i}^{(0)} \hat{\epsilon}_{i} + \bar{\eta}_{i}^{(0)} \hat{\epsilon}_{i}) \).

Now similar to Lemma 3.6.5, it can be shown that \( \left\| \hat{V}_{n} - V_{n} \right\| = o_{p}(c_{n}.n^{-1/2}) \) with \( c_{n} \), as defined earlier. Hence by Turnbull (1930) and noting (14.66) of Lemma 14.6 of Bhattacharya and Rao (1986) and the facts that \( \hat{V}_{n} = O_{p}(1) \) & \( V_{n} = O(1) \), we have

\[ \sup_{x \in \mathcal{R}^{p_0}} \left| \Phi \hat{V}_{n}(x) - \Phi V_{n}(x) \right| \leq \left\| \hat{V}_{n} - V_{n} \right\| = o_{p}(c_{n}.n^{-1/2}) \]

(3.6.16)

Therefore by (3.6.15) and (3.6.16) and noting that \( c_{n} = o(\sqrt{\log n}) \), we have

\[ \sup_{x \in \mathcal{R}^{p_0}} \left| P_{*}( F_{n}^{*} + \hat{R}_{1n}^{*} \leq x ) - P( F_{n}^{(1)} \leq x ) \right| = o_{p}(\lambda_{n}.n^{-1/2}) \]

(3.6.17)

Now defining \( \hat{A}d_{n}^{(1)} = C_{11,n}^{-1} \frac{\lambda_{n}}{2\sqrt{n}} s_{n}^{(1)} \), by (3.6.15), (3.6.17) and Taylor expansion, we have for any \( x \in \mathcal{R}^{p_0} \),

\[ P_{*}( F_{n}^{*} \leq x ) = P_{*}( \hat{F}_{n}^{*} + \hat{R}_{1n}^{*} + \hat{A}d_{n}^{(1)} \leq x ) \]

\[ = P( F_{n}^{(1)} \leq x - \hat{A}d_{n}^{(1)} + O(n^{-1/2}) ) + o_{p}(\lambda_{n}.n^{-1/2}) \]

\[ = \Phi \hat{V}_{n}( x - \hat{A}d_{n}^{(1)} + O(n^{-1/2}) ) + O(n^{-1/2}) + o_{p}(\lambda_{n}.n^{-1/2}) \]

\[ = \Phi \hat{V}_{n}( x ) - \frac{\lambda_{n}}{2\sqrt{n}} \left[ \hat{s}_{n}^{(1)'} C_{11,n}^{-1}(D_{1}, \ldots, D_{p})' \Phi \hat{V}_{n}( \hat{x} ) \right] + o_{p}(\lambda_{n}.n^{-1/2}) \]
\[ P( F_n^{(1)} \leq x) - \frac{\lambda_n}{2\sqrt{n}} \left[ \delta_n^{(1)}/ C_{11,n}(D_1, \ldots, D_p)' \Phi \right] + o_p(\lambda_n/\sqrt{n}) \]

for some \( \hat{x} \) with \( ||\hat{x} - x|| \leq ||Ad_n^{(1)}|| \).

Therefore (3.6.14) follows from the triangle inequality and the fact that \( \sup_{x \in \mathbb{R}^p} [f(x) + g(x)] \leq \sup_{x \in \mathbb{R}^p} f(x) + \sup_{x \in \mathbb{R}^p} g(x) \).

**Proof of Theorem 3.5.1.** By Lemma 3.6.6 we have

\[ \sup_{B \in C_q} \left| P_\delta (R_n^* \in B) - \int_B \xi_n^*(x) dx \right| = o_p(n^{-1/2}). \]  

(3.6.18)

Now, retracting the steps of Lemma 3.6.6 and using the fact that \( ||\hat{\Sigma}_n - \Sigma_n|| = o_p(n^{-(1+\delta_1)/2}) \) [cf. Lemma 3.6.5], it can be shown that

\[ \sup_{B \in C_q} \left| P(R_n \in B) - \int_B \xi_n(x) dx \right| = o(n^{-1/2}), \]  

(3.6.19)

where

\[
\xi_n(x) = \phi(x) \left[ 1 + \frac{1}{k!} \sum_{|\alpha| = k} \frac{1}{\alpha!} \sum_{|\beta| = k} \tilde{b}_n^\alpha H_\alpha(x) \right] + \frac{1}{\sqrt{n}} \left[ - \frac{H_3}{2\sigma^3} \sum_{|\alpha| = 1} t^{\alpha} \tilde{\xi}_n(\alpha) H_\alpha(x) \right] \\
+ \frac{H_3}{6\sigma^3} \left\{ 3 \sum_{|\alpha| = 3} t^{\alpha} \tilde{\xi}_n(\alpha) H_\alpha(x) - 3 \sum_{|\alpha| = 3} \sum_{|\beta| = 1} t^{\alpha} \tilde{\xi}_n(\alpha) \tilde{\xi}_n(\beta) H_\alpha(x) \right\},
\]

where \( x \in \mathbb{R}^q, \tilde{\xi}_n(\alpha) = n^{-1} \sum_{i=1}^n \left( \Sigma_i^{-1/2} \xi_i^{(0)} \right) ^\alpha \). For details see the proof of Theorem 8.2 of Chatterjee and Lahiri (2013). Now due to assumption (A.6)(i), Lemma 3.6.4 and Lemma 3.6.5 and the facts that \( ||b_n|| = O(n^{-\delta_1}) \) and \( ||\tilde{b}_n|| = O_p(n^{-\delta_1}) \), the coefficients of \( n^{-1/2} \) in \( \xi_n^*(x) \) converge to those of \( \xi_n(x) \) in probability and \( ||\tilde{b}_n^\alpha - \tilde{\xi}_n^\alpha|| = o(n^{-1/2}) \), for all \( \alpha \) such that \( |\alpha| \leq r_1 \). Therefore Theorem 3.5.1 follows.
Proof of Theorem 3.5.2. By Lemma 3.6.6, on the set $A_{1n}$, we have for $n > n_1$, $\hat{A}_n = A_n^*$ and

$$T_n^* + \tilde{b}_n^* = D_n^{(1)} C_{11,n}^{-1} \left( \mu^{-1}_G \tilde{W}_n^{(1)} - \frac{\lambda_n}{2\sqrt{n}} \tilde{s}_n^{(1)} \right) + D_n^{(1)} C_{11,n}^{-1} \lambda_n \tilde{s}_n^{(1)}$$

$$= \mu^{-1}_G D_n^{(1)} C_{11,n}^{-1} \tilde{W}_n^{(1)} + \frac{\lambda_n}{2\sqrt{n}} D_n^{(1)} C_{11,n}^{-1} (\tilde{s}_n^{(1)} - \tilde{s}_n^{(1)})$$

$$= \mu^{-1}_G D_n^{(1)} C_{11,n}^{-1} \tilde{W}_n^{(1)} + Q_n^* \quad (\text{say})$$

(3.6.20)

where the $j$th element of $\tilde{s}_n^{(1)}$ is $\text{sgn}(\tilde{\beta}_{j,n}^*) |\tilde{\beta}_{j,n}^*|^{-\gamma}$. Now since $||\tilde{\beta}_{n}^* - \tilde{\beta}_n|| = O_p(n^{-1/2})$ on the set $A_{1n}$, one can conclude that on the set $A_{1n}$, $P_*(\tilde{s}_n^{(1)} = \tilde{s}_n^{(1)}) = 1$ for sufficiently large $n$. Hence we can conclude that $P_*(||Q_{4n}^*|| \neq 0) = o(n^{-1})$.

Now expansion and error bounds of the quantity $[\tilde{\sigma}_n^* - \tilde{\sigma}_n^2_n]$, similar to (3.6.5), hold. Thus by Taylor’s expansion of $\tilde{\sigma}_n^*$ around $\tilde{\sigma}_n$ and by (3.6.20), one has

$$\tilde{R}_n^* = \mu^{-1}_G \tilde{\Sigma}_n^{-1/2} D_n^{(1)} C_{11,n}^{-1} \tilde{W}_n^{(1)} \left[ 1 - \frac{1}{2\tilde{\sigma}_n^*} (\tilde{\sigma}_n^* - \tilde{\sigma}_n) + \frac{3}{4\tilde{\sigma}_n^*} (\tilde{\sigma}_n^* - \tilde{\sigma}_n)^2 \right] + Q_{5n}^*$$

$$= R_{3n}^* + Q_{5n}^* \quad (\text{say})$$

(3.6.21)

where on the set $A_{1n}$,

$$P_*(||Q_{5n}^*|| = o(n^{-1})) = o(n^{-1})$$

Thus by Corollary 2.6 of Bhattacharya and Rao (1986), the Edgeworth expansions of $R_{3n}^*$ and $\tilde{R}_n^*$ agree up to order $o(n^{-1})$. Now, similarly to Lemma 3.6.6, using the transformation technique of Bhattacharya and Ghosh (1978), one can obtain the three-term Edgeworth expansion of $R_n^*$, say $\pi_n^*(x)$, which will contain terms involving $n^{-1}$ as well as $n^{-1/2}$. The coefficients in $\pi_n^*(x)$ will involve $\tilde{\sigma}_n^2$, $\mu_G$, $E^*(G_1^* - \mu_G)^4$, $\mu_G$, $E^*(G_1^* - \mu_G)^4$, $\mu_G$, $E^*(G_1^* - \mu_G)^4$, and so forth.
\( \xi_n^{(j)}(\alpha) = n^{-1} \sum_{i=1}^{n} \left( \tilde{\xi}_i^{(0)} \epsilon_i^j \right)^{\alpha} \) (for \( j = 1, 3 \)) and \( \eta_n^{(j)}(\alpha) = n^{-1} \sum_{i=1}^{n} \left( \tilde{\eta}_i^{(0)} \epsilon_i^j \right)^{\alpha} \) (for \( j = 1, 3 \)), where \( \alpha \in \mathbb{N}^q \) such that \( |\alpha| = 1, \ldots, 4 \). Similarly, one can construct a three-term Edgeworth expansion of \( \tilde{R}_n \), say \( \pi_n^*(x) \), which will involve \( \sigma^2 \), \( \mu_3 \), \( \mu_4 \), \( \tilde{\xi}_n(\alpha) = n^{-1} \sum_{i=1}^{n} \left( \Sigma_n^{-1/2} \tilde{\xi}_i^{(0)} \right)^{\alpha} \), and \( \tilde{\eta}_n(\alpha) = n^{-1} \sum_{i=1}^{n} \left( \Sigma_n^{-1/2} \tilde{\eta}_i^{(0)} \right)^{\alpha} \), \( j = 1, 3 \) and \( \alpha \in \mathbb{N}^q \) such that \( |\alpha| = 1, \ldots, 4 \), in the coefficients of \( n^{-l/2} \), \( l = 1, 2 \). It is easy to see that the coefficient of \( n^{-1/2} \) in \( \pi_n^*(x) \) and \( \pi_n(x) \) match with that in \( \tilde{\xi}_{1n} \) and \( \tilde{\xi}_{1n}^* \) respectively, where \( \tilde{\xi}_{1n}^* \) is as defined in the proof of Lemma 3.6.6 and \( \tilde{\xi}_{1n}(x) = \tilde{\xi}_n(x) - \sum_{k=1}^{r} \frac{1}{k!} \{ \sum_{\alpha=k}^{\alpha=k=k} \tilde{b}_{kH}(x) \} \phi(x) \) with \( \tilde{\xi}_n(x) \) being defined as in Theorem 3.5.1 after replacing \( \Sigma_n \) with \( \tilde{\Sigma}_n \). Now due to the conditions (A.1)–(A.6) with \( r = 8 \), \( \tilde{\xi}_n \) - \( \sigma^2 \) = \( O_p(n^{-1/2}) \) and \( ||\Sigma_n - \sigma^2 \Sigma_n|| = O_p(n^{-1/2}) \) [Lemma 3.6.5] and the fact that \( ||\Sigma_n^{-1/2} - \sigma^{-1} \Sigma_n^{-1/2}|| \leq 1 \) \( ||\Sigma_n - \sigma^2 \Sigma_n|| \) [cf. Turnbull (1930)], the coefficient of \( n^{-1} \) in \( \tilde{\xi}_{1n}(x) \) converges to that of \( \tilde{\xi}_{1n}(x) \) [Similarly as in the proof of Theorem 3.5.1], whereas the coefficients of \( n^{-1} \) in \( \pi_n^*(x) \) and \( \pi_n(x) \) are bounded in respective probabilities. Therefore, theorem 3.5.2 follows.

**Proof of Theorem 3.5.2.** The first part follows by Lemma 3.6.6 (b) and retracing the proof of Theorem 3.5.1. And the second part follows analogously to the proof of Theorem 3.5.2.

### 3.7 Simulation results

We study through simulation the coverage of one-sided and two-sided 95% confidence intervals for individual nonzero regression coefficients constructed via the pivot quantities \( R_n \) and \( \tilde{R}_n \) as well as via their modified perturbation bootstrap versions \( R_n^* \) and \( \tilde{R}_n^* \). To make further comparisons, we also construct confidence intervals based on a Normal approximation to the distribution of a local quadratic approximation.
pivot $R_n^{LQA}$, which uses the estimator of $\text{Cov}((\beta_j, j \in \hat{A}_n)')$ proposed in the original Alasso paper by Zou (2006). We also consider the confidence interval from the oracle Normal approximation, which is based on the closeness in distribution of $T_n$ to a $\text{Normal}(0, \sigma^2 D^{(1)} C_{11,n}^{-1} D^{(1)})$ random variable, where we use the true active set of covariates $A_n$ to compute $C_{11,n}^{-1}$. We denote this by $R_n^{\text{oracle}}$. For the sake of comparison, we also consider the confidence intervals based on the naive perturbation bootstrap from MTC(11) which in that paper are denoted by $CN^*Q$ and $CN^*N$.

**Table 3.1**: Empirical coverage of 95% confidence intervals for nonzero regression coefficients by Alasso under $(n, p, p_0) = (120, 100, 4)$ using $\hat{\lambda}_n = 0$ and crossvalidation choice of $\lambda_n$. The median $\lambda_n$ choice was $0.79 \cdot n^{1/4}$. One-sided intervals are bounded in the $\text{sgn}(\beta_j)$ direction.

<table>
<thead>
<tr>
<th>$\beta_j$</th>
<th>$R_n^{LQA}$</th>
<th>$R_n^{\text{oracle}}$</th>
<th>$CN^*Q$</th>
<th>$CN^*N$</th>
<th>$R_n$</th>
<th>$\hat{R}_n$</th>
<th>$R_n^*$</th>
<th>$\hat{R}_n^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.75</td>
<td>0.42</td>
<td>0.33</td>
<td>0.13</td>
<td>0.53</td>
<td>0.36</td>
<td>0.46</td>
<td>0.69</td>
<td>0.79</td>
</tr>
<tr>
<td></td>
<td>(0.52)</td>
<td>(0.37)</td>
<td>(0.44)</td>
<td>(0.47)</td>
<td>(1.15)</td>
<td>(0.41)</td>
<td>(0.39)</td>
<td>(0.53)</td>
</tr>
<tr>
<td>1.50</td>
<td>0.53</td>
<td>0.49</td>
<td>0.21</td>
<td>0.76</td>
<td>0.52</td>
<td>0.61</td>
<td>0.90</td>
<td>0.92</td>
</tr>
<tr>
<td></td>
<td>(0.48)</td>
<td>(0.39)</td>
<td>(0.59)</td>
<td>(0.61)</td>
<td>(0.73)</td>
<td>(0.43)</td>
<td>(0.47)</td>
<td>(0.63)</td>
</tr>
<tr>
<td>-2.25</td>
<td>0.74</td>
<td>0.70</td>
<td>0.43</td>
<td>0.86</td>
<td>0.72</td>
<td>0.78</td>
<td>0.89</td>
<td>0.93</td>
</tr>
<tr>
<td></td>
<td>(0.50)</td>
<td>(0.39)</td>
<td>(0.57)</td>
<td>(0.58)</td>
<td>(1.03)</td>
<td>(0.43)</td>
<td>(0.43)</td>
<td>(0.57)</td>
</tr>
<tr>
<td>3.00</td>
<td>0.87</td>
<td>0.83</td>
<td>0.64</td>
<td>0.87</td>
<td>0.86</td>
<td>0.87</td>
<td>0.86</td>
<td>0.91</td>
</tr>
<tr>
<td></td>
<td>(0.45)</td>
<td>(0.37)</td>
<td>(0.49)</td>
<td>(0.49)</td>
<td>(0.50)</td>
<td>(0.41)</td>
<td>(0.37)</td>
<td>(0.48)</td>
</tr>
</tbody>
</table>

Coverage of one-sided 95% CIs

<table>
<thead>
<tr>
<th>$\beta_j$</th>
<th>$R_n^{LQA}$</th>
<th>$R_n^{\text{oracle}}$</th>
<th>$CN^*Q$</th>
<th>$CN^*N$</th>
<th>$R_n$</th>
<th>$\hat{R}_n$</th>
<th>$R_n^*$</th>
<th>$\hat{R}_n^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.75</td>
<td>0.33</td>
<td>0.25</td>
<td>0.10</td>
<td>0.41</td>
<td>0.27</td>
<td>0.37</td>
<td>0.71</td>
<td>0.83</td>
</tr>
<tr>
<td>1.50</td>
<td>0.45</td>
<td>0.42</td>
<td>0.16</td>
<td>0.66</td>
<td>0.44</td>
<td>0.53</td>
<td>0.91</td>
<td>0.95</td>
</tr>
<tr>
<td>-2.25</td>
<td>0.66</td>
<td>0.64</td>
<td>0.36</td>
<td>0.80</td>
<td>0.66</td>
<td>0.71</td>
<td>0.91</td>
<td>0.96</td>
</tr>
<tr>
<td>3.00</td>
<td>0.82</td>
<td>0.79</td>
<td>0.54</td>
<td>0.84</td>
<td>0.80</td>
<td>0.85</td>
<td>0.89</td>
<td>0.94</td>
</tr>
</tbody>
</table>

Under the settings

$$(n, p, p_0) \in \{(120, 100, 4), (200, 80, 4), (150, 250, 6), (150, 500, 8)\},$$

we generate $n$ independent copies $(X_1, Y_1), \ldots, (X_n, Y_n)$ of $(X, Y) \in \mathbb{R}^p \times \mathbb{R}$ from the model $Y = X' \beta + \epsilon$, where $\epsilon$ is a standard normal random variable, $X = (X_1, \ldots, X_p)'$.
Table 3.2: Empirical coverage of 95% confidence intervals for nonzero regression coefficients by Alasso under \((n, p, p_0) = (200, 80, 4)\) using \(\hat{\lambda}_n = 0\) and crossvalidation choice of \(\lambda_n\). The median \(\lambda_n\) choice was \(1.40 \cdot n^{1/4}\). One-sided intervals are bounded in the \(\text{sgn}(\beta_j)\) direction.

<table>
<thead>
<tr>
<th>(\beta_j)</th>
<th>(R_n^{\text{LQA}})</th>
<th>(R_n^{\text{oracle}})</th>
<th>(C^*)</th>
<th>(C^{**})</th>
<th>(R_n)</th>
<th>(\hat{R}_n)</th>
<th>(R_n^*)</th>
<th>(\hat{R}_n^*)</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.75</td>
<td>0.39</td>
<td>0.35</td>
<td>0.12</td>
<td>0.67</td>
<td>0.36</td>
<td>0.45</td>
<td>0.88</td>
<td>0.91</td>
</tr>
<tr>
<td></td>
<td>(0.39)</td>
<td>(0.30)</td>
<td>(0.44)</td>
<td>(0.46)</td>
<td>(0.30)</td>
<td>(0.29)</td>
<td>(0.38)</td>
<td>(0.45)</td>
</tr>
<tr>
<td>1.50</td>
<td>0.55</td>
<td>0.52</td>
<td>0.19</td>
<td>0.83</td>
<td>0.52</td>
<td>0.60</td>
<td>0.92</td>
<td>0.93</td>
</tr>
<tr>
<td></td>
<td>(0.35)</td>
<td>(0.31)</td>
<td>(0.52)</td>
<td>(0.53)</td>
<td>(0.31)</td>
<td>(0.30)</td>
<td>(0.39)</td>
<td>(0.47)</td>
</tr>
<tr>
<td>-2.25</td>
<td>0.75</td>
<td>0.74</td>
<td>0.39</td>
<td>0.91</td>
<td>0.74</td>
<td>0.79</td>
<td>0.91</td>
<td>0.94</td>
</tr>
<tr>
<td></td>
<td>(0.35)</td>
<td>(0.31)</td>
<td>(0.47)</td>
<td>(0.47)</td>
<td>(0.31)</td>
<td>(0.30)</td>
<td>(0.34)</td>
<td>(0.39)</td>
</tr>
<tr>
<td>3.00</td>
<td>0.89</td>
<td>0.89</td>
<td>0.64</td>
<td>0.93</td>
<td>0.89</td>
<td>0.90</td>
<td>0.91</td>
<td>0.91</td>
</tr>
<tr>
<td></td>
<td>(0.32)</td>
<td>(0.30)</td>
<td>(0.39)</td>
<td>(0.39)</td>
<td>(0.30)</td>
<td>(0.29)</td>
<td>(0.29)</td>
<td>(0.33)</td>
</tr>
</tbody>
</table>

Coverage of one-sided 95% CIs:

<table>
<thead>
<tr>
<th>(\beta_j)</th>
<th>(R_n^{\text{LQA}})</th>
<th>(R_n^{\text{oracle}})</th>
<th>(C^*)</th>
<th>(C^{**})</th>
<th>(R_n)</th>
<th>(\hat{R}_n)</th>
<th>(R_n^*)</th>
<th>(\hat{R}_n^*)</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.75</td>
<td>0.30</td>
<td>0.28</td>
<td>0.11</td>
<td>0.57</td>
<td>0.28</td>
<td>0.37</td>
<td>0.89</td>
<td>0.95</td>
</tr>
<tr>
<td>1.50</td>
<td>0.43</td>
<td>0.40</td>
<td>0.12</td>
<td>0.73</td>
<td>0.40</td>
<td>0.51</td>
<td>0.96</td>
<td>0.97</td>
</tr>
<tr>
<td>-2.25</td>
<td>0.65</td>
<td>0.64</td>
<td>0.31</td>
<td>0.82</td>
<td>0.64</td>
<td>0.71</td>
<td>0.94</td>
<td>0.95</td>
</tr>
<tr>
<td>3.00</td>
<td>0.82</td>
<td>0.81</td>
<td>0.53</td>
<td>0.86</td>
<td>0.81</td>
<td>0.84</td>
<td>0.92</td>
<td>0.95</td>
</tr>
</tbody>
</table>

is a mean-zero multivariate normal random vector such that

\[
\text{Cov}(X_j, X_k) = 1(j = k) + 0.3|j-k|1(j \leq p_0)1(k \leq p_0)1(j \neq k)
\]

for \(1 \leq j, k \leq p\), and \(\beta = (\beta_1, \ldots, \beta_p)'\) with \(\beta_j\) defined as \(\beta_j = (3/4)^j(-1)^{j-1}1(j \leq p_0)\) for \(j = 1, \ldots, p\).

We compute the empirical coverage over 500 simulated data sets of one- and two-sided confidence intervals for each nonzero regression coefficient under crossvalidation-selected values of \(\hat{\lambda}_n\) and \(\lambda_n\), where \(\hat{\lambda}_n\) is the value of the tuning parameter used to obtain the preliminary Lasso estimate \(\hat{\beta}_n\) and \(\lambda_n\) is the value of the tuning parameter used to obtain the Alasso estimate \(\hat{\beta}_n\). To construct the bootstrap intervals for each of the 500 simulated data sets, we generate 1000 independent samples from \(\text{Beta}(1/2, 3/2)\).
Table 3.3: Empirical coverage of 95% confidence intervals for nonzero regression coefficients by Alasso under \((n, p, p_0) = (150, 250, 6)\) using crossvalidation choices of \(\tilde{\lambda}_n\) and \(\lambda_n\). The median \(\tilde{\lambda}_n\) and \(\lambda_n\) choices were \(0.01 \cdot n^{1/2}\) and \(0.32 \cdot n^{1/4}\). One-sided intervals are bounded in the \(\text{sgn}(\beta_j)\) direction.

<table>
<thead>
<tr>
<th>(\beta_j)</th>
<th>(R_n^{\text{LQA}})</th>
<th>(R_n^{\text{oracle}})</th>
<th>(C_n^*)</th>
<th>(C_n^{*N})</th>
<th>(R_n)</th>
<th>(\tilde{R}_n)</th>
<th>(R_n^*)</th>
<th>(\tilde{R}_n^*)</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.75</td>
<td>0.61</td>
<td>0.55</td>
<td>0.41</td>
<td>0.73</td>
<td>0.56</td>
<td>0.72</td>
<td>0.89</td>
<td>0.94</td>
</tr>
<tr>
<td></td>
<td>(0.42)</td>
<td>(0.32)</td>
<td>(0.44)</td>
<td>(0.47)</td>
<td>(0.33)</td>
<td>(0.39)</td>
<td>(0.43)</td>
<td>(0.56)</td>
</tr>
<tr>
<td>1.50</td>
<td>0.72</td>
<td>0.69</td>
<td>0.52</td>
<td>0.86</td>
<td>0.70</td>
<td>0.85</td>
<td>0.93</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td>(0.42)</td>
<td>(0.34)</td>
<td>(0.50)</td>
<td>(0.51)</td>
<td>(0.34)</td>
<td>(0.41)</td>
<td>(0.47)</td>
<td>(0.65)</td>
</tr>
<tr>
<td>-2.25</td>
<td>0.90</td>
<td>0.88</td>
<td>0.72</td>
<td>0.91</td>
<td>0.88</td>
<td>0.92</td>
<td>0.92</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td>(0.43)</td>
<td>(0.34)</td>
<td>(0.46)</td>
<td>(0.46)</td>
<td>(0.34)</td>
<td>(0.41)</td>
<td>(0.42)</td>
<td>(0.59)</td>
</tr>
<tr>
<td>3.00</td>
<td>0.89</td>
<td>0.86</td>
<td>0.81</td>
<td>0.90</td>
<td>0.87</td>
<td>0.92</td>
<td>0.90</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td>(0.48)</td>
<td>(0.34)</td>
<td>(0.42)</td>
<td>(0.43)</td>
<td>(0.34)</td>
<td>(0.41)</td>
<td>(0.39)</td>
<td>(0.53)</td>
</tr>
<tr>
<td>-3.75</td>
<td>0.88</td>
<td>0.86</td>
<td>0.80</td>
<td>0.88</td>
<td>0.87</td>
<td>0.93</td>
<td>0.87</td>
<td>0.92</td>
</tr>
<tr>
<td></td>
<td>(0.52)</td>
<td>(0.34)</td>
<td>(0.40)</td>
<td>(0.41)</td>
<td>(0.34)</td>
<td>(0.41)</td>
<td>(0.37)</td>
<td>(0.50)</td>
</tr>
<tr>
<td>4.50</td>
<td>0.91</td>
<td>0.88</td>
<td>0.85</td>
<td>0.89</td>
<td>0.89</td>
<td>0.94</td>
<td>0.89</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td>(0.49)</td>
<td>(0.32)</td>
<td>(0.36)</td>
<td>(0.36)</td>
<td>(0.33)</td>
<td>(0.39)</td>
<td>(0.33)</td>
<td>(0.43)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Coverage of one-sided 95% CIs</th>
</tr>
</thead>
<tbody>
<tr>
<td>(-0.75)</td>
</tr>
<tr>
<td>(1.50)</td>
</tr>
<tr>
<td>(-2.25)</td>
</tr>
<tr>
<td>(3.00)</td>
</tr>
<tr>
<td>(-3.75)</td>
</tr>
<tr>
<td>(4.50)</td>
</tr>
</tbody>
</table>

In the \(p \leq n\) setting, we set \(\tilde{\lambda}_n = 0\), whereby we use the ordinary least squares estimate for the preliminary estimator \(\tilde{\beta}_n\). When \(p > n\), the value of \(\tilde{\lambda}_n\) is chosen via 10-fold crossvalidation and \(\tilde{\beta}_n\) is computed under the selected value of \(\tilde{\lambda}_n\). Once \(\tilde{\beta}_n\) is obtained, 10-fold crossvalidation is used to select \(\lambda_n\). The values \(\tilde{\lambda}_n\) and \(\lambda_n\) are thereafter held fixed for all bootstrap computations on the same dataset. In each crossvalidation procedure, the largest value of the tuning parameter for which the crossvalidation prediction error lies within one standard error of its minimum is used so that greater penalization is preferred. Tables 3.1 and 3.2 display the coverage...
results under crossvalidation selection of $\tilde{\lambda}_n$ and $\lambda_n$ for the $n > p$ cases $(n, p, p_0) \in \{(120, 100, 4), (200, 80, 4)\}$ and Tables 3.3 and 3.4 for the $n \leq p$ cases $(n, p, p_0) \in \{(150, 250, 6), (150, 500, 8)\}$. The median values of the crossvalidation selections of $\tilde{\lambda}_n$ and $\lambda_n$ under each setting are provided in the table captions in the forms $c_1 \cdot n^{1/2}$ and $c_2 \cdot n^{1/4}$ where $c_1$ and $c_2$ are constants. These correspond to the forms of the theoretical choices of $\tilde{\lambda}_n$ and $\lambda_n$ under the choice of $\gamma = 1$.

In the $(n, p, p_0) = (120, 100, 4)$ case, for which Table 3.1 displays the results, the modified perturbation bootstrap intervals based on $R_n^*$ and $\tilde{R}_n^*$ achieve the closest-to-nominal coverage, the $\tilde{R}_n^*$ interval performing somewhat better due to the bias correction. The two-sided $\tilde{R}_n^*$ interval achieves sub-nominal coverage for the smallest regression coefficient $\beta_j = -0.75$, given that this coefficient was occasionally estimated to be zero, but achieves close-to-nominal coverage for the larger regression coefficients. The coverage of the other intervals is much more dramatically effected by the magnitude of the regression coefficient $\beta_j$, a phenomenon which is even more pronounced in the one-sided coverages; for example, the coverage of the $\tilde{R}_n$ interval rises from 0.37 for $\beta_1 = -0.75$ to 0.85 for $\beta_4 = 3.00$. Given that the modified perturbation bootstrap distributions of $R_n^*$ and $\tilde{R}_n^*$ result in much closer-to-nominal coverages than the Normal approximations to the distributions of $R_n$ and $\tilde{R}_n$, we may conclude that the sample size is too small for the asymptotically-Normal pivots to have sufficiently approached their limiting distribution; the second-order correctness of the modified perturbation bootstrap is thus apparent.

For the $(n, p, p_0) = (200, 80, 4)$ case, for which Table 3.2 displays the results, we see again that all the confidence intervals besides the $R_n^*$ and $\tilde{R}_n^*$ intervals achieve sub-nominal coverage. Given the larger sample size, the coverage of $\tilde{R}_n^*$ is close-to-nominal
even for the smallest regression coefficient $\beta_1 = -0.75$. The bias correction of in the $\hat{R}_n^*$ interval makes less of a difference in this case than in the $(n, p, p_0) = (120, 100, 4)$ case due to the larger sample size and smaller $p$. In spite of the larger sample size, however, the coverages of all the confidence intervals besides the modified perturbation bootstrap intervals are still dramatically affected by the size of the regression coefficient $\beta_j$, and none of them achieves close-to-nominal coverage for any of the nonzero regression coefficients.

In the $p > n$ settings, the modified perturbation bootstrap interval based on $\hat{R}_n^*$ continues to perform very well. Under the $(n, p, p_0) = (150, 250, 6)$ setting, for which Table 3.3 shows the results, the $\hat{R}_n^*$ interval achieves the nominal coverage across all regression coefficients for both two- and one-sided intervals. The confidence intervals based on the asymptotic normality of the respective pivot all have subnominal coverage for most of the regression coefficients, and their coverages are dramatically affected by the magnitude of the true regression coefficient.

The results are similar for the $(n, p, p_0) = (150, 500, 8)$ case, for which Table 3.4 shows the results. The only confidence interval which reliably achieves the nominal coverage is the modified perturbation bootstrap interval based on $\hat{R}_n^*$. We note that the width of the $\hat{R}_n^*$ interval seems to adapt more to the magnitude of the regression coefficient than the widths of the Normal-based confidence intervals, which remain fairly constant across all magnitudes of $\beta_j$, resulting in poorer coverage for smaller regression coefficients. In contrast, the $\hat{R}_n^*$ interval is able to achieve nominal coverage even for the smallest values of $\beta_j$ by producing suitably wider confidence intervals.
Table 3.4: Empirical coverage of 95% confidence intervals for nonzero regression coefficients by Alasso under \((n, p, p_0) = (150, 500, 8)\) using crossvalidation choices of \(\hat{\lambda}_n\) and \(\lambda_n\). The median \(\hat{\lambda}_n\) and \(\lambda_n\) choices were \(0.01 \cdot n^{1/2}\) and \(0.30 \cdot n^{1/4}\). One-sided intervals are bounded in the \(\text{sgn}(\beta_j)\) direction.

Coverage and (avg. width) of two-sided 95% CIs: \((n, p, p_0) = (150, 500, 8)\)

<table>
<thead>
<tr>
<th>(\beta_j)</th>
<th>(R_{n}^{\text{LQA}})</th>
<th>(R_{n}^{\text{oracle}})</th>
<th>(CN^*Q)</th>
<th>(CN^*N)</th>
<th>(R_{n})</th>
<th>(\tilde{R}_{n})</th>
<th>(R_{n}^*)</th>
<th>(\tilde{R}_{n}^*)</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.75</td>
<td>0.68 (0.53)</td>
<td>0.54 (0.31)</td>
<td>0.42 (0.48)</td>
<td>0.81 (0.52)</td>
<td>0.56 (0.32)</td>
<td>0.77 (0.41)</td>
<td>0.86 (0.40)</td>
<td>0.94 (0.60)</td>
</tr>
<tr>
<td>1.50</td>
<td>0.75 (0.53)</td>
<td>0.67 (0.32)</td>
<td>0.50 (0.51)</td>
<td>0.86 (0.52)</td>
<td>0.68 (0.33)</td>
<td>0.81 (0.43)</td>
<td>0.85 (0.42)</td>
<td>0.93 (0.65)</td>
</tr>
<tr>
<td>-2.25</td>
<td>0.87 (0.50)</td>
<td>0.79 (0.32)</td>
<td>0.69 (0.46)</td>
<td>0.86 (0.47)</td>
<td>0.80 (0.33)</td>
<td>0.88 (0.43)</td>
<td>0.85 (0.42)</td>
<td>0.94 (0.59)</td>
</tr>
<tr>
<td>3.00</td>
<td>0.89 (0.49)</td>
<td>0.82 (0.33)</td>
<td>0.76 (0.43)</td>
<td>0.86 (0.44)</td>
<td>0.83 (0.33)</td>
<td>0.92 (0.43)</td>
<td>0.86 (0.36)</td>
<td>0.94 (0.54)</td>
</tr>
<tr>
<td>-3.75</td>
<td>0.89 (0.48)</td>
<td>0.83 (0.33)</td>
<td>0.79 (0.41)</td>
<td>0.86 (0.42)</td>
<td>0.84 (0.33)</td>
<td>0.92 (0.43)</td>
<td>0.87 (0.35)</td>
<td>0.94 (0.52)</td>
</tr>
<tr>
<td>4.50</td>
<td>0.92 (0.49)</td>
<td>0.86 (0.33)</td>
<td>0.85 (0.40)</td>
<td>0.88 (0.41)</td>
<td>0.87 (0.34)</td>
<td>0.91 (0.44)</td>
<td>0.86 (0.34)</td>
<td>0.91 (0.51)</td>
</tr>
<tr>
<td>-5.25</td>
<td>0.90 (0.49)</td>
<td>0.85 (0.33)</td>
<td>0.83 (0.40)</td>
<td>0.87 (0.41)</td>
<td>0.86 (0.34)</td>
<td>0.93 (0.44)</td>
<td>0.86 (0.34)</td>
<td>0.94 (0.50)</td>
</tr>
<tr>
<td>6.00</td>
<td>0.94 (0.48)</td>
<td>0.89 (0.31)</td>
<td>0.88 (0.35)</td>
<td>0.90 (0.35)</td>
<td>0.90 (0.32)</td>
<td>0.93 (0.41)</td>
<td>0.88 (0.31)</td>
<td>0.93 (0.46)</td>
</tr>
</tbody>
</table>

Coverage of one-sided 95% CIs

<table>
<thead>
<tr>
<th>(\beta_j)</th>
<th>(R_{n}^{\text{LQA}})</th>
<th>(R_{n}^{\text{oracle}})</th>
<th>(CN^*Q)</th>
<th>(CN^*N)</th>
<th>(R_{n})</th>
<th>(\tilde{R}_{n})</th>
<th>(R_{n}^*)</th>
<th>(\tilde{R}_{n}^*)</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.75</td>
<td>0.58 (0.53)</td>
<td>0.48 (0.31)</td>
<td>0.36 (0.39)</td>
<td>0.73 (0.39)</td>
<td>0.49 (0.32)</td>
<td>0.69 (0.41)</td>
<td>0.84 (0.40)</td>
<td>0.94 (0.60)</td>
</tr>
<tr>
<td>1.50</td>
<td>0.69 (0.49)</td>
<td>0.59 (0.33)</td>
<td>0.44 (0.40)</td>
<td>0.79 (0.41)</td>
<td>0.60 (0.34)</td>
<td>0.75 (0.44)</td>
<td>0.86 (0.42)</td>
<td>0.93 (0.59)</td>
</tr>
<tr>
<td>-2.25</td>
<td>0.81 (0.49)</td>
<td>0.73 (0.33)</td>
<td>0.61 (0.39)</td>
<td>0.80 (0.39)</td>
<td>0.74 (0.33)</td>
<td>0.83 (0.43)</td>
<td>0.85 (0.34)</td>
<td>0.93 (0.50)</td>
</tr>
<tr>
<td>3.00</td>
<td>0.86 (0.49)</td>
<td>0.79 (0.33)</td>
<td>0.70 (0.39)</td>
<td>0.83 (0.39)</td>
<td>0.80 (0.33)</td>
<td>0.86 (0.43)</td>
<td>0.85 (0.34)</td>
<td>0.94 (0.51)</td>
</tr>
<tr>
<td>-3.75</td>
<td>0.85 (0.50)</td>
<td>0.79 (0.32)</td>
<td>0.70 (0.39)</td>
<td>0.82 (0.39)</td>
<td>0.80 (0.33)</td>
<td>0.88 (0.43)</td>
<td>0.86 (0.34)</td>
<td>0.94 (0.50)</td>
</tr>
<tr>
<td>4.50</td>
<td>0.90 (0.49)</td>
<td>0.84 (0.33)</td>
<td>0.80 (0.39)</td>
<td>0.85 (0.39)</td>
<td>0.84 (0.33)</td>
<td>0.90 (0.43)</td>
<td>0.87 (0.34)</td>
<td>0.94 (0.50)</td>
</tr>
<tr>
<td>-5.25</td>
<td>0.87 (0.48)</td>
<td>0.84 (0.31)</td>
<td>0.80 (0.35)</td>
<td>0.85 (0.35)</td>
<td>0.84 (0.32)</td>
<td>0.90 (0.41)</td>
<td>0.87 (0.31)</td>
<td>0.94 (0.46)</td>
</tr>
<tr>
<td>6.00</td>
<td>0.90 (0.48)</td>
<td>0.85 (0.31)</td>
<td>0.83 (0.35)</td>
<td>0.86 (0.35)</td>
<td>0.85 (0.32)</td>
<td>0.91 (0.41)</td>
<td>0.87 (0.31)</td>
<td>0.94 (0.46)</td>
</tr>
</tbody>
</table>
We see that the modified perturbation bootstrap is able to produce reliable confidence intervals for regression coefficients in the high-dimensional setting, and that it is able to do so under data-based selection of the tuning parameters.

### 3.8 Data analysis

To illustrate the construction of confidence intervals for regression coefficients in the high-dimensional linear regression model using the modified perturbation bootstrap, we present an analysis of the riboflavin data set considered in Bühlmann et al. (2014), which those authors make publicly available in their supplementary material. The data contains $n = 71$ independent records consisting of a response variable which is the logarithm of the riboflavin production rate and of 4088 gene expression levels in batches of *Bacillus subtilis* bacteria. Of the 4088, we pre-select 200 genes by sorting them in order of decreasing empirical variance and keeping the first 200. We then fit the linear regression model to the data set with $n = 71$ and $p = 200$ and compute confidence intervals for the regression coefficients selected by the Alasso procedure. We choose $\tilde{\lambda}_n$ and $\lambda_n$ using 10-fold crossvalidation. Figure 3.1 displays the confidence intervals for the Alasso-selected covariates obtained from the $R_{n}^{LQA}$, $\tilde{R}_{n}$, $CN^{*N}$, and $\check{R}_{n}^{*}$ pivots, where 1000 bootstrap replicates were used for the bootstrap-based intervals.

The interval based on the $R_{n}^{LQA}$ pivot (straight line) and the $CN^{*N}$ interval (jagged), are symmetric around the estimated value of the regression coefficient (the $CN^{*N}$ interval is formed by adding and subtracting an upper quantile of a Normal distribution with a bootstrap-estimated variance). The intervals based on $\check{R}_{n}$ are asymmetric owing to the bias correction (which is quite small in this example) and, in the case of the $\check{R}_{n}^{*}$ interval, owing to the bias correction and to the asymmetry of the bootstrap
distribution of $\hat{R}_n^*$. For some of the coefficients, the $\hat{R}_n^*$ interval is highly asymmetric, suggesting that the distribution of the pivot $\hat{R}_n$ may still be far from Normal.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure3.1.png}
\caption{Confidence intervals based on $R_{n}^{LQA}$ (straight), $\hat{R}_n$ (wavy), $CN^*N$ (jagged), and $\hat{R}_n^*$ (wiggly) for each of the Alasso selected genes from the riboflavin data set.}
\end{figure}

### 3.9 Conclusion

Second order results of Perturbation Bootstrap method in Alasso are established. It is shown that the naive perturbation bootstrap of Minnier et al. (2011) is not sufficient for correcting the distribution of the Alasso estimator upto second order. Novel modification is proposed in bootstrap objective function to achieve second order correctness even in high dimensional setting. The modification is also shown to be computationally efficient. Thus, in a way the results in this chapter establish
perturbation bootstrap method as a significant refinement of the approximation of the exact distribution of the regression M-estimator over normal approximation. This is an important finding from the perspective of valid inferences regarding the regression parameters based on Alasso estimator.
Bibliography


