ABSTRACT

SHERBURN, KEITH DANIEL. Environments and Origins of Low-Level Vortices within High-Shear, Low-CAPE Convection. (Under the direction of Matthew D. Parker).

Environments characterized by large values of vertical wind shear and modest convective available potential energy (CAPE) are colloquially referred to as high-shear, low-CAPE (HSLC) environments. Convection within these environments represents a considerable operational forecasting challenge due to its associated low probability of detection of severe weather and high false alarm rate of tornado watch and warning products. The research herein has identified many key features that discriminate between severe and nonsevere HSLC events. Generally, it has been determined that large low-level wind shear and steep low-level lapse rates—along with deep, synoptic-scale forcing for ascent—are common to setups supporting severe HSLC convection. With these environmental factors in mind, this work studied the processes that lead to the development of strong, near-surface vortices in HSLC convection and how these processes are affected by varying low-level shear vector magnitudes and lapse rates. Through a matrix of high-resolution, idealized simulations, it was determined that the key factors in the development of a strong, near-surface vortex in HSLC convection are a) a strong low-to-midlevel mesocyclone, and b) a subsequent strong low-level updraft that results from the intense, upward-pointing dynamic perturbation pressure gradient acceleration. Sufficient low-level shear vector magnitudes are necessary for the development of low-to-midlevel vertical vorticity (factor a), while steeper low-level lapse rates provide stronger initial low-level updrafts, giving these environments an advantage in factor b. An ideal HSLC severe convection environment will exhibit both strong low-level shear vector magnitudes and lapse rates to maximize both of these factors.
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CHAPTER 1

Composite Environments of Severe and Nonsevere High-Shear, Low-CAPE Convective Events

Note that Chapter 1 is a slightly updated version of the following published manuscript:

1.1 Introduction

Environments characterized by limited CAPE and large vertical wind shear (colloquially referred to as high-shear, low-CAPE, or “HSLC” environments) are common across the contiguous U.S. (Dean and Schneider 2008; Fig. 1.1) and can be associated with severe convection, particularly during the cool season and overnight hours (e.g., Johns et al. 1993; Sherburn and Parker 2014). HSLC severe weather, including significant (EF2 or greater on the enhanced Fujita scale) tornadoes, occurs worldwide and is recognized as a considerable forecasting challenge (e.g., Hanstrum et al. 2002; Tyrrell 2007; Romero et al. 2007; Clark 2009, 2011; Gatzen et al. 2011; Inoue et al. 2011; Clark and Parker 2014; Mulder and Schultz 2015). To date, the peer-reviewed literature on HSLC convection within the U.S. is largely confined to case studies (e.g., Kennedy et al. 1993; Markowski and Straka 2000) and climatologies (Evans 2010; Davis and Parker 2014; Sherburn and Parker 2014), with a few related modeling studies primarily focused on tropical storm environments (McCaul and Weisman 1996, 2001). The goal of Chapter 1 is to build upon the methods and metrics of recent HSLC studies (e.g., Sherburn and Parker 2014, explored in further detail shortly) and to identify features discriminating between severe and non-severe HSLC episodes, thereby improving existing forecasting techniques.

Across the continental U.S., HSLC environments are present considerably more frequently than “high-shear, high-CAPE” (HSHC) environments (Dean and Schneider 2008; Schneider and Dean 2008; Fig. 1.1). However, given the occurrence of lightning, the probability of severe weather is nearly an order of magnitude lower in HSLC environments
than in environments with comparable deep-layer shear vector magnitudes but 2500 J kg\(^{-1}\) of most unstable (MU) CAPE (Dean et al. 2009, Fig. 1.2). Accordingly, the skill of NOAA Storm Prediction Center’s tornado watches is substantially lower in HSLC environments, with false alarm area and fraction of missed tornadoes maximized in this zone of the parameter space (Dean and Schneider 2012; Fig. 1.3).

A large fraction\(^1\) of U.S. tornadoes (and significant tornadoes) occur in HSLC regimes (e.g., Schneider et al. 2006; Guyer and Dean 2010; Dean and Schneider 2012; Fig. 1.4). HSLC significant tornadoes tend to be concentrated in the Mississippi, Tennessee, and Ohio Valleys (e.g., Sherburn and Parker 2014). These locations coincide with the typical locations of significant cool season and overnight tornadoes and tornado outbreaks (e.g., Vescio and Thompson 1998; Guyer et al. 2006; Kis and Straka 2010). Additionally, given the compact spatial (tornadic mesocyclone or mesovortex depths and diameters of approximately 2-4 km; Davis and Parker 2014; Fig. 1.5) and temporal dimensions of HSLC convection (e.g., McCaul 1987), resolving rotation may be challenging, delayed, or even impossible, particularly far from radar (e.g., McCaul 1993; Lane and Moore 2006; Davis and Parker 2014). Thus, the climatology of HSLC tornadoes also exhibits considerable overlap with time periods known for poor tornado warning skill and correspondingly high normalized fatality totals (e.g., Ashley et al. 2008; Brotzge and Erickson 2010; Brotzge et al. 2011). Further, recent work highlights low probability of detection (POD) and high false alarm rate (FAR) specifically in association with HSLC tornado warnings (Anderson-Frey et al. 2016; Fig. 1.6).

Given the aforementioned operational challenges, there has been some emphasis on the large-scale environments accompanying HSLC severe weather. Figure 1.7 provides an example of the 4 March 2008 HSLC event, illustrating several features identified in prior

\(^{1}\) Guyer and Dean (2010) found that approximately 28\% of all 2003-2009 tornadoes occurred in environments characterized by mixed-layer CAPE (MLCAPE) ≤ 500 J kg\(^{-1}\). Schneider et al. (2006) showed that 54\% of EF2 or greater tornadoes in 2004-2005 were associated with MLCAPE ≤ 1000 J kg\(^{-1}\) and 0-6 km shear vector magnitude ≥ 18 m s\(^{-1}\).
case studies. HSLC environments producing severe convection tend to be associated with potent upper-level troughs, surface cyclones, and cold fronts (e.g., McAvoy et al. 2000; Cope 2004; Lane and Moore 2006; Wasula et al. 2008). Moisture is typically abundant in the low levels and through much of the troposphere, contributing to low lifted condensation levels (LCLs; as in Schneider et al. 2006 and Lane 2008; Fig. 1.7d). Winds over the depth of the troposphere tend to be intense, with low-level jets (LLJs) and deep-layer shear vector magnitudes commonly reaching upwards of 25-30 m s\(^{-1}\) (e.g., Lane and Moore 2006; Konarik and Nelson 2008; note 70-75 kt 850 hPa jet in Fig. 1.7c). Numerous case studies have also noted dry intrusions aloft coincident with the development or strengthening of convection (Kennedy et al. 1993; Lane and Moore 2006; Wasula et al. 2008; Evans 2010; Gatzen et al. 2011). These features could be indicative of a cold front aloft (e.g., Hobbs et al. 1990; note strong 850 hPa cold front in Fig. 1.7c) or an approaching upper-level jet streak (Gatzen et al. 2011; Fig. 1.7a). Either way, dry air aloft suggests the presence of potential instability, which could be released by ascent, thus supplementing the apparently low ambient CAPE values.

Because CAPE is by definition low in HSLC environments, forecasting parameters that include CAPE as a constituent [including the Significant Tornado Parameter (STP; Thompson et al. 2003; Thompson et al. 2004; Thompson et al. 2012), Energy Helicity Index (EHI; e.g., Davies 1993), Vorticity Generation Parameter (VGP; e.g., Rasmussen and Blanchard 1998), and Craven-Brooks significant severe parameter (Craven and Brooks 2004)] struggle to adequately represent the risk for severe hazards in HSLC environments (Guyer and Dean 2010; Sherburn and Parker 2014). In fact, Sherburn and Parker (2014) showed that all of the aforementioned indices had their maximum skill values well below those values recommended as operational guidance (e.g., Rasmussen and Blanchard 1998; Craven and Brooks 2004; Thompson et al. 2004).

To address these concerns, Sherburn and Parker (2014) developed the Severe Hazards in Environments with Reduced Buoyancy (SHERB) parameter. This combination of lapse rates (0-3 km and 700-500 hPa in the original formulation) and shear vector magnitudes
(particularly 0-3 km and effective bulk shear magnitudes) was statistically shown to improve the discrimination between significant severe convection and non-severe convection. However, because it does not directly rely on CAPE, the SHERB is subject to large false alarm areas, as values often climb above its severe guidance threshold of 1 in environments where convection is not expected (Sherburn and Parker 2014; R. Thompson, personal communication). This is particularly a concern in locations where low-level lapse rates are climatologically steeper than those in the Southeast (for which the parameter was developed), such as in the Plains, or in elevated terrain where the two lapse rate layers overlap. Additionally, values are often observed to rise above the threshold behind cold fronts. Other parameters, such as the combination of lifted index, low-level shear vector magnitude, and near-surface convergence suggested by Hanstrum et al. (2002) or the TQ index (Henry 2000)—a modified version of the total totals index using the 700 hPa temperature rather than the 500 hPa temperature—have not been subject to rigorous statistical tests but have shown practical operational utility in other regions.

Despite a recent uptick in the number of studies investigating HSLC environments, several gaps in the knowledge base associated with the dynamics and predictability (both long- and short-term) of severe HSLC convection remain. As a first step towards addressing these knowledge gaps, we seek an understanding of the climatology of severe HSLC convection within the scope of the entire severe weather spectrum. Next, we explore the range of synoptic patterns conducive to severe HSLC convection. We find that considerable information and context is added by focusing on spatial patterns of fields instead of individual grid point values (i.e., as explored by Sherburn and Parker 2014). Thorough interrogation of 3D reanalysis fields suggests a highly effective forecast parameter for the prediction of HSLC convection. A novel aspect of this parameter is a proxy measure for the in-situ generation of instability through the release of potential instability. Results indicate that this parameter is a useful discriminator between severe events and nulls (the latter is defined in Section 1.2b). The results of this climatology subsequently motivate process studies aimed toward establishing a physical understanding of severe HSLC convection and how environmental variables can affect its intensity and longevity. The ultimate goals of this
research are to determine a) the chain of processes that extend from the development of HSLC convection to its ultimate production of tornadoes or damaging straight-line winds and b) how the favorable environmental parameters identified in Chapter 1 and prior studies physically influence the potential for these processes to succeed.

1.2 Data and Methods for Environmental Analysis

a. Definition of events

Nationwide EF1 or greater tornado reports and significant wind reports (wind gusts ≥ 65 kt or 33.44 m s\(^{-1}\)) from 2006-2011 were gathered from the Storm Prediction Center (SPC). For each report, archived SPC Surface Objective Analysis (SFCOA; i.e., Mesoscale Analysis or Mesoanalysis; Bothwell et al. 2002) data for several fields at the nearest grid point and previous hour were available. For this work, the SFCOA data were only utilized to determine if the report occurred within an HSLC environment (i.e., did it meet our HSLC criteria, as defined in Sherburn and Parker 2014: surface-based CAPE (SBCAPE) ≤ 500 J kg\(^{-1}\), MUCAPE ≤ 1000 J kg\(^{-1}\), and 0-6 km bulk wind difference ≥ 18 m s\(^{-1}\)). As will be discussed in Section 1.2c, the majority of analysis within this work is performed utilizing North American Regional Reanalysis (NARR; Mesinger et al. 2006) data. Comparisons between SFCOA\(^2\) and NARR data suggest the two datasets can vary considerably for a given event, particularly for parameters relevant to this study (see and compare scatter plots for SBCAPE and mean sea-level pressure, or PMSL, in Fig. 1.8). Detailed verification of the representativeness of SFCOA vs. NARR is beyond the scope of this work (given that there are few, if any, “ground truth” measurements of thermodynamic and wind profiles in HSLC environments). However, given the aforementioned differences and the observation that

\(^2\) In Fig. 1.8, the SFCOA grid point with the neighborhood maximum (within a 3-by-3 grid point box surrounding the report) 2-m \(\theta_e\) was used. Given that these cases all met HSLC criteria using the nearest grid point, it is clear that some cases had very large gradients of CAPE over a small (i.e., < 100 km) area.
NARR CAPE tended to be higher than that of the SFCOA (consistent with the positive bias noted by Gensini et al. 2014), we used an additional constraint requiring NARR SBCAPE and mixed-layer CAPE (MLCAPE) \( \leq 1000 \text{ J kg}^{-1} \) to ensure that truly high-CAPE environments were excluded. Reports that met the above criteria were included in our HSLC dataset.

We chose to exclude significant hail reports, which comprised a small percentage of the overall dataset, due to concerns that some of these may have been associated with elevated convection that bypassed our HSLC thresholds (as discussed in Sherburn and Parker 2014). However, analysis including significant hail reports showed no appreciable differences. In addition, EF0 tornado reports and non-significant wind reports were excluded from our analyses. Generally, these reports are considered less reliable due to the non-meteorological factors affecting their inclusion in the official Storm Data database (e.g., Brooks et al. 2003; Smith et al. 2013), including diurnal occurrence, population density (e.g., Doswell et al. 2009), land use dependencies (Weiss et al. 2002; Trapp et al. 2006), and poorly estimated wind speeds (Doswell et al. 2005). Further discussion on these caveats can be found in Smith et al. (2012) and Sherburn and Parker (2014). The authors acknowledge that this approach excludes a portion of the convective spectrum, including measured, non-significant wind reports; the present work focuses on high-end tornado and wind events that ultimately have the largest impact on life and property. Hereafter, the 1447 reports meeting these criteria (Fig. 1.9a; separated by season in Figs. 1.9b-e) will be referred to as “events”.

b. Definition of nulls

Because binary forecasting statistics can be sensitive to how a null case is defined, two different null datasets (here, generally referring to non-severe convection) were utilized in this study for comparison. The first set of nulls is defined as in Sherburn and Parker (2014): “the initial latitude-longitude point [i.e., the subjectively-defined location of the storm’s area of interest, as determined by the NWS warning meteorologist] of a severe thunderstorm or tornado warning that was issued in an HSLC environment [as defined in Section 1.2a] when
there were no severe reports from the Storm Data archives in the corresponding CWA [NWS county warning area] throughout that convective day (1200-1200 UTC).” As in that work, the null dataset spans October 2006 through April 2011 and encompasses the contiguous U.S. The SFCOA and NARR CAPE and shear constraints were again used to determine which nulls occurred within an HSLC environment. Using these criteria, 925 nulls were identified, and these are hereafter referred to as “warning nulls”.

The primary concern in basing null identifications on warnings is their inherent subjectivity—the severity of a given cell is judged by the forecaster on shift, and he or she may have a warning threshold that differs from a peer. To address such concerns of objectivity, the second set of nulls is defined based upon the WSR-88D’s storm cell identification and tracking algorithm (SCIT; Johnson et al. 1998), which identifies cells based upon given spatial and temporal thresholds of radar reflectivity and predicts their subsequent motion. The purpose of this alternative null dataset is to identify non-severe convection without the requirement of warning issuance. To this end, only the diagnostic portion of the SCIT (i.e., the identification of cells) was utilized, and a minimum reflectivity threshold of 45 dBZ was enforced. SCIT data were gathered for January-April and October-December in 2011, encompassing the typical period of HSLC convective activity across the southeastern U.S. Only radars in the Southeast (Fig. 1.10) and cells within five minutes of a NARR data time (e.g., for 0300 UTC, data from 0255 to 0305 UTC) were utilized for this null subset.

To ensure a clean radar-based null population, only cells clearly lacking severe weather reports (no reports in their CWA or any adjacent CWA during the given convective day3) were retained for analysis. Then, the aforementioned SFCOA and NARR filters were

3 Note that this varies from the spatial criterion used to define warning nulls. Warning nulls, on the other hand, could be from within a CWA that is adjacent to a neighboring CWA represented by events on the same convective day. For example, if a tornado warning was issued by the Raleigh, NC WFO on a given day when no severe weather occurred in the Raleigh CWA, that tornado warning would be considered a warning null. However, if an EF1 tornado occurred in the adjacent Wakefield, VA CWA on the same day, that tornado would be included in the events subset.
again utilized to ensure the detected cells were within HSLC environments. Additionally, to ensure that non-convective cells were not included, minimal buoyancy (i.e., at least 10 J kg\(^{-1}\) of CAPE in SFCOA or NARR) was required. Finally, only the cell with the highest reflectivity for a given NARR data time was retained to prevent oversampling of a given environment. Using this definition, 1301 nulls were identified. These are hereafter referred to as “radar-based nulls”.

c. Composites

Composite maps and soundings were generated using NARR data from the National Centers for Environmental Information (NCEI). The NARR has a horizontal grid spacing of approximately 32 km with 29 vertical levels and is available every 3 h. Though its resolution is not ideal, recent studies (e.g., Gensini and Ashley 2011; Walters et al. 2014) suggest that the NARR is practical for climatological analyses, even for mesoscale phenomena. Further, the NARR has several research benefits over the SFCOA, including its full three-dimensionality and the ability to derive additional variables from its grids. For each report or null, a 20° latitude by 20° longitude box centered on the report or null was created using the nearest NARR data time. Data within these boxes were then averaged over the number of sample times to create report- or null-relative composites.

Regional, seasonal, and diurnal subsets of the HSLC population of events and warning nulls were created to further assess potential differences. Regions were defined by latitude and longitude, as shown in Fig. 1.9a. While these regions were defined subjectively, it is shown later that the majority of HSLC activity occurs in the Southeast subset, while cases in the West exhibit markedly dissimilar synoptic-scale characteristics to those in the East. Spring, summer, autumn, and winter were defined as March-May, June-August, September-November, and December-February, respectively. Daytime cases were those occurring between 8 AM and 5 PM LST, while nighttime cases were limited to the time period of 8 PM to 5 AM LST. Compound subsets (e.g., nighttime winter events) were also created to determine the seasonal differences in diurnal variability.
1.3 HSLC Severe Climatology and Composites

Previous studies have noted that HSLC events peak in the cool season and overnight (e.g., Evans 2010; Guyer and Dean 2010; Sherburn and Parker 2014). Our data further show that the majority of significant wind reports and EF1 or greater tornadoes from winter through mid-spring occur within HSLC environments, particularly during the overnight and morning hours (Fig. 1.11). As was shown by Sherburn and Parker (2014), HSLC significant wind reports and EF1 or greater tornadoes are most common in the Ohio, Tennessee, and Mississippi Valleys but can occur in any region (Fig. 1.9a). A clear annual shift in this distribution is apparent, with an increasing number of reports in northern and western portions of the country during the warm season (Figs. 1.9b-e). However, the majority of HSLC events occur in the Southeast during the winter or spring (Figs. 1.9b, 1.9e).

Comparing the three regions via typical synoptic scale fields\(^4\) (Fig. 1.12), it becomes apparent that western HSLC events are fundamentally dissimilar from those in the Southeast and Northeast. The composite event in the West is characterized by weaker upper-level flow (cf. Figs. 1.12a-b, 1.12d-e, 1.12g-h) and appears closer to a surface triple-point or upslope setup than the warm sector/cold front-driven pattern common in the East (cf. Figs. 1.12c, 1.12f, 1.12i). This is likely attributable to both the relative climatology of events in the West (biased towards the warm season) and greater case-to-case variability in the region. As noted in Section 1.1, lapse rates are climatologically steeper in the West than the East; however, lapse rates across the West are also far less useful indicators than in the East (Fig. 1.13), with steeper lapse rates observed in the null environments than in the events (Figs. 1.13g-i). This suggests that techniques developed to improve the forecasting of HSLC environments utilizing lapse rates as ingredients [e.g., Sherburn and Parker (2014)’s SHERB parameters, reviewed in Section 1] may lack utility across the West and may be more subject to large

\(^4\) Recall that the composite maps are presented in a report- or null-relative framework. Background maps are primarily meant to provide a sense of scale, though they also show the mean report or null location for each subset.
false alarm areas in this region. Additionally, although compositing vertical profiles smooths features considerably, western soundings (interpolated to the composite center) are characterized by much lower relative humidity in the lower troposphere than in the East (Fig. 1.14), leading to higher LCLs and larger downdraft CAPE. Hodographs in the West are also relatively straight compared to those in the East (Fig. 1.14). These sounding features corroborate the comparatively higher percentage of straight-line winds in the western U.S. sample of HSLC significant severe reports (approximately 50% of eastern U.S. events are straight-line wind reports compared to 83% of western U.S. events).

Given the apparent differences between western and eastern HSLC events and our desire to focus on the cool season phenomenon that appears to be relatively absent from the West, we exclude western cases from our subsequent analysis. Additionally, because Southeast and Northeast events appear fundamentally rather similar (cf. soundings in Fig. 1.14 and respective panels in Figs. 1.12, 1.13), we chose to focus on the Southeast subset, which encompasses the majority of the density “bull’s eye” exhibited in Fig. 1.9a and contains the vast majority of significant tornadoes. Focusing the discussion on a single region allows for easier segmentation of the data and a clearer depiction of what processes and features show operational utility at discriminating between events and nulls. The Northeast subset returns later as an independent verification dataset following the development of new forecasting techniques using the Southeast subset.

There are several recurring themes in the Southeast cases. First, events are characterized by especially strong synoptic-scale forcing for ascent, including intense upper-level divergence and low-level convergence, a potent upstream vorticity maximum at 500 hPa, strong low-level warm air advection, and a surface cyclone centered just north of the composite center (Figs. 1.15a, 1.15d, 1.15g, 1.15j). A coupled jet feature aloft is also noted, with the composite report occurring near the right entrance region of a northern jet streak and the exit region of a southern jet streak. The warning null composite—centered approximately 100 km south of the event composite—reveals similar features (e.g., a coupled jet feature aloft, an upstream trough at all levels, upper-level divergence atop low-level convergence, a
closed surface cyclone), but these are displaced slightly northwest with respect to the composite center and have substantially weaker magnitudes, particularly in the lower levels (Figs. 1.15b, 1.15e, 1.15h, 1.15k). On the other hand, radar-based nulls show a similar jet streak focused north of the composite center, but the upper-level divergence, low-level convergence, and surface cyclone are much more benign (Figs. 1.15c, 1.15f, 1.15i, 1.15l). Radar-based nulls further lack any hint of a southern upper-level jet streak and, compared to the warning nulls, show a considerably less amplified lower- and upper-level trough. Combined, these features contribute to much weaker synoptic scale forcing for ascent in the radar-based nulls, as reflected in 700 hPa $\omega$ (vertical velocity with respect to pressure) fields. Overall, on the mean, there is generally a decrease in forcing strength from severe events to warning nulls to radar-based nulls.

Instability is inherently limited in both the events and nulls\(^5\) (Figs. 1.15j-l); however, a tongue of enhanced low-level instability is apparent in 0-3 km surface-based CAPE, lapse rate, and lifted index fields in the events (Figs. 1.16a-i). While the zone of enhanced lapse rates extends well upstream of the composite event center (Figs. 1.16d-f), relatively large magnitudes of low-level CAPE are confined to areas near and just upstream of the event center, with a local maximum apparently detached from the region of higher CAPE to the south (Figs. 1.16a-c). This zone is oriented roughly linearly along the mean surface trough, suggesting a narrow unstable sector ahead of an approaching cold front. Large interquartile ranges relative to mean values (not shown), however, suggest that the distribution of low-level CAPE values (in particular) within HSLC environments is wide, meaning that this feature—though noteworthy on the mean—may not be apparent in all events and may be present in some nulls, as well.

Low-level lapse rate distributions have relatively small interquartile ranges (not shown), and the lapse rates are overall less variable than low-level CAPE. Given that low-

\(^5\) Note that SBCAPE near the composite report is actually above the HSLC threshold of 500 J kg\(^{-1}\), representing differences between the NARR and SFCOA, as shown in Figure 1.8.
level lapse rates tend to be steeper in events than in nulls (Fig. 1.16), values of the SHERB utilizing the 0-3 km bulk wind difference (SHERBS3) and effective bulk wind difference (SHERBE) are accordingly higher in events (Fig. 1.17). Compared to the other two SHERB ingredients, the midlevel lapse rate term (using the 3-5 km layer, which we recommended for future use given that it is independent of surface height above sea level) appears to be a less practical discriminator between events and nulls (Figs. 1.16j-l); in fact, in several subsets, this mid-level lapse rate is higher in nulls than events. This suggests that a) the midlevel lapse rate’s skill is conditional, perhaps only in a portion of the parameter space; and b) a modified version of the SHERB parameters with new ingredients replacing or supplementing the midlevel lapse rate may be more operationally advantageous.

The orientation of locally enhanced low-level CAPE relative to a zone of enhanced synoptic-scale forcing for ascent suggests the possibility that potential instability is being released in-situ as forcing arrives in a given location. To address this hypothesis, a product of $d\theta_e/dz$ (i.e., the change of equivalent potential temperature with height, indicating potential instability when negative) and $\omega$ was calculated and plotted over several layers. As shown in Fig. 1.18, there is a robust discriminatory signal in this product, particularly when comparing events and radar-based nulls. Additionally, there is reasonable overlap between the maxima in these fields and the enhanced area of low-level CAPE, implying that the release of potential instability could be the mechanism responsible for this feature. The practical utility of these features and ingredients in discriminating between events and nulls will be assessed in a more rigorous quantitative framework in Section 1.4.

Individual ingredients show substantial variability through the diurnal cycle. There is clear evidence of steeper lapse rates during the day and stronger shear vector magnitude at night, regardless of whether the event or null dataset is being investigated (Fig. 1.19). There is also a variability (albeit weaker) in both parameters on the seasonal cycle. This implies that

---

6 Transition periods (i.e., 5 AM-8 AM and 5 PM-8PM LST, the latter of which encompasses the climatological peak of tornado occurrence across the CONUS; e.g., Kelly et al. 1978) were excluded from the diurnal analyses to more clearly represent the unique characteristics of daytime and nocturnal cases.
a single value or threshold of lapse rates, for example, is unlikely to be equally skillful for nighttime versus daytime cases. However, forecasting indices that include several individual ingredients are somewhat more resistant to seasonal and diurnal variability. One such combination is the significant tornado parameter (STP; Thompson et al. 2012). A “reservoir” of enhanced effective STP values (albeit still below the operational guidance value of 1) is observed upstream of the composite event in all six diurnal/annual cycle event subsets, while such a feature is practically absent in all null subsets (Fig. 1.20). These findings suggest that multi-ingredient forecast indices have a higher potential to be consistently discriminatory regardless of season or time of day.

1.4 Skill Score Tests

In addition to the creation of report-relative composites, NARR data were used in a series of skill score tests to determine the most statistically skillful combination of ingredients among a selection of fields included within NARR grids and additional parameters calculated from them. A set of over 250 potential ingredients was assessed. Here, each ingredient or combination of ingredients was tested independently for its ability to discriminate between HSLC events and warning nulls within the Southeast. Four possible formulations of each ingredient ($X$) were tested:

1) $X - a$, or the ingredient minus some constant value $a$;
2) $X$, or the ingredient itself;
3) $b - X$, or the ingredient subtracted from some constant value $b$; and
4) $X^2$, or the ingredient squared.
This builds upon the work of Sherburn and Parker (2014), who only used formulation 2 and who applied a tiered skill score test that first identified the most skillful ingredient, then explored the conditional skill of additional ingredients.

Herein, only data from the Southeast subset were utilized, and skill was defined by correctly discriminating between events and warning nulls. This analysis was also performed on radar-based nulls. However, comparing radar-based nulls with events may be of less practical utility, given that the former were not necessarily associated with convection that subjectively appeared severe. The maximum (or minimum, depending on the particular ingredient) grid point value in an approximate 160 km by 160 km box surrounding the composite center was utilized in the skill score tests in an attempt to capture the most representative fields available given that small-scale evolution at a point may not be captured by the relatively coarse temporal resolution of the NARR. The two compound metrics used to determine skill were the Heidke Skill Score (HSS), calculated by

\[ HSS = 2 \times \frac{(ad - bc)}{(a + c)(c + d) + (a + b)(b + d)}, \tag{1} \]

and True Skill Statistic (TSS; Wilks 1995), given by

\[ TSS = \frac{(ad - bc)}{(a + c)(b + d)}, \tag{2} \]

where \(a\) is a correct forecast of an event, \(b\) is a false alarm, \(c\) is a missed event, and \(d\) is a correct null. Preference was given to the HSS based upon its consistency regardless of event rarity (Doswell et al. 1990). Traditional forecasting metrics such as POD and FAR were also calculated.

Initial tests determined the skill of individual ingredients using the entire set of parameters. Subsequent tests then assessed the skill of multi-ingredient combinations of parameters consisting of those that had exhibited skill on their own or in conjunction with one other ingredient. Tests with multiple ingredients allowed for the inclusion of more than one term of a given type but were subjectively checked to avoid redundancy of ingredients. It is possible that some ingredients or combinations of parameters exhibit statistical skill but little practical skill. For example, PMSL may be statistically skillful, as events tend to be
associated with deeper surface cyclones than nulls; however, in practice, this would imply that the threat would increase along a cold front as one travels closer to the cyclone center, which is not necessarily true. Thus, only those composite parameters judged to have a robust physical basis were considered for further analysis.

As shown in Table 1, the 0-3 km lapse rate was the most skillful individual thermodynamic ingredient, consistent with findings from Sherburn and Parker (2014). Most of the other independent terms that exhibited skill were kinematic fields, including the effective shear vector magnitude [also consistent with Sherburn and Parker (2014)] and its zonal component, as well as the meridional component and magnitude of the 10-m wind speed (perhaps highlighting the importance of low-level $\theta_e$ advection). Finally, frontogenesis within the 750 hPa to 700 hPa layer was also skillful, perhaps suggesting that the depth of linear forcing or the presence of a cold front aloft may be important for determining the potential severity of an event.

The SHERBE and SHERBS3 parameters developed by Sherburn and Parker (2014; here using the recommended 3-5 km lapse rate instead of the 700-500 hPa lapse rate) showed the most skill among existing combination indices [a group that also included the STP, Supercell Composite Parameter (Thompson et al. 2003; Thompson et al. 2004), Craven-Brooks significant severe parameter, 0-3 km EHI, and 0-3 km VGP], followed by several low-level turbulent kinetic energy (TKE) terms (Table 1.1). Although statistically skillful, TKE terms are dependent on model configuration and parameterizations (here, these terms are outputted from the NARR grid, not calculated manually). As a result, these terms were excluded from further investigation. However, in general, large low-level TKE would result from large low-level lapse rates and low-level vertical shear (e.g., low Richardson numbers). In this sense, it provides rather similar information to the SHERBS3 and SHERBE. Products of $\omega$ and $d\theta_e/dz$, meant to approximate the release of potential instability, also showed relatively high skill, consistent with the spatial footprint noted in Fig. 1.16. While $\omega$ is also dependent on model configuration (primarily grid spacing), it is an explicitly-represented
field (unlike TKE, which is parameterized). Thus, it was retained for the multi-ingredient tests.

Low-level lapse rates and bulk wind differences appear in nearly every combination of skillful ingredients, suggesting they are crucial in discriminating between HSLC events and nulls. Steep low-level lapse rates can promote downward momentum transfer of strong flow aloft (e.g., Johns and Hirt 1987; Johns 1993; Evans and Doswell 2001) or the strengthening of low-level vortices (e.g., Parker 2012). Meanwhile, larger low-level shear vector magnitudes also promote the strengthening of low-level mesocyclones (e.g., Markowski and Richardson 2014; Coffer and Parker 2015) or mesovortices (e.g., Weisman and Trapp 2003) and are representative of stronger environmental flow that could potentially be transported to the surface via convective downdrafts. Combining the two terms, rather than looking at each in isolation, helps preserve their discriminatory skill while diminishing each term’s respective diurnal cycle (as shown in Fig. 1.19). In particular, the effective shear vector magnitude appeared in many skillful combinations. The effective layer is approximately defined as the lower half of the vertical layer exhibiting CAPE (Thompson et al. 2007); the inclusion of the effective bulk shear magnitude therefore adds an inherent CAPE mask that may be a useful contributor to an index lacking an explicit buoyancy term.

When combined with instability and shear ingredients, the most skillful synoptic forcing ingredient was typically either a product of $\omega$ and $d\theta_e/dz$ or near-surface wind magnitude, showing that potential instability or low-level advection may be critical in some cases. This idea is supported by complementary modeling work (e.g., King et al. 2017) and will be discussed further in Section 1.5. Midlevel lapse rates, despite not showing skill on their own, do exhibit skill when combined with other ingredients, as found by Sherburn and Parker (2014); this suggests potential non-linear interaction with other ingredients or compensation in some portion of the parameter space.

After testing all combinations of up to five ingredients, an index including the 0-3 km lapse rate (low-level lapse rate, or LLLR), 0-1.5 km bulk shear vector magnitude (S15MG), the maximum $d\theta_e/dz \times \omega$ product calculated from the 0-2 km layer through the 0-6 km layer...
at 0.5 km intervals (MAXTEVV), and (optionally, as discussed shortly) the effective bulk shear magnitude (ESHR) was found to outperform all other combinations. The most skillful formulation including the effective bulk shear magnitude [hereafter referred to as the Modified SHERB (effective version), or MOSHE] is:

\[
MOSHE = \frac{(LLLR - 4 \text{ K km}^{-1})^2}{4 \text{ K}^2 \text{km}^{-2}} \cdot \frac{(S15MG - 8 \text{ m s}^{-1})}{10 \text{ m s}^{-1}} \cdot \frac{(ESHR - 8 \text{ m s}^{-1})}{10 \text{ m s}^{-1}} \cdot \frac{(MAXTEVV + 10 \text{ K Pa km}^{-1} \text{s}^{-1})}{9 \text{ K Pa km}^{-1} \text{s}^{-1}},
\]  

(3)

where LLLR is in K km\(^{-1}\) (a positive value indicates decreasing temperature with height), S15MG and ESHR are in m s\(^{-1}\), and MAXTEVV is in K Pa km\(^{-1}\) s\(^{-1}\) (and signed such that \(\theta_e\) decreasing with height multiplied by upward motion yields a positive value). If any ingredient is negative (e.g., LLLR < 4 K km\(^{-1}\)), MOSHE is set to 0. MOSHE was set to missing when the environment lacked an effective layer (e.g., there was little or zero diagnosed MUCAPE). The given denominators were chosen such that the most skillful discriminating value of the MOSHE within the Southeast HSLC events subset would approximately equal 1 (using the NARR dataset). Further, the subtracted constants and squared lapse rate term result in the most skillful formulation of the MOSHE, while maintaining approximately equivalent interquartile ranges and contributions from each term (Fig. 15). Physically, in addition to the MUCAPE consideration above, the subtracted constants lead to a MOSHE of 0 when the low levels are especially stable (i.e., when LLLR \(\leq 4\) K km\(^{-1}\)) or when the low-level shear is especially weak (i.e., when S15MG \(\leq 8\) m s\(^{-1}\)), both of which are not conducive for the production of severe weather in HSLC environments. The version of this index excluding the effective bulk shear vector magnitude (hereafter referred to as simply the Modified SHERB, or MOSH) is given by:

\[
MOSH = \frac{(LLLR - 4 \text{ K km}^{-1})^2}{4 \text{ K}^2 \text{km}^{-2}} \cdot \frac{(S15MG - 8 \text{ m s}^{-1})}{10 \text{ m s}^{-1}} \cdot \frac{(MAXTEVV + 10 \text{ K Pa km}^{-1} \text{s}^{-1})}{9 \text{ K Pa km}^{-1} \text{s}^{-1}}.
\]  

(4)

As with the MOSHE, if any ingredient is negative, MOSH is set to 0. Likewise, denominators were determined in a similar fashion. The MOSH and MOSHE have comparable maximum HSS and TSS. The MOSH may be desired to further reduce false alarm area where convection is not anticipated (i.e., locations where CAPE is near zero), and the MOSH may especially be a desired aid when the analyzed or forecast CAPE is suspected...
to be too low, which could lead to an underestimate of the severe threat by the MOSHE\(^7\) (as shown by POD and FAR in Table 1.2).

Spatially, the MOSH composite maps reveal much clearer delineation of the threat area in events compared to the rather broad SHERB signals (cf. Figs. 1.17, 1.22), largely attributable to the inclusion of the MAXTEVV term. In addition, the MOSH parameters show clear separation between events and nulls due to their larger fundamental range of values as compared to the SHERB parameters (Fig. 1.23). Overall, the MOSH parameters show an improvement over the SHERB parameters, both in statistical skill (Table 1.2) and spatial accuracy, while maintaining the core emphasis on low-level lapse rates and shear vector magnitude.

MOSH and MOSHE maximum skill scores are comparable to the SHERBS3 and SHERBE, with the MOSH showing a lower FAR than the SHERBS3 (Table 1.2). Monte Carlo simulations (Wilks 1995) utilizing 1000 iterations of 50 random events and warning nulls within the Southeast subset showed that the MOSH consistently outperformed all other combination forecast indices at their traditional guidance values (Table 1.3). Generally similar maximum skill scores were calculated using the independent Northeast subset, though the value where the maximum skill occurred varied (Table 1.4). As a final verification of the robustness of the MOSH parameters, independent 2012-2014 event and null datasets were generated for the Southeast region, subject to the same criteria as the original 2006-2011 datasets. Parameter distributions (Fig. 1.24) and calculated skill scores (Table 1.5) reveal similar characteristics of the MOSH parameters within the 2012-2014 dataset, though in a similar fashion to the Northeast subset, the parameter value associated with maximum skill varied. This suggests that the guidance value of 1 should not be used as a hard threshold; rather, it can be expected that the conditional threat for HSCL severe hazards will increase as MOSH progressively exceeds 1.

\[\text{Recall that ESHR is based on the layer exhibiting sufficient CAPE. Thus, if CAPE is low or zero, that layer can become vanishingly small, or ESHR can be zero.}\]
Consistent with the SHERB parameters (Sherburn and Parker 2014), formulations of MOSH including the midlevel lapse rate showed a modest increase in skill over the formulations listed above (maximum HSSs of 0.410 and 0.377, respectively, for MOSH and MOSHE with the midlevel lapse rate term included). However, results of a principal component analysis (not shown) revealed that the midlevel lapse rate contributed far less variance than the other MOSH ingredients, implying that its role is minor compared to other terms. Additionally, the practical importance of the midlevel lapse rate remains in question, given the concerns posed in Section 1.3. Finally, the MOSH and MOSHE formulations excluding the midlevel lapse rate still exhibit the key improvements over the SHERBS3 and SHERBE: a spatial focusing of enhanced values near the location of reports in addition to an increase in statistical skill. Thus, for simplicity, the midlevel lapse rate was excluded from the presented version of the MOSH and MOSHE indices herein.

We have heretofore addressed the skill of parameters in the reference frame of gridded analyses, but it is worth considering their value in numerical weather prediction forecasts. Additional tests will be necessary to determine the sensitivity of MOSH ingredients—particularly the MAXTEVV field—to model setup, including grid spacing. For example, $\omega$ values will locally be considerably larger within high-resolution models due to their ability to resolve convective updrafts. Thus, the most skillful values of MOSH and MOSHE may be sensitive to horizontal grid spacing. Future work could examine the potential of “capping” the MAXTEVV contribution (e.g., as done with ESHR, among other ingredients, in the STP) on higher-resolution grids or working with spatially smoothed vertical motion fields (to capture synoptic or frontal-scale updrafts rather than convective updrafts) to alleviate this concern. Philosophically, the use of the MOSH and MOSHE fields is most practical in numerical weather prediction models with coarser grid spacing; after all, these indices are designed to diagnose a favorable environment for severe HSLC convection. In contrast, convection-allowing models should theoretically be capable of resolving the severe convection itself. This is corroborated by real-case model simulations of HSLC severe and non-severe convection (King et al. 2017), while previous studies have noted improved
forecasts of convection in strongly-forced regimes (e.g., Duda and Gallus 2013), which are present in most HSLC cases.

As a preliminary step towards examining the sensitivity of MOSH fields to model configuration, MOSH and MOSHE values were calculated using archived forecasts from the Global Forecast System (GFS; 0.5° horizontal grid spacing), North American Mesoscale (NAM; 12-km horizontal grid spacing), and Rapid Refresh (RAP; 13-km horizontal grid spacing) models for an HSLC event on January 30, 2013. For this case, 6-h forecasts valid at 0600 UTC 30 January 2013 show enhanced MOSH values focused over a smaller area than the SHERBS3 (cf. Figs. 1.25, 1.26), consistent with the NARR event composites. The corridors of enhanced MOSH values do vary somewhat more than those of the SHERBS3 values based upon the chosen analysis; however, it is difficult to determine if these distinctions are artifacts of the model setup or simply due to differing forecast and analysis accuracy. By breaking the MOSH down into its respective components (Fig. 1.27), it appears that the contribution from the low-level shear vector magnitude term is rather consistent among all forecasts and analyses; the low-level lapse rate term and, especially, the potential instability term appear to be responsible for the varying modeled threat areas. For example, the RAP appears to underestimate the threat across northern portions of the report area (Fig. 1.25b); this is coincident with a relatively low potential instability term contribution in the RAP (Fig. 1.27f). Overall, however, the forecasts of MOSH depict the region where severe weather occurred in the surrounding 6 h with reasonable accuracy. A more robust evaluation of the sensitivity of the MOSH and MOSHE to grid spacing and model configuration will be left for future work.

1.5 Synthesis and Discussion

High-shear, low-CAPE (HSLC) severe convection remains a forecasting challenge across time scales ranging from days to minutes in advance. These environments comprise a
The majority of the EF1 or greater tornado and significant wind report population during the cool season, especially during the overnight hours (Fig. 1.11). This population corresponds to time periods where climatological conditions are generally unfavorable for severe convection and, accordingly, the performance of severe weather watches and warnings is notably decreased. HSLC severe convection occurs across all regions of the contiguous U.S.; however, the majority of significant tornadoes and winds occur within the Southeast (Fig. 1.9). Across the West, HSLC environments are characterized by a drier lower troposphere and a surface triple point or upslope setup, which suggest they may be fundamentally dissimilar from HSLC events in the East that are typically associated with low lifted condensation levels and occur in the warm sector or along a cold front (Figs. 1.12 and 1.14). However, middle and upper tropospheric synoptic scale features across all regions are fairly similar, with strong forcing for ascent exhibited at all levels (Fig. 1.12).

Much of the analysis herein focused on the Southeast subset, given that it comprises a large fraction of the severe HSLC convection climatology. Through the analysis of composite maps and skill score tests, several features were shown to exhibit discrimination between events and nulls, including (but not limited to) intense upper-level divergence and low-level convergence (Fig. 1.15), a localized maximum of low-level CAPE (Fig. 1.16), conditions for release of potential instability, which could supplement low values of ambient CAPE (Fig. 1.18), and enhanced near-surface flow (Fig. 1.15). Additionally, plan-view maps showed that events tended to occur on the northern nose of a surface-based unstable sector, where SBCAPE values exceeded the 500 J kg\(^{-1}\) threshold (Fig. 1.15) and STP values were marginally enhanced to the near south (Fig. 1.20). Overall, it appears that both the magnitude and relative positioning of the aforementioned features is important in determining whether an HSLC setup will produce severe or non-severe convection, with stronger, more closely collocated features conducive to severe HSLC events. Future work could examine how these features differ in location and intensity with convective mode (e.g., as in work conducted by the Sterling, VA WFO; M. Kramar, personal communication), particularly given the propensity of HSLC tornadoes occurring within quasi-linear convective systems (e.g., Thompson et al. 2012).
The SHERB parameters (Sherburn and Parker 2014) continue to exhibit skill at discriminating between Southeast HSLC events and nulls (Table 1.2; Figs. 1.17, 1.23; note that the 3-5 km lapse rate is used and recommended to replace the 700-500 hPa lapse rate). However, this study provides evidence that skill could be further improved when interrogating additional fields or incorporating other ingredients. Shear vector magnitudes over shallower layers than those utilized in the SHERBS3 exhibit higher skill than the original formulation. Additionally, skill score tests suggest that including a term meant to represent the release of potential instability further improves skill while also focusing the spatial footprint of parameter maximum values. These ingredients were combined into a Modified SHERB, or MOSH, introduced in Section 4 (Table 1.2; Figs. 1.22, 1.23). Another version of this index including the effective bulk shear magnitude (MOSHE, also introduced in Section 4) provides similar skill while alleviating concerns of enhanced values where there is little or no chance for convection. While the spatial (Fig. 1.22) and statistical (Tables 1.2-1.5) skill of these indices are robust, future work must address the sensitivity of these new combination parameters to model setup, particularly grid resolution, to determine if the distributions of values presented herein are consistent across all platforms. Using an ensemble approach (e.g., assessing the ensemble mean MOSH or MOSHE) may ultimately be preferable, given the potential sensitivity of the ingredients to model physics choices and resolution.

These results, which are summarized as conceptual diagrams in Figure 1.28, are consistent with the modeling study of King et al. (2017), who found that the release of potential instability—a process by which instability is generated in-situ due to the arrival of synoptic-scale forcing for ascent—or strong low-level advection of warm, moist air—which generally scales with the strength of the attendant cyclone—were responsible for rapid destabilization preceding convection in severe HSLC cases. Combined, these studies suggest that some continuous external forcing may be necessary to support vigorous convection in environments with limited CAPE. Additionally, the destabilization in these cases tended to occur on very fine spatial and temporal scales—potentially at scales unresolvable by conventional numerical weather prediction guidance. However, King et al. (2017) also found
that convection-allowing models with grid spacing as coarse as 3 km are capable of providing useful guidance in discriminating between severe and nonsevere HSCL convection. In particular, in their simulations, all severe events were characterized by broad areas of 10-m wind speeds of at least 16 m s$^{-1}$ or updraft helicity of at least 95 m$^2$ s$^{-2}$, which had comparatively much smaller footprints in nonsevere events (Fig. 1.28). Furthermore, although some nonsevere events experienced SBCAPE increases over 100 J kg$^{-1}$ in the 3 h preceding convection, the overall distribution of 3-h CAPE increases was lower in nonsevere events, suggesting more rapid destabilization in severe events, as noted above. Additionally, SBCAPE increases in nonsevere events due to low-level moistening were typically countered by stabilization near the surface, as noted by decreases in surface potential temperature.

The results here indicate that our ability to discriminate between severe and nonsevere HSCL convection is improving. We have shown that a favorable environment, as determined by low-level lapse rates and shear vector magnitudes, along with strong synoptic scale forcing for ascent, discriminate well between severe and nonsevere HSCL convective events. However, our understanding of the processes that lead to the development of strong low-level vortices or damaging straight-line winds in HSCL convection remains limited due to a lack of observations and modeling studies associated with these environments. Thus, a logical next step—which will be addressed in Chapter 2—is to conduct an idealized numerical simulation study that aims to isolate the processes responsible for the production of severe hazards in HSCL convection. Following from the results of the environmental study here, we can then begin to assess the dynamics behind the discriminatory skill of low-level lapse rates and shear vector magnitudes.
### TABLES

**Table 1.1.** Maximum HSS for ten most skillful individual ingredients and combination forecasting indices

<table>
<thead>
<tr>
<th>Ingredient</th>
<th>Maximum HSS</th>
</tr>
</thead>
<tbody>
<tr>
<td>$U$-component of effective bulk shear vector</td>
<td>0.329</td>
</tr>
<tr>
<td>$U$-component of 0-2 km shear vector</td>
<td>0.302</td>
</tr>
<tr>
<td>Planetary boundary layer height</td>
<td>0.294</td>
</tr>
<tr>
<td>725 hPa frontogenesis</td>
<td>0.292</td>
</tr>
<tr>
<td>Effective shear vector magnitude</td>
<td>0.291</td>
</tr>
<tr>
<td>750 hPa frontogenesis</td>
<td>0.288</td>
</tr>
<tr>
<td>10-m wind magnitude</td>
<td>0.277</td>
</tr>
<tr>
<td>$V$-component of 10-m wind vector</td>
<td>0.275</td>
</tr>
<tr>
<td>700 hPa frontogenesis</td>
<td>0.273</td>
</tr>
<tr>
<td>0-3 km lapse rate</td>
<td>0.262</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Combination Index</th>
<th>Maximum HSS</th>
</tr>
</thead>
<tbody>
<tr>
<td>SHERBE</td>
<td>0.374</td>
</tr>
<tr>
<td>SHERBS3</td>
<td>0.366</td>
</tr>
<tr>
<td>950 hPa TKE</td>
<td>0.347</td>
</tr>
<tr>
<td>900 hPa TKE</td>
<td>0.335</td>
</tr>
<tr>
<td>925 hPa TKE</td>
<td>0.332</td>
</tr>
<tr>
<td>875 hPa TKE</td>
<td>0.284</td>
</tr>
<tr>
<td>700 hPa $\omega$ * 1000-700 hPa d$\theta$/dz</td>
<td>0.257</td>
</tr>
<tr>
<td>4.5 km $\omega$ * 0-4.5 km d$\theta$/dz</td>
<td>0.248</td>
</tr>
<tr>
<td>3 km $\omega$ * 0-3 km d$\theta$/dz</td>
<td>0.247</td>
</tr>
<tr>
<td>500 hPa $\omega$ * 1000-500 hPa d$\theta$/dz</td>
<td>0.246</td>
</tr>
</tbody>
</table>
Table 1.2. Skill scores and forecast skill metrics for the SHERBS3, SHERBE, MOSH, and MOSHE at discriminating between HSLC events and warning nulls within the entire Southeast dataset.

<table>
<thead>
<tr>
<th>Index</th>
<th>Maximum HSS</th>
<th>Maximum TSS</th>
<th>POD at max HSS</th>
<th>FAR at max HSS</th>
<th>Max HSS threshold</th>
<th>HSS at threshold = 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>SHERBS3</td>
<td>0.366</td>
<td>0.363</td>
<td>0.861</td>
<td>0.515</td>
<td>0.90</td>
<td>0.343</td>
</tr>
<tr>
<td>SHERBE</td>
<td>0.374</td>
<td>0.415</td>
<td>0.690</td>
<td>0.275</td>
<td>0.80</td>
<td>0.222</td>
</tr>
<tr>
<td>MOSH</td>
<td>0.402</td>
<td>0.446</td>
<td>0.799</td>
<td>0.392</td>
<td>1.00</td>
<td>0.402</td>
</tr>
<tr>
<td>MOSHE</td>
<td>0.377</td>
<td>0.412</td>
<td>0.709</td>
<td>0.297</td>
<td>1.00</td>
<td>0.377</td>
</tr>
</tbody>
</table>
Table 1.3. Monte Carlo simulation results over the Southeast HSLC subset for chosen combination forecast indices.

<table>
<thead>
<tr>
<th>Index</th>
<th>Mean HSS</th>
<th>Minimum HSS</th>
<th>25th Percentile HSS</th>
<th>Median HSS</th>
<th>75th Percentile HSS</th>
<th>Maximum HSS</th>
<th>Tested Threshold</th>
</tr>
</thead>
<tbody>
<tr>
<td>Craven-Brooks Significant Severe</td>
<td>0.076</td>
<td>-0.120</td>
<td>0.035</td>
<td>0.080</td>
<td>0.120</td>
<td>0.260</td>
<td>20000</td>
</tr>
<tr>
<td>EHI (0-3 km)</td>
<td>0.124</td>
<td>-0.100</td>
<td>0.080</td>
<td>0.120</td>
<td>0.180</td>
<td>0.380</td>
<td>1.0</td>
</tr>
<tr>
<td>MOSH</td>
<td>0.407</td>
<td>0.100</td>
<td>0.360</td>
<td>0.400</td>
<td>0.480</td>
<td>0.680</td>
<td>1.0</td>
</tr>
<tr>
<td>MOSHE</td>
<td>0.412</td>
<td>0.120</td>
<td>0.360</td>
<td>0.400</td>
<td>0.480</td>
<td>0.700</td>
<td>1.0</td>
</tr>
<tr>
<td>SCP</td>
<td>0.237</td>
<td>-0.060</td>
<td>0.180</td>
<td>0.240</td>
<td>0.300</td>
<td>0.520</td>
<td>1.0</td>
</tr>
<tr>
<td>SHERBS3</td>
<td>0.367</td>
<td>0.100</td>
<td>0.300</td>
<td>0.360</td>
<td>0.420</td>
<td>0.620</td>
<td>1.0</td>
</tr>
<tr>
<td>SHERBE</td>
<td>0.300</td>
<td>0.060</td>
<td>0.240</td>
<td>0.300</td>
<td>0.360</td>
<td>0.520</td>
<td>1.0</td>
</tr>
<tr>
<td>STP</td>
<td>0.088</td>
<td>-0.060</td>
<td>0.060</td>
<td>0.080</td>
<td>0.120</td>
<td>0.240</td>
<td>1.0</td>
</tr>
<tr>
<td>VGP (0-3 km)</td>
<td>0.120</td>
<td>-0.080</td>
<td>0.080</td>
<td>0.120</td>
<td>0.160</td>
<td>0.340</td>
<td>0.2</td>
</tr>
</tbody>
</table>
Table 1.4. As in Table 1.2, but for the Northeast subset.

<table>
<thead>
<tr>
<th>Index</th>
<th>Maximum HSS</th>
<th>Maximum TSS</th>
<th>POD at max HSS</th>
<th>FAR at max HSS</th>
<th>Max HSS threshold</th>
<th>HSS at threshold = 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>SHERBS3</td>
<td>0.426</td>
<td>0.424</td>
<td>0.809</td>
<td>0.385</td>
<td>0.95</td>
<td>0.418</td>
</tr>
<tr>
<td>SHERBE</td>
<td>0.377</td>
<td>0.379</td>
<td>0.588</td>
<td>0.209</td>
<td>0.80</td>
<td>0.207</td>
</tr>
<tr>
<td>MOSH</td>
<td>0.396</td>
<td>0.398</td>
<td>0.638</td>
<td>0.241</td>
<td>1.45</td>
<td>0.366</td>
</tr>
<tr>
<td>MOSHE</td>
<td>0.390</td>
<td>0.394</td>
<td>0.528</td>
<td>0.134</td>
<td>1.30</td>
<td>0.331</td>
</tr>
</tbody>
</table>
Table 1.5. As in Table 1.2, but for the 2012-2014 Southeast subset.

<table>
<thead>
<tr>
<th>Index</th>
<th>Maximum HSS</th>
<th>Maximum TSS</th>
<th>POD at max HSS</th>
<th>FAR at max HSS</th>
<th>Max HSS value</th>
<th>HSS at index = 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>SHERBS3</td>
<td>0.398</td>
<td>0.401</td>
<td>0.709</td>
<td>0.310</td>
<td>1.15</td>
<td>0.266</td>
</tr>
<tr>
<td>SHERBE</td>
<td>0.440</td>
<td>0.445</td>
<td>0.619</td>
<td>0.173</td>
<td>1.00</td>
<td>0.400</td>
</tr>
<tr>
<td>MOSH</td>
<td>0.451</td>
<td>0.450</td>
<td>0.760</td>
<td>0.310</td>
<td>1.50</td>
<td>0.407</td>
</tr>
<tr>
<td>MOSHE</td>
<td>0.461</td>
<td>0.464</td>
<td>0.691</td>
<td>0.227</td>
<td>1.85</td>
<td>0.425</td>
</tr>
</tbody>
</table>
FIGURES

Figure 1.1. (From Schneider and Dean 2008) Number of environmental hours represented by a given CAPE (abscissa) and 0-6 km shear vector magnitude (ordinate).
Figure 1.2. (From Dean et al. 2009) Conditional probability of severe weather by environment, 2003-2007.
Figure 1.3. (From Dean and Schneider 2012) False alarm area (top) and fraction of missed tornadoes (bottom) in SPC tornado watches by environment, 2003-2012.
Figure 1.4. (From Schneider et al. 2006) Map of 2004-2005 severe reports occurring in environments with mixed-layer (ML) CAPE < 1000 J kg⁻¹, ML lifted condensation levels (ML LCL) < 1000 m, 0-1 km shear vector magnitude ≥ 10 m s⁻¹, and 0-6 km shear vector magnitude ≥ 18 m s⁻¹.
Figure 1.5. (From Davis and Parker 2014) Time–height cross sections of median azimuthal shear for a) all tornadic vortices, b) all nontornadic vortices, c) tornadic supercell vortices, d) nontornadic supercell vortices, e) tornadic non-supercell vortices, and f) non-tornadic, non-supercell vortices within 60 km of radar.
Figure 1.6. (From Anderson-Frey et al. 2016) POD (left) and FAR (right) of tornado warnings binned by environment, 2003-2015.
Figure 1.7. Example of a higher-end HSLC event. NARR fields, as follows, are from 0600 UTC 4 March 2008. Panels show a) 300 hPa isotachs (shaded, kt), geopotential heights (black contours, every 120 m), and wind barbs (kt); b) 500 hPa absolute vorticity (shaded, 10^{-5} s^{-1}), geopotential heights (black contours, every 60 m), and wind barbs (kt); c) 850 hPa temperatures (shaded, °C), geopotential heights (black contours, every 30 m), and wind barbs (kt); d) 2-m dew point (shaded, °C), mean sea-level pressure (PMSL, every 2 hPa), and 10-m wind barbs (kt). Filled circles represent locations of HSLC significant tornadoes (EF2 or greater, pink), EF1 tornadoes (red), and significant winds (65 kt or greater, blue) from 0430-0730 UTC 4 March 2008.
Figure 1.8. Comparisons of (left) SBCAPE and (right) mean sea-level pressure (PMSL) for SFCOA and NARR. SFCOA grid point used is that associated with the maximum 2-m $\theta_e$ in a 3 by 3 grid point box (approximately 80 km by 80 km) surrounding each respective Southeast HSLC EF1 or stronger tornado report and significant wind report. NARR grid point represents the maximum value in an approximate 160 km by 160 km box surrounding each report. Correlation is represented by $r^2$ values in the upper left of each panel. A 1:1 line (i.e., $y = x$) is included for ease of comparison. Note that significant hail reports were not included here, as discussed in Section 2a.
Figure 1.9. a) All EF1 or greater tornado reports (red dots) and significant wind reports (blue dots) occurring in HSLC environments from 2006-2011. Shading represents a kernel density estimation of significant severe reports; darker colors correspond to a higher density of reports (probability density function estimate contoured every 0.001); b) as in a), except only for springtime reports and excluding the kernel density estimation; c) as in b), but for summertime reports; d) as in b), but for autumn reports; e) as in b), but for wintertime reports. Insets show pie charts for percentage of reports that fall in the three subjectively-defined regions, as demarcated by the green lines in a): Southeast (SE), Northeast (NE), and West (W). Counts are shown in the bottom right of each panel.
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n = 519
**Figure 1.10.** Map showing locations of NWS WSR-88Ds used in constructing the radar-based nulls dataset (yellow dots).
Figure 1.11. Fraction of EF1 or greater tornadoes and significant wind reports from 2006-2011 that occurred in HSLC environments by month and hour (shaded). Total number of EF1 or greater tornadoes and significant wind reports for the given hour/month are listed in each box.
Figure 1.12. Regional comparisons of (panels a, d, and g) 300 hPa winds (shaded, kt), wind barbs (kt), and geopotential heights (black contours, every 120 m); (panels b, e, and h) 500 hPa absolute vorticity (shaded, $10^{-5}$ s$^{-1}$), wind barbs (kt), geopotential heights (black contours, every 60 m), and 700 hPa omega (blue contours, μbar s$^{-1}$); (panels c, f, and i) 2-m dew point (shaded, °C), mean sea level pressure (black contours, every 2 hPa), and 10-m wind barbs (kt). Plots for the southeast region are in panels a)-c), northeast region are in panels d)-f), and western region are in panels g)-i). Maps are shown for a reference scale, with the white dot depicting the event-relative composite center point and the average latitude and longitude of each subset. The number of times in each composite is shown in a), d), and g) at bottom right.
Figure 1.13. Regional comparisons of 0-3 km lapse rates (K km$^{-1}$) for (panels a, d, and g) severe events, defined as EF1 or greater tornadoes and significant wind reports (wind gusts ≥ 65 kt), (panels b, e, and h) warning nulls, and (panels c, f, and i) the difference field between events and nulls. All else is as in Fig. 1.12.
**Figure 1.14.** Regional composite sounding comparisons. Data are color-coded by region, with southeast thermodynamic and kinematic profiles and derived indices in red, northeast profiles and indices in blue, and western profiles and indices in green. Vertical pressure levels where 25% or more of the data were below ground are set to missing. Note that only the upper right quadrant of the hodograph is shown to highlight differences between regions. The plotted hodograph extends from the surface to 300 hPa. Storm-relative helicity (SRH) is calculated over the surface-to-3-km layer.
Figure 1.15. Mean (panels a-c) 300 hPa divergence (shaded, $10^{-5}$ s$^{-1}$), geopotential heights (black contours, every 120 m), isotachs (purple contours, every 5 kt), and wind barbs (kt); (panels d-f) 500 hPa absolute vorticity (shaded, $10^{-6}$ s$^{-1}$), geopotential heights (black contours, every 60 m), wind barbs (kt), and 700 hPa omega (blue contours, μbar s$^{-1}$); (panels g-i) 850 hPa divergence (shaded, $10^{-5}$ s$^{-1}$), geopotential heights (black contours, every 30 m), temperature advection (blue and red contours, K s$^{-1}$), and wind barbs (kt); (panels j-l) SBCAPE (shaded, J kg$^{-1}$), (black contours, every 2 hPa), and 10-m wind barbs for southeast (panels a, d, g, j) EF1 or greater tornadoes and significant wind reports, (panels b, e, h, k) warning nulls, and (panels c, f, i, l) radar-based nulls. Maps are shown for a reference scale, with the white dot depicting the event-relative composite center point and the average latitude and longitude of each subset. The number of times in each composite is shown in the top row at bottom right.
Figure 1.16. Mean of (panels a-c) 0-3 km SBCAPE (J kg⁻¹); (panels d-f) 0-3 km lapse rate (K km⁻¹); (panels g-i) 3 km surface-based lifted index (K); and (panels j-l) 3-5 km lapse rate (K km⁻¹) for southeast (panels a, d, g, j) EF1 or greater tornadoes and significant wind reports, (panels b, e, h, k) warning nulls, and (panels c, f, i, l) radar-based nulls. All else is as in Fig. 1.15.
Figure 1.17. Mean (panels a-c) SHERBS3 and (panels d-f) SHERBE for Southeast HSLC (panels a, d) events, (panels b, e) warning nulls, and (panels c, f) radar-based nulls. Note that the 3-5 km midlevel lapse rate is used here rather than the 700-500 hPa lapse rate, and this replacement is recommended for all further use. All else is as in Fig. 1.15.
Figure 1.18. Mean of (panels a-c) product of 3 km $\omega$ and 0-3 km $d\theta/dz$ (K Pa km$^{-1}$ s$^{-1}$); (panels d-f) product of 4.5 km $\omega$ and 0-4.5 km $d\theta/dz$ (K Pa km$^{-1}$ s$^{-1}$); (panels g-i) product of 6 km $\omega$ and 0-6 km $d\theta/dz$ (K Pa km$^{-1}$ s$^{-1}$); and (panels j-l) the maximum $\omega$ and $d\theta/dz$ product from 0-2 km through 0-6 km (K Pa km$^{-1}$ s$^{-1}$) for southeast (panels a, d, g, j) EF1 or greater tornadoes and significant wind reports, (panels b, e, h, k) warning nulls, and (panels c, f, i, l) radar-based nulls. All else is as in Fig. 1.15.
Figure 1.19. 0-3 km lapse rate (shaded, K km$^{-1}$) and 0-3 km bulk shear vector (barbs, kt) for (panels a, d, g, j) autumn, (panels b, e, h, k) winter, and (panels c, f, i, l) spring (panels a-c) daytime events, as defined in the text, (panels d-f) daytime warning nulls, (panels g-i) nighttime events, and (panels j-l) nighttime warning nulls within the southeast subset. Counts for the respective subset are provided in the bottom right of each panel.
Figure 1.20. As in Fig. 1.19, but showing the significant tornado parameter (STP). Black contour denotes an STP value of 0.25.
Figure 1.21. Box-and-whisker plots for maximum (within a 160 km by 160 km box surrounding the respective report or null) LLLR, S15MG, ESHR, and MAXTEVV term contributions within the MOSHE (as defined in Equation 1.3; e.g., \([\text{LLLBR} - 4]^2]/4 \text{ km}^2\)) across Southeast events, warning nulls, and radar-based nulls. Purple line shows the median value, while the blue box encompasses the 25th \((q_1)\) to 75th \((q_3)\) percentile values. Black whiskers extend to values in the range \([q_1 - 1.5*(q_3-q_1), q_3 + 1.5*(q_3-q_1)]\). Outliers are excluded.
Figure 1.22. Mean (panels a-c) modified SHERB (MOSH) and (panels d-f) effective version of MOSH (MOSHE) for Southeast HSLC (panels a, d) events, (panels b, e) warning nulls, and (panels c, f) radar-based nulls. All else is as in Fig. 1.16.
Figure 1.23. As in Fig. 1.21, but for the SHERBS3, SHERBE, MOSH, and MOSHE value distributions.
Figure 1.24. As in Fig. 1.23, but for the independent 2012-2014 Southeast dataset.
Figure 1.25. a) NARR analysis, b) RAP 6-h forecast, c) GFS 6-h forecast, d) NAM 6-h forecast of the MOSH valid at 0600 UTC 30 January 2013 (models initialized 0000 UTC 30 January 2013). Black contours encompass MOSH values ≥ 1. Black dots show locations of EF1 or greater tornadoes and significant wind reports in the surrounding 6 h (0300-0900 UTC 30 January 2013).
Figure 1.26. As in Fig. 1.25, but for the SHERBS3.
Figure 1.27. Contributions from the (panels a, d, g, j) low-level lapse rate term, (panels b, e, h, k) 0-1.5 km shear vector magnitude term, and (panels c, f, i, l) potential instability term (all as defined in Equation 3) for (panels a-c) NARR analysis valid at 0600 UTC 30 January 2013, (panels d-f) RAP 6-h forecast, (panels g-i) GFS 6-h forecast, and (panels j-l) NAM 6-h forecast, all valid for 0600 UTC 30 January 2013.
Figure 1.28. Conceptual models for composite HSLC significant severe (EF2 or stronger tornadoes and 65 kt or stronger winds) event (left) and non-severe event (right). “STP” refers to the Significant Tornado Parameter (e.g., Thompson et al. 2012), while “SCP” refers to the Supercell Composite Parameter (Thompson et al. 2004). Size of features are meant to represent their relative strength (e.g., surface low depicted by red “L” is larger in severe event conceptual model, consistent with a typically stronger surface cyclone in those cases).
CHAPTER 2

HSLC Idealized Simulations: Motivation and Experimental Design

2.1 Overview

The aforementioned recent work has improved our understanding of HSLC convection and discrimination between severe and nonsevere HSLC convective events. However, there have been very few targeted observations or high-resolution numerical simulations of HSLC events. As a result, there remain many gaps in our knowledge regarding the dynamics that govern the differences between severe and nonsevere HSLC convection, particularly in the minutes prior to the development of severe hazards. There have been no general sensitivity studies aimed at understanding the portions of the HSLC parameter space where severe weather can be expected, nor have process studies investigated the means by which HSLC convection produces damaging winds and tornadoes. In particular, the origins of strong, low-level vortices capable of producing tornadoes and damaging straight-line winds—in addition to the updrafts that support them—remain an open question. These lingering questions motivate the research presented here, as an understanding of the processes leading to the development of tornadoes or damaging winds within HSLC convection, along with their potential precursors, are critical for operational forecasting and nowcasting success. The primary aim of the following idealized simulations is to understand the links in the chain that lead from the development of a strong updraft to the subsequent genesis of a strong, low-level vortex in a typical HSLC severe convection environment. Once an understanding of these processes is established, it will be possible to assess what links in this chain are “broken” in some portions of the parameter space.
2.2 Background

For the most part, research on the genesis mechanisms of low-level vortices and tornadoes has been focused on high-CAPE environments supportive of supercells, which are common in the U.S. Great Plains. Generally, tornadoes develop within high-CAPE supercells following the development of a midlevel mesocyclone—the vorticity of which is acquired from the tilting of environmental horizontal vorticity, present as a result of sufficient vertical wind shear—and the development of a separate area of vertical vorticity near the surface. Subsequently, this near-surface vertical vorticity is stretched, leading to the development of a tornado (Davies-Jones and Brooks 1993; Davies-Jones 2015). The first step in this process is fairly well understood. In a strongly-sheared environment with predominantly crosswise environmental vorticity, an updraft produces counter-rotating vortices of either sign on its right (relative to the shear vector; cyclonic) and left (anticyclonic) sides (Fig. 2.1; Klemp 1987). When environmental vorticity is streamwise, the updraft is instead correlated with vertical vorticity. In the Northern Hemisphere, the right-moving updraft is typically dominant as a result of a clockwise-turning shear vector with height, which promotes ascent on the right flank of the updraft and descent on the left flank via the so-called “updraft-in-shear effect” (Fig. 2.2; Klemp 1987; Bunkers et al. 2000), which will be explored further shortly. Thus, this wind profile favors a right-moving (relative to the hodograph), cyclonically-rotating updraft as the updraft ingests streamwise vorticity; in other words, the sense of spin of the vorticity is in the same direction as the flow entering the storm (Davies-Jones 1984; Weisman and Rotunno 2000). The typical environmental wind profile associated with HSLC severe convection exhibits clockwise turning of the hodograph, particularly in the low levels (e.g., Figure 1.14).

Furthermore, recent research has elucidated the mechanisms by which near-surface vertical vorticity arises within these storms and how it is intensified to tornadic strength (e.g., Markowski and Richardson 2014; Dahl et al. 2014), although there remains some debate regarding the relative contribution of terms to low-level vertical vorticity, particularly
vorticity generated via the baroclinic (e.g., Dahl 2015) and frictional (e.g., Schenkman et al. 2014; Markowski 2016; Roberts et al. 2016) mechanisms. Baroclinic generation of horizontal vorticity arises due to density differences in the horizontal, such as within the downdraft or along an outflow boundary, while frictionally-generated vorticity is a consequence of surface drag. Via trajectory analysis, these studies have also identified the general pathways by which parcels approach and contribute to intense low-level vortices. By and large, the majority of parcels contributing to near-surface vortices arrive from storm-relative north or northwest, acquiring a vertical component of vorticity as they descend in the downdraft (e.g., Dahl et al. 2014; Fig. 2.3). More recent numerical simulations with lowest model levels very close to the ground (e.g., Rotunno et al. 2017) suggest that vertical vorticity may arise due to tilting of baroclinically-generated horizontal vorticity very close to the surface, without a need for the development of vertical vorticity in the downdraft itself. At any rate, the source of near-surface vertical vorticity does not appear to be of utmost importance; rather, the ability for the storm’s updraft to converge and stretch this vorticity is the deciding factor in whether or not it produces a tornado (e.g., Coffer et al. 2017). Therefore, the strength of low-level vertical accelerations—and subsequently, low-level updrafts—is of utmost importance in distinguishing tornadic from nontornadic supercells.

Mesovortices within quasi-linear convective systems (QLCSs) may be shallow and lack accompanying mid-level rotation (Weisman and Trapp 2003), contrary to supercell mesocyclones and their associated low-level vortexgenesis. QLCS mesovortices tend to be classified as separate from system-scale book-end vortices (e.g., Weisman 1993), although they can also develop as cyclonic-anticyclonic couplets (e.g., Trapp and Weisman 2003; Wakimoto et al. 2006; Atkins and St. Laurent 2009b; Figs. 2.4 and 2.5). The eventual asymmetry of these couplets appears to be dependent on the Coriolis force, which allows cyclonic members to become dominant over time and stronger than without the inclusion of Coriolis (Trapp and Weisman 2003). Accordingly, the control simulation in this study will also be run without Coriolis forcing to assess the role that planetary vorticity plays in the development of strong, low-level vortices within HSLC convection or in the convection itself. Cyclonic QLCS mesovortices have also been documented to form in the absence of
anticyclonic partners (Atkins and St. Laurent 2009b; Xu et al. 2015; Figs. 2.6 and 2.7). Severe mesovortices, those that produce tornadoes or damaging straight-line winds, tend to be longer-lived, taller, and stronger than nonsevere mesovortices (e.g., Atkins et al. 2004; Atkins et al. 2005), characteristics which may in turn depend upon the low-level shear vector magnitude (Weisman and Trapp 2003; Schaumann and Przybylinski 2012). The typically large values of low-to-midlevel shear vector magnitude in HSLC environments may explain the propensity of QLCS tornadoes within HSLC convection (Smith et al. 2012; Davis and Parker 2014), as they could support deeper, longer-lived mesovortices.

Based on this prior research of supercells and QLCSs, the strength of low-level updrafts and associated rotation—in the form of mesocyclones or mesovortices—appear to determine the likelihood of tornadogenesis. Next, we will explore the means by which our environmental variables with documented discriminatory skill could impact each of these features.

### 2.3 Primary Model Sensitivity Matrix

Given the results of Chapter 1, it is clear there are three key considerations that distinguish those HSLC events that produce severe weather from those that do not: low-level shear, low-level instability (or lapse rates), and the magnitude of large-scale forcing. The sensitivity of vortexgenesis to low-level shear vector magnitude has been documented in both QLCSs and supercells within high-CAPE environments. The strength and lifetime of QLCS mesovortices—and, accordingly, their potential to produce severe hazards—appears to primarily be dictated by the low-level environmental shear vector magnitude (Weisman and

---

8 Despite being a critical discriminator between severe and nonsevere HSLC convective events, the magnitude of synoptic-scale forcing is not systematically tested in this modeling study. The idealized framework of the experimental design does attempt to mimic synoptic-scale forcing, but it is not explicitly represented. As such, sensitivity studies associated with synoptic forcing cannot be performed within this framework and will be left for future work.
Trapp 2003; Schaumann and Przybylinski 2012). Meanwhile, shear vector magnitude and storm-relative helicity over the lowest 500 to 1000 m above ground has been shown to be a key discriminator between tornadic and nontornadic supercells (Brooks et al. 2003; Adlerman and Droegemeier 2005; Markowski and Richardson 2014; Coffer and Parker 2015; Coffer and Parker 2017). Vortex sensitivity to low-level lapse rates is less definitive, though highly idealized simulations suggest that steeper lapse rates facilitate stronger vortices (Leslie and Smith 1978; Parker 2012). Increased lapse rates and low-level shear vector magnitude can also contribute to momentum transfer, which could produce damaging straight-line winds (Johns and Hirt 1987; Johns 1993; Evans and Doswell 2001). Before we can better prepare for potential severe hazards within HSLC environments, we must understand the sensitivity of convection therein to these parameters with documented discriminatory skill.

The specific question guiding this research is: why (physically) do changes in low-level lapse rates and shear vector magnitudes influence the evolution and severity of HSLC storms? To address this question, a multi-member model sensitivity matrix was developed to examine how variations in 0-1 km shear vector magnitude (01s) and 0-3 km lapse rates (03lr) affect the structure, evolution, and intensity of HSLC convection. The control base-state environment is shown in Figure 2.8 and exhibits 493 J kg\(^{-1}\) of surface-based (SB) CAPE, 21 J kg\(^{-1}\) of 0-3 km CAPE, and 30 kt (1 kt = 0.51 m s\(^{-1}\)), 45 kt, and 83 kt of 0-1 km, 0-3 km, and 0-6 km shear vector magnitude, respectively. The control thermodynamic and kinematic profiles are based upon prior HSLC composites (as in Chapter 1) and preliminary radiosonde data from the Verifications of the Origins of Rotation in Tornadoes Experiment-Southeast (VORTEX-SE) field experiment and HSLC-focused radiosonde launches from NC State University, which tended to exhibit a nearly moist-neutral thermodynamic profile, moist boundary layer, and strongly-sheared wind profile in advance of HSLC convection.

---

\(^{9}\) It could be argued that the base state hodograph inherently includes effects of surface drag and Coriolis, given that it is based on real-world profiles.
The four primary experimental simulations are characterized by adjustments to the base-state 01s or 03lr over ranges of 20 kt (-01s) to 40 kt (+01s) and 6.0 K km\(^{-1}\) (-03lr) to 6.5 K km\(^{-1}\) (+03lr)\(^{10}\), respectively. Table 2.1 shows the variability in chosen convective ingredients from the control base-state environment to the other simulations. Skew-T/log-p diagrams for the 03lr variations are provided in Figure 2.9, while Figure 2.10 shows hodographs for the 01s variations. Note that changes in 03lr do not alter the SBCAPE but do lead to minor differences in mixed-layer (ML) CAPE. Because the moisture profile is constant across all cases, differences in CAPE are attributable to changes in both the 0-3 km and 3-6 km lapse rates. Storm-relative helicity (SRH) values change considerably with variations in 01s, as expected, with minor changes between the 03lr simulations\(^{11}\). Note that the 0-1 km, 0-3 km, and 0-6 km shear vector orientations remain constant across all simulations in this matrix. Future work could instead explore modifying both 01s and 03lr simultaneously, using factor separation (e.g., Stein and Alpert 1993) to assess their respective roles. This study focuses on the first-order effects of varying each parameter, which should be determined sufficiently by studying each in isolation.

Simulations were performed with the Bryan Cloud Model (CM1; Bryan and Fritsch 2002; Bryan and Rotunno 2009), release 18, and initialized with a cold pool meant to mimic a cold front or outflow boundary. The cold pool was characterized by a minimum potential temperature perturbation of -10 K, decreasing as a cosine function eastward and upward from the western and bottom edge of the domain. Although vertical motion due to synoptic-scale and mesoscale heterogeneity is not thoroughly depicted in this idealized framework, this initiating cold pool is meant to represent linear forcing similar to an outflow boundary or cold front, along which HSLC severe convection tends to form and/or evolve. Further, by

\(^{10}\) This range of lapse rates seems fairly modest; however, climatologically, the inner 50% of 03lr associated with severe HSLC convection for any given region tends to encompass a range of only about 1 K km\(^{-1}\) (Sherburn and Parker 2014). Using SPC mesoanalysis data for the Southeast U.S., 25th and 75th percentile values are around 5 to 6 K km\(^{-1}\).

\(^{11}\) These changes result from the chosen storm motion estimate (Bunkers et al. 2014), which was used to be consistent with typical analysis and model fields. Actual storm motions between the simulations show minor differences, so true SRH is approximately the same.
virtue of the cold pool’s structure, realistic destabilization through cooling aloft occurs east of the surface cold pool owing to advection of the mid-level temperature perturbation. This leads to rather organic evolution of convection, which is a benefit of this particular approach. It is worth noting here that other initialization techniques—such as one or more warm bubbles and forced convergence—were tested, as well, but no other initialization technique led to the development of sustained convection. The implications of these findings will be discussed in Chapter 4, but in general, this is consistent with prior studies suggesting that continuous forcing may be necessary to maintain strong HSNC convection (e.g., Chapter 1; King et al. 2017).

Horizontal grid spacing was 250 m, with the x-domain stretched outside of the inner 100 km to lower the computational demand. Note that the horizontal grid spacing here is fairly coarse given the scale of HSNC vortices (e.g., Davis and Parker 2014), and simulation results here are presented with the caveat that near-surface vortices are likely not entirely resolved. However, the focus here is on the processes leading to the development of these vortices, which should be reasonably represented given that comparable grid spacing has been used in prior similar studies (e.g., Dahl et al. 2014). Given the size disparity between HSNC and higher-CAPE convection, it is reasonable to question if HSNC convection can be adequately simulated using similar model configurations. Through preliminary tests, it was observed that there is little difference in storm structure or characteristics when the horizontal grid spacing is cut in half to 125 m. Therefore, to reduce computational demand, all simulations analyzed here maintained the 250-m grid spacing.

The vertical grid spacing was stretched from 10 m at the lowest model level (5 m) to 250 m from approximately 9.875 km to the top of the domain. The domain moved with a constant speed that varied slightly depending upon the base-state environment to ensure that convection remained near the center of the domain within the unstretched x grid. Boundaries were open in the x-direction and periodic in the y-direction. Coriolis forcing was included on the perturbation winds only, which is equivalent to assuming geostrophic balance in the base-state wind field (Roberts et al. 2016; Coffer and Parker 2017). The simulations were
initialized with modest, random potential temperature perturbations throughout the domain to encourage development of three-dimensional convective structures. The NSSL double-moment microphysics scheme (Mansell et al. 2010) is used, with both graupel and hail densities predicted. Although surface drag is a plausible source of near-surface horizontal vorticity that could potentially influence the development of low-level vortices, the bottom boundary is free-slip, consistent with the majority of prior QLCS mesovortex and supercell tornadogenesis studies. Additionally, surface fluxes of heat and moisture—which are thought to influence HSLC environments only modestly (e.g., King et al. 2017)—and radiation are excluded for simplicity.

Note that this is considered a “zero-order” attempt at modeling HSLC convection. Many of the aforementioned choices were made for simplicity, in order to focus on the processes of primary interest, or to reduce computational demand. Future work should take advantage of finer grid spacing, in particular, to assess how the important processes examined here are affected at higher resolution and to begin to study the details of the vortex dynamics. Additionally, a more realistic boundary layer including surface drag could be utilized to assess the role of neglected near-ground processes in the vortexogenesis process, though this should only be included at scales capable of resolving turbulent eddies to prevent unrealistic low-level shear profiles (Markowski and Bryan 2016). Despite these caveats, we are confident that the given model setup accurately depicts the processes that govern HSLC convection.

2.4 Example HSLC Cases

As will be shown in Section 3, the general structure and evolution of the control run’s convection resembled typical HSLC events. Two examples of regional radar reflectivity imagery associated with the severe HSLC QLCS cases of 4-5 March 2008 and 29-30 January 2013 are provided in Figs. 2.11 and 2.12, respectively. Each of these QLCSs persisted for
several hours and produced multiple tornadoes and instances of damaging straight-line winds. The case of 4-5 March 2008 exhibited embedded miniature supercells, one of which is shown in Figs. 2.13 and 2.14. The characteristic features of a supercell, including a hook echo and mesocyclone, were evident in this storm but not well-defined. This lack of definition was a consequence of the poor radar resolution of the relatively small HSLC convection\textsuperscript{12}. The 29-30 January 2013 case was more representative of a typical QLCS, as associated rotation was relatively short-lived and shallow. However, embedded radar reflectivity signatures at the time of tornado occurrence appear similar to that of a supercell, with several hook echo-like appendages evident along the system’s leading edge (Fig. 2.15). Interestingly, many of these vortices developed at approximately the same time and with fairly regular spacing (of approximately 15-20 km) along the cold pool’s leading edge. Given that this occurred 18 to 24 hours into the event, it is plausible that the convergence of planetary vorticity played a part in this process; the role of Coriolis in our control simulation will be explored further in Section 3.2b. While the simultaneous development of multiple strong vortices was not found in our simulations, the radar reflectivity structures and associated rotation were consistent with those observed in these two cases.

\textbf{2.5 Analysis of Accelerations}

In order to isolate cause from effect in these sensitivity experiments, we seek to quantify the specific impacts of 01s and 03lr upon the low-level updrafts of the simulated storms. Regardless of associated convective mode, \textit{a strong low-level vortex cannot develop and be maintained without low-level stretching of vertical vorticity, which is driven by low-level vertical accelerations}. Thus, careful analysis of low-level accelerations was a primary focus

\textsuperscript{12} A recent upgrade to super-resolution radar imagery may improve the depiction of these small-scale features in HSLC convection, though this remains dependent upon the convection’s distance from radar.
of this study. When the Boussinesq approximation is valid and frictional and viscous forces are ignored, vertical accelerations are governed by the following expression:

\[ \frac{Dw}{Dt} = -\frac{1}{\rho_0} \frac{\partial p'}{\partial z} + B, \]  

(2.1)

where the first term on the right-hand side is the vertical perturbation pressure gradient acceleration, and the second term is the buoyancy. Vertical accelerations can subsequently be broken down into buoyant and dynamic components (Wilhelmson and Ogura 1972; Rotunno and Klemp 1982), which involves decomposing the total pressure perturbation \( (p') \) into its buoyant \( (p'_b) \) and dynamic \( (p'_d) \) components. Within the simulations, differences in updraft production and strengths across simulations were assessed by calculating these components. By doing so, it is possible to determine not only which processes are dominant in forcing HSLC convective updrafts (and downdrafts) but also how changes in the ambient environment influence these processes. In turn, these resultant updrafts directly impact the tilting and stretching of vorticity in the simulated storms.

Following a similar methodology to Parker and Johnson (2004a,b), Parker (2007b, 2010, 2017), Davenport and Parker (2015), and Coffer and Parker (2015, 2017), the first step in decomposing the perturbation pressure equation is to solve \( p'_b \) iteratively using

\[ \alpha_0 \nabla^2 p'_b = \frac{\partial B}{\partial z'}, \]  

(2.2)

then \( p'_d \) is treated as the residual. By definition, in low-CAPE environments, the buoyant term tends to be small, as a lifted parcel has a density relatively close to that of the ambient environment. Therefore, vertical accelerations resulting from the dynamic perturbation pressure gradient likely dominate in HSLC convection (e.g., McCaul and Weisman 1996; Markowski and Richardson 2014). The dynamic component of the perturbation pressure is given by

\[ \nabla^2 p'_d = -\rho_0 \left[ \left( \frac{du}{dx} \right)^2 + \left( \frac{dv}{dy} \right)^2 + \left( \frac{dw}{dz} \right)^2 \right] - w^2 \frac{\partial^2 (\ln \rho_0)}{\partial z^2} - 2\rho_0 \left( \frac{dv}{dx} \frac{du}{dy} + \frac{du}{dx} \frac{dw}{dz} + \frac{dv}{dz} \frac{dw}{dy} \right), \]  

(2.3)
where \( u, v, \) and \( w \) are the 3D wind components and \( \rho_0 \) is density. For incompressible, storm-scale motions, this expression can be simplified, and \( p_D' \) can be approximated as

\[
p_D' \propto e_{ij}'^2 - \frac{1}{2} |\omega'|^2 + 2 \left( \frac{\partial w' \partial \bar{u}}{\partial x \partial z} + \frac{\partial w' \partial \bar{v}}{\partial y \partial z} \right),
\]

(2.4)

where \( e_{ij}', \omega', \) and \( w' \) are the perturbations of deformation, vorticity, and vertical velocity, respectively, and \( \frac{\partial \bar{u}}{\partial z} \) and \( \frac{\partial \bar{v}}{\partial z} \) are components of the mean wind shear vector (Markowski and Richardson 2010). Here, the first two terms on the right-hand side are referred to as the nonlinear dynamic pressure perturbation, and the last term is the linear dynamic pressure perturbation. Much as in the first step of decomposing the perturbation pressure equation, in our solver, the nonlinear dynamic term \( (p_{dnl}') \) is treated as the residual of the total dynamic acceleration following the calculation of \( p_{dl}' \). In terms of these three components, the equation for vertical accelerations is then\(^{13}\)

\[
\frac{d w}{d t} = B - \frac{1}{\rho_0} \frac{\partial p_B'}{\partial z} - \frac{1}{\rho_0} \frac{\partial p_{DL}'}{\partial z} - \frac{1}{\rho_0} \frac{\partial p_{DNL}'}{\partial z}.
\]

(2.5)

The linear term of the dynamic pressure perturbation \( (p_{dl}') \) is colloquially referred to as the “updraft-in-shear” effect, and its primary footprint is a low pressure perturbation downshear of an updraft and a high pressure perturbation upshear (Fig. 2.2; Klemp 1987). One key implication of this term is that it explains the deviate motion of supercells with curved hodographs owing to the development of an upward-pointing dynamic acceleration on either the right (with a clockwise-turning wind profile) or left flank (with a counterclockwise-turning wind profile) of a supercell (Fig. 2.2; Rotunno and Klemp 1982; Klemp 1987). This term could conceivably be quite large in HSLC convective environments given the large speed and directional shear of the typical wind profile (as shown in Chapter 1).

\(^{13}\) Note that \( B \) within our pressure solver includes the effects of hydrometeor loading.
The nonlinear term \( (p'_{dnl}) \) corresponds to either low-pressure perturbations resulting from any flow dominated by “spin” (i.e., rotation) or high pressure perturbations in regions dominated by “splat” (i.e., divergence, convergence, or deformation). The nonlinear term can be quite significant in tornadic convection. In particular, within supercells—which are characterized by a rotating updraft—nonlinear dynamic accelerations can substantially augment vertical velocities in the updraft and have in fact been shown to be the primary contributor to vertical accelerations in numerical studies of supercells (e.g., Coffer and Parker 2017). Additionally, downward dynamic accelerations attributable to the nonlinear term have been suggested as the primary driver for the so-called occlusion downdraft\(^{14}\) within supercells, which arise as the strength of the near-surface rotation begins to surpass that of the low-to-mid-level mesocyclone (Klemp and Weisman 1983; Markowski 2002). Because low-level shear vector magnitude plays a significant role in the strength of low-level mesocyclones in supercells (Brooks et al. 2003; Adelman and Droegemeier 2005; Markowski and Richardson 2014; Coffer and Parker 2015; Coffer and Parker 2017) and QLCS mesovortices (Weisman and Trapp 2003; Schaumann and Przybylinski 2012), it is likely that low-level vertical accelerations due to the nonlinear components of the perturbation pressure gradient could be significant in HSLC convection, particularly when coupled with the near-surface “splat” associated with a system-generated or larger-scale cold pool.

Rather than strictly focusing on the origins and lifetimes of strong near-surface vortices in these simulations, much of the analysis will instead focus on the origins of strong, low-level updrafts that have been shown to facilitate and maintain these vortices. The reasoning for this choice is twofold: 1) As noted throughout this section and Section 2.3, the most important consideration in whether or not a near-surface vortex intensifies is not necessarily the availability of vertical vorticity at the surface but instead the ability for vorticity near the surface to be tilted and stretched, a process made possible through a strong

\(^{14}\) More generally referred to as the “vortex valve” effect.
low-level updraft; and 2) convective updrafts are well-resolved on the chosen model domain, while vortices are only marginally resolved on the 250-m horizontal grid. This analysis will lead to an understanding of the processes that precede the intensification of near-surface vortices; additionally, this will allow for the identification of any storm-scale precursors that could be observed in real cases, potentially aiding operational meteorologists in detection of severe hazards and improving lead time of warnings.

2.6 Sensitivity to Hodograph Orientation

Prior studies have indicated that the wind profile’s orientation relative to a boundary has significant ramifications on the convection’s ultimate convective mode and its potential hazards (e.g., Bluestein and Weisman 2000; French and Parker 2008; Dial et al. 2010). Cursory investigation into high-impact HSLC tornado and wind events across the Southeast supports these findings, as it was determined that events with 20 or more tornadoes tended to have a larger cross-boundary component of shear vectors than in primarily wind events, which were dominated by along-boundary shear (Sherburn 2013). The varying wind profiles explored in this study lead to disparate storm motion and development locations relative to the initiating cold pool and subsequent system-generated outflow boundaries. Though not systematically studied in the primary matrix of simulations, the wind profile and, thus, storm development and motion relative to the boundary is undoubtedly important in determining the severe potential of HSLC convection.

Given these considerations, an additional two simulations are performed to investigate the impact of rotating the control wind profile 30° and 60° clockwise relative to the initiating boundary. The goal here was to assess any changes in convection’s organization, evolution, or potential for producing strong low-level vorticity. Other than the hodograph rotation, these simulations had an identical model setup to the primary matrix described above.
2.7 Object Tracking Algorithm

To analyze the characteristics of low-level updrafts and vortices within each simulation, an algorithm to objectively detect and track these features was developed. 3D fields were compressed to 2D by taking the maximum value of either vertical velocity or vertical vorticity over the lowest 1.5 km. Then, an object detection tool was used to identify 2D closed contours within which a vertical velocity of 5 m s\(^{-1}\) or Okubo-Weiss parameter (Okubo 1970; Weiss 1991)\(^{15}\) of 0.001 s\(^{-2}\) was satisfied over an area of at least 1.5 km\(^2\). In addition to identifying updraft and vortex features meeting these thresholds, the algorithm was able to objectively determine the maximum and mean values of the chosen fields and the area, centroid, orientation, and aspect ratios of the features. The updrafts were subject to a depth criterion (i.e., how many points in the vertical where the threshold magnitude is exceeded) of 12 grid points (8 for vortices), meaning that threshold values of vertical velocity (or vorticity) had to be met over 12 (8) grid points in the lowest 1.5 km to be considered. These criteria were incorporated to prevent the oversaturation of small, inconsequential features in the population of updrafts and vortices. Note that additional criteria were tested, but these choices provided the most useful populations of updrafts and vortices for further analysis.

Once features were detected, the algorithm then searched the same grids over the next time step to determine the new location of these features. The algorithm searched within a 10-grid point (4-grid points for vortices) box surrounding the feature’s centroid during the previous time step, starting with the grid point nearest the prior centroid. Because the domain was moving at a speed generally close to that of the convection, the centroid tended to move little between time steps; thus, features of interest were tracked readily. Features were

\(^{15}\) The Okubo-Weiss parameter \(\text{OW} = \left( \frac{du}{dx} - \frac{dv}{dy} \right)^2 - \left( \frac{du}{dx} - \frac{dv}{dy} \right)^2 - \left( \frac{dv}{dx} - \frac{du}{dy} \right)^2 \) is sometimes preferred over vertical vorticity because it effectively removes deformation from vertical vorticity, thus providing a focus on the location where rotation is dominant.
subsequently subject to a longevity requirement of 5 minutes, as transient updrafts and vortices were not the intended subject of analysis.

By detecting and tracking updrafts and vortices, it was possible to analyze the distribution of these features—including their typical sizes, intensities, and durations—and how these characteristics varied across base-state environments. The distributions of values for a population of objectively-identified objects over time is much more representative than a single maximum value, the latter of which was at times inconclusive or even misleading.

2.8 Parcel Trajectory Analysis

For each primary matrix simulation, a restart run was performed in which tracer parcels are seeded within the model. Parcels are initiated at each grid point within a 50 km (in x) by 100 km (in y) by 1.4 km (in z) box ahead, and in the vicinity, of the location where the strongest or longest-lived updraft developed, and then integrated forward in time. Parcel trajectories were calculated at every large model time step, with output—calculated via trilinear interpolation of 3D model fields—written every ten seconds in the simulation. Candidate parcels entering low-level updrafts and vortices were then identified to determine the origins and key accelerations contributing to the strongest features. These trajectories offered insight into the Lagrangian characteristics of the parcels that contributed to strong updrafts and vortices—particularly how the accelerations affecting their motion changed as they approached and entered the updrafts—while also allowing for comparisons of these characteristics among the environmental sensitivity simulations.
Table 2.1. Selected base-state environment variables for matrix of simulations

<table>
<thead>
<tr>
<th>Variable</th>
<th>Control</th>
<th>+01s</th>
<th>-01s</th>
<th>+03lr</th>
<th>-03lr</th>
<th>No Coriolis</th>
<th>Rotated 30°</th>
<th>Rotated 60°</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>SBCAPE (J kg</strong>⁻¹)</td>
<td>493</td>
<td>493</td>
<td>493</td>
<td>493</td>
<td>493</td>
<td>493</td>
<td>493</td>
<td>493</td>
</tr>
<tr>
<td><strong>MLCAPE (J kg</strong>⁻¹)</td>
<td>274</td>
<td>274</td>
<td>274</td>
<td>288</td>
<td>274</td>
<td>274</td>
<td>274</td>
<td>274</td>
</tr>
<tr>
<td><strong>0-3 km CAPE (J kg</strong>⁻¹)</td>
<td>21</td>
<td>21</td>
<td>21</td>
<td>40</td>
<td>6</td>
<td>21</td>
<td>21</td>
<td>21</td>
</tr>
<tr>
<td>**0-1 km shear (kt)</td>
<td>30</td>
<td>40</td>
<td>20</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
</tr>
<tr>
<td>**0-1 km SRH (m²s⁻²)</td>
<td>253</td>
<td>352</td>
<td>160</td>
<td>236</td>
<td>264</td>
<td>253</td>
<td>253</td>
<td>253</td>
</tr>
<tr>
<td>**0-3 km shear (kt)</td>
<td>45</td>
<td>45</td>
<td>45</td>
<td>45</td>
<td>45</td>
<td>45</td>
<td>45</td>
<td>45</td>
</tr>
<tr>
<td>**0-3 km SRH (m²s⁻²)</td>
<td>369</td>
<td>451</td>
<td>304</td>
<td>366</td>
<td>370</td>
<td>369</td>
<td>369</td>
<td>369</td>
</tr>
<tr>
<td>**0-6 km shear (kt)</td>
<td>83</td>
<td>83</td>
<td>83</td>
<td>83</td>
<td>83</td>
<td>83</td>
<td>83</td>
<td>83</td>
</tr>
</tbody>
</table>
Figure 2.1. From Markowski and Richardson (2010), adapted from Klemp (1987): Origins of rotation within a supercell, as discussed in the text. Panel (a) depicts the initial counter-rotating vortices resulting from updraft tilting of environmental vortex lines. Panel (b) shows the subsequent splitting of the initial storm into symmetric right- and left-moving supercells. This situation occurs when the wind profile is unidirectional.
Figure 2.2. From Markowski and Richardson (2010), adapted from Klemp (1987): Examples of the “updraft-in-shear” effect for (a) unidirectional wind shear and (b) a clockwise-turning wind profile with height. Panel (b) shows how high pressure upshear and low pressure downshear of the initial updraft can promote subsequent updraft development on a given flank of the initial storm; given this wind profile, as discussed in the text, an updraft is favored on the storm’s right flank.
Figure 2.3. (From Dahl et al. 2014) Schematic of barotropic and baroclinic vorticity vectors along the trajectory of a parcel acquiring appreciable near-surface vertical vorticity in a simulated supercell. Black line shows the parcel's trajectory, while the dashed line shows its surface projection. Blue shaded region shows the cold pool of the parent supercell.
Figure 2.4. (From Trapp and Weisman 2003) Conceptual diagram of a proposed method of mesovortexgenesis that includes the formation of a cyclonic (red) and anticyclonic (purple) vortex couplet via downdraft tilting of baroclinically-generated horizontal vorticity. Vectors represent the direction and speed of wind flow. The green barbed line shows the relative position of the surface gust front.
Figure 2.5. (From Atkins and St. Laurent 2009b) Conceptual diagram of a proposed method of mesovortexgenesis that includes the formation of a cyclonic (north) and anticyclonic (south) vortex couplet via updraft tilting of baroclinically-generated horizontal vorticity. Vectors represent the direction and speed of wind flow. The black barbed line shows the relative position of the surface gust front. Yellow vectors represent the position of vortex lines and their sense of spin.
Figure 2.6. (From Atkins and St. Laurent 2009b) Conceptual diagram of a proposed method of mesovortexgenesis that is ultimately similar to low-level mesocyclogenesis in a supercell. Vectors represent the direction and speed of wind flow. The black barbed line shows the relative position of the surface gust front. Yellow vectors represent the position of vortex lines and their sense of spin.
Figure 2.7. (From Xu et al. 2015) Conceptual diagram of a proposed method of mesovortexgenesis that suggests the source of vorticity within the vortex is frictionally-induced horizontal vorticity. Vectors represent the direction and speed of wind flow. The blue barbed line shows the relative position of the surface gust front. Red lines represent the position of frictionally-induced vortex lines, with associated purple vectors showing their sense of spin.
Figure 2.8. Control base-state environment in HSLC matrix of simulations.
Figure 2.9. Base-state thermodynamic profiles for the (left) increased low-level lapse rate and (right) decreased low-level lapse rate simulations.
Figure 2.10. Base-state thermodynamic profiles for the (left) increased low-level lapse rate and (right) decreased low-level lapse rate simulations.
Figure 2.11. Regional mosaic of 1-km reflectivity over the Southeast for the 4-5 March 2008 severe HSLC event. Shortly after this time, several developed across the Carolinas and southern Virginia, while damaging straight-line winds were in progress. Image courtesy of UCAR and College of DuPage.
Figure 2.12. Regional mosaic of 1-km reflectivity over the Southeast for the 29-30 January 2013 severe HSLC event. Around this time, several QLCS tornadoes were in progress across middle Tennessee. Image courtesy of UCAR and College of DuPage.
Figure 2.13. Four-panel reflectivity imagery from the Raleigh, NC WSR-88D (KRAX) on 5 March 2008 at 0148 UTC showing four radar tilts (0.5°, 0.9°, 1.3°, and 1.8°) during an HSLC tornado event. Note that this is an embedded miniature supercell. Image courtesy of National Weather Service, Raleigh, NC.
Figure 2.14. As in Fig. 2.13, but for storm-relative velocity.
Figure 2.15. Radar reflectivity from the Nashville, TN WSR-88D (KOHX) on 30 January 2013 at 0900 UTC while an HSLC QLCS tornado outbreak was in progress. Note numerous hook-like appendages along the leading edge of the QLCS, many of which were associated with tornadoes.
3.1 Control Simulation

a. Overview

The purpose of the control run is to establish a baseline for behavior in a typical HSLC environment. As a reminder, the base-state profile used in the control simulation is provided in Figure 2.8. This environment exhibits 30 kt of 0-1 km shear vector magnitude and a 0-3 km lapse rate of 6.3 K km$^{-1}$, which lie near the most skillful discriminatory values of each parameter based on prior HSLC studies (e.g., Sherburn and Parker 2014). Within the control simulation, convection was fairly slow to develop, with appreciable updrafts (i.e., $w \geq 10$ m s$^{-1}$) first appearing nearly two hours$^{16}$ after the model was started. Convective updrafts tended to originate within 10 km of the leading edge of the initiating cold pool, which retreated westward relative to the domain’s motion prior to the development of convection. Initial updrafts were likely aided—and perhaps organized—by convective rolls that developed as midlevel cool air was advected eastward atop relatively warm near-surface air due to strong low-to-midlevel shear, leading to destabilization in the lowest 3 km (Fig. 3.1). Although the details of the physical mechanisms may differ, this rapid destabilization in the one or two hours leading to HSLC convection is reminiscent of that shown in real-case simulations by King et al. (2017). Following initiation, convective evolution proceeded rapidly, with upscale growth into a QLCS occurring over the next 30-60 min (Fig. 3.2). Convection then progressively moved east of the initiating boundary due to the ambient environmental flow and the establishment of a system-generated cold pool (Fig. 3.3).

$^{16}$ This time scale was somewhat unexpected, but the environmental evolution that provided organic development of convection was important and worth the upfront computational demand.
Beyond 3 h, embedded rotating updrafts became apparent, as shown in Hovmöller diagrams of 2-5 km updraft helicity and near-surface\(^{17}\) vertical vorticity (Fig. 3.4). These features correspond to embedded supercellular structures within the predominant QLCS mode, which are supported by the favorable lower and middle tropospheric wind profile. The co-existence of QLCS and supercellular structures suggests that the magnitude of the forcing, and the orientation of the wind profile relative to the forcing, may both be key elements in dictating the ultimate mode of convection. This point will be explored further in Section 3.2c.

In addition to rotating updrafts, numerous weak, near-surface vortices became established along the leading edge of the system-generated cold pool, which was distinct from the initiating cold pool farther to the west. New updrafts occasionally developed near and just ahead of this QLCS, including the strongest updraft of the simulation that became dominant just prior to 4 h into the simulation (Fig. 3.5; can also be identified at approximately \(y = -10\) km after \(t = 200\) min in Figs. 3.2 and 3.4). This updraft exhibited persistent rotation and a hook echo and eventually supported a series of strong, near-surface vortices (Fig. 3.4, beyond \(t = 250\) min between \(y = -20\) km and \(y = -10\) km) before weakening near the end of simulation time (270 min).

Over the last 30 minutes of the control simulation, positive vertical vorticity is essentially ubiquitous along the cold pool’s leading edge\(^{18}\) north of the dominant updraft (Fig. 3.11). Meanwhile, additional, subtle maxima and minima of vertical vorticity appear to be emanating from the convective downdrafts (Fig. 3.12; note alternating positive and negative bands of vorticity south of the primary downdraft, annotated by “P” and “N”). In terms of their basic positioning, these two zones of vertical vorticity (Fig. 3.13) somewhat resemble the “rivers” feeding a near-surface vortex in a high-CAPE supercell simulated by Dahl et al. (2014). Trajectory analysis confirms that there are indeed two primary source regions for the air parcels that are eventually converged into a strong vortex (Fig. 3.14).

\(^{17}\)“Near-surface” here and throughout refers to the bottom physical model level.

\(^{18}\)Note also a secondary zone of vertical vorticity farther west, potentially demarcating an internal boundary.
Parcels initially contributing to the strong vortex in the control run had very little vertical vorticity (i.e., \( \leq 0.01 \text{ s}^{-1} \)) as they approached the updraft from the two aforementioned source regions. In the ten to fifteen minutes prior to contributing to the vortex, these parcels approached the updraft along or very near the bottom model level. Tilting of vorticity into the vertical was fairly modest as parcels entered the updraft. As in prior tornadogenesis studies, stretching was the primary contributor to the rapid development of vertical vorticity as the parcels ascended within updraft (Fig. 3.15). Vertical vorticity typically\(^{19} \) exceeded 0.1 s\(^{-1} \) by an altitude of 180 m, and the vast majority of stretching (and thus enhancement of vertical vorticity) occurred in the lowest 0.5 to 1 km above ground (Fig. 3.15), which provides evidence that strong low-level updrafts were critical for the intensification of near-surface HSLS vortices.

In light of the importance of stretching to the most intense low-level vortices, it is worthwhile to isolate and study the strongest low-level updrafts that occur in the control simulation. The updraft tracking algorithm introduced in Section 2.6 identified over 30 low-level updrafts that persisted for five or more minutes in the control simulation (Fig. 3.16). Five of these had lifetimes of over 20 minutes, including the strongest that is explored in more detail throughout this section. In addition to a count of updraft features tracked, the algorithm identified their mean duration and mean maximum intensity. For the control simulation, the mean maximum intensity was approximately 18 m s\(^{-1} \), while the mean duration was about 12 minutes. While this lifetime may seem short based on conventional thinking of the updraft life cycle (e.g., Byers and Braham 1948), the algorithm was designed to specifically identify updrafts in the lowest 1.5 km AGL, which were shown above to be particularly important for the development of near-surface vortices. These tended to be shorter-lived than the core convective updrafts aloft. Additionally, the way in which the algorithm treats updraft mergers may overstate the number of short-lived features. For example, if there were two distinct centers of vertical velocity in close proximity within a

\(^{19}\) Using the 75th percentile of lowest height at which each parcel acquired vertical vorticity of 0.1 s\(^{-1} \).
developing updraft and these two features “merged” as the updraft strengthened, only one feature would then continue to be tracked, giving the other feature a relatively short reported “lifetime”. Despite these caveats, tracking statistics are still useful for identifying updrafts worthy of study and for comparisons among the different sensitivity tests.

Likewise, the vortex tracking algorithm was useful in determining which environments were the most prolific vortex producers. In the control simulation, 35 low-level vortices were identified (Fig. 3.17). These tended to be a bit shorter-lived, with a typical duration of approximately seven minutes for the control run. The short vortex durations are unsurprising, given operational anecdotal evidence of rapid strengthening and demise of HSCLC vortices. However, some longer-lived vortices with lifetimes over 15 minutes were also identified. The strongest vortices were not necessarily the longest lived; instead, vortex strength again appeared to be more dependent upon the strength of the overlying low-level updraft (Fig. 3.18). This provides further support for the contention that the strength of low-level updrafts appears to be a considerable factor in the potential intensification of near-surface vortices. The forcing mechanisms for these low-level updrafts will be explored next.

b. Vertical accelerations

For the purposes of this discussion, we will focus on the strongest updraft in the control simulation, which also supported the longest-lived vortex. Focusing on this one particular updraft allows for a clear depiction and discussion of the processes that lead to low-level vortexgenesis. However, this updraft was not the only strong updraft in the simulation. Within the control run, low-level updrafts frequently exceeded 20 m s⁻¹. Given that these values existed very close to the height of the LFC, it is likely that any buoyant accelerations were augmented by other processes. Indeed, within mature updrafts, positive low-level accelerations attributable to the dynamic perturbation pressure gradient acceleration components (ACCD; Fig. 3.19) appear to be more critical for low-level accelerations than the buoyant perturbation pressure gradient acceleration (ACCB), which are generally much more modest (Fig. 3.20). Additionally, ACCD maxima correlate well with the strongest embedded
updraft (Fig. 3.19). This was further supported by examining the characteristics of parcels entering the updraft, the accelerations for which were dominated by ACCD (Fig. 3.21; cf. Figs. 3.22 and 3.23). Parcels approaching the updraft exhibited predominantly horizontal motion prior to reaching the region of strong upward-pointing ACCD, confirming that this acceleration was necessary for the appreciable low-level updrafts (Fig. 3.24).

By breaking ACCD down into its linear (ACCDL) and nonlinear (ACCDNL) components, it becomes clear that the ACCDNL terms are most important for strengthening and maintenance of the core of this updraft. Indeed, ACCDNL maxima through time are correlated well with the maxima in vertical velocity (Fig. 3.25), while ACCDL maxima and minima generally straddle the maximum updraft (Fig. 3.26). These findings are in line with theory, given that high and low pressure perturbations attributable to the linear dynamic terms develop on the upshear and downshear sides of the updraft; additionally, those associated with the nonlinear terms tend to be located beneath areas of rotation, which are maximized near the updraft in this case. In addition, this finding is consistent with prior investigations of supercell simulations (e.g., Weisman and Rotunno 2000; Markowski and Richardson 2014; Coffer and Parker 2017), particularly those in environments with limited CAPE (e.g., McCaul and Weisman 1996), who found that ACCD—and particularly ACCDNL—was dominant in supercell updrafts.

At 3 km above the ground, the dynamic accelerations flip sign, with both ACCDL and ACCDNL becoming downward (e.g., cf. Figs. 3.26 and 3.27 at t=255 min to the northeast and southwest of the updraft or cf. Figs 3.25 and 3.28 at the same time near the updraft core; also see trajectories in Figs. 3.22-3.24). For ACCDL, the sign flip is likely associated with a rotation of the shear vector from southwesterly to northwesterly around 3 km above ground. Regardless, the magnitude of ACCDL remains well below that of ACCDNL, while the maxima and minima continue to straddle the updraft core. Thus, its overall effect on the updraft strength appears to be secondary. For ACCDNL, this sign flip results from a decrease in vertical vorticity between 2 km and 3 km in height (Fig. 3.29 note loss in orange shading above 3 km beginning after t=240 min); in other words, the embedded
mesocyclone is strongest below 3 km. This change in sign could have ramifications on storm depth, as the updraft top within HSLC environments may be somewhat influenced by the height of maximum vertical vorticity.

The updraft explored throughout this section represented the strongest and one of the longest-lived within the control simulation and, subsequently, supported its strongest near-surface vortex. A key contributor to the longevity and intensity of these features is the associated upward-pointing ACCDNL, which is associated with relatively persistent and organized low-to-midlevel vertical vorticity within the embedded supercell. The physical processes linking the strength of the updraft to that of its associated near-surface vortex will be explored in more detail next, followed by a discussion of how these processes vary as low-level lapse rates and shear vector magnitudes change.

c. Processes leading to near-surface vortexgenesis

As noted in Chapter 2, establishing the chain of processes leading from mature convection to the development of strong, near-surface vortices is critical in order to establish physical explanations for the sensitivities associated with varying environmental lapse rates and shear. By determining this chain of processes, we can then assess what processes are hindered in some portions of the parameter space. In Section 3.1a, we identified the importance of a strong low-level updraft in the stretching of vertical vorticity that led to the development of near-surface vortices. In the following section, it was determined that enhanced ACCDNL resulting from the increase in low-to-midlevel vertical vorticity was the key term in strengthening low-level updrafts. Through these analyses, we can then offer the following processes that lead to near-surface vortexgenesis in the control run:

a) Low-to-midlevel (0.5-km to 2-km) vertical vorticity begins to generally increase as the developing midlevel updraft strengthens;

b) In response to a), low-level, upward-pointing ACCDNL increases;
c) In response to b), low-level vertical velocities are enhanced, bringing strong updrafts closer to the ground; and
d) Resulting from c), the potential for tilting horizontal vorticity into the vertical and stretching vertical vorticity increases.

Note that these processes exhibit a positive feedback between one another and may not necessarily occur in this order at all times. For example, a strengthening updraft provides the impetus for midlevel vertical vorticity to strengthen early in the storm’s life. Thus, these processes should be viewed as working in concert to increase the potential for near-surface vortexgenesis, rather than always a strictly direct sequence of events.

The processes explored above correspond to those that explain the evolution to tornadogenesis in high-CAPE supercell thunderstorms (Markowski and Richardson 2014; Coffer and Parker 2017). Despite the similarities to tornadogenesis in supercells, the interior of this control QLCS seems to possess far more transient and rapidly-evolving features than the long-lived discrete supercells that have historically been studied in tornadogenesis research. In the control run, the primary updraft (explored herein previously) strengthened to over 20 m s\(^{-1}\) between 0.5 and 1 km in the minutes preceding rapid intensification of the near-surface vortices (Fig. 3.29). This was a result of ACCDNL exceeding 0.35 m s\(^{-2}\), which followed an enhancement of low-level vertical vorticity to several mesocyclone units (i.e., greater than 0.03-0.04 s\(^{-1}\); Fig. 3.29). This chain of processes appears to begin several minutes prior to the development of the near-surface vortex. In fact, approximately 20 minutes passes from the initial enhancement of 1-2 km vertical vorticity to the rapid intensification of the near-surface vortex. This suggests the potential for lead time during real-time warning operations of these events, assuming radar coverage is sufficient to observe the trends of low-to-midlevel rotation and that the model is accurately representing the real within-storm processes. However, this chain of processes is also likely associated with a nonzero, yet-to-be-determined false alarm rate.

Potential failure points in the series of processes leading to vortexgenesis will be examined in the following section across the varying environmental base states. It is
theorized that, among other sensitivities, the decreased low-level lapse rate (-03lr) simulation may struggle to support initially strong low-level updrafts given extremely modest instability in the lowest 3 km above ground. In this case, the initial updraft may simply be too weak to support the ultimate development of a strong, near-surface vortex. With decreased 0-1 km shear vector magnitude (-01s), it is suspected that the production of low-to-midlevel vertical vorticity will be limited, given the documented sensitivity of low-level vertical vorticity production to low-level shear in both supercells and QLCSs. This could preclude the strengthening of a low-level updraft that precedes vortexgenesis. It is also plausible that vertical vorticity may not exist at the surface in some cases and may struggle to be generated via some internal storm dynamics. This would obviously preclude convergence and stretching of vorticity and, thus, the development of a vortex. However, assuming the convection can produce and maintain a sufficiently strong cold pool, it is suspected that each environment will produce near-surface vertical vorticity that could potentially be converged and stretched. This follows the control simulation detailed above, which showed plentiful vertical vorticity within the cold pool, and Coffer and Parker (2017), who posited that this final step in the process of tornadogenesis was nearly entirely dependent on above-ground (i.e., not surface) storm characteristics, given that sufficient near-surface vertical vorticity was present in both tornadic and nontornadic supercells. With these hypotheses in mind, we can now begin to evaluate their validity via the various sensitivity simulations.

3.2 Sensitivity Tests

a. Impact of varying lapse rates and shear vector magnitude

In our preceding environmental studies of HSLC convection, low-level lapse rates and shear vector magnitudes have consistently shown skill at discriminating between severe and nonsevere events. Specifically, severe events are more likely to occur in environments with steeper low-level lapse rates and increased low-level shear vector magnitudes. A primary
goal of these sensitivity studies is to elucidate the physical mechanisms governing this documented skill.

Convective mode generally differs little across the matrix of five simulations (cf. Fig. 3.2 and Fig. 3.30), even as the areal coverage of convection varies somewhat. However, Hovmöller plots reveal considerable differences in rotational characteristics between the runs. In particular, it appears that low-level shear vector magnitude plays a substantial role in both the number of incipient near-surface vortices that develop and the strength and longevity of rotating updrafts. With a decreased 0-1 km shear vector magnitude (-01s), the number of near-surface vortex tracks decreases greatly (Fig. 3.31), while the opposite is true when the 0-1 km shear vector magnitude is increased (+01s; Fig. 3.32). Additionally, +01s supports a long-lived rotating updraft, while rotating updrafts in -01s tend to be transient compared to the control simulation or +01s. Similarly, with a stabilized 0-3 km lapse rate (-03lr), rotating updrafts are fairly weak and short-lived (Fig. 3.33), whereas with an increased 0-3 km lapse rate (+03lr), the strongest updrafts and vortices across the matrix of simulations were observed (Fig. 3.34). The most prominent sensitivities in the lapse rate tests appear to be associated with the number of strong, rotating updrafts and the typical strength of near-surface vortices; both of these decrease as 0-3 km lapse rate decreases.

Results from the tracking algorithms corroborate these findings (Figs. 3.35, 3.36). Compared to the control simulation, the number, strength, and longevity of updrafts and vortices decrease in -03lr and -01s, while they generally increase or are comparable to the control run for +03lr and +01s. Additionally, as either 0-1 km shear vector magnitude or 0-3 km lapse rates increase, the distributions of ACCD and ACCB within long-lived (i.e., duration ≥ 20 min) updrafts shift towards higher values (Fig. 3.37). Notably, ACCD is almost always larger than ACCB within these updrafts, regardless of the associated environment, as was documented in the control run. To further compare the simulations in their entirety, we use plots of exceedance frequency; in other words, we calculate the number of times a given threshold value of a field was met or exceeded over the course of each simulation. Here, we use thresholds of 0.03 s⁻¹, 0.3 m s⁻², and 20 m s⁻¹ for vertical vorticity (Fig. 3.38), ACCDNL
(Fig. 3.39), and vertical velocity (Fig. 3.40), respectively. Given that the processes of utmost importance appeared to be limited to the low levels, we focus our analysis on the surface to 1.5 km above ground layer.

Low-level vertical vorticity appears to be largely dependent on the magnitude of low-level shear, given approximately an order of magnitude increase in the number of occurrences of vertical vorticity of at least 0.03 s\(^{-1}\) across the lowest 1 km in +01s compared to -01s (Fig. 3.38). This gives +01s a considerable advantage over -01s in the chain of processes leading to near-surface vortexgenesis and contributes to increased ACCDNL (Fig. 3.39) and, accordingly, vertical velocity (Fig. 3.40) in the lowest 1 km. The primary difference between +03lr and -03lr lies in the vertical velocity, where an order of magnitude increase is again noted in +03lr throughout most of the lowest 1.5 km when compared to -03lr (Fig. 3.40). Comparable differences are noted in ACCDNL (Fig. 3.39), while exceedance frequencies for vertical vorticity are a bit more similar (Fig. 3.38). Interestingly, the +01s vertical vorticity exceedance frequencies outpace those in +03lr, while +03lr has larger exceedance frequencies at most heights for ACCDNL; this is likely because +01s has more low-level vortices, but those that form in +03lr tend to be stronger. Altogether, this analysis supports the contention that steeper low-level lapse rates support stronger low-level updrafts, while low-level shear vector magnitude affects the number and strength of embedded rotation centers within the updrafts (i.e., low-level mesocyclones). The ideal HSLC environment for the development of severe hazards would exhibit both steep low-level lapse rates and large low-level shear vector magnitude in order to benefit from both of these sensitivities. With these broad differences in the distributions in mind, we can shift our analysis to the strongest updraft in each case to investigate the relevant processes in more detail.

Within the strongest updraft of -01s, low-level ACCD is considerably weaker than in the control simulation (Fig. 3.41). This can be attributed primarily to ACCDNL (Fig. 3.42), which is limited due to a lack of low-level vertical vorticity (Fig. 3.43). Thus, as suggested above, the failure point as low-level shear vector magnitude decreases appears to be a lack of
sufficient dynamic forcing for ascent due to decreased low-to-midlevel vertical vorticity. This limits the strength of low-level updrafts and precludes the convergence and stretching of near-surface vertical vorticity, which is generally present once a cold pool is established in all of the primary matrix simulations. Therefore, there is likely a minimum value of 0-1 km shear vector magnitude necessary for the development of strong, long-lived, low-level vortices capable of producing tornadoes or damaging straight-line winds within HSLC environments. However, it is important to note that even with this less favorable base-state environment, convection-induced modifications to the environment over time (such as localized backing of the winds and broadening of the hodograph, thus increasing low-level shear vector magnitude and storm-relative helicity) can lead to localized potential for the development of rotating updrafts and near-surface vortices late in the simulation.

As low-level shear vector magnitude increases beyond the control value, the response is not entirely straightforward. The number of near-surface vortices indeed increases in +01s (as shown in Fig. 3.36), but embedded rotating updrafts become less organized. As the 0-1 km shear vector magnitude increases, the environmental Richardson number within this idealized framework falls well below the critical value of 0.25, leading to the development of widespread turbulence. Within +01s, this does not disrupt the convection to a point where near-surface vortices are precluded. Low-level ACCD fields associated with the strongest updraft remain sufficient to produce appreciable updrafts in the lowest 1 km, facilitating the development of an intense surface vortex, albeit one that is weaker and shallower than in the control simulation (Fig. 3.44). However, in a supplemental simulation with 0-1 km shear vector magnitude of 50 kt (i.e., 10 kt stronger than in +01s), tracked updrafts become shorter-lived and weaker on the mean (not shown). Thus, in addition to the minimum threshold of 0-1 km shear vector magnitude for the development of severe hazards in HSLC environments, it is possible that there is a threshold beyond which increasing low-level shear no longer improves the potential for the production of severe hazards. It may also be that, in such strongly sheared environments with low Richardson numbers, a fully turbulent representation of the atmospheric boundary layer is essential in order to acquire a statistically steady
ambient environment; this would avoid the possibility that the convection is being inhibited by the sporadic release of Kelvin-Helmholtz instability on the model grid.

Based on Figs. 3.35 and 3.36, steepening 0-3 km lapse rates clearly leads to an increase in the severe potential of HSLC convection, given the environment’s ability to produce stronger and longer-lived low-level updrafts and vortices. This is supported by a vertical time series of the strongest updraft (Fig. 3.45), which shows a rapid increase in low-level vertical vorticity and the subsequent development of an intense near-surface vortex. Interestingly, the strongest updraft from -03lr appears fairly similar to that in +03lr via the vertical time series (Fig. 3.46), but there is a key distinguishing feature: There is a distinct lack of vertical vorticity at the surface in -03lr. This could be a result of the updraft’s timing within the evolution of the greater convective system, as the updraft developed early in the simulation and approximately 90 minutes prior to the strongest updraft in +03lr. At this time, the cold pool was not yet mature in -03lr, and any vertical vorticity along its leading edge was very weak. Comparing updrafts at similar times in the simulation, another sensitivity becomes apparent: the initial strength of updrafts in -03lr tend to be weaker (Fig. 3.47), which hinders the remaining processes in their ability to produce a strong, near-surface vortex. Generally, the weaker initial updrafts can likely be attributed to weaker buoyancy in -03lr compared to the ambient environment (cf. Figs. 3.48 and 3.49), although ACCD is notably weaker early in the lifetime, as well (and particularly later in the lifetime; cf. Figs. 3.50 and 3.51). Taking the points made here together, it appears that both the associated environment and the availability of near-surface vorticity both play a role in the potential severity of HSLC convection.

Across the five preceding simulations, the most intense vortices are associated with the largest lowest-level wind speeds and vertical vorticity, and these vortices tend to be affiliated with the updrafts that are the strongest. The results suggest that decreasing either low-level lapse rates or low-level shear vector magnitude decreases the potential for stronger, longer-lived, and more numerous low-level updrafts and near-surface vortices through both the initial baseline updraft strengths and feedbacks associated with the ACCDNL that
develops beneath rotation aloft. These basic sensitivities help explain the parameters identified as the most skillful in the environmental study of Sherburn and Parker (2014) and the results from Chapter 1 (i.e., the potential for tornadoes and damaging straight-line winds increases statistically with steepening lapse rates and increased shear vector magnitudes).

b. Role of Coriolis forcing

As discussed in the overview of the 29-30 January 2013 severe HSLC QLCS case, it is plausible that the convergence of planetary vorticity may augment the production of surface vorticity in particularly long-lived HSLC QLCSs. Further, as noted in Chapter 2, the inclusion of Coriolis has been suggested to be necessary for the dominance of cyclonic vortices within numerical studies of QLCSs. Thus, an additional simulation using the control base state but excluding Coriolis was performed to assess any changes in convective mode and the production of near-surface vortices. The non-Coriolis control simulation produced a similar convective mode to the original control simulation—a QLCS with embedded rotating updrafts—but also exhibited several key differences, many of which are difficult to isolate from one another. It is worth noting, however, that (unlike in the studies by Weisman and Trapp 2003 and Trapp and Weisman 2003) the strongest and longest-lived vortices were still cyclonic even when Coriolis forcing was excluded. Thus, findings from prior QLCS studies that determined Coriolis was necessary for the dominance of cyclonic vortices appear to not hold here. Presumably, this is because the hodographs employed here possess realistic clockwise curvature, which favors the development of cyclonically-rotating updrafts and vortices and could be argued to inherently include the effects of Coriolis in the base state; prior idealized work on QLCSs has largely utilized straight-line hodographs, which would not have favored either cyclonic or anticyclonic vortices (e.g., Trapp and Weisman 2003).

A lack of Coriolis—predictably—plays a role in the availability of low-level vertical vorticity. Indeed, the number of incipient near-surface vortices drastically decreases in the non-Coriolis control run when compared to the original (cf. Figs. 3.52 and 3.53). In fact,
appreciable vertical vorticity ($\geq 0.01 \text{ s}^{-1}$) is essentially ubiquitous in the Coriolis simulation (Fig. 3.54), while it is much more localized in the vicinity of stronger updrafts in the non-Coriolis simulation (Fig. 3.55). Even in supplementary idealized simulations without moisture included, this sensitivity holds, as no appreciable near-surface vertical vorticity emerges without the inclusion of Coriolis (not shown). This sensitivity is likely attributable to the convergence of planetary vorticity through time via the perturbation winds.

One additional impact of Coriolis is its role in outflow motion. When Coriolis is included, westerly perturbation winds—such as those associated with outflow or an eastward-progressing cold pool—are subject to a southward deflection (cf. Figs. 3.56 and 3.57). Over time, this slows progression of the initiating cold pool, which ultimately leads to convection outpacing this boundary as it matures in the original control run (and subsequently evolving along its own, system-generated cold pool; Fig. 3.3). Without this rightward deflection and subsequent slower movement, the initiating cold pool remains closer to the QLCS as it evolves (cf. Figs. 3.3 and 3.58). This could promote linear development and restrict the ability for any particular updraft to become discrete. These characteristics are also impacted by hodograph orientation relative to the boundary, which will be explored in the next section.

The differences between the Coriolis and non-Coriolis simulations appear to be primarily attributable to the convergence of planetary vorticity. The convergence of planetary vorticity augments the near-surface vorticity that develops via other means and contributes to widespread appreciable vertical vorticity at the lowest model level, a sensitivity that persists even in highly idealized simulations without moisture. This ultimately supports stronger low-level updrafts and vortices in the simulation with Coriolis. However, it is worth reiterating that both simulations produce embedded supercell features within the QLCS, and both simulations support the development of a long-lived, near-surface vortex (cf. Figs. 3.5 and 3.59). Furthermore, Coriolis forcing within the model is not necessary for cyclonic vortices to dominate in simulated convection, contrary to the results of prior QLCS studies.
c. Role of shear vector orientation

Prior research has suggested that shear vector orientation relative to an initiating boundary plays a large role in convective mode and the potential for severe hazards, both in high- and low-CAPE environments. Generally, a larger cross-boundary component of the shear vector is conducive to more discrete convective elements, while a shear vector with a large along-boundary component tends to promote linear convective organization (Bluestein and Weisman 2000; French and Parker 2008; Dial et al. 2010). The orientation of the shear vector may also play a role in the most likely severe hazards within HSLC convection. Sherburn (2013) found that HSLC severe weather outbreaks with more than 20 tornadoes tended to have larger cross-boundary shear vector components, while those that produced primarily straight-line winds had larger along-boundary components. Therefore, two additional simulations were conducted with the control hodograph rotated 30° and 60° clockwise to assess the effect on convective strength and evolution. As noted in Section 3.1a, the control environment is suitable for the production of supercells, given the development of embedded rotating updrafts within the simulated QLCS. These sensitivity tests will determine if that contention holds as the hodograph is rotated to produce a larger cross-boundary component of the winds (and shear vectors) compared to the largely along-boundary wind profile in the original control simulation.

The change in convective evolution upon rotating the hodograph relative to the initiating boundary generally conformed to the aforementioned prior research: a larger cross-boundary component led to increasingly discrete convection (Figs. 3.60 and 3.61). However, all three simulations (original control and two rotated runs) produce rotating updrafts of comparable strengths, confirming that the environment is favorable for supercells and that their potential strength does not necessarily change regardless of hodograph orientation. Despite their similarly rotating updrafts, the strengths and lifetimes of associated near-surface vortices varies across the simulations. Additionally, the locations of these vortices appear to vary. The strongest vortices that develop in the rotated 30° simulation seem to occur at the interface of cold pools from two separate discrete storms, as shown in Figure 3.62. Curiously,
this interaction leads to the development of strong vortices—and low-level updrafts—in regions devoid of appreciable low-level reflectivity (precipitation can develop as the updraft matures and fall farther downstream). This phenomenon is unique to the rotated 30° simulation and is potentially concerning, as it implies that the development of strong, near-surface vortices is plausible even in non-traditional storm-relative locations. This could pose substantial detection difficulties in warning operations during HSLC events, particularly in cases without a clearly-defined, system-generated cold pool that can act as a continuous source of vorticity in the vicinity of developing and maturing updrafts.

Within the rotated 60° simulation, a single discrete cell dominates for much of the run. Via updraft helicity, a continuous rotating updraft is tracked for approximately 150 min within this simulation (Fig. 3.63). This updraft exhibits the longest continuous track of any across the simulations studied here, suggesting that discrete HSLC convection is more favorable for long-lived rotating updrafts than HSLC QLCSs. Despite producing a particularly long-lived updraft, any near-surface vortices that form in association with this updraft are relatively weak and short-lived compared to the original control simulation. The reasoning for this sensitivity is tied to the location of near-surface vertical vorticity with respect to the updrafts in each case. As was documented previously, the original control simulation has a persistent zone of vertical vorticity along the leading edge of its cold pool. This zone is well-correlated spatially with updrafts that develop and evolve along the cold pool (Fig. 3.11), proving apt for the convergence and stretching of near-surface vertical vorticity. Outflow associated with the strongest updraft in the rotated 60° run is ill-defined and largely relegated to the rear of the storm due to rapid storm motion (Fig. 3.64). Thus, while the updrafts in this simulation benefit from being discrete, the sources of near-surface vertical vorticity become spatially offset from their convergence and stretching mechanisms, preventing the development of strong, long-lived vortices.

In terms of convective mode, the results of the hodograph rotation tests were consistent with expectations. As winds throughout the troposphere became increasingly perpendicular to the initiating boundary, updrafts became increasingly discrete. Owing to
strong curvature in the hodograph, cyclonically-rotating updrafts were dominant, and with no nearby cells to disrupt the updrafts, these strongest updrafts were longer-lived than those in the original QLCS. In spite of these longer-lived updrafts, however, near-surface vortices were weaker. This underscores an important point: Strong, long-lived updrafts cannot support intense near-surface vortices unless they are spatially collocated with one another. As the hodograph is rotated, updrafts were unable to take advantage of the persistent zone of vertical vorticity along the leading edge of the system-generated cold pool. Instead, any vertical vorticity that was generated by the storms’ downdrafts existed at the rear of the storm—well behind the strong updrafts. This precluded the strengthening of any near-surface vortices as the hodograph was rotated 60° clockwise. In the rotated 30° simulation, strong vortices only appeared to develop along the interface of colliding outflow boundaries associated with separate downdrafts, where vertical vorticity and brief, strong, low-level updrafts were collocated. Thus, one benefit of a QLCS convective mode in HSLC environments is that it provides a continuous source of near-surface vorticity along the leading edge of its outflow that can be stretched by updrafts that form and mature there.

The rotated hodograph simulations confirm that the control base-state environment is suitable for the production of supercells, given that rotating updrafts occurred in the control simulation along with these two rotated simulations. This is a critical point, as it implies that even in a QLCS, embedded low-to-midlevel rotation is capable of locally enhancing updrafts via increased ACCDNL. Given the height of maximum vertical vorticity in some of these updrafts (i.e., below 3 km), it is plausible that these embedded rotational elements will appear innocuous on radar prior to the development of an intense near-surface vortex, particularly far from radar. However, the results of these simulations are not necessarily consistent with prior cursory studies conducted by the author (Sherburn 2013), which suggested that larger cross-boundary shear components (in isolation) may be associated with a greater potential for tornadoes in these environments. This implies that some process not considered in our idealized framework may be responsible for this environmental sensitivity. In particular, it is possible that the relatively coarse horizontal grid spacing employed here may be insufficient to capture the processes that eventually lead to tornadogenesis within HSLC miniature
supercells or that the prior study identified shear vector orientation as a red herring. Future work should examine these potential concerns by conducting finer resolution simulations of HSLC miniature supercells.
Figure 3.1. Overview of 0-3 km lapse rates (K km$^{-1}$; shading), 1-km vertical velocity (m s$^{-1}$; black contours), and 1-km vertical vorticity (s$^{-1}$; white contours) for the control simulation from t=0 min through t=120 min over 15-min intervals.
Figure 3.2. Overview of 1-km reflectivity (dBZ; rainbow shading), surface potential temperature perturbation (K; tan to dark blue shading), 1-km vertical velocity (m s$^{-1}$; black contours), and 1-km vertical vorticity (s$^{-1}$; white contours) for the control simulation from t=150 min through t=270 min over 15-min intervals.
Figure 3.3. As in Fig. 3.2, but zoomed out to show the initiating cold pool’s retreat relative to the evolving convection.
Figure 3.4. Hovmöller plot of 2-5 km updraft helicity (m$^2$s$^{-2}$; shaded) and near-surface vertical vorticity (s$^{-1}$; contours) tracks for the control simulation over the time period t=150 min to t=270 min.
Figure 3.5. Zoomed-in plot of 1-km reflectivity (dBZ; rainbow shading), surface potential temperature perturbation (K; tan to dark blue shading), 1-km vertical velocity (m s\(^{-1}\); black contours), and 1-km vertical vorticity (s\(^{-1}\); white contours) for the control simulation’s strongest updraft from t=230 min through t=270 min over 5-min intervals.
Figure 3.6. Plot of surface vertical vorticity (s$^{-1}$; rainbow shading) and maximum (black contours) and minimum (brown contours) vertical velocity in the lowest 1 km (m s$^{-1}$) for the control simulation’s strongest updraft from t=247 min through t=263 min over 2-min intervals.
Figure 3.7. As in Fig. 3.6, but zoomed in and including surface wind vectors (m s$^{-1}$). Note change in color bar meant to highlight lower values of vertical vorticity. Red “P”s and blue “N”s in first two panels show alternating positive and negative bands of vertical vorticity appearing to emanate from the downdraft.
Figure 3.8. As in Fig. 3.6 for $t = 253$ min, but zoomed in and including surface wind vectors (m s$^{-1}$). Pink dashed lines show two apparent “rivers” of vorticity feeding the developing vortex.
Figure 3.9. Trajectories, (left) vertical vorticity (s\(^{-1}\)) and (right) height (m) of parcels contributing to a strong, near-surface vortex in the control simulation.
Figure 3.10. As in Fig. 3.9, but for the y-z plane and showing vertical velocity (m s\(^{-1}\)) rather than height. Also note that this figure represents a longer time period (including the time \textit{after} parcels exit the vortex).
Figure 3.11. Scatter plot of updraft duration (min) against maximum vertical velocity (m s\(^{-1}\)) for each updraft object tracked for at least 5 minutes in the control simulation.
**Figure 3.12.** As in Fig. 3.11, but for the maximum vertical vorticity (s⁻¹) of tracked vortex objects.
Figure 3.13. Scatter plot of maximum vertical vorticity ($s^{-1}$) of each tracked vortex object compared to the strongest overlying updraft (m s$^{-1}$) during its lifetime. Blue line shows the best-fit line, with correlation coefficient ($r$) and $p$-value provided in the top right corner.
Figure 3.14. As in Fig. 3.5, but showing 1-km ACCD ($10^{-2}$ m s$^{-2}$; shading), surface-to-1-km maximum (black contours) and minimum (blue contours) vertical velocity (m s$^{-1}$), and lowest level vertical vorticity (s$^{-1}$; green to red contours).
Figure 3.15. As in Fig. 3.14, but for 1-km ACCB (10^{-2} \text{ m s}^{-2}; \text{shading}).
Figure 3.16. Time series of ACCB (green, m s\(^{-2}\)), ACCD (blue m s\(^{-2}\)), and vertical velocity (red, m s\(^{-1}\)) for a sampling of parcels that entered the strongest updraft in the control simulation. Time is adjusted such that t=0 min is the time at which maximum vertical velocity was achieved for the given parcel. Only a subset of the parcels that entered the updraft are shown for clarity, but they enter the updraft along a similar trajectory to the remaining parcels and are representative of the population as a whole.
**Figure 3.17.** ACCD (m s$^{-2}$) and trajectories of parcels entering the strongest updraft in the control simulation, looking south-southwest.
Figure 3.18. ACCB (m s$^{-2}$) and trajectories of parcels entering the strongest updraft in the control simulation, looking south-southwest.
Figure 3.19. As in Fig. 3.17, but looking towards the west-northwest.
Figure 3.20. As in Fig. 3.14, but for 1-km ACCDNL ($10^{-2}$ x m s$^{-2}$; shading).
Figure 3.21. As in Fig. 3.14, but for 1-km ACCDL ($10^{-2}$ m s$^{-2}$; shading).
Figure 3.22. As in Fig. 3.21, but for 3-km ACCDL ($10^{-2}$ m s$^{-2}$; shading).
Figure 3.23. As in Fig. 3.20, but for 3-km ACCDNL (10^{-2} x m s^{-2}; shading).
Figure 3.24. Vertical time series of maximum vertical vorticity ($10^{-2} \times s^{-1}$; shading), vertical velocity (m s$^{-1}$, black contours), and ACCDNL (10 x m s$^{-2}$, blue contours) within a 10 km by 10 km box surrounding the strongest updraft, leading to the development of the strongest vortices in the control simulation.
Figure 3.25. Plan-view images of (top row) low-to-midlevel vertical vorticity (shaded; $10^{-2} \text{s}^{-1}$), (middle row) low-level ACCDNL (shaded; $10^{-2} \text{m s}^{-2}$), and (bottom row) low-level vertical velocity (shaded; m s$^{-1}$) for the updraft and vortex shown in Fig. 3.24. Green, brown, and red contours show constant values of vertical velocity (10 m s$^{-1}$), ACCDNL (0.1 m s$^{-2}$), and vertical vorticity (0.03 s$^{-1}$), respectively. Times shown are $t=230$ min, $t=235$ min, and $t=240$ min from left to right, respectively.
Figure 3.26. As in Fig. 3.25, but for $t=245$ min, $t=250$ min, and $t=255$ min from left to right, respectively.
Figure 3.27. As in Fig. 3.2, but for (top row) +01s, (second row) -01s, (third row) +03lr, and (bottom row) -03lr for (left to right columns) t=180 min, 225 min, and 270 min.
Figure 3.28. As in Fig. 3.4, but for -01s.
Figure 3.29. As in Fig. 3.4, but for +01s.
Figure 3.30. As in Fig. 3.4, but for -03lr.
Figure 3.31. As in Fig. 3.4, but for +03lr.
Figure 3.32. Scatter plot of median updraft duration (min) against median maximum updraft intensity (m s$^{-1}$) for the tracked updraft features in each simulation. Error bars extend to the 25th and 75th percentiles of each distribution.
Figure 3.33. As in Fig. 3.32, but for duration and intensity (Okubo-Weiss parameter, s\(^{-2}\)) of tracked vortex features in each simulation.
Figure 3.34. (Top) Scatter plot of ACCD and ACCB for each minute of tracked long-lived updrafts within the respective simulations. (Bottom) A kernel density estimate encompassing 50% of the total distribution, extending from the densest bin.
Figure 3.35. Exceedance frequency for vertical vorticity of 0.03 s\(^{-1}\) for all simulations.
Figure 3.36. Exceedance frequency for ACCDL of 0.3 m s$^{-2}$ for all simulations.
Figure 3.37. Exceedance frequency for vertical velocity of 20 m s\(^{-1}\) for all simulations.
Figure 3.38. As in Fig. 3.14, but for -01s.
Figure 3.39. As in Fig. 3.20, but for -01s.
Figure 3.40. As in Fig. 3.24, but for -01s.
Figure 3.41. As in Fig. 3.24, but for +01s.
Figure 3.42. As in Fig. 3.24, but for +03lr.
Figure 3.43. As in Fig. 3.24, but for -03lr.
Figure 3.44. As in Fig. 3.24, but for a second -0.3σ updraft that occurs at a closer simulation time to that in Fig. 3.42 for a more direct comparison between -0.3σ and +0.3σ.
Figure 3.45. As in Fig. 3.15, but for -03lr.
Figure 3.46. As in Fig. 3.15, but for +03lr.
Figure 3.47. As in Fig. 3.14, but for -03lr.
Figure 3.48. As in Fig. 3.14, but for +03lr.
Figure 3.49. As in Fig. 3.4, but including anticyclonic lowest-level vortices.
Figure 3.50. As in Fig. 3.49, but for the non-Coriolis control simulation.
Figure 3.51. Hovmöller plot of near-surface vertical vorticity (s$^{-1}$; shaded) and 1-km vertical velocity (m s$^{-1}$; contours) tracks for the control simulation over the time period t=150 min to t=270 min.
Figure 3.52. As in Fig. 3.51, but for the non-Coriolis control run.
**Figure 3.53.** As in Fig. 3.2, but showing surface potential temperature perturbation (K; shaded) and surface wind vectors.
Figure 3.54. As in Fig. 3.53, but for the non-Coriolis control simulation.
Figure 3.55. As in Fig. 3.3, but for the non-Coriolis control simulation.
Figure 3.56. As in Fig. 3.5, but for the control, no Coriolis run.
Figure 3.57. As in Fig. 3.2, but for the control simulation with the hodograph rotated 30° clockwise.
Figure 3.58. As in Fig. 3.2, but for the control simulation with the hodograph rotated 60° clockwise.
Figure 3.59. As in Fig. 3.57, but zoomed in on the development of an updraft and zone of near-surface vertical vorticity between two discrete convective cells.
Figure 3.60. As in Fig. 3.4, but for the rotated 60° control simulation.
Figure 3.61. Lowest level vertical vorticity ($s^{-1}$; shaded), 1-km updraft (m $s^{-1}$; black contours), and 40-dBZ simulated reflectivity contour (blue) for the strongest updraft in the rotated 60° control simulation from $t=210$ min through $t=250$ min.
Investigations into severe and nonsevere high-shear, low-CAPE (HSLC) convection have identified key discriminators between their environments. In particular, low-level lapse rates and shear vector magnitudes—along with the strength of synoptic scale forcing for ascent—have been shown to differentiate well between those HSLC environments supporting severe convection and those that are limited to nonsevere convection. The idealized simulations herein have identified the physical explanations behind these sensitivities while providing an overview of the processes leading to the development of strong, near-surface vortices within HSLC environments that are capable of producing tornadoes or damaging straight-line winds.

Given a sufficiently strong initial updraft, the following processes lead to the development of a strong, near-surface vortex:

1. Low-to-midlevel vertical vorticity increases as the midlevel updraft develops and intensifies;
2. In response to the increase in vertical vorticity, upward-pointing accelerations via the nonlinear dynamic terms in the vertical perturbation pressure gradient acceleration (ACCDNL) increase in low levels;
3. Due to increased accelerations in low levels, low-level vertical velocities (i.e., updrafts) intensify; and
4. Increased low-level vertical velocities provide increased potential for tilting and especially stretching of near-surface vorticity, most of which occurs in the lowest 0.5-1 km above ground. This facilitates the development of a strong, near-surface vortex. Note that this step will only succeed if there is nontrivial vertical vorticity at the ground and this vertical vorticity is spatially collocated with the overlying updraft.
These processes provide the potential for a positive feedback, and it may be that any one of
the first two or three takes the initial lead in various scenarios. Following the identification of
these processes in a control simulation, sensitivity tests were used to determine how these
processes were affected as either 0-1 km shear vector magnitude or 0-3 km lapse rates were
decreased or increased.

Decreasing 0-1 km shear vector magnitude to 20 kt (-01s) led to an overall drop in the
strength and organization of convection. The production of near-surface to midlevel vertical
vorticity was considerably diminished, which largely limits step 1 of the above process.
Unsurprisingly, -01s produced the fewest appreciable low-level updrafts and vortices of the
tested environments. Despite few features of interest compared to other environments, local
increases in low-level hodograph length and curvature late in the simulation did provide a
suitable environment for the development of embedded rotating updrafts, implying that
operational forecasters should be aware of any potential small-scale environmental changes
(e.g., localized backing that could enhance low-level hodograph length and curvature) that
could turn an innocuous near-storm environment into one capable of supporting severe
weather. As 0-1 km shear vector magnitude increased to 40 kt (+01s), low-to-midlevel
vertical vorticity developed much more readily, while a significant number of incipient, near-
surface vortices were produced. Thus, the environment was suitable for the chain of
processes outlined above to succeed.

As low-level lapse rates decrease to 6.0 K km\(^{-1}\) (-03lr), the primary limit on the
development of near-surface vortices appears to be weaker initial updrafts, which limits the
effectiveness of the chain of processes. Accordingly, despite producing a larger number of
updrafts and vortices than -01s, those that are produced tend to be weaker and shorter-lived.
Investigation of updrafts early in the evolution of the simulated convective system in -03lr
also suggest that it may take time for sufficient vertical vorticity to develop at the surface.
The environment with lapse rates steepened to 6.5 K km\(^{-1}\) (+03lr) unequivocally produced
the most impressive convection and vortices across the primary set of simulations, suggesting
it represented the best combination of lapse rates and shear among the five environments.
Regardless of environment, dynamic vertical accelerations, rather than buoyant vertical accelerations, were dominant in forcing updrafts. This is no surprise, given previous research indicating that dynamic accelerations dominated in both convection with rotating updrafts and in HSLC environments. However, it is important to reiterate that ACCDNL, in particular, is the critical factor in determining whether an updraft will support a strong, near-surface vortex. This implies that HSLC environments incapable of producing sufficient low-to-midlevel vertical vorticity—i.e., those with meager low-level shear—will have a much lower potential of producing strong near-surface vortices, as found here. Furthermore, it also suggests that the potential for the development of a strong surface vortex could be evaluated to some degree in real-time with radial velocity products, assuming sufficient radar coverage. Indeed, in the simulations presented here, nearly 20 minutes of time passed between the initial intensification of midlevel (1-to-2-km) vertical vorticity and the development of the near-surface vortex. Future work should continue to assess potential precursors to the development of low-level and near-surface vortices, particularly in simulations with finer horizontal resolutions that ensure the vortices are sufficiently resolved. The identification of any precursors could subsequently be used in operational settings to potentially improve upon the poor probability of detection, high false alarm rate, and limited lead time of HSLC tornado warnings.

Coriolis forcing and shear vector orientation relative to boundaries were also assessed here through a handful of additional simulations. Including Coriolis on the perturbation winds with the given control environment augments near-surface vertical vorticity through the convergence of planetary vorticity (by the perturbation winds). However, Coriolis forcing within the model is not necessary for cyclonic vortices to dominate, contrary to prior QLCS research. Environments with large ambient streamwise vorticity (such as in our simulations) appear to be quite effective at producing low-level cyclonic vortices, although that streamwise vorticity itself may, in nature, be partly attributable to the combination of boundary layer drag and Coriolis. Furthermore, the non-Coriolis QLCS still produced an embedded rotating updraft and a shorter-lived, weaker near-surface vortex.
Although a larger cross-boundary component of low-to-midlevel shear vectors generally led to more discrete updrafts, the overall strength of updrafts and their rotational characteristics did not change considerably as the hodograph was rotated relative to an initial boundary. However, the ability to produce a strong, near-surface vortex decreased as the cross-boundary component of the flow aloft (relative to the initiating boundary) was increased. Despite strong, rotating updrafts and the development of near-surface vorticity, the region of near-surface vertical vorticity was offset spatially from the potential updraft stretching. In essence, these more discrete cells were spatially removed from the source of vorticity along the leading edge of system-generated cold pools, which precluded intensification of any incipient vortices. These tests underscored the point that even when the key ingredients are in place for the development of a strong, near-surface vortex (strong low-level ACCDNL and updrafts, along with sufficient near-surface vorticity), they are insufficient to produce a vortex unless they are spatially and temporally collocated.

Although the particular matrix of simulations conducted here investigated only a small portion of the HSLC parameter space, the values for shear vector magnitudes and lapse rates tested represent a realistic sampling of environments near the most discriminatory values of these fields according to Sherburn and Parker (2014) and the results of Chapter 1. Thus, we are confident in the following summary of sensitivities:

- The primary impact of decreasing 0-1 km shear vector magnitude is decreasing the production of low-to-midlevel vertical vorticity via tilting by the developing updrafts. This subsequently limits low-level ACCDNL and, thus, low-level vertical velocities.
- The primary impact of decreasing 0-3 km lapse rates is decreasing the initial strength of updrafts. This limits the potential for tilting and stretching of vorticity in low levels.
- Decreasing either 0-1 km shear vector magnitudes or 0-3 km lapse rates limits the potential for the development of near-surface vortices capable of producing severe hazards. Either situation prevents the chain of processes extending from the
development of a strong updraft to the eventual development of a strong, near-surface vortex from being successful.

Note that these findings are not necessarily a surprise when viewed in the context of existing research on tornadogenesis. A key discovery here is that the same processes appear to be at work regardless of the magnitude of CAPE in the near-storm environment, and the same sensitivities to low-level shear and lapse rates hold. Additionally, the shallowness of the layer over which these key processes occur is eye-opening. Many of the processes that precede tornadogenesis within low-topped HSLC convection occur in the lowest few hundred meters above ground—well below that which is observable in many locations given the current operational radar network. The results of this work could be used as impetus for improving the spatial coverage of operational radars within the U.S., particularly in locations where severe HSLC convection is common.

There is no shortage of additional work on HSLC environments to be undertaken. Future work should continue to test the sensitivities of HSLC convection to additional environmental characteristics, such as midlevel shear vector magnitudes (which were also shown by Sherburn and Parker 2014 to be skillful discriminators), hodograph shapes, forcing mechanisms and strengths, and the orientation and strength of nearby boundaries. Further work at higher resolutions where low-level vortices are guaranteed to be adequately resolved would be especially useful in analyzing sources of vorticity and how HSLC vortices differ from those in higher-CAPE convection. Additionally, studies comparing observational data and model output, particularly with tools such as a radar emulator, would be helpful in identifying precursors to low-level vortexgenesis, which could improve detection and lead time of severe hazards in real cases. In spite of the lingering questions and abundant potential future work, the simulations herein provide detailed conclusions on why two of the most skillful environmental parameters, low-level shear vector magnitudes and lapse rates, discriminate well between severe and nonsevere HSLC convection.
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