ABSTRACT

LU, JIAN. Modeling and Controller Design of a Community Microgrid. (Under the direction of Dr. Ning Lu).

Microgrids are becoming increasingly popular in recent decades. The benefits of microgrids include accelerating improvement, increasing reliability, helping customers save money, reducing greenhouse gas emission, etc. Distributed energy resources (DER), e.g. combined heat and power (CHP) units, photovoltaics (PV), energy storage (ES) units, as well as thermal and electrical loads are commonly seen components in community-level microgrids. Commercial-residential hybrid buildings are commonly seen in high population density cities, especially in Asian countries, like China, Korea and Japan. With rapid growth of microgrid application, a community-level hybrid microgrid consisted of DG resources and demand response (DR) resources, commercial-residential hybrid buildings, will become possible in the future.

In this dissertation, four aspects of the modeling and controller design of a community-level hybrid microgrid are researched on. (1) A real-time dynamic CHP model for microgrid applications is presented. The CHP model includes three key components: generator, turbine, and absorption chiller. A new isochronous governor control strategy is proposed to provide zero-steady-state-error frequency regulation. The supply of building thermal loads is modeled to facilitate the calculation of the overall CHP system efficiency. The impact of ambient temperature on the maximum electrical output is considered. The developed model is implemented on OPAL-RT® for testing the microgrid controller performance in a microgrid system. (2) A data-driven, decoupled modeling method for Deriving model parameters of the thermostatically controlled appliance (TCA) is presented. HVAC is used as an example for demonstration. The method uses outdoor temperature and HVAC power consumption as inputs
to estimate the parameters of the HVAC equivalent thermal parameter (ETP) model. A novel decoupled-ETP model is proposed to decouple the modeling of the “ON” and “OFF” periods of an HVAC unit to improve the modeling accuracy. Then, an adjusted decoupled-ETP model is developed to allow users to derive the model parameters using only the midnight data. The last method fits for cases where the daytime HVAC consumptions are heavily distorted by occupant activities. The methods are tested and validated on 100 houses using actual 1-minute HVAC consumption data. (3) A novel measurement-based, data-driven residential household load forecasting algorithm is presented. Compared with traditional forecasting techniques, the proposed method adds in more measurements of individual appliances in a house, such that measurable appliances are divided into different types based on their characteristics. Different forecasting algorithms are designed for each type of appliance. The proposed forecasting algorithm is verified by a series of simulation case studies, including model-generated and field-measurement individual appliance validation, total household forecasting validation and cost-benefit studies, comparison with other traditional forecasting algorithms, etc. (4) An optimal dispatch strategy called “Microgrid Commitment” (MC) algorithm is presented to optimally dispatch and schedule the commands of all DG and DR resources while supplying both electrical and thermal loads under islanding operations. The MC algorithm is composed of 2 optimization problem to deal with the conditions when DG and DR resources can or cannot supply baseloads. Three cases are performed to verify the effectiveness of the MC algorithm and the influence of forecasting accuracy on the MC algorithm.
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CHAPTER 1  Introduction

This chapter introduces the background of the research. New trends, state-of-the-art, challenges, and summary of the thesis are discussed in next few sections.

1.1 An Overview of microgrids

Microgrid [1] is usually referred to a localized group of loads and sources that normally operate synchronously connected to traditional centralized grid (Macrogrid) or disconnect from traditional grid but still function autonomously. A microgrid system could include a series of distributed generators (DG) like diesel generators, combined heat and power units (CHP), photovoltaics (PV), wind or hydro turbines, energy storages, etc. Loads vary from industrial loads, commercial loads and residential loads depending on the characteristics of the microgrid. Besides benefiting the environment, DGs also increase the system reliability, reduce transmission losses and help enhance load management. The distributed sources in the microgrid can be called microsources. They are usually small units (up to several hundred kWs) with power electronic interfaces and placed at customer sites.

Microgrids usually have two main operation modes: grid-connected and islanding [2]. To operate a microgrid in the islanding mode, active distributed energy resources such as micro-generators, CHPs, PVs, wind or hydro turbines, and energy storage devices are needed. Among the DG options, the CHP unit has become increasingly popular. This is because the output of a CHP unit can be controlled within a wide range and its ramping capability is adequate. In addition, when generating electricity, a CHP unit can recycle waste heat to supply building cooling and heating loads. This greatly improves the efficiency of the overall system.
Smaller CHP units rated around several hundred kWs can be easily integrated into building energy supply systems, making them ideal generation resources for microgrid applications.

Commercial-residential hybrid buildings are commonly seen in high population density cities, especially in Asian countries, like China, Korea and Japan [3]. With rapid growth of microgrid development, a community-level hybrid microgrid consisted of DG resources (e.g. CHP units, PVs, ES units) and DR resources, commercial-residential hybrid buildings, will become possible in the future [4]. However, how to optimally dispatch of all the resources while maintaining the electrical demands and thermal demands in such a microgrid during islanding conditions has never been researched on.

In this dissertation, we mainly focus on hybrid community-level microgrids. An example of community-level microgrid one-line diagram is shown in Figure 1-1. As can be seen, the example microgrid consists of DGs such as CHP units, PVs and energy storage (ES) units. Energy storage can be used as both energy charging and discharging unit to facilitate the energy dispatch of the microgrid system. Microgrid loads include 2 types: electric loads and thermal loads. Electrical loads include all the devices supplied by electricity in both residential and commercial users. Thermal loads are usually referred to the loads which are able to add or remove heat from a space. The most commonly seen thermal loads are HVAC units. Generally, thermal loads can be fed by either heat or electricity or both. This dissertation researches on 4 aspects of the community-level microgrid: (1) modeling of a combined-heat and power unit; (2) modeling of residential HVAC units; (3) a load forecasting algorithm for residential houses; (4) a microgrid commitment algorithm to optimally dispatch all DG and demand response (DR) resources under islanding operations. The challenges and contributions of each aspect are introduced in the next section.
1.2 Challenges and Contributions

The challenges of a hybrid community-level microgrid include:

- **Modeling an integrated combined heat and power (CHP) unit**

Although previous modeling efforts have enabled researchers to study the dynamic behavior of each component of a CHP unit [5]-[8], an integrated CHP model that is suitable to
run on a real-time simulation testbed for modeling both dynamic behaviors and steady-state operation of a CHP unit has not yet to be developed.

The main components of a CHP unit include a prime mover (e.g. turbine, engine or fuel cells), a generator, and heat recovery units (e.g. absorption chiller) for supplying the building heating or cooling loads. Past research efforts on modeling CHP units [5-15] have focused mainly on developing the prime movers, like turbine and generator models, for studying the thermal and electric dynamic behaviors when producing electricity for the power grid. The most influential turbine model when modeling the dynamics of heavy-duty gas turbines is the Rowen model proposed by Rowen in 1983 [14]. Many of the CHP turbine models described in the literature are based on the Rowen model [5, 17-19]. In 1994, an IEEE working group proposed another gas turbine model, known as the IEEE model [10]. Later on, a simplified Rowen turbine model, known as the GAST model [11], was developed and implemented in PSS/E. However, GAST and IEEE model are not as explicit as Rowen’s model. Another commonly seen approach is the black-box modeling approach. Lazzaretto and Toffolo [2] designed the gas turbine model using artificial neural network (ANN) methods. Chiras, Evans and Reesa estimates the gas turbine model using another black-box method called NARMAX (nonlinear auto-regressive moving average with exogenous inputs) model [13, 19]. Sog-Kyun Kim builds a fuzzy modeling approach for a gas turbine using clustering and multi-objective optimization methods [12]. In this dissertation, we have adapted the Rowen model for modeling the turbine.

Turbine governors are crucial for regulating CHP power outputs and adjusting power system frequency. Proportional, integral and differential (PID) controllers and Woodward controllers are most commonly used for governor control. PID controllers, as described in [5,
14, 16] can reduce the steady-state error of frequency to zero but the controllers can only regulate frequency in response to load changes. Woodward controllers [7, 8] have the advantage of sharing load changes among multiple generators based on their droop characteristics but the frequency cannot be brought back to the nominal frequency. To adjust those problems, this paper proposes a new zero-steady-state-error (zero-SSE) governor based on the Woodward controller where load changes can be shared among different generators and the steady-state error of frequency regulation is zero under islanding conditions.

Absorption chiller is another important component of a CHP unit. When modeling the absorption chillers, an important consideration is the building thermal loads. When all the building thermal loads can be provided by the absorption chiller, then electric heating or cooling is no longer needed. This increases the overall efficiency of the CHP system. If only part of the building thermal load can be satisfied, one needs to calculate how much electricity is consumed for cooling or heating the building. Therefore, it is important to include the modeling of building thermal dynamics with respect to the ambient temperature when calculating the overall system efficiency.

Although previous modeling efforts have enabled researchers to study the dynamic behavior of each component of a CHP unit [7, 11, 14, 17], an integrated CHP model that is suitable to run on a real-time simulation testbed for modeling both dynamic behaviors and steady-state operation of a CHP unit has yet to be developed. Therefore, in this dissertation, a CHP model built in Simulink that can operate in both grid-connected mode and islanding mode is proposed. A real-time microgrid simulation test system consisting of a CHP unit, an energy storage unit (ES), a PV system, and electric loads, is used to demonstrate the performance of the proposed model. The test system runs on an OPAL-RT® testbed and is used as a tool for
developing and testing microgrid controllers. Gas turbines are one of the most commonly used prime mover of a CHP. Depending on the type of shaft, the gas turbine of a CHP system can be either single-shaft or two-shaft [8]. This dissertation focuses on modeling the single-shaft turbine.

The main contribution of combined heat and power unit modeling is summarized as follows. First, a new isochronous governor control strategy for zero-steady-state error frequency regulation in islanding mode is proposed. Second, an absorption chiller model that accounts for using waste heat from a CHP unit to supply building electric heating and cooling load when calculating the overall efficiency of the CHP system is proposed. Third, the derating phenomena of the CHP unit is simulated by modeling the impacts of ambient temperature variations on the maximum electrical output, fuel efficiency, and reusable heat outputs, which are neglected by most researchers.

- **Modeling of residential HVAC units**

Thermostatic-controlled appliances (TCA) such as heating, ventilation and air conditioning (HVAC) units, and water heaters, are the most commonly used residential appliances, and are considered to be perfect load-side resources for demand response programs and home energy management (HEM) systems. To control the electricity consumption of a TCA unit without tempering the user comfort, an equivalent thermal parameter (ETP) model of the TCA unit is normally needed to forecast the ON/OFF status of the unit for the next few hours. The ETP model uses the thermostat setpoint, outdoor temperature, and an initial room temperature as inputs to predict the subsequent ON/OFF cycles.

In [36-40], load detection methods are proposed based on signal processing methods such as signal extraction, neural networks, spectrum analysis, V-I trajectory, wavelet
transforms. However, those methods are used for detecting the loads instead of deriving a model that can forecast the load behaviors in subsequent intervals.

For residential applications, researchers normally apply 1st or 2nd order differential equations to represent the thermal dynamics of a single-family household when outdoor temperature changes [25]. The ETP model parameters are derived from one of the two general approaches: the physics-based approach or the measurement-based approach. The physics-based methods [26]-[31] usually model the house in detail. The inputs include the material and thickness of the wall, the size and number of windows, the thermal mass in the houses, the facing of the house, etc. This type of approach is usually used for modeling a typical residential home. When modeling an actual house for the HEM control purpose, it is impractical because many unforeseeable factors, such as construction material variations, tree covers, vent locations, can have significant impact on the accuracy of the model.

Thus, the measurement-based methods are often used to derive the ETP parameters. The method proposed in this dissertation belongs to the second approach. In [25], Lu proposed a data-driven HVAC model, the parameters of which are derived from curve-fitting the HVAC consumption curves. To account for the impact of outdoor temperature, an adjustment can be made by a look-up table that contains a set of HVAC parameters under each temperature range. However, this data-driven model was derived and tested primarily using the HVAC consumption data produced by higher-order physics-based ETP models because of the lack of sub-metered high-resolution HVAC consumption data. The accuracy of the model was not satisfactory when we validate it using metered 1-minute HVAC consumptions. This is the main reason for us to develop a refined parameter estimation method that uses the actual HVAC consumption data and corresponding outdoor temperatures as inputs for deriving the HVAC
ETP model. The derived model needs to accurately predict the ON/OFF cycles for an HVAC unit for the next few hours, which crucial for the HEM and demand response controllers to adjust the HVAC consumptions without compromise the user comfort.

The main contribution of HVAC modeling is summarized as follows: we first present a data-driven method to estimate the parameters of the ETP model. Then, a decoupled-ETP model is proposed to improve the modeling accuracy of both the ON and OFF cycles. Because in actual data sets, daytime HVAC consumptions are often heavily distorted by human activities, a tuning method, called the adjusted decoupled-ETP model, is proposed to allow users to use only the midnight data (where user behaviors are minimum) to estimate the 24-hour operations status.

- **Short term residential load forecasting**

Load forecasting is considered to be vital to meet supply and demand equilibrium. In Home Energy Management System and microgrid islanding operations, short term residential load forecasting (15 minutes to 2 hours ahead) is essential to assist the scheduling and dispatching algorithms to optimize the whole microgrid’s operation and stability.

Traditionally, a lot of short term load forecasting algorithms can be found in literature reviews. Commonly seen load forecasting algorithms include: multi-linear regression [41], similar day [42], time series approaches, such as ARIMA and NARMAX [43]-[44], and artificial intelligence such as neural networks [45], etc. Most of the load forecasting techniques require inputs such as historical power consumption, outdoor temperature, humidity, time of the day, weekday or weekend, holiday or workday, etc. to increase the forecasting accuracy. However, these techniques are suitable for integrated load forecasting such as utility level, substation level, or community level, but not suitable for single residential household loads.
This is because aggregated loads tend to have similar trends based on the type of day and weather. And also aggregated loads tend to be smooth, which makes it easier to forecast, as is shown in Figure 1-2. However, for a single residential household, as is shown in Figure 1-3, load changes very frequently in an hour. Besides, the peaks are spiky and shows no obvious trend. Also, the load consumptions depend heavily on residents’ personal habits and schedules, e.g., different users may have very different load patterns. Therefore, using traditional load forecasting techniques will generate huge errors in single household load forecasting.

![Daily Energy Consumption of Centennial Campus](image)

Figure 1-2. Daily energy consumption of centennial campus

So in this dissertation, we propose a novel measurement-based, data-driven residential load forecasting algorithm to improve the forecasting accuracy of traditional load forecasting techniques. In the proposed forecasting algorithm, measurable appliances are divided into different groups based on their characteristic. Every group has its own forecasting algorithm. A cost-benefit study on forecasting accuracy versus number of appliances measurable is also performed to look for the best combination of appliances measurable.
Figure 1-3. Daily energy consumption of a residential house

- **Energy dispatch between multi-CHP units in islanding conditions**

A series of papers on microgrid optimal dispatch have been published recently. J. Sohn proposed a generation applications package for CHP in on-grid and off-grid energy management system [55]. But [55] oversimplified the thermal output of the CHP unit to be proportional to its electrical output, which is not reasonable [21]. Z. Wu proposed an economic optimal schedule of CHP microgrid system using chance constrained programming and particle swarm optimization [5]. But it only considered the optimization of grid-connected condition. X. Lin proposed a dynamic optimal dispatch of CHP microgrid based on Leapfrog Firefly algorithm [56]. However, the authors did not consider impact of the ambient temperature on fuel efficiency and the exhaust heat output is also oversimplified. Besides, none of the papers talk about the dispatch of resources in commercial-residential hybrid microgrids.

In Chapter 5, a microgrid system which is consisted of several commercial-residential hybrid buildings, and scheduled to operate under islanding conditions for a period of time is studied. A microgrid commitment (MC) algorithm is designed to optimally dispatch the DG resources (PV and ES) as well as the DR resources while maintaining the electrical and thermal
balance of the microgrid system. Compared with previous published papers, the contribution of our paper lies in the following aspects: (1) this is the first research on the optimal dispatch strategy of commercial-residential hybrid microgrids under islanding operations. (2) our method depicts the generation of exhaust heat and fuel efficiency more accurately such that the thermal balance can be modeled in a more practical way; (3) controllable loads, especially TCAs can bid in the market such that demand response will not create an aftermath peak after being controlled.

The overall contribution of the dissertation is summarized as follows:

1. Develop a dynamic model of combined heat and power unit that can operate under both grid-connected and islanding mode.

2. Develop a data-driven HVAC model based on only ambient temperature and power consumptions which estimates the HVAC operations during daytime and nighttime.

3. Develop a novel, data-driven residential load forecasting algorithm which benefits the energy dispatch of the microgrid. A cost-benefit study on forecasting accuracy versus number of appliances measurable is also performed to look for the best combination measurements.

4. A microgrid commitment (MC) algorithm is designed to optimally dispatch all the DG resources (CHP, PV and ES) as well as the DR resources while maintaining the electrical and thermal balance of the microgrid system under islanding operations.

1.3 Organization of the dissertation

The rest of the dissertation is organized as follows. Chapter 2 presents detailed modeling strategies of each component of in the microgrid, including CHP unit, loads, PV and energy
storage. Chapter 3 presents a decoupled, data-driven TCA model based on only ambient temperature and power consumptions to estimate operations of residential TCAs. Chapter 4 presents a novel, data-driven household load forecasting algorithm. Chapter 5 introduces the MC algorithm in microgrid islanding conditions. Chapter 6 summarizes the report.
CHAPTER 2  Modeling Combined Heat and Power Units for Microgrid Applications

This chapter introduces the detailed modeling methodology of each component in the CHP unit. The microgrid is composed of multi-CHP units, loads, PVs and ES units. Electric load models are simplified to be a time series of real and reactive power and can be replaced with a current source or a dynamic load block in Simulink. Other units like PVs and ES units can also be treated in the same way.

The CHP unit discussed in this dissertation consists of three main components: a gas turbine, a synchronous generator, and an absorption chiller, as shown in Figure 2-1. In this section, we will discuss the modeling of each component for the real-time operation of a CHP unit in both grid-connected and islanding modes.

Figure 2-1. Configuration of a CHP unit

2.1  Modeling Considerations

Because the CHP model is developed for a real-time simulation system that can be used to develop and test microgrid controllers, the following five functionalities need to be implemented:
(1) **Following power dispatch command:** The steady-state power operation point needs to follow the power setpoint and dynamic responses resulting from setpoint changes needs to be correctly reflected.

(2) **Providing frequency regulation:** In grid-connected mode, the CHP unit is assumed to operate in constant power mode. However, in islanding mode, the CHP unit can enter frequency regulation mode to maintain system frequency.

(3) **Supplying building thermal loads:** The turbine model outputs need to include the amount of reusable waste heat entering the absorption chiller. The building heat transfer process needs to be modeled so that the building thermal loads can be assessed. These loads will first be supplied by the absorption chiller and any unmet thermal loads will be supplied by the electrical systems. Thus, the efficiency of the overall CHP unit for supplying both the electrical load and the building thermal load can be calculated.

(4) **Maximum power output:** The maximum power output of the CHP unit needs to be correlated to the ambient temperature so that the derating caused by high outdoor temperature can be modeled.

(5) **CHP model runtime:** The CHP model can be run for real-time simulation, so the computational speed must meet the real-time simulation requirements.

Section 2.2 to 2.6 describe the model of each CHP component, including turbine model, generator model, microgrid coordinator controller model, absorption chiller model and efficiency calculation methods.

### 2.2 **Turbine Model**

The gas turbine model shown in this section is derived based on the Rowen model [14], which is a single-shaft microturbine. Figure 2-2 shows the components of the microturbine
system model. The model consists of a speed governor, fuel system, compressor, temperature control and acceleration control [14, 17]. The following subsections introduce the details of each component of the microturbine system.

![Diagram](image)

**Figure 2-2. Main components of a CHP natural gas turbine model**

### 2.2.1 Governor Control

The CHP turbine governor has two control modes: droop control and isochronous control [14]. In grid-connected mode, the turbine governor is in droop control mode. In islanding mode, the turbine governor can either be in droop mode to follow a power dispatch command or in isochronous control mode to provide frequency regulation.

The block diagram for the droop-control mode of the CHP governor is shown in Figure 2-3(a) [14]. Usually the frequency variation of the bulk grid is very small. When the slope of the droop curve $K_{\text{droop}}$ is very small, the electrical output of the microturbine-generator will follow the reference signal $P_{\text{set}}$. Therefore, the CHP will provide constant power based on the dispatch command received from a central controller.

The zero-SSE governor developed for this paper is based on the Woodward controller [7] by adding an integral block (highlighted in red), as shown in Figure 2-3(b). $K_p$ and $K_i$ are
the corresponding PI controller’s proportional gain and integral gain parameters. The zero-SSE governor feeds the frequency error into the integral block (i.e. the block highlighted in red in Figure 3(b)) so that the steady-state error of frequency regulation is driven to zero. Thus, when there is more than one CHP unit or there are other generators in the microgrid, the zero-SSE controller can adjust the CHP power output setpoint while performing frequency regulation around the setpoint.

The control inputs of the zero-SSE controller are the frequency reference $\omega_{\text{ref}}$ (usually 1 p.u.) and power dispatch command $P_{\text{set}}$ from a microgrid coordination controller, described below in Section 2.3.

![Governor control blocks](image)

(a)

(b)

Figure 2-3. Governor control blocks: (a) Droop control governor blocks (grid-connected operation); (b) Zero-SSE governor control blocks (islanding operation)

### 2.2.2 Temperature Control

The temperature control block consists of three components: radiation shield, thermal coupling, and a PI controller [14], as shown in Figure 2-4. The goal of this control block is to
maintain the turbine waste heat at the reference temperature. In our case, the reference temperature is 950°F. $T_{rs1}, T_{rs2}, T_{th}$ are the coefficients of radiation shield and thermal coupling. Typical values are $T_{rs1} = 12\,s$, $T_{rs2} = 15\,s$, and $T_{th} = 2.5\,s$ [137].

\[
\begin{align*}
T_{\text{exhaust}} & \longrightarrow \frac{1 + T_{rs1}s}{1 + T_{rs2}s} \quad \text{Radiation Shield} \\
& \longrightarrow \frac{1}{1 + T_{th}s} \quad \text{Thermal Coupling} \\
& \longrightarrow k_p + \frac{k_i}{s} \quad V_{ce\_limit}
\end{align*}
\]

Figure 2-4. Temperature control block diagram [10]

2.2.3 Acceleration Control

An acceleration control block (see Figure 2-5) is used to limit the rate of rotor acceleration during startup in order to alleviate the thermal stress [14]. The most commonly used acceleration reference $T_{\text{inertia}}$ is 0.01 p.u. value. If the operating speed is close to its rated speed then this block can be omitted.

\[
\begin{align*}
\frac{d\omega_t}{dt} & \longrightarrow \omega_t \longrightarrow sT_{\text{inertia}} \quad \text{Speed Governor} \\
& \longrightarrow \frac{1}{sT_{\text{inertia}}} \quad V_{ce\_limit}
\end{align*}
\]

Figure 2-5. Acceleration control block diagram [14]

2.2.4 Fuel System

The fuel system used in this dissertation is Derived from [14]. The outputs of the speed governor, temperature controller and acceleration controller will be evaluated by a low-value gate (LVG) so that the minimum value of these 3 outputs is selected [14]. Thus, the output of
the LVG will represent the least amount of fuel needed for a particular operating point [17].

The fuel system consists of a valve positioner and a fuel regulator, as shown in Figure 2-6. The initial fuel rate represents the minimum amount of fuel needed to maintain the normal turbine operation. The time constants of the valve positioner $T_{vp}$ and the fuel regulator $T_{fs}$ reflect the time delays of the two processes. Typical values are $T_{vp} = 0.05s$, $T_{fs} = 0.4s$ and $K_{init} = 0.23$ p.u. [17].

![Figure 2-6. Fuel system block diagram [14]](image)

To calculate actual fuel input, two additional blocks are added (highlighted in red in Fig. 6). As shown in Figure 2-7, the fuel combustion efficiency can be represented as a function of ambient temperature $T_{out}$. Therefore, a look-up table is used to calculate the total amount of fuel required $P_{fuel}$ for generating electrical output $P_e$ at a given ambient temperature.
Figure 2-7. Fuel efficiency curves of a 250 kW microturbine-generator under different electrical output levels and ambient temperature levels [20]

2.2.5 Compressor and Turbine Model

The compressor and turbine models are the key components of the turbine model. As is shown in Figure 2-8, the turbine output torque and exhaust temperature are determined by [14]:

\[
T_{\text{exhaust}} = T_{\text{ref}} - a_f^1 \times (1 - W_{f1} + a_f^2 \times (1 - \omega_t)) \tag{2.1}
\]

\[
T_m = K_{\text{HHV}} (W_{f2} - b_f^1) + b_f^2 \times (1 - \omega_t) \tag{2.2}
\]

where \(K_{\text{HHV}}\) is a coefficient depending on the enthalpy and \(T_{\text{ref}}\) is the reference exhaust temperature. The most commonly used value of \(K_{\text{HHV}}\) is 1.3 and \(T_{\text{ref}}\) is 950 °F. Constant values are \(a_f^1 = 700\), \(a_f^2 = 550\), \(b_f^1 = 0.23\) and \(b_f^2 = 0.5\). The input of the compressor and turbine model is the fuel demand in per unit value, \(W_f\). Typical values of delay constants are \(T_{\text{TD}} = 0.04s\), \(T_{\text{CD}} = 0.2s\), \(T_{\text{CR}} = 0.01s\), and \(C = 1\) [17]. The outputs are per unit turbine torque \(T_m\) and exhaust temperature \(T_{\text{exhaust}}\) [5, 14]. However, when system frequency is constant at steady-state, the maximum torque is limited by the ambient temperature \(T_{\text{out}}\) as shown in
Figure 2-9 [20]. In the model, a block is added (highlighted in red in Figure 2-8) to limit the turbine torque.

\[ e^{-\alpha T_{TD}} \]

**Figure 2-8. Compressor and turbine block diagrams [14]**

\[ T_{out} \]

\[ T_{limit} \]

\[ T_{exhaust} \]

The amount of the waste heat energy fed to the absorption chiller is calculated using (3.3) - (3.5) [21].

\[ Q_{exhaust} = p_1(T_{out}) \times P_{fuel} + q_1(T_{out}) \times \delta \]  \hspace{1cm} (3.3)

\[ p_1(T_{out}) = a_1 T_{out} + b_1 \]  \hspace{1cm} (3.4)

\[ q_1(T_{out}) = c_1 T_{out} + d_1 \]  \hspace{1cm} (3.5)

where \( Q_{exhaust} \) is the reusable waste heat from the turbine and \( \delta \) is a binary variable representing the operation status of the gas turbine (1-on and 0-off). Typical values for the coefficients are \( a_1 = 0.00028 \), \( b_1 = 0.2067 \), \( c_1 = 2.1609 \) and \( d_1 = 66.564 \) for a 250 kW natural gas CHP unit.
In this case, the thermal dynamic is neglected because it has very little influence on calculating the steady-state thermal output and the overall system efficiency.

2.3 Microgrid Coordination Controller

A coordination controller is utilized to operate multiple CHPs for the islanding operation of a microgrid. As shown in Figure 2-10, the power operation points of all CHP units are dispatched by the microgrid coordination controller. Different control strategies can be implemented in this block to determine the preferred operation point of each CHP unit. For example, based on the fuel storage and the loading condition of each CHP supplied system, the coordination controller may execute a unit commitment program to determine the power operation points of all CHP unit in the next few hours. In real-time, it can execute an economic dispatch algorithm to adjust the CHP operation setpoints. The coordinative controller also determines the output of each CHP unit, i.e. how the frequency regulation service or power dispatch should be shared among the CHPs. Because the focus of this paper is to illustrate the modeling of the CHP operation, the control strategies used in the coordination controller are not discussed in detail here.

The coordination controller has 2 main operating modes A and B. Mode A is to dispatch the power command $P_{set}$ between CHPs based on a predetermined proportion $k_1 : k_2 : \ldots : k_n$, where $n$ is the number of CHPs in the system. Mode B is used to fix the power dispatch points of some CHPs and let the other CHPs respond to load variations. A detailed dispatch algorithm is introduced in Chapter 5.
2.4 Generator Model

The generator model used in this dissertation is a standard synchronous machine model where voltage, flux, and mechanical equations can be found in [22].

The generator excitation system model (see Figure 2-11) has two operating modes: voltage control and reactive power control. The excitation system model is simplified by representing it using a PI controller with a filter. In the voltage control mode, the input is a voltage error between the voltage reference and the filtered generator voltage output. In reactive power control mode, the input is a power error between the reactive power reference and the filtered generator reactive power output. The output \( V_f \) is the voltage of the field winding in both modes. Note that the PI controller parameters \( k_p, k_1 \) and time constant \( T_s \) are not the same for the voltage control and reactive power control modes.

\[
\begin{align*}
V_{ref} (Q_{ref}) & \rightarrow \left( k_p + \frac{k_1}{s} \right) \rightarrow V_f \\
V_g (Q_g) & \rightarrow \frac{1}{T_s s + 1} \rightarrow \left( k_p + \frac{k_1}{s} \right)
\end{align*}
\]

Figure 2-11. Excitation system block diagram
The generator in several kW range can be a permanent magnet synchronous machine, electrical excitation synchronous machine, or asynchronous machine with an inverter. Because the electrically excited synchronous generator has low equipment cost and high reliability, we built our generator model for this type of generators using the default model provided in the SimPower model package in which the voltage, flux, and mechanical equations are represented by [22]

\[
\begin{align*}
\frac{d\psi_a}{dt} &= u_a - r_i^a_i \\
\frac{d\psi_b}{dt} &= u_b - r_i^b_i \\
\frac{d\psi_c}{dt} &= u_c - r_i^c_i
\end{align*}
\]

(3.6)

\[
\begin{align*}
\psi_a &= L_{ia} - M_{ib} - M_{ic} + M_{ad}i_d \\
\psi_b &= L_{ib} - M_{ia} - M_{ic} + M_{bd}i_d \\
\psi_c &= L_{ic} - M_{ia} - M_{ib} + M_{cd}i_d \\
\psi_f &= L_f i_f + M_{af}i_d + M_{bf}i_b + M_{cf}i_c \\
\psi_d &= L_d i_d + M_{af}i_f + M_{bd}i_b + M_{cd}i_c
\end{align*}
\]

(3.7)

\[
\begin{align*}
T_e &= \frac{1}{\sqrt{3}}n_p \left[ \psi_a(i_b - i_c) + \psi_b(i_c - i_a) + \psi_c(i_a - i_b) \right] \\
J \frac{d\omega}{dt} &= T_m - T_e
\end{align*}
\]

(3.8)

where \(u\) is the terminal voltage; \(i\) is the output current, \(r\) is the resistance of the winding; \(\psi\) is the flux produced by the winding; \(L\) is the self-inductance; \(M\) is the mutual inductance; \(T_e\) is the electrical torque; \(T_m\) is the mechanical torque; \(n_p\) is the number of pole pair; \(J\) is the inertia of the rotor (including the generator and turbine); \(\omega\) is the mechanical speed of rotor.

### 2.5 Absorption Chiller Model

The main objective in the modeling of the absorption chiller is to facilitate the calculation of the overall system efficiency of the CHP unit. The inputs to the absorption chiller
model are the amount of exhaust heat \( Q_{\text{exhaust}} \) and the exhaust heat temperature \( T_{\text{exhaust}} \). The output of the model is the equivalent electric power consumption \( P_{\text{abs}} \), which is the electric power consumption of an electric chiller for supplying the same building thermal load. Converting the thermal load supplied by an absorption chiller to the equivalent electrical load will facilitate the calculation of the overall system efficiency. This is because we calculate the total thermal need of a building as if the whole building will be supplied by an electric chiller. Thus, if the absorption chiller will be able to supply the total load, the electric chiller is off and the electricity consumption is zero. Otherwise, the unmet thermal load will be supplied by the electric chiller. For this reason, we ignored the modeling of the thermal dynamics of the absorption chiller because only the total amount of thermal load is relevant to the efficiency calculation.

The absorption chiller will start to operate only if the exhaust heat temperature \( T_{\text{exhaust}} \) is higher than a certain value. The thermal efficiency of an absorption chiller is defined as the coefficient of performance \( COP_{a} \) shown in (3.6):

\[
COP_{a} = \frac{Q_{\text{cool}}}{Q_{\text{exhaust}}}
\]  

(3.6)

where \( Q_{\text{cool}} \) is the cooling capacity. Normally, the \( COP_{a} \) for a single-effect absorption chiller ranges from 0.6 to 0.8 and the \( COP_{a} \) of a double-effect absorption chiller ranges from 1.4 to 1.6 [23].

If the same thermal load is supplied by an electric chiller, the efficiency of the chiller \( COP_{e} \) is defined as

\[
COP_{e} = \frac{Q_{\text{cool}}}{P_{\text{abs}}}
\]  

(3.7)
Normally $COP_e$ of an electric chiller ranges from 2.0 to 6.1 [23].

Therefore, the input of the absorption chiller efficiency model is the exhaust reusable heat from the turbine in kW and the output is its equivalent electricity consumption in kW. Thus, the equivalent electric power consumption is

$$P_{abs} = \frac{Q_{exhaust} \times COP_e}{COP_e}$$  \hspace{1cm} (3.8)

### 2.6 CHP Efficiency Calculation

The efficiency of a CHP unit at time $t$ can be calculated by

$$P_{reused}(t) = \min\{P_{abs}(t), P_{thermal}(t)\}$$  \hspace{1cm} (3.9)

$$\eta_{CHP}(t) = (P_e(t) + P_{reused}(t)) / P_{fuel}(t)$$  \hspace{1cm} (3.10)

where $P_{thermal}$ is the thermal load demand; $P_e$ is the electric output power from generator, and $P_{fuel}$ is the gas turbine input fuel heat power. The efficiency of the CHP unit over a time period $t$ can be calculated by

$$\eta_{CHP} = (\int_{t} P_e dt + \int_{t} P_{reused} dt) / \int_{t} P_{fuel} dt$$  \hspace{1cm} (3.11)

### 2.7 Simulation Tests

In this section, two case studies are presented to evaluate the performance of the proposed CHP model in grid-connected and islanding modes, respectively. As shown in Figure 2-12, the microgrid test system has two identical CHP units, a photovoltaic generator, a battery storage unit, and electrical loads connected to an ideal grid supply. Each CHP is connected to a thermal load representing the air conditioning (AC) system in a commercial building.
Modeling parameters of the distribution circuits, transformers, and each piece of equipment are shown in Table 2-1.

### 2.7.1 Grid Connected Mode

In grid-connected mode, the building thermal load varies with respect to the ambient temperature and the PV outputs vary with respect to the solar radiation. The electrical loads vary every second. The output of the CHP unit can follow the operation setpoint sent by a microgrid controller. In the grid connected mode, we want to verify: (1) the CHP model functions properly with other models; (2) the energy efficiency of the CHP system under different loading conditions can be calculated.

![One-line diagram of the microgrid test system](image-url)

Figure 2-12. One-line diagram of the microgrid test system
<table>
<thead>
<tr>
<th>Parameters</th>
<th>Parameter values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base power (kW)</td>
<td>250</td>
</tr>
<tr>
<td>Base frequency (Hz)</td>
<td>60</td>
</tr>
<tr>
<td>Electric loads (kW)</td>
<td>varies second by second</td>
</tr>
<tr>
<td>Thermal loads in $P_{\text{th}}$ (kW)</td>
<td>varies from 37 to 78</td>
</tr>
<tr>
<td>Energy storage capacity (kWh)</td>
<td>258</td>
</tr>
<tr>
<td>Energy storage maximum charge/discharge rate (kW)</td>
<td>129</td>
</tr>
<tr>
<td>Photovoltaics (kW)</td>
<td>varies from 0 to 380</td>
</tr>
<tr>
<td>CHP generator capacity (kW)</td>
<td>250</td>
</tr>
<tr>
<td>Absorption chiller $COP_a$</td>
<td>1.4</td>
</tr>
<tr>
<td>Electric chiller $COP_e$</td>
<td>4</td>
</tr>
<tr>
<td>Line impedance (ohms/km)</td>
<td>0.123+j0.3637</td>
</tr>
<tr>
<td>Transformer impedance</td>
<td>2.09% p.u.</td>
</tr>
</tbody>
</table>

The simulation results are shown in Figure 2-13 to Figure 2-16. The dispatch curves of the battery and the CHP systems (Figure 2-13) are calculated based on the time-of-use rate using a coordination algorithm. The power setpoints sent to the CHP as well as the actual CHP power outputs are shown in Figure 2-14. A zoom-in plot of the dynamic responses of the microgrid system in the grid-connected mode is shown Figure 2-15. Note that because the same dispatch command is sent to the 2 CHP units, then their performances are the same. Therefore, only the performance of CHP1 is shown in the following figures.

The following observations are made from the results:

- The CHP system follows dispatch commands precisely and the dynamic responses between the setpoint changes are reflected (See Figure 2-13).

- The derating effect can be properly represented. As shown in Figure 2-13, the CHP system is required to generate 250 kW between 14:00 to 18:00. However, because of the high ambient temperature, the maximum output of the CHP is DGated to approximately 220 kW.
- Figure 2-13 shows the total power output at the point of common coupling (PCC) $P_{PCC}$ as well as the power output of each component in the microgrid system. When the control objective is to minimize the cost based on the TOU price, $P_{PCC}$ will be minimized during peak price periods. The overall system works seamlessly over the 24-hr simulation periods.

![Figure 2-13. CHP power output with respect to ambient temperature and power reference command](image1)

![Figure 2-14. Dynamic responses of transitions between two setpoints in the grid-connected mode](image2)
Figure 2-15. Comparison of reusable heat from absorption chiller and thermal loads

Note that in this simulation, it is assumed that the building thermal loads can be supplied by either the absorption chiller or the electric chiller. However, the absorption chiller will supply the thermal load as much as possible, so that only the unsatisfied thermal load of the absorption chiller will be supplied by the electrical chiller to achieve a higher overall system efficiency. As shown in Figure 2-15, when the building thermal load exceeds the absorption chiller supply capability between 9 a.m. to 20 p.m., the electrical chiller will have to be brought online to supply the cooling load.

Based on (2.14), the efficiency of CHP over 24 hours is 32.1%. If one does not consider the thermal loads supplied by the absorption chiller, then the efficiency is only 24.7%. Note that the overall system efficiency when using the CHP unit depends heavily on $COP_a$ and $COP_e$ as well as the CHP output. At a lower power setpoint, a CHP unit has less capability to supply building thermal load. So there may be a tradeoff between the needs to supply the building thermal load and the need to reduce the CHP electrical power outputs.

2.7.2 Islanding Mode

In islanding mode, microgrid generators need to not only follow power setpoints sent from a microgrid controller but also provide primary and secondary frequency regulation. In this subsection, we use the same microgrid topology (see Figure 2-12) to test the CHP model
performance. Seven operational cases are presented. Cases 1 to 4 demonstrate the performance of the zero-SSE governor for frequency regulation. Cases 5 to 7 demonstrate the coordination between two CHPs. In the following case studies, we define $P_i$ as electric power output demand of the $i^{\text{th}}$ CHP in the microgrid and $P_{\text{set}}^i$ as the power setpoint of the $i^{\text{th}}$ CHP; $P_e^i$ electric power output of the $i^{\text{th}}$ CHP; $\omega^i$ is the rotor speed of the $i^{\text{th}}$ CHP.

2.7.2.1 Case 1: Response to a large step load change

In Case 1, the response of the zero-SSE governor to a large step load change is tested. It is assumed that only CHP1 is used to supply the microgrid and CHP2 is disconnected. The zero-SSE governor of CHP1 will regulate the CHP1 power output to supply load and maintain the nominal frequency. Figure 2-16 shows when $P_i^1$ increases from 100kW (0.4 p.u.) to 200kW (0.8 p.u.) at 30s, that the dynamic responses of electrical output $P_e^1$ and rotor speed $\omega^1$ are stable and all the steady-state values are within operational limits.

![Figure 2-16. Electrical output and rotor speed of CHP1 in Case 1](image)

2.7.2.2 Case 2: Response to Continuous Step Load Changes

In this case, it is assumed that only CHP1 is used to supply the microgrid and CHP2 is disconnected. The electrical power demand of CHP1 $P_i^1$ first increases from 115 kW to 190 kW and then drops to 115 kW in steps of 15 kW per second. The goal is to demonstrate the
CHP dynamic response to continuous step load changes. The electrical output $P_e$ and rotor speed $\omega_r$ shown in Figure 2-17. The results show that the zero-SSE governor response is stable and the CHP unit can maintain the frequency and voltage within the acceptable ranges.

![Figure 2-17. Rotor speed and electrical output in Case 2](image)

2.7.2.3 **Case 3: Response to Continuous Load Changes**

In this case, CHP performance is tested using continuous actual load data. The initial settings of CHP units are the same as those used in Cases 1 and 2. As shown in Figure 2-18, the zero-SSE governor response is stable and the CHP can maintain the microgrid frequency and voltage within the acceptable ranges.

![Figure 2-18. Frequency and voltage outputs in Case 3](image)
2.7.2.4 Case 4: Frequency Regulation: Zero Steady-State Error

In this case, it is assumed that only CHP1 is used to supply the microgrid and CHP2 is disconnected. The frequency regulation characteristics of the proposed zero-SSE governor is compared with that of the Woodward governor. In this case, the electrical power output is set to rise from 0.5 p.u. to 0.8 p.u. at $t=100\text{s}$ and drops to 0.5 p.u. at 0.1 p.u./20 seconds rate. The electrical power output and rotor speed comparison of both governors are shown in Figure 2-19.

![Figure 2-19](image-url)

Figure 2-19. Rotor speed and electrical output of CHP1 and CHP2 in Case 4: (a) Comparison of electrical power outputs in Case 4 (b) Comparison of rotor speed in Case 4

As shown in Figure 2-19, both the Woodward governor and zero-SSE governor can respond to the load change correctly. The electrical power output response of both governors are almost the same. However, it is obvious that the Woodward governor has a steady-state error in frequency regulation while the zero-SSE governor has none. This is because zero-SSE governor has an integral block to mitigate the steady state error of Woodward governor (shown in Figure 2-3(b)). The advantage of using the proposed non-SSE governor is to regulate the frequency of the microgrid in islanding situation at exactly at 1.0 p.u. while Woodward governor still needs an “AGC (Automatic generation control)” mechanism to achieve the same goal, which is usually hard to implement during islanding situations.
2.7.2.5 Case 5: Coordination Controller: Fixed Sharing Ratios among CHP units

In this case, it is assumed that the coordination controller works under *Mode A* and the power sharing ratio between CHP1 and CHP2 is 6:4, i.e. \( P_{\text{set}}^1 : P_{\text{set}}^2 = 0.6 : 0.4 \). Initially, the total demand of CHP1 and CHP2 \( P_e \) is 250 kW, \( P_e^1 = 150 \) kW (0.6 p.u.) and \( P_e^2 = 100 \) kW (0.4 p.u.). At \( t=10 \)s, \( P_e \) has a large step change from 250 kW to 400 kW. As shown in Figure 2-20, the rotor speeds are stable and the power sharing ratio is as expected.

![Figure 2-20. Rotor speed and electrical output of CHP1 and CHP2 in Case 5](image)

2.7.2.6 Case 6: Coordination Controller: Balancing the Power Sharing Ratios among CHP Units

In this case, the coordination controller still works under *Mode A*. Initially the power sharing ratio between CHP1 and CHP2 is 0.6:0.4. It is assumed that during the microgrid operation one needs to balance the electrical outputs among generators so that both CHPs are generating at 0.5 p.u. A command is issued at 300s so that the power sharing ratio changes from \( P_{\text{set}}^1 : P_{\text{set}}^2 = 0.6:0.4 \) to \( P_{\text{set}}^1 : P_{\text{set}}^2 = 0.5:0.5 \). As shown in Figure 2-21, the electrical output of CHP1 starts to drop while CHP2 starts to rise at 300s when the command is issued. The power...
outputs of both CHPs reach 125 kW in response to the coordination controller’s command. The transition is stable and the whole process takes about 60 seconds.

The transition is stable and the whole process takes about 60 seconds.

2.7.2.7 Case 7: Master and Slave Operation Mode

In this case, it is assumed that the total electric power output demand \( P_e \) of 2 CHPs is 250 kW initially with \( P_{e1} = 175 \text{ kW} \) (0.7 p.u.) and \( P_{e2} = 75 \text{ kW} \) (0.3 p.u.). At \( t=10 \text{s} \), \( P_e \) has a step change from 250 kW to 350 kW. Coordination controller is set at Mode B such that CHP1 is at constant power mode (\( P_{set}^1 \) is fixed to be 0.7 p.u.) and CHP2 will meet all the load changes (\( P_{set}^2 = P_e / P_{base} - P_{set}^1 \)). As shown in Figure 2-22, the transition is stable. As expected, CHP1 power output remains the same and CHP2 power output is increased to meet the additional demand.

Figure 2-21. Electrical output and rotor speed of CHP1 and CHP2 in Case 6

Figure 2-22. Rotor speed and electrical output of CHP1 and CHP2 in Case 7
2.8 Conclusion

This chapter proposes a CHP model for meeting different microgrid operational needs. In the grid-connected mode, the CHP unit will follow a power dispatch command from the central controller. In the microgrid operation mode, depending on the coordination command, the CHP unit will either operate as a master unit for load following and frequency regulation or as a slave unit that follows a power setpoint. The new isochronous governor control strategy allows the CHP unit to realize zero-steady-state-error frequency regulation in the islanding mode. Because the building thermal loads and the thermal exchange process of the absorption chiller is modeled, it is possible to calculate the efficiency of the overall CHP systems and model the derating phenomena. The case studies show that the proposed CHP model performs as expected in all operating modes. Future work will focus on developing the coordination controller further so that the CHP units can operate in a microgrid with energy storage, smart inverters, and controllable loads.
In this chapter, we first present a data-driven method to estimate the parameters of the 1st order ETP model. Then, a decoupled-ETP model is proposed to improve the modeling accuracy of both the ON and OFF cycles. Because in actual data sets, daytime HVAC consumptions are often heavily distorted by human activities, a tuning method, called the adjusted decoupled-ETP model, is proposed to allow users to use only the midnight data (where user behaviors are minimum) to estimate the 24-hour operations status. The rest of this chapter is organized as follows. Section 3.1 introduces the methodologies. Section 3.2 shows simulation results and Section 3.3 is the conclusion.

3.1 Modeling Methodologies

We use HVAC as an example to illustrate model parameter estimation process and the adjustment algorithms. Because we focus on modeling the residential households, models of the HVAC units with variable frequency drives are not considered.

3.1.1 The 1st order HVAC ETP Model [25]

As shown in Figure 3-1, assuming that the current time step is $t = k$, the indoor room temperature $T_{room}$ at $t = k + 1$ can be represented by a 1st order ETP model as:

$$T_{room}(k+1) = \begin{cases} 
T_{out}(k+1) + Q \times R - e^{-\Delta t/(R \times C)} \times & \text{when } u_{ac}(k) = 1 \\
(T_{out}(k) + Q \times R - T_{room}(k)) & \text{i.e. HVAC is on} \\
T_{out}(k) - (T_{out}(k) - T_{room}(k)) \times e^{-\Delta t/(R \times C)} & \text{when } u_{ac}(k) = 0 \\
& \text{i.e. HVAC is off}
\end{cases} \quad (3.1)$$
where \( T_{out} \) and \( T_{room} \) are the outdoor and room temperature, respectively; \( u_{ac} \) is the HVAC ON/OFF status; \( \Delta t \) is the duration of each time step; \( R \) represents thermal resistance; \( C \) represents thermal capacitance; and \( Q \) represents the heat flow provided by the HVAC unit. Thus, the HVAC status \( u_{ac} \) at next time step \( k+1 \) can be determined by

\[
 u_{ac}(k+1) = \begin{cases} 
 1 & T_{room}(k+1) < T^- \\
 0 & T_{room}(k+1) > T^+ \\
 u_{ac}(k) & T^+ > T_{room}(k+1) > T^- 
\end{cases} \tag{3.2}
\]

where \( T^- \) and \( T^+ \) refer to the lower and upper bounds of the HVAC temperature deadband.

If \( T_{out} \) remains constant, (1) can be rewritten as

\[
 T^- = T_{out} + Q \times R - (T_{out} + Q \times R - T^+) \times e^{-t_{on}/(R \times C)} \tag{3.3}
\]
\[
 T^+ = T_{out} - (T_{out} - T^-) \times e^{-t_{off}/(R \times C)} \tag{3.4}
\]

where \( t_{on} \) and \( t_{off} \) refers to a complete ON and OFF cycle, as shown in Figure 3-1.

![Figure 3-1. Cycling characteristics of an HVAC unit.](image)

The biggest advantage of using the 1st order ETP model for data-driven modeling is its simplicity. RCQ values can easily be derived from the set of five variables: \( T^+, T^-, T_{out}, t_{on} \) and \( t_{off} \). The disadvantage of the model is that \( t_{on} \) and \( t_{off} \) will change when \( T_{out} \) changes. So for each \( T_{out} \) range, we need one set of RCQ values to meet modeling accuracy requirements. In addition, because of solar radiation, day-time and night-time RCQ values may not be the
same even though they are Derived at the same $T_{out}$. For example, one set of RCQ values can only be used for a $T_{out}$ range of 5–10 °F for the nighttime of the day. In this chapter, we developed a decoupled-ETP model with a tuning method to resolve these modeling issues, which is the main contribution of this chapter.

### 3.1.2 Data Preparation

The HVAC consumption, $P_{ac}$, and the outdoor temperature, $T_{out}$, were collected by researchers in the PECAN street project [54]. We selected 100 houses (located in Austin, Texas) with 1-minute sub-metered HVAC power consumption and outdoor temperature data for conducting the study. Because we want to model an HVAC unit in its cooling mode, the data length we used is from July to August, 2015.

To derive the RCQ parameters, we need to screen the data to exclude the periods where the HVAC power consumption is significantly distorted by occupants’ activities such as manually turning ON/OFF the HVAC unit, frequent changes of the thermostat setpoints, opening doors/windows for a prolonged period, etc. Therefore, we separated the data into three types. The first type is the *Midnight data* from 12 a.m. to 5 a.m. where the residents’ activities that can influence the HVAC operations are at the minimum, as shown in Figure 3-2 (a). The second type set is the 24-hr *Whole-day data* in which cases occupants show very little interference on HVAC operations, as shown in Figure 3-2 (b). The third type is the discarded data set where HVAC unit operation is either erratic or always ON/OFF, as shown in Figure 3-2 (c). Note that when a household has an under-sized or multiple HVAC units, we cannot model the HVAC operation appropriately by the RCQ parameter based ETP model.
Figure 3-2. Examples of HVAC power consumptions data collected in the PECAN street project. (a) Only Midnight data can be used because the HVAC unit is OFF most of the time during the day; (b) Both whole-day data and Midnight data can be used because the HVAC unit has consistent ON/OFF cycles; (c) A discarded data set (The HVAC is always ON, so modeling it using an ETP model is no longer valid).

3.1.3 1st order ETP Model RCQ Parameter Estimation

A flow chart is introduced in Fig. 3 to illustrate the six steps in the RCQ parameter estimation process for the 1st order ETP model of an HVAC unit.

- **Step 1: Obtain the HVAC ON/OFF curves**

In this step, the HVAC power consumption data is converted into HVAC status using

\[
   u_{ac}(t) = \begin{cases} 
   1 & \text{if } P_{ac}(t) > 0.5 \times P_{ac,\text{max}} \\
   0 & \text{if } P_{ac}(t) \leq 0.5 \times P_{ac,\text{max}} \end{cases} \tag{3.5}
\]

where \( P_{ac,\text{max}} \) is the maximum power consumption during \( t \in \tau \) and \( \tau \) is the set of total time horizon of input data; \( u_{ac} \) is the HVAC status.
Figure 3-3. Flow chart of the RCQ parameter estimation process.

- **Step 2: Build a cycling characteristic vector S**

  From the HVAC ON/OFF curves, calculate the duration of each ON and OFF cycle, $t_{ON}$ and $t_{OFF}$, as well as the corresponding average outdoor temperature $T_{out\_avg}$ during each ON or OFF cycle. Note that each $T_{out\_avg}$ will be rounded to its nearest integer value. Store $t_{ON}(i)$, $t_{OFF}(i)$, and $T_{out\_avg}(i)$ in the cycling characteristic vector, $S(i)$, for the cycle $i$.

  To eliminate the outliers, when the difference between the maximum and minimum outdoor temperatures in an ON or OFF cycle is greater than a threshold, $\Delta T_{out}$, this cycle will be discarded. We recommend $\Delta T_{out} = 4F^\circ$. This is because when temperature varies a lot in a cycle, the RCQ values may not be representative. An example of the $S$ matrix is shown in Figure 3-4 and Table 3-1.
Figure 3-4. Illustration of vector $S(i)$ over a period of time

Table 3-1 An Example of Dataset $S$

| $S(i)$ | $S(1)$ | $S(2)$ | $S(3)$ | $S(4)$ | $S(5)$ | $S(6)$ | ...
|--------|--------|--------|--------|--------|--------|--------|
| $t_{ON}(t)$ | NA | 14 min | NA | 17 min | NA | 13 min | ...
| $t_{OFF}(t)$ | 10 min | NA | 11 min | NA | 15 min | NA | ...
| $T_{out\_avg}(t)$ | 85 °F | 85 °F | 89 °F | 89 °F | 84 °F | 81 °F | ...

- **Step 3: Correlate $t_{ON}$ and $t_{OFF}$ with $T_{out\_avg}$**

Select the median values of $t_{ON}$ and $t_{OFF}$ for each $T_{out\_avg}$ in $S$ to obtain a new vector $M$. $M$ will be used to derive the correlation between $(t_{ON}, t_{OFF})$ and $T_{out\_avg}$. Note that if $t_{ON}$ or $t_{OFF}$ is missing for a certain $T_{out\_avg}$, the $T_{out\_avg}$ will not be included in $M$. An example of $M$ is shown in Table 3-2. The outdoor temperature set in $M$ is renamed as $T_o$. The median value sets of $t_{ON}$ and $t_{OFF}$ are named as $t_{ON}^M$ and $t_{OFF}^M$. Example boxplots of the ON and OFF durations with respect to different outdoor temperatures are plotted in Figure 3-5 (a) (b). The median value is selected and shown in Figure 3-5 (c).

Table 3-2 An Example of Dataset $M$

| $M(i)$ | $M(1)$ | $M(2)$ | $M(3)$ | $M(4)$ | $M(5)$ | $M(6)$ | ...
|--------|--------|--------|--------|--------|--------|--------|
| $t_{ON}^M(t)$ | 10 min | 10 min | 11 min | 11 min | 12 min | 13 min | ...
| $t_{OFF}^M(t)$ | 35 min | 30 min | 27 min | 27 min | 18 min | 19 min | ...
| $T_o(t)$ | 75 °F | 76 °F | 77 °F | 78 °F | 88 °F | 89 °F | ...

41
Figure 3-5. ON/OFF cycles durations under different outside temperature: (a) Boxplot of $t_{ON}$, (b) Boxplot of $t_{OFF}$, (c) $t_{ON}^{M}$ and $t_{OFF}^{M}$ with respect to $T_{out}$.

- **Step 4: derive RCQ parameters**

Now, at each outdoor temperature $T_{out} \in T_o$, we have a set of $t_{ON}^{M}$ and $t_{OFF}^{M}$. Because $Q$ represents the heat flow contributed by the HVAC unit, the value of $Q$ only influences the ON cycles. Note that in a curve fitting process, the RCQ values no longer represent accurately their physical characteristics as does in a physics-based model approach. So, we select $Q$ to be -500 for all the households and tune only the values of $R$ and $C$. Thus, from (3.3) and (3.4), once the value of $Q$ is fixed, $R$ and $C$ can be calculated as
\[
R = \frac{T^- - T_{out} + (T^+ - T_{out}) \times e^{-\frac{t_{on}}{t_{off}} \ln\left(\frac{T^- - T_{out} - T^+ - T_{out}}{T^- - T_{out}}\right)}}{1 - e^{-\frac{t_{on}}{t_{off}} \ln\left(\frac{T^- - T_{out} - T^+ - T_{out}}{T^- - T_{out}}\right)}}
\]

(3.6)

\[
Q \times (1 - e^{-\frac{t_{on}}{t_{off}} \ln\left(\frac{T^- - T_{out} - T^+ - T_{out}}{T^- - T_{out}}\right)})
\]

\[
C = \frac{t_{on}^M}{t_{off}^M} \ln\left(\frac{T^- - T_{out}}{T^+ - T_{out}}\right) \times R
\]

(3.7)

In this dissertation, we assume that for each HVAC unit, \(T^+\) and \(T^-\) are chosen to be 72°F and 70°F, respectively. There are two observations when selecting the value for \(Q\). First, \(Q\) is only a variable that influences the length of the HVAC ON cycle because in the OFF cycle, the room temperature decay is unrelated with the HVAC power consumption. Second, from (3.6) and (3.7), one can deduce that if we treat the problem as a curve fitting problem instead of considering the physical meanings of RCQ parameters, an arbitrary value can be selected for \(Q\) to calculate a corresponding set of values for \(R\) and \(C\) while the measured ON/OFF cycling characteristics can still be reproduced by the corresponding decoupled-ETP model. Therefore, although we selected -500 as the value of \(Q\), others can select another value, for example -1000 or -1500. They will obtain another set of \(R\) and \(C\) values that can also produce the same curve fitting results at the given \(T_{out}\). However, in Step 5, we will vary \(T_{out}\) from \(\min(T_o)\) to \(\max(T_o)\) and the RCQ values fail to produce satisfactory results under other outdoor temperatures will be excluded in Step 5.

- **Step 5: Discard the bad RCQ sets**

A bad set of RCQ value will fail to reproduce the HVAC cycling characteristic when \(T_{out}\) varies from \(\min(T_o)\) to \(\max(T_o)\). The following two criterion are used to exclude the bad set of RCQ values obtained in Step 4.

(1) **Criterion A: meet the HVAC capacity requirement**
If we rewrite (1) as
\[ t_{ON} = -R \times C \times \ln\left( \frac{T_{out} + Q \times R - T^{-}}{T_{out} + Q \times R - T^{+}} \right) \]  
\[ t_{OFF} = -R \times C \times \ln\left( \frac{T_{out} - T^{+}}{T_{out} - T^{-}} \right) \]  

Because the antilogarithm of a logarithm function in (3.8) and (3.9) must be positive when \( T_{out} \) ranges from \( \min(T_{o}) \) to \( \max(T_{o}) \), we have
\[ Q \times R > T^{+} - T_{out} \]  

As shown in Figure 3-6, when a set of RCQ values cannot meet Criterion A, the physical meaning behind it is that the HVAC unit is undersized and it can no longer bring the room temperature down to \( T^{-} \) when the outdoor temperature is too high. Therefore, any set of RCQ values that violate the Criterion A need to be discarded.

\[ \begin{array}{cc}
\text{(a)} & \text{(b)} \\
\end{array} \]

Figure 3-6. Examples of cases when Criterion A is violated: (a) Room temperature rises above \( T^{+} \); (b) room temperature fails to reach \( T^{-} \)

(2) **Criterion B: Meet modeling setpoint change requirement**

This criterion is made to ensure that when modeling the HVAC setpoint changes (e.g. \([T^{-}, T^{+}]\) changes to \([\bar{T}^{-}, \bar{T}^{+}]\)), \( t_{ON} \) and \( t_{OFF} \) will change accordingly. Mathematically, if \( \bar{T}^{+} = T^{+} + \Delta T \) and \( \bar{T}^{-} = T^{-} + \Delta T \), the following equations must hold:
\[ \begin{align*}
\bar{t}_{ON} - t_{ON} & > f_{ON}(\Delta T, T_{out}) \\
\bar{t}_{OFF} - t_{OFF} & > f_{OFF}(\Delta T, T_{out})
\end{align*} \]
where \( f_{ON}(\Delta T, T_{out}) \) and \( f_{OFF}(\Delta T, T_{out}) \) are functions that determine the minimum changes of \( t_{on} \) and \( t_{off} \) with respect to the HVAC setpoint change, \( \Delta T \), and \( T_{out} \). Note that \( \tilde{t}_{on} \) and \( \tilde{t}_{off} \) are calculated from (3.8) and (3.9) by replacing \( T^- \) and \( T^+ \) with \( \bar{T}^- \) and \( \bar{T}^+ \). Any set of RCQ values that violate Criterion B will be discarded.

- **Step 6: Select the best RCQ set**

After the bad sets are eliminated, the best RCQ set (defined as \( R_f, C_f \), and \( Q_f \) obtained at outdoor temperature \( T_f \) ) in the \( N \) remaining sets can be selected by minimizing the error between the estimated and actual ON/OFF durations using:

\[
\min_{T_{out} \in T_s} \sum [ (f_{ON}^{\ell}(T_{out}) - t_{on}^M(T_{out}))^2 + (f_{OFF}^{\ell}(T_{out}) - t_{off}^M(T_{out}))^2 ]
\]  

(3.13)

where \( f_{ON}^{\ell}(T_{out}) \) and \( f_{OFF}^{\ell}(T_{out}) \) are the estimated ON and OFF durations under outdoor temperature \( T_{out} \) calculated using (3.8) and (3.9); \( t_{on}^M(T_{out}) \) and \( t_{off}^M(T_{out}) \) are the median value of ON/OFF durations under \( T_{out} \) from actual measurements, which can be found in dataset \( M \) in Step 3.

Figure 3-7 compares the median of the measured ON/OFF durations, \( t_{on}^M \) and \( t_{off}^M \) (ON,m and OFF,m in Figure 3-6) and the estimated ON/OFF durations, \( f_{ON}^{\ell} \) and \( f_{OFF}^{\ell} \) (ON,e and OFF,e in Figure 3-7) using the best RCQ set. In this case, the RCQ values are derived when the outdoor temperature is \( 84^\circ F \).
Figure 3-7. A comparison between the actual and estimated HVAC ON/OFF durations (Data source: PECAN Street Data Set. House #: 5395. Location: Austin, Texas. Duration: July 1 to Aug 31, 2015).

From the comparison, in this example, we made the following observations:

1. As expected, the model calculated ON/OFF durations fit the measurements well when
   \[ 80^\circ F \leq T_{\text{out}} \leq 93^\circ F \].

2. However, when \( T_{\text{out}} < 80^\circ F \), the estimated OFF cycle durations will be significantly longer than the measured ones; while when \( T_{\text{out}} > 93^\circ F \), the estimated ON cycle durations will be significantly longer than measured ones.

   This is because when using the 1st order to approximate a higher order thermal dynamic process, the nonlinearity of the actual thermal dynamic process will cause the estimated \( P_{\text{ON}}^e \) and \( P_{\text{OFF}}^e \) to deviate from the measured \( P_{\text{ON}}^M \) and \( P_{\text{OFF}}^M \) further and further when \( T_{\text{out}} \) is significantly higher or lower than \( T_f \), at which temperature the RCQ parameters were derived. To resolve this modeling issue, we propose a decoupled-ETP model in the next subsection.

3.1.4 Derivation of the Decoupled-ETP model

As shown in Figure 3-6, the estimation errors of \( P_{\text{ON}}^e \) and \( P_{\text{OFF}}^e \) have different trends. This shows that if we focus on using one RCQ set for modeling both the ON and OFF cycles, a simple parameter adjustment is not feasible because when errors in \( P_{\text{ON}}^e \) is reduced, errors in
\( t_{OFF} \) will increase. From (3.8) and (3.9), we observed that \( t_{ON} \) is related with \( R, C, Q \) but \( t_{OFF} \) is only related with \( R \times C \). Therefore, we propose a decoupled-ETP model so that the modeling of ON and OFF cycles are separated. Then, we can make RCQ parameters a function of \( T_{out} \) to reduce the modeling error corresponding to the \( T_{out} \) variations. Different from (3.1) and (3.2), in the decoupled-ETP model, \( T_{room} \) and \( u_{ac} \) at \( t = k + 1 \) are calculated as:

\[
T_{room}(k+1) = \begin{cases} 
T_{out}(k) + f_Q(T_{out}(k)) \times R_f - e^{-\Delta t/(R_f \times C_f)} & \text{if } u_{ac}(k) = 1 \\
(T_{out}(k) + f_Q(T_{out}(k)) \times R_f - T_{room}(k)) & \text{if } u_{ac}(k) = 0 
\end{cases}
\]

(3.14)

\[
u_{ac}(k+1) = \begin{cases} 
1 & \text{if } T_{room}(k+1) < T^- \\
0 & \text{if } T_{room}(k+1) > T^+ \\
u_{ac}(k) & \text{else}
\end{cases}
\]

(3.15)

When \( T_{out} \) is constant, (3.14) can be rewritten as:

\[
T^- = T_{out} + f_Q(T_{out}) \times R_f - (T_{out} + f_Q(T_{out}) \times R_f - T^+) \times e^{-\Delta t/(R_f \times C_f)}
\]

(3.16)

\[
T^+ = T_{out} - (T_{out} - T^-) \times e^{-\Delta t_{OFF}/f_{ac}(T_{out})}
\]

(3.17)

where \( R_f, C_f \) can be obtained in Section 3.1.3. Step 6. The modifications are explained in detail as follows.

### 3.1.4.1 Derivation of OFF cycle RCQ parameters

For the OFF cycle, define \( R \times C = f_{RC}(T_{out}) \) so the RC value is a function of \( T_{out} \). First, from (3.17), we have

\[
\hat{t}_{OFF} = -f_{RC}(T_{out}) \times \ln\left(\frac{T_{out} - T^+}{T_{out} - T^-}\right)
\]

(3.18)

where \( \hat{t}_{OFF} \) is the estimated OFF duration by using decoupled-ETP model. Second, we need to find the relationship between \( f_{RC} \) and \( T_{out} \). By calculating \( R \times C \) values under each \( T_{out} \) using
the method shown in Section 3.1.3. Step 4, the linear correlation between \( R \times C \) and \( T_{\text{out}} \) derived from 100 houses data is calculated. The mean correlation coefficient is 0.973 and the standard deviation is 0.0253. An example is shown in Figure 3-8(a). Thus, the linear regression model used to calculate \( f_{RC}(T_{\text{out}}) \) is

\[
f_{RC}(T_{\text{out}}) = k_{RC} \times T_{\text{out}} + b_{RC}
\]  

(3.19)

**3.1.4.2 Derivation of the ON cycle RCQ parameter**

To avoid modeling temperature sensitivity of all three RCQ parameters, we choose to let \( R = R_f \) and \( C = C_f \) (obtained in Section 3.1.3. Step 5). Once the values of \( R \) and \( C \) are fixed, we only need to make \( Q \) a function of \( T_{\text{out}} \) so that

\[
Q(T_{\text{out}}) = \frac{(T_{\text{out}} - T^+)^{n} \times e^{\frac{T^+}{n}} + T^- - T_{\text{out}}}{R \times [1 - e^{\frac{T^+}{n}}]}
\]

(3.20)

The correlation between \( Q \) and \( T_{\text{out}} \) derived from 100 houses are calculated. The mean of correlation coefficient is 0.941 and the standard deviation is 0.048. An example is plotted in Figure 3-8(b). The linear regression model used to calculate \( Q \) for each \( T_{\text{out}} \) is

\[
f_{Q}(T_{\text{out}}) = k_{Q} \times T_{\text{out}} + b_{Q}
\]

(3.21)

Figure 3-8. RC parameters under different outside temperature: (a) \( RC \) with respect to \( T_{\text{out}} \) (b) \( Q \) with respect to \( T_{\text{out}} \). (Data source: PECAN Street. House #: 5395. Location: Austin, Texas. Duration: from 16:18 pm, July 16 to 17:08 pm, July 29, 2015.)
After $Q$ is calculated for each $T_{out}$ using (3.21), the estimated ON cycle duration, $\hat{t}_{ON}$, can be calculated as

$$
\hat{t}_{ON} = -R_f \times C_f \times \ln\left(\frac{T_{out} + f_q(T_{out}) \times R_f - T^-}{T_{out} + f_q(T_{out}) \times R_f - T^+}\right)
$$

(3.22)

Figure 3-9 shows a comparison between the estimated ON and OFF durations and the median of the actual ON/OFF durations with respect to outdoor temperature.

![Figure 3-9](image)

Figure 3-9. A comparison between the actual and estimated HVAC ON/OFF durations (Data source: PECAN Street Data Set. House #: 5395. Location: Austin, Texas. Duration: July 1 to Aug 31, 2015).

Compared with Figure 3-7, the accuracy of the prediction of the proposed decoupled-ETP model is significantly improved. We run the validation test for 100 homes using the PECAN street data set. The average errors between actual median of $t_{ON}$ and $t_{OFF}$ and the estimated $\hat{t}_{ON}$ and $\hat{t}_{OFF}$ are calculated. The average error among 100 houses over the full range of $T_{out}$ values are 4.02 and 2.05 minutes for the ETP model and the decoupled-ETP model, respectively. If considering only the low ($T_{out} < 76^\circ F$) or the high ($T_{out} > 95^\circ F$) outdoor temperature cases, the modeling error of the decoupled-ETP model is normally 10~20 minutes less than that of the ETP model.
3.1.5 Adjusted Decoupled-ETP Model

The proposed decoupled-ETP model can be applied to model all TCAs as long as the consumptions are regulated by a consistent thermostat setting without being distorted by occupants’ activities such as opening the doors or windows for a prolonged period, frequently changing thermostat setpoints or manually shutting down the TCA devices, etc. However, in practice, TCA operations during daytime can heavily be distorted by human activities, as shown in Figure 3-2 (a) and (c). For most houses, the most usable data for Deriving TCA models are the data measured between midnight and early morning when the occupants are asleep so the influence of their activities are at the minimum. However, for an HVAC unit, using only the midnight data will cause inaccuracy because we will not be able to account for the impact of the solar radiations on the thermal dynamics of the house. To address this issue, we propose the adjusted decoupled-ETP model to tune the parameters of the decoupled-ETP model derived using only the midnight data so that the day-time operation can also be accurately modeled.

When the HVAC unit is ON, \( T_{room} \) at \( t = k + 1 \) can be calculated as

\[
T_{room}(k+1) = T_{out}(k) + \hat{f}_q(T_{out}) \times \hat{R}_f \\
-(T_{out}(k) + \hat{f}_Q(T_{out}(k))) \times \hat{R}_f - T_{room}(k)) \times e^{-\Delta t f(k, \hat{C}_f)}
\]  

(3.23)

When the HVAC unit is OFF, \( T_{room} \) at \( t = k + 1 \) can be calculated as

\[
T_{room}(k+1) = T_{out}(k) - (T_{out}(k) - T_{room}(k)) \times e^{-\Delta t fRC(T_{out}(k))}
\]  

(3.24)

where

\[
\hat{R}_f = K_{R_f} \times R_{f,N} \\
\hat{C}_f = K_{C_f} \times C_{f,N} \\
\hat{f}_Q(T_{out}) = K_Q(T_{out}) \times f_{Q,N}(T_{out}) \\
\hat{f}_{RC}(T_{out}) = K_{RC}(T_{out}) \times f_{RC,N}(T_{out})
\]
In (3.23) and (3.24), \( R_{f,N}, C_{f,N}, f_{Q,N}(T_{out}) \), and \( f_{RC,N}(T_{out}) \) are the parameters of the decoupled-ETP model calculated using the midnight data set and \( K_{R_f}, K_{C_f}, K_Q(T_{out}) \) and \( K_{RC}(T_{out}) \) are the adjustment coefficients for modeling daytime HVAC cycling behaviors.

To derive those coefficients, we first select \( n \) households with at least 5 days 24-hour HVAC consumptions during which period there is no obvious distortion caused by occupants’ activities. Let NIGHT model and WHOLE-DAY model represent the decoupled-ETP model derived using the midnight data and the whole-day data, respectively. Then, the NIGHT model parameters of the \( i^{th} \) HVAC unit are named as \( R^i_{f,N}, C^i_{f,N}, f^i_{Q,N}(T_{out}) \), and \( f^i_{RC,N}(T_{out}) \). The WHOLE-DAY model parameters are named as \( R^i_{f,D}, C^i_{f,D}, f^i_{Q,D}(T_{out}) \), and \( f^i_{RC,D}(T_{out}) \).

The adjustment coefficients can be calculated as follows

\[
K_{R_f} = \text{median}\left\{ \frac{R^1_{f,D}}{R^1_{f,N}}, \frac{R^2_{f,D}}{R^2_{f,N}}, \ldots, \frac{R^n_{f,D}}{R^n_{f,N}} \right\} \tag{3.25}
\]

\[
K_{C_f} = \text{median}\left\{ \frac{C^1_{f,D}}{C^1_{f,N}}, \frac{C^2_{f,D}}{C^2_{f,N}}, \ldots, \frac{C^n_{f,D}}{C^n_{f,N}} \right\} \tag{3.26}
\]

\[
K_Q(T_{out}) = \text{median}\left\{ \frac{g^1_{Q,D}(T_{out})}{f^1_{Q,N}(T_{out})}, \frac{g^2_{Q,D}(T_{out})}{f^2_{Q,N}(T_{out})}, \ldots, \frac{g^n_{Q,D}(T_{out})}{f^n_{Q,N}(T_{out})} \right\} \tag{3.27}
\]

\[
g^i_{Q,D}(T_{out}) = \frac{(T_{out} - T^e) \times e^{-\theta_{out}}}{R^i_{f,N} \times [1 - e^{-\theta_{out}}]} + T^e - T_{out} \tag{3.28}
\]

where \( T_{out} \in T_o \).

To account for the saturation effect of the HVAC unit in low or high temperature ranges, a capped linear regression model is used so that

\[
K^e_Q(T_{out}) = \begin{cases} 
K^e_Q \times \min(T_o) + \beta^e_Q & \text{if } T_{out} < \min(T_o) \\
K^e_Q \times T_{out} + \beta^e_Q & \text{if } \min(T_o) \leq T_{out} \leq \max(T_o) \\
K^e_Q \times \max(T_o) + \beta^e_Q & \text{if } T_{out} > \max(T_o)
\end{cases} \tag{3.29}
\]
An example of $\frac{g^{i}_{Q,D}(T_{out})}{f_{Q,N}^{i}(T_{out})}$ when $i$ ranges from 1 to 10 and $K_Q$ with respect to $T_{out}$ is shown in Figure 3-10(a). The linear fit model $\tilde{K}_{Q}$ with respect to $T_{out}$ is shown in Figure 3-10(b).

![Figure 3-10](image)

Figure 3-10. Q parameter under different outside temperature: (a) $Q$ ratios between WHOLE-DAY and NIGHT models of 10 houses (Black dots are the median values of $K_Q$); (b) Comparison between $K_Q$ (black line) and a linear fit $\tilde{K}_{Q}$ (red stars) with respect to outdoor temperatures.

$K_{RC}(T_{out})$ is calculated as

$$K_{RC}(T_{out}) = \text{median}\left\{ \frac{f_{RC,D}^{1}(T_{out})}{f_{RC,N}^{1}(T_{out})}, \frac{f_{RC,D}^{2}(T_{out})}{f_{RC,N}^{2}(T_{out})}, \ldots, \frac{f_{RC,D}^{n}(T_{out})}{f_{RC,N}^{n}(T_{out})} \right\}$$

(3.30)

where $T_{out} \in T_o$. A capped 2nd order polynomial regression model $\tilde{K}_{RC}^{o}(T_{out})$ is used to fit the relationship between $K_{RC}$ and $T_{out}$ so that

$$\tilde{K}_{RC}^{o}(T_{out}) = \begin{cases} 
    a_0 \times (\min(T_o))^2 + a_1 \times \min(T_o) + a_2 & \text{if } T_{out} < \min(T_o) \\
    a_0 \times T_{out}^2 + a_1 \times T_{out} + a_2 & \text{if } \min(T_o) \leq T_{out} \leq \max(T_o) \\
    a_0 \times (\max(T_o))^2 + a_1 \times \max(T_o) + a_2 & \text{if } T_{out} > \max(T_o)
\end{cases}$$

(3.31)
An example of \( \frac{f_{RC,D}(T_{out})}{f_{RC,N}(T_{out})} \) when \( i \) ranges from 1 to 10 and \( K_{Q} \) with respect to \( T_{out} \) is shown in Figure 3-10 (a). The 2\(^{nd}\) order polynomial model \( K_{Q}^{\text{fit}} \) versus \( T_{out} \) is shown in Figure 3-11(b).

Once the adjustment coefficients are derived, one can use only the middle night data to derive the decoupled-ETP model parameters. Then, the \( NIGHT \) model parameters are adjusted using (3.23) and (3.24) so that when modeling the daytime HVAC cycling behaviors, the solar radiation impacts can be reflected appropriately.

![Figure 3-11](image)

**Figure 3-11.** \( RC \) ratios under different outside temperature: (a) \( RC \) ratios between \( WHOLE\-DAY \) and \( NIGHT \) model of 10 houses (Black dots are the median values of \( K_{RC} \)); (b) Comparison between \( K_{RC} \) (red dots) and the quadratic fit \( K_{RC}^{\text{fit}} \) (the black line) with respect to \( T_{out} \).

### 3.2 Simulation Results

In this section, we present the simulation results to compare the performance of the ETP model with the decoupled-ETP model and the adjusted decoupled-ETP model. Two performance criteria are used. The first criterion is the error in the measured and estimated total ON time durations and the second is the total number of switching. The total ON duration reflects the accuracy of the model when estimating the total power consumptions. The total number of switching indicates the accuracy of the model when estimating the switching behaviors.
3.2.1 Verification Results of the Midnight Model

In this section, we verify the accuracy of the ETP models and the decoupled-ETP models using midnight data.

3.2.1.1 Case 1: Verification Results using House #3192 Data

Table 3-3 shows the results comparison of the errors in the total ON time and the total number of switching when using the ETP model and the decoupled-ETP model, respectively. Define $APE$ as the absolute percentage error we have

$$APE = \left| \frac{\hat{y} - x}{x} \right|$$  \hspace{1cm} (3.35)

where $x$ is the actual measurement and $\hat{y}$ is the estimation using the ETP model or the decoupled ETP model. As shown in Table 3-3, the performance of the decoupled-ETP model is much better than that of the ETP model.

<table>
<thead>
<tr>
<th>House #3192</th>
<th>Total ON time (min)</th>
<th>APE</th>
<th>Total switchings</th>
<th>APE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actual</td>
<td>6788</td>
<td>NA</td>
<td>751</td>
<td>NA</td>
</tr>
<tr>
<td>ETP Model</td>
<td>6471</td>
<td>4.66%</td>
<td>702</td>
<td>6.52%</td>
</tr>
<tr>
<td>Decoupled ETP</td>
<td>6784</td>
<td>0.01%</td>
<td>766</td>
<td>2.00%</td>
</tr>
</tbody>
</table>

3.2.1.2 Case 2: Verification Results using 100 HVAC units

In this case, the mean absolute percentage error ($MAPE$) and standard deviation ($SD$) of the total ON time and the total number of switching of 100 HVAC units at Austin, Texas (Data range: July 1st to Aug. 31st, 2015) are shown in Table 3-4. From the results, we can see that the total ON time and the total number of switching of the decoupled-ETP model has a much lower MAPE and SD than those of the ETP model. The error distribution shown in Figure 3-12 also confirms that the decoupled-ETP model performs significantly better than the ETP model and its performance is consistent across the households.
Table 3-4 Performance Comparison Using 100 Houses Data

<table>
<thead>
<tr>
<th>100 Houses</th>
<th>Total On Time</th>
<th>Total Switching times</th>
</tr>
</thead>
<tbody>
<tr>
<td>ETP Model</td>
<td>MAPE 14.52%</td>
<td>SD 10.55%</td>
</tr>
<tr>
<td>Decoupled ETP</td>
<td>MAPE 4.23%</td>
<td>SD 3.35%</td>
</tr>
</tbody>
</table>

Figure 3-12. Absolute percentage error (APE) distribution of ETP and decoupled-ETP: (a) Total On time of the ETP model; (b) Total number of switching of the ETP model; (c) Total On time of the decoupled-ETP model; (d) Total number of switching of the decoupled-ETP model.

3.2.2 Verification Results of the Whole-day Model

In this section, we first verify the performance of the Whole-day model using the 24-hour whole-day data. Then, we will verify the performance of the adjusted decoupled-ETP models when only the midnight data can be used.

3.2.2.1 Case 1: Verification Results using House #3456 Data

Table V shows the comparison of the errors in the total ON time and the number of switching for different models.
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Table 3-5. Results Comparison, House #3456 at Austin, Texas; From 15:18 Pm, July 12th To 21:57 Pm, Aug 2nd, 2015

<table>
<thead>
<tr>
<th>House #3456</th>
<th>Data Input</th>
<th>Total ON time</th>
<th>Total Number of Switchings</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>time(min)</td>
<td>APE</td>
</tr>
<tr>
<td>Actual</td>
<td>NA</td>
<td>5779</td>
<td>NA</td>
</tr>
<tr>
<td>ETP1</td>
<td>Midnight</td>
<td>11713</td>
<td>102.68%</td>
</tr>
<tr>
<td>ETP2</td>
<td>Wholeday</td>
<td>5437</td>
<td>5.65%</td>
</tr>
<tr>
<td>Decoupled-ETP1</td>
<td>Midnight</td>
<td>6338</td>
<td>9.68%</td>
</tr>
<tr>
<td>Decoupled-ETP2</td>
<td>Wholeday</td>
<td>5795</td>
<td>0.25%</td>
</tr>
<tr>
<td>Adjusted Decoupled-ETP</td>
<td>Midnight</td>
<td>6152</td>
<td>6.46%</td>
</tr>
</tbody>
</table>

Column “Data Input” refers to the type of data that are used to build the model. Note that the Whole-day data uses the 24-hr consumption of the HVAC unit in house #3456 as inputs and the Night data uses 12 a.m. to 5 a.m. HVAC consumption as inputs. Obviously, the decoupled-ETP model using the whole-day data as inputs has the best performance with the lowest errors. When the Midnight model is used without being adjusted, the modeling error increases sharply. When using the adjusted decoupled-ETP model, the error can be reduced by close to 50%. Note that the error is the cumulated error of 21 days, the average daily modeling errors in the total ON time are within 18 minutes and the average errors in modeling the number of switch are within 2 times. This is an outstanding performance when modeling the HVAC switching characteristics.

3.2.2.2 Case 2: verification of 100 HVAC units

Table 3-6 and Figure 3.13 verify the Case 1 results using data collected from 50 homes at Austin, Texas, between July 1st and Aug. 31st, 2015. The results show that all three decoupled-ETP model performances are consistent across households. From the results, we conclude that if only the midnight data are usable, the adjusted decoupled-ETP model can be used for modeling the day-time HVAC behaviors.
Table 3-5. Performance Comparison Using 50 Houses Data

<table>
<thead>
<tr>
<th>50 Houses</th>
<th>Data Input</th>
<th>Total ON time</th>
<th>Total Number of Switchings</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>MAPE</td>
<td>SD</td>
</tr>
<tr>
<td>ETP1</td>
<td>Midnight</td>
<td>85.72%</td>
<td>38.96%</td>
</tr>
<tr>
<td>ETP2</td>
<td>Wholeday</td>
<td>9.16%</td>
<td>7.44%</td>
</tr>
<tr>
<td>Decoupled-ETP1</td>
<td>Midnight</td>
<td>17.84%</td>
<td>14.73%</td>
</tr>
<tr>
<td>Decoupled-ETP2</td>
<td>Wholeday</td>
<td>2.31%</td>
<td>1.79%</td>
</tr>
<tr>
<td>Adjusted decoupled-ETP</td>
<td>Midnight</td>
<td>8.86%</td>
<td>7.09%</td>
</tr>
</tbody>
</table>

Figure 3-13. Probability distribution function of the absolute percentage error (APE) of different models (a) Total ON time of the decoupled-ETP1 model; (b) Total number of switching of the decoupled-ETP1 model; (c) Total ON time of the decoupled-ETP1 model; (d) Total number of switching of the decoupled-ETP1 model; (e) Total ON time of the adjusted decoupled-ETP model; (f) Total number of switching of the adjusted decoupled-ETP model.
3.3 Conclusions

This chapter presents a data-driven method to estimate the ETP model parameters of TCAs using their power consumptions and ambient temperature data as inputs. We use the modeling of HVAC units as an example to demonstrate that by decoupling the modeling of the ON and OFF cycles, we can simplify the derivation of modeling parameters and significantly improve the modeling accuracy. To adjust the distortion of the human activities on HVAC cycling behaviors, midnight data can be used for ETP model parameter estimation. However, a tuning process will be needed to adjust the nighttime models so that the impact of the solar radiation can be accounted for. By testing the proposed methods using the minute-by-minute HVAC data collected from 100 households at Austin, Texas in summer 2015, we verified the performance of the decoupled ETP models and the adjustment process.
CHAPTER 4  A Data-Driven Household Load Forecasting Algorithm

In this chapter, a data-driven load forecasting algorithm for residential household is proposed. Each type of measurable appliance in the house has a unique forecasting algorithm and the total household power consumption forecast is the sum of all forecasting.

Generally, residential appliances can be divided into TCAs and Non-TCAs depending on whether their operation statuses are determined by temperatures. TCAs include heating, ventilating and air conditioning (HVAC) units, water heaters, fridges, etc. All other appliances can be considered as Non-TCAs. Non-TCAs are further categorized into 3 types depending on their characteristics. Forecasting algorithms of TCAs and each type of non-TCAs are shown in this chapter. Figure 4-1 shows the overall structure of the whole forecasting procedure. If an appliance is measurable, for TCAs, measurements include temperatures and power consumptions while for measurable Non-TCAs, measurements only include power consumptions of each appliance.
The forecasting algorithms of TCAs are introduced in Section 4.1 and the forecasting algorithms of Non-TCAs are introduced in Section 4.2.

4.1 Thermostatic-controlled Appliance Forecasting Algorithm

The methodology of forecasting algorithms are the same for different TCAs except their measurements are different. So we would like to take HVAC units as an example.

In this chapter, the forecasting algorithms are specifically designed for forecasting the electricity consumption of the traditional HVAC units in a residential house. The fan and pump of a traditional residential HVAC unit are running at constant speeds when the HVAC is ON and will stop if the HVAC status is OFF. Thus, the HVAC is operating at ON/OFF status intermittently. HVACs with variable frequency drives are not considered in this dissertation since the power consumption is not constant when the HVAC is ON.

Before developing load forecasting algorithms, it is important to understand what types of data can be made available to the forecast engine. Commonly measured operation variables
of an HVAC circuit include: voltage, current, and ON/OFF status. Measurements from smart thermostat includes temperature setpoint, $T_{set}$, the deadband, $T_{deadband} = T^+ - T^-$, and the room temperature, $T_{room}$. If additional temperature sensors are installed (e.g. the ECOBEE system), the HEM can also receive multiple indoor temperature measurements as well as the outdoor temperature, $T_{out}$.

If we neglect the dynamics during the startup and shutdown periods of a traditional residential HVAC unit, the HVAC voltage and current can be treated as constants. Thus, the power consumption of the HVAC unit during the ON period is its rated power, $P_{rated}$. Thus, the HVAC power consumption, $P_i$, for the $i^{th}$ period can be calculated by

$$P_i = s_i P_{rated}$$ \hspace{1cm} (4.1)

where $s_i$ is 1 when HVAC unit is on and 0 when the unit is off.

Because the “ON” and “OFF” of HVAC depend mainly on the thermal dynamics inside a household, there are three sets of data that are critical for tracing the operation status of an HVAC unit: $s_i$, $T_{room}$ and $T_{out}$. In this dissertation, we developed two algorithms. The first algorithm uses only $s_i$ as inputs and the second algorithm uses $s_i$, $T_{room}$ and $T_{out}$ as inputs. Note that for the first algorithm, we only need the thermostat data but for the second algorithm, the HEM needs additional temperature sensors to record the time series data for $T_{room}$ and $T_{out}$.

Instead of forecasting the parameters of a detailed thermal dynamic model as developed in [25], a simple but robust data-driven approach is developed to build a database of room temperature change rate $k_{in}$ and $k_{de}$ ($^\circ F/min$) for the ON and OFF cycles with respect to $T_{out}$.
Note that $k_{in}, k_{de}$ are defined as the ratio of room temperature changes over time changes in a complete ON/OFF cycle, e.g., $k_{de} = -T_{deadband} / \tau_{ON}$ and $k_{in} = T_{deadband} / \tau_{OFF}$ for a cooling system.

The forecasting of the room temperature can be done by:

At the $i^{th}$ time step,

when $s_i = 1$

$$T_{room}^{i+1} = T_{room}^i + \Delta t * \frac{\Delta T_{room}^{on}}{\tau_{on}^i} = T_{room}^i + \Delta t * k_{de}^i |_{T_{room}}^{on}$$

when $s_i = 0$

$$T_{room}^{i+1} = T_{room}^i + \Delta t * \frac{\Delta T_{room}^{off}}{\tau_{off}^i} = T_{room}^i + \Delta t * k_{in}^i |_{T_{room}}^{off}$$  (4.2)

where $\Delta t$ is the time interval between 2 consecutive time steps ($\Delta t = 1$ min in this dissertation).

In [34], we have demonstrated the effectiveness of using temperature rates for correcting the forecasting errors for TCA working status. In this dissertation, we extended the study to build a database for the room temperature change rates to forecast the room temperature variations for much longer time periods and reflecting the influence of the variation of ambient temperatures.

### 4.1.1 Algorithm 1: Without Temperature Measurements

For old HVAC units, the HEM can only detect their ON/OFF status because there is no measurements for $T_{room}$ and $T_{out}$. According to [25], for a given household, the ON and OFF cycling time, $\tau_{ON}$ and $\tau_{OFF}$, are mainly determined by $T_{out}$ if other thermal parameters such as the size of the house, the number of windows, and the thickness of wall, and the type of building materials, are constant. We have done a statistical study on the daily temperature profile. Over 90% of the time, $T_{out}$ will change within 3°F within an hour, as shown in Figure 4-2.
Thus, $\tau_{ON}$ and $\tau_{OFF}$ for the next few cycles can be derived by $\tau_{ON}$ and $\tau_{OFF}$ for the immediate past 2~3 cycles. Therefore, in Algorithm 1, the most recent $\tau_{ON}$ and $\tau_{OFF}$ are calculated and used to derive the HVAC status in the next $N_p$ minutes. As shown in Fig. 3, $t_1$ represents the most recent $\tau_{ON}$; $t_0$ represents the most recent $\tau_{OFF}$; $t_{ON}$ represents the already “ON” time since last OFF cycle. The future HVAC status can be simple populated by repeating the $t_1$ and $t_0$ as the ON and OFF cycles. There will be some cases when $t_{on} \geq t_1$ or $t_{off} \geq t_0$, shown in Figure 4-3(b). If $s_{AC}(i) = 1$ and $t_{on} \geq t_1$, we will assume that the ON cycle will end immediately at next time step. Then $t_1$ will be replaced by $t_{on}$ while $t_0$ remains unchanged. The forecasted HVAC ON/OFF status will alternate with $\tau_{on} = t_1$ and $\tau_{off} = t_0$. An example of forecasting results is also shown in dashed line in Figure 4-3(b).
Figure 4-3. An illustration of Algorithm 1: (a) Forecast ON time is not reached. (b) Forecast ON time is exceeded.

A time-of-the-day adjustment term $\Delta t_i$ of the ON and OFF time can be added or subtracted from $t_i$ and $t_0$ to reflect the expected outdoor temperature influence. For example, in a summer day, the adjustment $\Delta t_0$ to the forecasted OFF time $t_0$ can be 1 minute every two hours and the adjustment term $\Delta t_i$ for the forecasted ON time $t_i$ will increase 1 minutes every three hours from 8:00 a.m. to 3:00 p.m.

4.1.2 Algorithm 2: With Temperature Measurements

In algorithm 2, we assume that historical $s_{AC}$, $T_{room}$, and $T_{out}$ are available. The reason we carried out the research is to study the value of adding in additional sensors. We want to compare algorithm 1 and 2 to see how much improvement we can make by addition in more temperature sensors to justify the installation of the additional sensors for improving the performance of the HEM algorithms.

Algorithm 2 includes 2 stages: a training stage and a forecasting stage. The goal of the training stage is to build a database for room temperature change rates $\bar{k}_{in}$ and $\bar{k}_{de}$ under
different $T_{out}$. In the forecasting stage, $T_{room}$ will be forecasted based on the database built in the training stage. A flow chart which shows the overall process of the algorithm 2 is shown in Figure 4-4.

Figure 4-4. Flow charts of the HVAC forecasting algorithm 2: (a) Stage 1
Figure 4-4. Flow charts of the HVAC forecasting algorithm 2: (b) Stage 2

**Stage 1: Training Stage**

Although $T_{room}$ changes are not linear [25], we can linearize the temperature rising and decreasing curves, since $T_{deadband}$ are usually small enough ($\leq 4^\circ$F), as shown in Figure 4-5.

![Figure 4-5](image)

Figure 4-5. An example of linearizing $T_{room}$ in deadbands

**Step 1:** At the beginning of each ON cycle or OFF cycle, calculate $k_{in}$ or $k_{de}$ under each $T_{sat}$. Record all $k_{in}$ and $k_{de}$ as well as corresponding time length, as shown in Figure 4-6. Note that $k$ in Figure 4-6 refers to either $k_{in}$ or $k_{de}$.
Step 2: Calculate the weighted average $k_{in}$ and $k_{de}$ (denoted as $\bar{k}_{in}$ and $\bar{k}_{de}$) under the same $T_{out}$. The corresponding time length for each $k_{in}$ or $k_{de}$ is used as weights. $k_{in}$ and $k_{de}$ with time length less than $N$ minutes are removed when calculating weighted averages. We use $N=10$ because when the time length is shorter than 10 minutes, linearizing $T_{room}$ can be inaccurate. An example showing the calculated $k_{de}$ under different time lengths when $T_{out} = 80^\circ$F is shown in Figure 4-7.
**Step 3:** Use linear regression to do the curve fitting as shown in Figure 4-8 and Table 4-1. Note that when $T_{out} \leq T^-$, $k_{in}$ is considered to be 0.

![Figure 4-8](image)

Figure 4-8. An example of $k_{in}$ and $k_{out}$ under different $T_{out}$

<table>
<thead>
<tr>
<th>$T_{out}$ (°F)</th>
<th>77</th>
<th>78</th>
<th>79</th>
<th>80</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k_{in}$ (°F/min)</td>
<td>0.0234</td>
<td>0.0291</td>
<td>0.0341</td>
<td>0.0431</td>
</tr>
<tr>
<td>$k_{out}$ (°F/min)</td>
<td>0.1726</td>
<td>0.1617</td>
<td>0.1595</td>
<td>0.1562</td>
</tr>
</tbody>
</table>

**Table 4-1. Examples of database built in training stage**

**Stage 2: Forecasting Stage**

In this stage, $T_{room}$ will be forecasted based on the database built in *Training Stage*.

The following paragraphs show the details of *Forecasting Stage* at each time step $i$:
Step 1: Based on current time step \( s_i \) and the forecasted \( T_{out} \) at that time step, find the corresponding \( k_{in} \) or \( k_{de} \) in the database.

Step 2: Calculate \( T_{room} \) based on (4-3).

Step 3: Determine \( s_{i+1} \) at next time step using:

\[
s_{i+1} = \begin{cases} 
1 & \text{if } T_{room}^{i+1} > T^+ \\
0 & \text{if } T_{room}^{i+1} < T^- \\
s_i & \text{if } T^- \leq T_{room}^{i+1} \leq T^+
\end{cases}
\]  \hspace{1cm} (4-3)

4.2 Non-TCA Forecasting Algorithms

Non-TCAs are divided into 3 categories depending on their own characteristics: type I, type II and type III loads. The forecasting algorithms for each type of Non-TCA are introduced in this section.

4.2.1 Type I load forecasting algorithm

Type I loads refer to the measurable Non-TCAs with potential repetitive patterns, e.g. TVs and lights. For type I loads, we use similar day approach [42] to forecast the power usage. Figure 4-9 shows the flow chart of the forecasting algorithm. If an appliance belongs to type I load, a database of average power consumption at each time step in 24-hour range is first trained based on historical power consumption data of that appliance. Then, depending on the current forecasting time step, the power consumptions of the next \( N_p \) time step in the database are used as the forecasting result, where \( N_p \) is the number of time steps of the forecasting horizon.
4.2.2 Type II load forecasting algorithm

Type II loads refer to the measurable event-triggered loads (e.g. dryers, electric vehicles, ovens, ranges, cookers, etc.). Their power ratings are usually relatively high and usage pattern highly depends on users’ personal reference. It is assumed that for these type of loads, once they are turned ON, they will be ON for a period of time at rated power until the work is completed and turned OFF. For these type of loads, without knowing the users’ personal habit and preference, it is very hard to forecast when it will be turned ON. A wrong forecasting of Type II appliance turn ON time will lead to a large forecasting error and therefore provide HEMS scheduling algorithm misleading information. Thus, we only forecast the ON period length once it is turned ON. The following figure shows the flow chart of the forecasting algorithm.

The forecasting algorithm for Type II loads has 2 stages: building a database and forecasting. The detailed steps are shown as follows:

- **Step 1**: Build a database which calculates the average turn ON time ($t_{AVE}$) for the appliance based on historical data is built.
• **Step 2**: If the appliance is OFF at current time step, the status of the appliance for the next $N_p$ time steps $S_{app}^1$ to $S_{app}^{N_p}$ is forecasted to be all 0 (OFF). Else, if the appliance is currently ON, go to Step 3.

• **Step 3**: Compare the appliance current ON time length ($t_{ON}$) with $t_{AVE}$. If $t_{ON} \geq t_{AVE}$, an incremental ON time is assigned to appliance status at first $m$ time steps, where $m$ can be selected to be 10% to 20% of $t_{AVE}/\Delta t$. Therefore, $S_{app}^1 \sim S_{app}^m = 1$ and $S_{app}^{m+1} \sim S_{app}^{N_p} = 0$. Else, compare $t_{AVE} - t_{ON}$ with $N_p \times \Delta t$. If $t_{AVE} - t_{ON} \geq N_p$, then $S_{app}^1 \sim S_{app}^{N_p} = 1$; else, $S_{app}^1 \sim S_{app}^{t_{AVE}/\Delta t} = 1$ and $S_{app}^{t_{AVE}/\Delta t + 1} \sim S_{app}^{N_p} = 0$.

![Flow chart of Type II load forecasting algorithm](image)

**Figure 4-10. Flow chart of Type II load forecasting algorithm**

4.2.3 **Type III load forecasting algorithm**

Type III loads refer to all the remaining appliances that are not included in TCAs, Type I, Type II loads. Type III loads usually include a lot of low power appliances like ventilation, washer, plug-in electronics devices. For the forecasting algorithm, only historical power consumptions of all type III loads and ambient temperature information are available. Since type III loads are generally low power units or less frequently used, even though they are
generally hard to forecast accurately, they actually have less impact on the results of overall household forecasting accuracy.

Generally, we can use multi-linear regression methods, similar day, neural network or time series approaches to forecast type III loads. In this dissertation, we would like to use multi-linear regression method. A general multi-linear forecasting method can be found in [41].

4.3 Simulation Tests

In this section, the proposed data-driven forecasting algorithm is verified in 3 aspects: individual appliance forecasting, total household forecasting and comparison with other forecasting algorithms. In Section 4.3.1, model-generated data and field measurement data of HVAC units and dryers are used to verify the accuracy of TCAs and type II Non-TCAs forecasting algorithms, respectively. Algorithms for other types of loads are not demonstrated since they are commonly seen forecasting algorithms. In Section 4.3.2, a virtual house shown in Table 4-2 is used to verify the forecasting accuracy and potential sensor costs under different number of sensor measurements. In Section 4.3.3, a comparison of the proposed data-driven forecasting algorithm with commonly used forecasting algorithms (Artificial Neural Network and Multi-linear Regression) is demonstrated to show the improvement in forecasting accuracy.

4.3.1 Appliance forecasting results: TCA and Non-TCA Type II loads

In section 4.3.1.1, model-generated data and field measurement data of HVAC units are used to verify the accuracy of TCAs forecasting algorithms. In section 4.3.1.2, model-generated data and field measurement data of dryers are used to verify the accuracy of non-TCA type II load forecasting algorithms. Please note that the data resolution is 1 minute and the forecasting algorithms are updated every 15 minutes.
4.3.1.1 TCA forecasting results

(1) Testing TCA forecasting algorithm 1 using model-generated data

An example of short-term forecast for the HVAC operation status (i.e. 30 minutes ahead forecast, 1 hour ahead forecast and 2 hour ahead forecast) is presented in Figure 4-11. We define the forecast accuracy as the ratio of the total time when the forecasted HVAC status are the same as the actual HVAC status divided by the total forecasting time period. The 30 minutes ahead forecast has an accuracy of 86.7%. However, the forecast accuracy drops sharply as forecasting time length increases. The 1 hour-head forecast has an accuracy of 81.67% but the 2 hour-ahead forecast accuracy is only 56.67%. This is because, the algorithm uses only the most recent ON/OFF cycle lengths without the knowledge of the proper correction for future hours. Thus when outside temperature changes, the mismatches between forecasting results and real values will become large.

![Figure 4-11. An example of the HVAC forecast produced by algorithm 1](image)

In addition, the mismatch will accumulate because of previous mismatches. Therefore, algorithm 1 is only suitable for very short term HVAC forecast (e.g. <=1 hour). This also proves that in the HVAC control algorithms for providing regulation and load following
services, the update rates of HVAC measurement should not exceed 30 minutes for maintaining good performance [34].

(2) Testing TCA algorithm 2 using model-generated data

A week’s historical summer data ($T_{room}$, $T_{out}$, and $s$) are used for training in order to obtain the database proposed in Section 4.1.2-Stage1-Step 3. The training results are shown in Table 4-1 and Figure 4-7. Two simulation cases are designed to test the performance of algorithm 2 under both normal operation conditions and HVAC cold start process. The normal operation refers to the conditions when $T_{room}$ varies within the deadbands and the cold start process refers to conditions when the HVAC is shut down for a long period of time and is started to bring the temperature down.

The simulation results representing the normal operation conditions are shown in Figure 4-9(a). Forecasting results are compared with actual data when forecast ahead time period $N_p = 30$ minutes, 1 hour and 2 hours. It can be clearly seen that 30 minutes ahead forecasting results are almost the same with actual data in both room temperature and HVAC status. As $N_p$ increases, forecasting accuracy starts to drop slowly, but it still has a fairly good accuracy. In this case, the forecasting accuracy of $N_p = 30$ minutes, 1 hour and 2 hours are 100%, 96.7%, and 93.3%, respectively. If the forecasting algorithm is updated every 15 minutes such that the simulation runs for one week, the average 30 minutes, 1 hour and 2 hours ahead forecast correct rates are 95.4%, 93.7% and 90.2% respectively.

The simulation results representing the cold start process of HVAC are shown in Figure 4-9(b). HVAC is assumed to be turned on at 3:00 while room temperature at that time is 85°F. The current time step is at 3:10. The forecasting correct rates of $N_p = 30$ minutes, 1 hour and
2 hours are 93.3%, 86.7% and 80%, respectively. This shows that the forecasted room temperature curve may have obvious mismatches because the room temperature dropping rate outside the temperature deadbands is different from what can be estimated by the data collected within the deadbands. So, it is recommended that the HEM request more measurements during this process if accuracy is the key to the control algorithms.

![Figure 4-12. Algorithm 2 performance under (a) normal conditions and (b) cold start process](image)

(3) *Comparison of forecasting accuracy between model-generated data and field measured data*
A comparison between algorithm 1 and 2 using both HVAC model generated data and field measured data is shown in this section. The HVAC model data is generated based on the proposed decoupled-ETP model mentioned in Section 3.1.4. The field-measured data were measured from a residential house located in Raleigh, North Carolina. The 2-floor townhouse was built in 1990s with 1200 square feet. The data were collected from 02/02/2016 to 02/04/2016. Measurements include outside temperature, indoor temperature and HVAC status. The forecasting results are shown in Table 4-2.

**Table 4-2. Results: HVAC forecasting on model-generated data and field-measured data**

<table>
<thead>
<tr>
<th>Forecasting Horizon</th>
<th>Algorithm 1 HVAC model</th>
<th>Algorithm 1 Field Data</th>
<th>Algorithm 2 HVAC model</th>
<th>Algorithm 2 Field Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>15 min</td>
<td>92.80%</td>
<td>89.50%</td>
<td>97.60%</td>
<td>92.74%</td>
</tr>
<tr>
<td>30 min</td>
<td>86.70%</td>
<td>80.13%</td>
<td>95.40%</td>
<td>88.68%</td>
</tr>
<tr>
<td>60 min</td>
<td>81.30%</td>
<td>70.50%</td>
<td>93.70%</td>
<td>84.35%</td>
</tr>
<tr>
<td>120 min</td>
<td>56.70%</td>
<td>51.10%</td>
<td>90.20%</td>
<td>79.58%</td>
</tr>
</tbody>
</table>

As can be seen in Table 4-2, it is obvious that algorithm 2 outperforms algorithm 1 in all forecasting horizons. Besides, in both algorithms, the forecasting accuracy of model generated data is slightly higher than field measured data. This is because in real life, human activities like door opening, window opening, cooking, party, etc. will have influence on the operation of HVAC units, which makes the ON and OFF cycle vary even under the same outside temperature.

The conclusion is that we recommend algorithm 2 to be the most appropriate forecasting algorithms if outside temperature, indoor temperature and HVAC status or power consumption data are available. Also the forecasting accuracy is good enough for HEM scheduling algorithms and microgrid energy dispatches.

Please note that the algorithms for TCA forecast in Section 4.3.2 are TCA forecasting algorithm 2.
4.3.1.2 Non-TCA forecasting results

Dryer is used as an example to demonstrate the accuracy of Non-TCA type II forecasting algorithm. The model-generated data used in this section are based on the dryer model in [27]. Field-measured data of dryer power consumption were downloaded from house #59 (located in Austin, TX) in www.pecanstreet.org. One month data were used as training data to build the database in 4.2.2-Step 1 and the following one month data are used to verify the forecasting accuracy. Results are shown in Table 4-3.

Table 4-3. Results of dryer forecasting algorithms on model-generated and field-measured data

<table>
<thead>
<tr>
<th>Forecasting Horizon</th>
<th>Forecasting Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Dryer Model</td>
</tr>
<tr>
<td>15 min</td>
<td>99.80%</td>
</tr>
<tr>
<td>30 min</td>
<td>99.60%</td>
</tr>
<tr>
<td>60 min</td>
<td>99.10%</td>
</tr>
<tr>
<td>120 min</td>
<td>98.70%</td>
</tr>
</tbody>
</table>

As can be seen in Table 4-3, the forecasting accuracy of the Non-TCA type II algorithm is very close to 100% in both model-generated data and field-measured data. The 15 minutes ahead forecast has the highest accuracy, which is essential for short term HEM scheduling algorithm as well as microgrid energy dispatch strategies.

4.3.2 Household forecasting and cost-benefit study

A virtual house with appliances shown in Table 4-4 is used to verify the forecasting accuracy and potential sensor costs under different number of sensor measurements. Section 4.3.2.1 is to demonstrate a study on the relationship between forecasting accuracy of the proposed algorithm under different measurements and the corresponding cost of sensors. Section 4.3.2.2 shows the influence of data resolution on the accuracy on the total household forecasting.
Table 4-4. Characteristics of the Example Virtual House

<table>
<thead>
<tr>
<th>Appliance</th>
<th>Rated Power (kW)</th>
<th>Quantity and usage</th>
</tr>
</thead>
<tbody>
<tr>
<td>HVAC</td>
<td>3.5</td>
<td>1, always in use</td>
</tr>
<tr>
<td>Water Heater</td>
<td>4.5</td>
<td>1, always in use</td>
</tr>
<tr>
<td>Fridge</td>
<td>0.3</td>
<td>2, always in use</td>
</tr>
<tr>
<td>Dryer</td>
<td>4.5</td>
<td>1, 1 to 4 times per week, turn ON time randomly distributed during 6am to 11 pm; 40 to 60 min per usage</td>
</tr>
<tr>
<td>Washer</td>
<td>0.3</td>
<td>time randomly distributed during 6am to 11 pm; 40 to 60 min per usage</td>
</tr>
<tr>
<td>Electric Vehicle</td>
<td>3.3</td>
<td>1, 4 to 7 times per week, charging time randomly distributed during 5 pm to 11 pm during weekday; 1 hour to 3 hours per charge</td>
</tr>
<tr>
<td>TV</td>
<td>0.2</td>
<td>2, by actual measurements</td>
</tr>
<tr>
<td>Oven</td>
<td>2</td>
<td>1, by actual measurements</td>
</tr>
<tr>
<td>Light</td>
<td>0.1</td>
<td>10, by actual measurements</td>
</tr>
<tr>
<td>Range</td>
<td>1 or 2</td>
<td>2 at 1kW and 2 at 2 kW, by actual measurements</td>
</tr>
<tr>
<td>Micro Oven</td>
<td>0.7</td>
<td>1, by actual measurements</td>
</tr>
<tr>
<td>Rice Cooker</td>
<td>0.6</td>
<td>1, by actual measurements</td>
</tr>
<tr>
<td>Ventilation</td>
<td>0.3</td>
<td>2, by actual measurements</td>
</tr>
<tr>
<td>Desktop</td>
<td>0.3</td>
<td>1, by actual measurements</td>
</tr>
<tr>
<td>Miscellaneous</td>
<td>0 to 1</td>
<td>NA, randomly distributed</td>
</tr>
</tbody>
</table>

In terms of evaluation criteria, Mean Absolute Error (MAE) are used to evaluate the accuracy of the proposed forecasting algorithm. Mean Absolute Percentage Error (MAPE) can also be used a reference but not recommended to use because of the following reasons: (1) small error in low power consumption periods may lead to high absolute percentage error, which will further result in misleading MAPE values; (2) there will be cases that the actual values are 0, which is hard to deal with.

The MAE is defined as follows:

\[
MAE = \frac{\sum_{i=1}^{N} \sum_{j=1}^{N_p} |P_{\text{forecast},i}^{j} - P_{\text{actual},i}^{j}|}{N \times N_p}
\]

where \(N\) is the total number of times of forecast; \(N_p\) is the forecasting horizon; \(P_{\text{forecast},i}^{j}\) is the \(j^{th}\) time step forecasting value at \(i^{th}\) forecast; \(P_{\text{actual},i}^{j}\) is the actual power consumption corresponding to \(P_{\text{forecast},i}^{j}\).

The MAPE is defined as follows:
\[ \text{MAE}_{\text{CAP}} = \frac{\sum_{i=1}^{N} \sum_{j=1}^{N_{\text{CAP}}} |P_{\text{forecast},i}^j - P_{\text{actual},i}^j|}{N \times N_{\text{CAP}}} \]  

where \( P_{\text{forecast},i}^j \) is the \( i \)th time step power usage forecast value at \( j \)th forecast if \( P_{\text{forecast},i}^j \) or \( P_{\text{actual},i}^j \) is the high power cap; \( P_{\text{actual},i}^j \) is the actual power consumption corresponding to \( P_{\text{forecast},i}^j \); \( N_{\text{CAP}} \) is the number of occurrence when \( P_{\text{forecast},i}^j \) or \( P_{\text{actual},i}^j \) \( \geq P_{\text{CAP}} \).

4.3.2.1 Forecasting accuracy and cost of sensors under different measurements of appliance

Sensors are not always the same for measuring different appliances. In order to implement the proposed forecasting algorithm, temperature loggers and power consumption loggers are needed for TCA measurements while Non-TCA measurements only require power consumption loggers. In this case study, it is assumed that all sensors are installed separately such that the overall cost is the sum of all individual sensor costs. For the sake of study, the costs of temperature loggers are $150 each while the costs of power loggers are $60 and $200 each, for power ratings under 1.5 kW and above 1.5 kW respectively.

One may want to know the best combination of measurable appliances such that the cost of sensors installation will be minimized while maintaining at good forecasting accuracy. There will be thousands of measurement combinations. However, TCAs and non-TCA higher power appliances are more worth measuring since they contribute to most of the household power consumptions. Therefore, we designed 4 cases to find the best combination. Available measurements in each case and their corresponding costs are shown in Table 4-5. All the data measurements in this part are in 1 minute resolution.
The forecasting APEs of the 4 cases during one month simulation are shown in Figure 4-12. Blue, black and magenta dots shows accuracy comparison between each case at 15-minute ahead forecasting, 30 minute forecasting and 60 minute forecasting, respectively. It can be seen that the longer the forecasting horizon is, the less accurate the forecasting algorithm is, regardless of the number of measurable appliances. However, in terms of the forecasting accuracy with respect to number of measurable appliances, more measurements may not always increase the forecasting accuracy. It is concluded that generally 4 to 6 major appliance measurable will give the best results. More appliances measurable will not increase the accuracy while increasing installation costs.

<table>
<thead>
<tr>
<th>Case</th>
<th>Measurable appliances in a house</th>
<th>Cost of sensors($)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>HVAC, water heater</td>
<td>850</td>
</tr>
<tr>
<td>2</td>
<td>HVAC, water heater, dryer, electric vehicle</td>
<td>1250</td>
</tr>
<tr>
<td>3</td>
<td>HVAC, water heater, dryer, electric vehicle, oven, range</td>
<td>1650</td>
</tr>
<tr>
<td>4</td>
<td>All appliances listed in Table I except miscellaneous</td>
<td>2370</td>
</tr>
</tbody>
</table>

Figure 4-13. Forecasting accuracy of the virtual house in summer

4.3.2.2  Forecasting accuracy under different measurement resolution

The resolution of the measurement data is another important factor which may
influence the accuracy of the forecasting algorithm. All previous cases studies are based on 1-minute resolution measurements. In this section, we want to see the comparison of the forecasting accuracy if we increase the measurement resolution from 1 minute to 5 minutes.

Please note that according to the Nyquist Theorem [47], the sampling frequency (measurement resolution) must be no less than twice of highest frequency in the original signal. Therefore, 5 minute resolution data is not suitable for those appliance with periods less than 10 minutes. Due to the reason that ON/OFF cycles of TCAs like HVACs or fridges are sometimes short, (e.g. in a very hot summer day, the OFF time length of an HVAC may be less than 5 minutes), 5 minutes resolution measurement data are not suitable for TCAs, but suitable for most of the high power Non-TCA units (e.g. dryers, electric vehicles, washers, ovens etc). Therefore, the TCAs will remain 1 minute measurement in the 2 cases shown below.

A comparison study is conducted on the same virtual house shown in Table 4-5. The 2 forecasting algorithms both are both tested in a summer month. In this case, we assume 4 appliances are measured (Case 2 in Table 4-5). The forecasting accuracy comparison is shown in Table 4-6.

<table>
<thead>
<tr>
<th>Forecasting Horizon</th>
<th>Data Resolution</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1 minute</td>
</tr>
<tr>
<td>15-min MAE(kW)</td>
<td>0.6044</td>
</tr>
<tr>
<td>30-min MAE(kW)</td>
<td>0.7733</td>
</tr>
<tr>
<td>60-min MAE(kW)</td>
<td>0.9227</td>
</tr>
</tbody>
</table>

It is observed that the 5 minutes resolution measurement gives lower forecasting MAE than 1 minute resolution. The reasons can be: 1) 5 minutes resolution data is the average of 1 minute resolution data in every 5 minutes, which will flatten the load curves; 2) less data points are forecasted in 5 minutes resolution data compared with 1 minute resolution data, e.g: 15
minutes ahead forecast only requires 3 points forecast for 5 minutes resolution.

### 4.3.3 Comparison with other forecasting algorithms

This section demonstrates the forecasting error comparison between the proposed data-driven forecasting algorithm and other commonly used forecasting approaches: Neural Network and Multi-linear Regression. The results are shown in Table 4-7. Note that all the forecasting algorithms applies 1 minute data resolution.

It can be seen that under 15 minutes, 30 minutes and 60 minutes ahead forecasting, the proposed data-driven forecasting algorithm has much lower MAE and MAPE than the other 3 approaches. This shows that the proposed data-driven algorithm is much more appropriate for short-term household load forecasting, which is essential for scheduling and control in home energy management and microgrid operations.

<table>
<thead>
<tr>
<th>Horizon</th>
<th>MAE(kW)</th>
<th>MAPE (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Data-Driven</td>
<td>NN</td>
</tr>
<tr>
<td>15 min</td>
<td>0.7133</td>
<td>2.9</td>
</tr>
<tr>
<td>30 min</td>
<td>0.7571</td>
<td>2.92</td>
</tr>
<tr>
<td>60 min</td>
<td>0.8134</td>
<td>2.98</td>
</tr>
</tbody>
</table>

### 4.4 Conclusion

This chapter introduces a data-driven algorithm for single household load forecasting. Different from traditional forecasting methods, the data-driven algorithm split the measurable appliances in a house into different categories. An individual forecasting algorithm for each type of appliance is then introduced. The data-driven forecasting algorithm is verified in 3 aspects. First, individual algorithms of TCA and non-TCA type II loads are verified using both model-generated data and field-measurement data. Second, a virtual single house data is used
to validate the data-driven forecasting algorithm under different measurements and different data resolution. At the end, we also compare the data-driven forecasting algorithm with some commonly-used existing algorithm. Results show that the 4-6 major appliances are recommended to be measured to maintain the balance of forecasting accuracy and installation costs. Results also show that the data-driven forecasting algorithms outperforms than the traditional forecasting algorithms in household forecasting areas, which is more suitable for scheduling and control in home energy management and microgrid operations.
CHAPTER 5 A Microgrid Commitment Algorithm for Dispatching DG and DR Resources in Hybrid Community-Level Microgrid under Islanding Operations

Commercial-residential hybrid buildings (e.g. Figure 5-1) are commonly seen in high population density cities, especially in Asian countries, like China, Korea and Japan [3]. With rapid growth of microgrid development, a community-level hybrid microgrid consisted of DG resources (e.g. CHP units, PVs, ES units) and DR resources, commercial-residential hybrid buildings, will become possible in the future. However, how to optimally dispatch of all the resources while maintaining the electrical demands and thermal demands in such a microgrid during islanding conditions will become an issue.

In this chapter, a microgrid system which is consisted of several commercial-residential hybrid buildings, and scheduled to operate under islanding conditions for a period of time is studied. A microgrid commitment (MC) algorithm is designed to optimally dispatch the DG resources (PV and ES) as well as the DR resources while maintaining the electrical and thermal balance of the microgrid system. Compared with previous published papers [55]-[57], the contribution of our paper lies in the following aspects: (1) this is the first paper that researches on the optimal dispatch strategy of commercial-residential hybrid microgrids under islanding operations. (2) our paper depicts the generation of exhaust heat and fuel efficiency more accurately such that the thermal balance can be modeled in a more practical way; (3) controllable loads, especially TCAs can bid in the market such that demand response will not create an aftermath peak after being controlled.

The structure of this paper is shown as follows: Section 5.1 introduces the nomenclature; Section 5.2 introduces configuration of the microgrid system; Section 5.3
Nomenclature

\( N_g \): Number of CHP units in the microgrid

\( P_e^i(t) \): Electrical output (kW) of \( i^{th} \) CHP unit at time step \( t \)

\( P_{e,max}^i, P_{e,min}^i \): Maximum/ minimum electrical output (kW) of \( i^{th} \) CHP unit

\( E_{fuel}^i(t) \): Remaining fuel left (kWh) of \( i^{th} \) CHP unit at the end of time step \( t \)

\( A^i, B^i \): Coefficients of generation costs of CHP \( i \)

\( a^i, b^i, c^i, d^i \): Waste heat calculation Coefficients of CHP \( i \)

\( COP_{abs}^i \): Coefficients of performance of absorption chiller \( i \)

\( COP_{ec}^i \): Coefficients of performance of electric chiller \( i \)

\( N_{es} \): Number of energy storage units in the microgrid

\( P_{es}^j(t) \): Charging (if positive) or discharging (if negative) rate of \( j^{th} \) energy storage unit at time step \( t \)

\( P_{es,max}^j, P_{es,min}^j \): Maximum charging or discharging rate (kW) of \( j^{th} \) energy storage unit

\( E_{es}^j(t) \): Remaining energy left (kWh) of \( j^{th} \) energy storage unit at the end of time step \( t \)

\( N_{pv} \): Number of PV systems in the microgrid

\( P_{pv}^m(t) \): Generation (kW) of \( m^{th} \) PV system at time step \( t \)

\( P_{ec}^i(t) \): Electrical chiller output (kW) at \( i^{th} \) hybrid building

\( P_{abs}^i(t) \): Absorption chiller output (kW) at \( i^{th} \) hybrid building
\( P_{th}^i(t) \): Commercial thermal load demand (kW) at \( i^{th} \) hybrid building at time step \( t \)

\( P_{re}^i(t) \): Sum of non-bid-in loads of all residential users of hybrid building \( i \) at time step \( t \)

\( P_{com}^i(t) \): Sum of non-thermal loads of all commercial users of hybrid building \( i \) at time step \( t \)

\( P_{base}(t) \): Baseload (kW) at time step \( t \), aka, sum of all non-bid-in loads (kW) of residential users and non-thermal loads (kW) of commercial users (kW) at time step \( t \)

\( N_i \): Number of types of controllable loads in the microgrid

\( P_{l}^k(t) \): Total demand (kW) of controllable load type \( k \) at time step \( t \)

\( T_{out}(t) \): Outside temperature at time step \( t \)

\( \Delta t \): Duration (minute) of each time step

### 5.2 Configuration of Microgrids

The configuration and assumptions of the microgrid is introduced in this section.

An example of a community-level hybrid microgrid is shown in Figure 5-1. We consider the microgrid consisting of hybrid buildings that contain both residential and commercial users, CHP units, ES units and PVs. For residential users, controllable loads like HVACs and water heaters can participate in the microgrid islanding operation market as demand response resources. In this dissertation, we assume that each type of controllable loads must bid in price as blocks. The MC algorithm will consider the controllable bid-in prices as penalty costs. An example of the controllable loads bid-in prices is shown in Figure 5-3. For commercial users, their thermal loads are assumed to be non-controllable, but can be supplied
by both electricity (electric chiller) and waste heat generated by CHP unit (absorption chiller), but waste heat has higher priority. Non bid-in loads of residential users and non-thermal loads of commercial users are considered to be baseloads, and can only be shut down when electrical and thermal balance cannot be met even after all controllable loads are shut down. If baseloads have to be shut down, they will generate a high penalty cost. Other assumptions are made as follows:

(1) Electrical output of all CHP units, ES units and PVs will supply the whole microgrid electrical demands.

(2) The thermal output of the CHP (absorption chiller) can only be used to supply the demand of its corresponding commercial thermal loads. Besides, these thermal loads will first be supplied by the absorption chiller and any unmet thermal loads will be supplied by the electrical systems.

(3) Each hybrid building has one CHP unit, and the exhaust heat of the CHP unit can only be used to supply commercial thermal loads at its own building.

(4) All control strategies are considered to be direct load control, which means the controller can determine the ON/OFF status of controllable loads directly at any time.

(5) ES units and PVs have no operation, penalty or generation costs.
5.3 The MC Algorithm

5.3.1 Description of the MC algorithm

When islanding operation begins, as shown in Figure 5-2, the central controller will run the MC algorithm in this section based on the input information, e.g. load and PV forecast, remaining fuel of each CHP unit, remaining energy of each ES unit and other time-invariant information etc. Then the central controller will determine the dispatch the electrical power output reference of each CHP unit, the charging/discharging rate of each ES unit, the power reference command of each type of controllable loads and whether or not the baseloads need to be cut off based on the MC algorithm results. Then, the local controller will then determine the ON/OFF status of each controllable load at each time step. In this dissertation, we only discuss the optimization algorithm in the central controller. As the local controller algorithms can be found in other papers [58]. Please note that the central controller can rerun the MC algorithm and update the dispatch commands every certain time period.
The **MC algorithm** is introduced as follows:

**Step 1**: Read in all time-invariant known information, including $N_g$, $P_{e,\text{max}}^i$, $P_{e,\text{min}}^i$, $A^i$, $B^i$, $a^i$, $b^i$, $c^i$, $d^i$, $\text{COP}_{\text{abs}}^i$, $\text{COP}_{\text{ec}}^i$, $N_{\text{es}}$, $E_{\text{es,\text{max}}}^i$, $P_{\text{es,\text{max}}}^j$, $P_{\text{es,\text{min}}}^j$, $N_{\text{pv}}$, $N_t$, $\Delta t$.

**Step 2**: Update all time-variant known information, including $N_h$, $T_{\text{out}}(t)$, $E_{\text{fuel}}^i(0)$, $E_{\text{es}}^j(0)$, $P_{re}^i(t)$, $P_{\text{com}}^i(t)$, $P_{\text{th}}^i(t)$, $P_{pv}^m(t)$, $i = 1,2,...N_g$, $t = 1,2,...N_t$, $j = 1,2,...N_{es}$ and $m = 1,2,...N_{pv}$.

**Step 3**: Based on the information in Step 1 and 2, formulate the MC primary problem using (5.1)-(5.19) in Section 5.3.2.1.

**Step 4**: Solve the MC primary problem using methods in Section 5.3.2.2. If feasible solution is found, go to Step 6. Else, assume $p\% = 10\%$ and go to Step 5.

**Step 5**: Formulate and solve the Secondary MC problem in Section IV. If feasible solution is found, go to step 6. Else, $p\% = p\% + 10\%$ and go back to Step 5.

**Step 6**: Send the CHP generation dispatch commands, ES charging/discharging dispatch commands and controllable load operation schedules, baseloads cut off commands to
the central controller.

The formulation and solutions of the primary and secondary MC problem is shown in Section 5.3.2. Please note that in this dissertation, the term “thermal loads” only refers to the thermal loads of commercial users. Residential thermostatic controlled appliances will be mentioned as HVAC units, water heaters or fridges. “Baseloads” are the sum of all commercial electrical loads and residential electrical loads excluding thermal loads and residential controllable loads.

5.3.2 The MC Primary Problem

The MC Primary Problem formulates an optimization problem based on the existing information at the beginning of each dispatch and tries to solve it using either Mix Integer Programming (MIP) or Linear Programming (LP). It does a 1st round check of the problem to see whether or not the problem can be solved without shutting down or cutting off baseloads.

5.3.2.1 Problem Formulation

- Objective Function

The objective function of the optimization problem is to minimize the total generation cost of the CHP units and penalty cost by shutting down controllable loads of the community-level microgrid under islanding conditions for a certain period of time, as shown in (5.1):

\[
\text{Total Cost} = \min \left\{ \sum_{t=1}^{N_h} \sum_{i=1}^{N_g} \text{cost}^i \left( P_e^i(t) \times \Delta t \right) + \right. \\
\left. \sum_{k=1}^{N_l} \left[ \text{Penalty}^k \left( E_{l,max}^k - E_l^k \right) \times \left( E_{l,max}^k - E_l^k \right) \right] \right\}
\]  

(5.1)

In (5.1), \( \sum_{t=1}^{N_h} \sum_{i=1}^{N_g} \text{cost}^i \left( P_e^i(t) \times \Delta t \right) \) refers to the total generation cost of all CHP units and \( \sum_{k=1}^{N_l} \left[ \text{Penalty}^k \left( E_{l,max}^k - E_l^k \right) \times \left( E_{l,max}^k - E_l^k \right) \right] \) refers to the total penalty costs of all types of controllable loads.
The generation cost curve of \( i \)th CHP unit is defined as:

\[
\text{cost}^i(x) = A^i \times x + B^i
\]  

(5.2)

where \( x \) is the power generation of the \( i \)th CHP and \( A^i, B^i \) are the linear cost curve coefficients. The cost curve is considered to be linear because the power output range of a microgrid CHP is limited to several hundred kWs, where linear cost curve fits the best [61].

The penalty cost curves of shutting down controllable loads are defined as a piecewise constant function:

\[
\text{Penalty}^k(x^k) = \begin{cases} 
\text{Price}^k(1) & \text{if } x_0^k \leq x^k < x_1^k \\
\ldots & \\
\text{Price}^k(n^k) & \text{if } x_{n^k-1}^k \leq x^k < x_{n^k}^k 
\end{cases}
\]  

(5.3)

where \( x^k \) is the total shutting down energy of all type \( k \) controllable loads; \( \text{Penalty}^k(x^k) \) is the corresponding penalty cost($/kWh) at \( x^k \); \( n^k \) is the number of penalty cost levels of controllable load type \( k \). \( \text{Price}^k(1), \text{Price}^k(2), \ldots, \text{Price}^k(n^k), x_1^k, x_2^k, \ldots, x_{n^k}^k \) are constants. An example of penalty cost of shutting down HVAC units and water heater units are shown in Figure 5-3.

![Example penalty costs of shutting down controllable loads](image)

Figure 5-3. Example penalty costs of shutting down controllable loads
• Constraints:

The unknown variables in the optimization problem include: the electrical output of the $i^{th}$ CHP unit at time step $t$, $P_{ei}^i(t)$; the actual total demand of controllable load type $l$ at time step $t$, $P_{kl}^k(t)$; the amount of energy left in $j^{th}$ ES unit at the end of time step $t$, $E_{es}^j(t)$; the charging/discharging rate of $j^{th}$ ES unit at time step $t$, $P_{es}^j(t)$; the equivalent thermal output of the $i^{th}$ absorption chiller at time step $t$, $P_{abs}^i(t)$; the $i^{th}$ electrical demand of electric chiller at time step $t$, $P_{ec}^i(t)$; the amount of fuel left of $i^{th}$ CHP unit at the end of time step $t$, $E_{fuel}^i(t)$.

The constraints of the optimization problem can be summarized into equipment limits, electrical balance, energy calculations, thermal constraints, ES limits and controllable load limits, which are introduced as follows:

(1) Equipment limits:

\[ P_{e,\text{min}}^i \leq P_{ei}(t) \leq P_{e,\text{max}}^i \]  \hspace{1cm} (5.4)

\[ P_{es,\text{min}}^j \leq P_{es}^j(t) \leq P_{es,\text{max}}^j \]  \hspace{1cm} (5.5)

\[ 0 \leq E_{es}^j(t) \leq E_{es,\text{max}}^j \]  \hspace{1cm} (5.6)

\[ P_{abs}^i(t) \geq 0 \]  \hspace{1cm} (5.7)

\[ 0 \leq P_{ec}^i(t) \leq P_{ei}^i(t) \]  \hspace{1cm} (5.8)

\[ E_{fuel}^i(t) \geq 0 \]  \hspace{1cm} (5.9)

\[ i = 1,2,...N_g; j = 1,2,...N_{es}; t = 1,2,...N_h \]

The equipment limits include of CHP electrical outputs limits, ES charging/discharging rates limits, energy storage energy limits, CHP thermal output limits, thermal loads supplied by electricity limits and CHP remaining fuel limits.

(2) Electrical balance:
\[
\sum_{i=1}^{N_g} P_e^i(t) + \sum_{j=1}^{N_{es}} P_{es}^j(t) + \sum_{m=1}^{N_{pv}} P_{pv}^m(t) = P_{\text{base}}(t) + \sum_{k=1}^{N_t} P_k^i(t) + \sum_{i=1}^{N_g} P_{ec}^i(t)
\]

(5.10)

\[
P_{\text{base}}(t) = \sum_i P_{re}^i + \sum_i P_{com}
\]

(5.11)

\[
t = 1, 2, \ldots N_h
\]

(5.10) refers to the electrical balance between supply and demand. All of the sources (CHP, ES and PV) needs to supply the electrical demand of baseloads, controllable loads and the thermal loads if needed at any time step. Here baseloads include all electrical loads of the residential users excluding controllable loads (HVACs and water heaters) and all electrical loads of commercial users excluding thermal loads.

(3) Energy calculation:

\[
E_{es}^j(t) = E_{es}^j(0) + \sum_{\tau=1}^{t} P_{ec}^i(\tau)
\]

(5.12)

\[
E_{fuel}^i(t) = E_{fuel}^i(0) + \sum_{\tau=1}^{t} P_{fuel}^i(\tau)
\]

(5.13)

\[
i = 1, 2, \ldots N_g; j = 1, 2, \ldots N_{es}; t = 1, 2, \ldots N_h
\]

The remaining ES energy and CHP fuel energy at the end of each time step are determined based on their initial energy and the consumptions at each time step.

(4) ES limits

\[
\frac{E_{es}^j(t) - E_{es,max}^j}{\Delta t} \leq P_{es}^j(t) \leq \frac{E_{es}^j(t)}{\Delta t}
\]

(5.14)

\[
k_{es,1} \times \sum_{\tau=1}^{N_h} P_{es}^l(t) \leq P_{es}^j(t) \leq k_{es,2} \times \frac{\sum_{\tau=1}^{N_h} P_{es}^l(t)}{N_h}
\]

(5.15)

\[
j = 1, 2, \ldots N_{es}; t = 1, 2, \ldots N_h
\]

(5.14) refers that the charging/discharging rate of ES units are limited by its current remaining energy and the maximum ES energy. (5.15) is designed to ensure that the ES units will not deplete very soon, where \(k_{es,1}\) and \(k_{es,2}\) are constants.
(5) Controllable load limits

\[ 0 \leq \sum_{t=1}^{N_h} p_l^i(t) \times \Delta t \leq E_{l,\text{max}}^i \]  \hspace{1cm} (5.16)

\[ k_{l,1} \times \sum_{t=1}^{N_h} \frac{p_l^i(t)}{N_h} \leq p_l^k(t) \leq k_{l,2} \times \sum_{t=1}^{N_h} \frac{p_l^i(t)}{N_h} \]  \hspace{1cm} (5.17)

\[ i = 1, 2, \ldots N_g; \ k = 1, 2, \ldots N_l; \ t = 1, 2, \ldots N_h \]

(5.16) refers that the total controllable loads consumption are limited to \( E_{l,\text{max}}^i \), where \( E_{l,\text{max}}^i \) is estimated by the number, power ratings, outside temperature of the controllable load type \( l \). (5.17) is designed to ensure that the controllable loads will not change too much during the whole dispatch period, where \( k_{l,1} \) and \( k_{l,2} \) are constants.

(6) Thermal constraints

\[ p_{\text{abs}}^i(t) = \frac{C_{\text{OP}_{\text{abs}}^i}}{C_{\text{OP}_{\text{ec}}^i}} \times \left( \frac{a^i \times T_{\text{out}}(t) + b^i}{\eta^i(T_{\text{out}}(t))} \right) \times P_e^i(t) + c^i \times T_{\text{out}}(t) + d^i \]  \hspace{1cm} (5.18)

\[ P_{\text{abs}}^i(t) + P_{\text{ec}}^i(t) \geq P_{\text{th}}^i(t) \]  \hspace{1cm} (5.19)

\[ i = 1, 2, \ldots N_g; \ t = 1, 2, \ldots N_h \]

(5.18) shows the equivalent exhaust heat calculation based on [21], [63]. An example of CHP efficiency [20] with respective to outside temperature is shown in Figure 5-4. (5.19) ensures that each thermal demand can be supplied by exhaust heat and electricity.

![Figure 5-4. Example fuel efficiency curve of a 250kW CHP under different ambient temperatures](image-url)
5.3.2.2 Solutions

As is shown in (5.4)-(5.19), all the constraints are considered to be linear and continuous. The only non-linear and non-continuous term in the problem is the penalty cost functions in the objective function shown in (5.3). In order to make the problem acceptable by existing software, e.g. MATLAB [65], GAMS [66], in this dissertation, we provide 2 ways to reformulate the problem to convert to either a mixed integer programming (MIP) problem or a linear programming (LP) problem.

(1) Method 1: Converting to an MIP problem

Define \( x^k = E_{l,max}^k - E_l^k \) to represent the total amount of shut down energy of controllable load type \( k \). We also define a series of binary variables \( u_1^k, u_2^k, \ldots, u_n^k \in \{0,1\} \), \( k = 1,2,\ldots N_l \). The following constraints are added into the original problem formulation:

\[
\begin{align*}
&u_1^k + u_2^k + \cdots + u_n^k = 1 \quad (5.20) \\
&\left\{ \begin{array}{l}
\quad u_1^k \times (x^k - x_0^k) \geq 0 \\
\quad u_2^k \times (x^k - x_1^k) \geq 0 \\
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integer programming problem, which can be solved by existing solvers [65], [66].

(2) Method 2: Converting to a LP problem

Another way of solving the optimization problem is to divide the original optimization problem (5.1)-(5.19) into a series of sub LP problems. The detailed conversion is introduced as:

Suppose there are \( N_l \) types of controllable loads and each type of controllable load has \( n^k, \) \( k = 1, 2, \ldots N_l \) levels of penalty cost price (\$/kWh), if we select only one penalty cost price of each type of controllable load, there will be \( N_{sub} = n^1 \times n^2 \times \ldots \times n^{N_l} \) combinations in total, where each one of the problem can be solved as a LP problem.

For each one of the LP problem, the formulation is introduced as:

\[
\text{Total Cost} = \min \{ \sum_{t=1}^{N_h} \sum_{i=1}^{N_g} cost_t \left( p_i^t(t) \times \Delta t \right) + \sum_{k=1}^{N_l} [(\text{Price}^k(i^k) \times (E_{l,max}^k - E_l^k)] \}
\]

(5.24)

\( i^k \in \{1, 2, \ldots, n^k\} \)

Subject to:

\[
x^k = E_{l,max}^k - E_l^k \quad (5.25)
\]

\[
x_{i^k-1}^k \leq x^k < x_{i^k}^k \quad (5.26)
\]

\( k = 1, 2, \ldots N_l \)

where \( \text{Price}^k(i^k) \) is the penalty cost price of controllable load type \( k \) when \( x_{i^k-1}^k \leq x^k < x_{i^k}^k \).

The other constraints are the same with (5.4)-(5.15) and (5.17)-(5.19).

After solving each of the \( N_{sub} \) LP problems formulated as above, the one that gives the minimum Total Cost will be the optimal solution.

An example is shown as below:
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Assuming only two types of loads (HVACs and Water Heaters) are controllable and their penalty costs are defined as:

\[
Penalty^1(x^1) = \begin{cases} 
0.1 & \text{if } 0 \leq x^1 \leq 160 \\
0.3 & \text{if } 160 \leq x^1 < 320 \\
1.5 & \text{if } 320 \leq x^1 < 480 
\end{cases} 
\]

(5.27)

\[
Penalty^2(x^2) = \begin{cases} 
0.05 & \text{if } 0 \leq x^2 \leq 16 \\
0.5 & \text{if } 16 \leq x^2 < 32 \\
3 & \text{if } 32 \leq x^2 < 48 
\end{cases} 
\]

(5.28)

where \(x^1\) refers to the total shutting down energy of HVAC units and \(x^2\) refers to the total shutting down energy of water heater units. By applying Method 2, the optimization problem can be reformulated into the following 9 LP sub-problems shown in Table 5-1.

<table>
<thead>
<tr>
<th>LP problem index</th>
<th>Total Penalty Costs</th>
<th>Constraints</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(0.1 \times x^1 + 0.05 \times x^2)</td>
<td>HVAC: (0 \leq x^1 \leq 160), Water Heater: (0 \leq x^2 \leq 16)</td>
</tr>
<tr>
<td>2</td>
<td>(0.1 \times x^1 + 0.3 \times x^2)</td>
<td>HVAC: (0 \leq x^1 \leq 160), Water Heater: (16 \leq x^2 \leq 32)</td>
</tr>
<tr>
<td>3</td>
<td>(0.1 \times x^1 + 1.5 \times x^2)</td>
<td>HVAC: (0 \leq x^1 \leq 160), Water Heater: (32 \leq x^2 \leq 48)</td>
</tr>
<tr>
<td>4</td>
<td>(0.3 \times x^1 + 0.05 \times x^2)</td>
<td>HVAC: (160 \leq x^1 \leq 320), Water Heater: (0 \leq x^2 \leq 16)</td>
</tr>
<tr>
<td>5</td>
<td>(0.3 \times x^1 + 0.3 \times x^2)</td>
<td>HVAC: (160 \leq x^1 \leq 320), Water Heater: (16 \leq x^2 \leq 32)</td>
</tr>
<tr>
<td>6</td>
<td>(0.3 \times x^1 + 1.5 \times x^2)</td>
<td>HVAC: (160 \leq x^1 \leq 320), Water Heater: (32 \leq x^2 \leq 48)</td>
</tr>
<tr>
<td>7</td>
<td>(1.5 \times x^1 + 0.05 \times x^2)</td>
<td>HVAC: (320 \leq x^1 \leq 480), Water Heater: (0 \leq x^2 \leq 16)</td>
</tr>
<tr>
<td>8</td>
<td>(1.5 \times x^1 + 0.3 \times x^2)</td>
<td>HVAC: (320 \leq x^1 \leq 480), Water Heater: (16 \leq x^2 \leq 32)</td>
</tr>
<tr>
<td>9</td>
<td>(1.5 \times x^1 + 1.5 \times x^2)</td>
<td>HVAC: (320 \leq x^1 \leq 480), Water Heater: (32 \leq x^2 \leq 48)</td>
</tr>
</tbody>
</table>

Both Method 1 and Method 2 can be used to find the optimal solution of the primary MC problem. However, when the types and penalty cost levels of controllable loads are small, method 2 is recommended to save computational time.

5.3.3 The Secondary MC Problem

Due to some reasons, e.g. incorrect forecasting, inappropriate sizing of ES or PVs, insufficient fuels in CHP units or energy in ES units, there will be cases when the Primary MC formulation is unsolvable. This means that the baseloads and thermal loads cannot be met even
if all controllable loads are fully shut down. As a result, baseloads and thermal loads must be
shut down partially in order to ensure supply and demand balance.

5.3.3.1 Problem Formulation

Assume that baseloads and thermal loads need to be shut down by $p\%$, the Secondary
MC problem will be formulated as:

$$\text{Total Cost} = \min \left( \sum_{i=1}^{N_h} \sum_{t=1}^{N_g} \text{cost}^i \left( p_e^i(t) \times \Delta t \right) \right)$$

(5.29)

Subject to:

$$P'_{base}(t) = P_{base}(t) \times (1 - p\%)$$

(5.30)

$$\sum_{i=1}^{N_g} p_i^l(t) + \sum_{j=1}^{N_es} p_j^l(t) + \sum_{m=1}^{N_pv} p_m^v(t) = P_{base}(t) + \sum_{k=1}^{N_l} p_k^c(t) + \sum_{i=1}^{N_g} p_e^i(t)$$

(5.31)

All other constraints are the same with (5.4)-(5.9), (5.11)-(5.15), (5.18)-(5.19).

5.3.3.2 Solutions

This is an LP problem and can be easily solved by existing methodologies, like Simplex
[71]. If the problem has feasible solutions, then the feasible solution is guaranteed to be
optimal.

5.4 Simulation Studies

A series of simulation study cases representing a virtual microgrid system consisted of 2
residential-commercial hybrid buildings is shown in this section. The assumption of the
microgrid system is the same with Section 5.2.

Table 5-2 shows all time-invariant variables of the microgrid system. A 4-hour islanding
operation is assumed to happen on a summer day, starting from 12 PM to 4 PM. A 4-hour, 15-
minute resolution and 15-minute updated microgrid dispatch simulation is demonstrated in this
case to show the performance of the algorithm. The PV sizes and output are estimated based
on [54], [68]. The parameters of the CHP units shown in Table II are obtained by [63]. The
commercial load data and thermal loads data are obtained by [70]. The residential load data, including both controllable loads and baseloads, are obtained through PECANSTREET.ORG [54].

Table 5-3 shows the time-variant variables at the 1st dispatch time step and the actual 15-minute load and PV information. In this section, 3 cases are designed to show the performance of the algorithm.

Table 5-2. Time-invariant Variables of the Microgrid

<table>
<thead>
<tr>
<th>Variables</th>
<th>Descriptions</th>
<th>Values of each unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>( N_g )</td>
<td>Number of CHPs</td>
<td>2</td>
</tr>
<tr>
<td>( P_{\text{e,max}}^i )</td>
<td>Maximum ( i ) CHP output (kW)</td>
<td>250,250</td>
</tr>
<tr>
<td>( P_{\text{e,min}}^i )</td>
<td>Minimum ( i ) CHP output (kW)</td>
<td>25,25</td>
</tr>
<tr>
<td>( A^i )</td>
<td>Cost coefficient of ( i ) CHP($)</td>
<td>0.0329,0.0329</td>
</tr>
<tr>
<td>( B^i )</td>
<td>Cost coefficient of ( i ) CHP($)</td>
<td>1.482,1.482</td>
</tr>
<tr>
<td>( a^i )</td>
<td>Exhaust heat calculation coefficients of ( i ) CHP</td>
<td>2.8E-4,2.8E-4</td>
</tr>
<tr>
<td>( b^i )</td>
<td>Exhaust heat calculation coefficients of ( i ) CHP</td>
<td>0.2067,0.2067</td>
</tr>
<tr>
<td>( c^i )</td>
<td>Exhaust heat calculation coefficients of ( i ) CHP</td>
<td>2.161,2.161</td>
</tr>
<tr>
<td>( d^i )</td>
<td>Exhaust heat calculation coefficients of ( i ) CHP</td>
<td>66.564,66.564</td>
</tr>
<tr>
<td>( COP_{\text{abs}}^i )</td>
<td>COP of ( i ) absorption chiller</td>
<td>1.6,1.6</td>
</tr>
<tr>
<td>( COP_{\text{e}}^i )</td>
<td>COP of ( i ) electric chiller</td>
<td>4.4</td>
</tr>
<tr>
<td>( N_{es} )</td>
<td>Number of ES units</td>
<td>2</td>
</tr>
<tr>
<td>( E_{\text{es,max}}^j )</td>
<td>Capacity of ( j ) ES (kWh)</td>
<td>100,100</td>
</tr>
<tr>
<td>( P_{\text{ex,max}}^j )</td>
<td>Maximum charging rate of ( j ) ES (kW)</td>
<td>50,50</td>
</tr>
<tr>
<td>( P_{\text{ex,min}}^j )</td>
<td>Minimum charging rate of ( j ) ES (kW)</td>
<td>50,50</td>
</tr>
<tr>
<td>( N_{\text{pv}} )</td>
<td>Number of PVs</td>
<td>2</td>
</tr>
<tr>
<td>( N_l )</td>
<td>Number of controllable load types</td>
<td>2</td>
</tr>
<tr>
<td>( \Delta t )</td>
<td>Duration of each time step (min)</td>
<td>15</td>
</tr>
</tbody>
</table>
5.4.1 Case 1: Primary MC problem at each dispatch is solvable

In this case, a 16-step dispatch simulation is shown to verify the performance of the algorithm when there is feasible solution at each dispatch of the MC formulation. Every time when a dispatch happens, the controller will base on (1) forecasting on PVs, thermal demands and baseloads; (2) remaining energy of ES units and remaining fuel of CHP units; (3) information in shown in Table 5-2 and Table 5-3 to formulate and solve the MC primary problem in 5.3.2, and if the MC primary problem is solvable, then send out dispatch and control commands to ES units, CHP units and controllable loads. The components of baseloads, thermal demands (commercial) at 15-minute interval are shown in Figure 5-5. Note that since the 2 buildings are geographically very close to each other, the solar radiations on PV panels are assumed to be identical. The forecasting absolute percentage errors (MAPE) of PVs, thermal demands and baseloads at each time is 10% and the maximum forecasting error is 20%.
Figure 5-5. Baseloads, thermal supply and demand: (a) 15.min resolution actual load curves of residential (blue) and commercial baseloads (black) at 1st building; (b) 15.min resolution load curves of residential (blue) and commercial baseloads (black) at 2nd building; (c) thermal supply from 1st CHP unit $P_{abs}^1$ (blue) and thermal demand of 1st building thermal load $P_{th}^1$ (actual in black and forecasted in red); (d) thermal supply from 2nd CHP unit $P_{abs}^2$ (blue) and thermal demand of 2nd building thermal load $P_{th}^2$ (actual in black and forecasted in red)
Figure 5-6. Actual dispatch results vs anticipated dispatch of CHP 1: (a) Actual remaining fuel at each time step (blue), anticipated remaining fuel at 1 step (black) and 2 steps ahead (red); (b) actual CHP power output dispatch command at each time step (blue), anticipated remaining fuel at 1 step (black) and 2 steps ahead (red).

It can be seen from Figure 5-5 (b) that the algorithm is trying to supply the commercial thermal loads by waste heat as much as possible. This is because using waste heat does not increase the cost of generation, while using electricity to supply thermal loads will increase generation costs. The gap between black and blue curve when black curve is above blue curve in Figure 5-5 (c) and (d) represents the amount of electricity $P_{abs}$ needed to supply thermal loads.

Dispatch results of CHP and ES units are shown in Figure 5-6 to Figure 5-7. Since the dispatch result curves of 2 CHP units are very similar, we only show the results of 1 CHP unit dispatch results. For the same reason, we also only show the results of 1 ES unit dispatch results. Figure 5-8 shows the dispatch commands to controllable loads. Except from demonstrating the actual dispatch results at each time step, one and two steps ahead dispatch
results are also drawn (in black and red) to compare the changes of dispatch commands with respect to time. The deviation is generated because of the forecasting error since forecasting is updated at the beginning of each dispatch.

Figure 5-7. Actual dispatch results vs anticipated dispatch of ES 1. (a) Actual remaining energy at each time step (blue), anticipated remaining fuel at 1 step (black) and 2 steps ahead (red); (b) actual ES power output dispatch command at each time step (blue), anticipated remaining fuel at 1 step (black) and 2 steps ahead (red)
Figure 5-8. Actual dispatch results vs anticipated dispatch of controllable loads. (a) Actual operation schedule at each time step (blue), anticipated at 1 step (red) and 2 steps ahead (black) of HVAC units; (b) actual operation schedule at each time step (blue), anticipated at 1 step (black) and 2 steps ahead (red) of water heater units

The controllable loads commands are shown in Figure 5-8. One and two steps ahead dispatch commands are also drawn (in black and red) for comparison. It is easy to see that HVAC units can provide more potential capabilities than water heaters. This is because of the average turn-on time of a water heater is generally much less than an HVAC unit even though their rated power may be similar.

### 5.4.2 Case 2: MC primary formulation at certain dispatch is insolvable

Due to some reasons, e.g. incorrect forecasting, inappropriate sizing of ES or PVs, insufficient fuels remaining in CHP units or energy in ES units, there will be cases when the MC formulation is unsolvable. In this case, we are showing a condition when the MC formulation has no feasible solution at certain step and the corresponding response of the controller. All the setups are the same with Case 1 except that forecasting MAPE of PVs,
thermal demands and baseloads at each time step is 25%, which the maximum forecasting error is 50%.

An infeasible solution was found at time step 13. Figure 5-9 to Figure 5-11 shows the dispatch results at each step in this case. The dispatch commands at step 13 were marked as magenta. Because of the forecasting error at step 13, the baseloads and thermal loads cannot be met even if all controllable loads are fully shut down. As a result, baseloads and thermal loads must be shut down partially in order to ensure supply and demand balance. Based on Step 5 of MC algorithm, it is finally found that baseloads and thermal loads were forced to shut down by 10%.

![Diagram](image)

**Figure 5-9.** Dispatch results of CHP 1. (a) Actual remaining fuel at each time step (feasible in blue, infeasible in magenta), anticipated remaining fuel at 1 step (black) and 2 steps ahead (red); (b) actual CHP power output dispatch command at each time step (blue), anticipated remaining fuel at 1 step (black) and 2 steps ahead (red)
Figure 5-10. Actual dispatch results vs anticipated dispatch of ES 1. (a) Actual remaining energy at each time step (feasible in blue, infeasible in magenta), anticipated remaining fuel at 1 step (black) and 2 steps ahead (red); (b) actual ES power output dispatch command at each time step (blue), anticipated remaining fuel at 1 step (black) and 2 steps ahead (red)

It is also observed that due to no feasible solution to the MC formulation at time step 13, the total cost for this case is $384.75, which is much higher than the total cost $128.8 in Case 1. This implies that if the forecasting accuracy is good enough, controllable loads may not be needed to be fully shut down and no actions need to be taken to baseloads. Therefore, Case 3 is shown to observe the influence of forecasting errors on the MC problem.
Figure 5-11. Actual dispatch results vs anticipated dispatch of controllable loads. (a) Actual operation schedule at each time step (feasible in blue, infeasible in magenta), anticipated 1 step (red) and 2 steps ahead (black) of HVAC units; (b) actual operation schedule at each time step (blue), anticipated 1 step (black) and 2 steps ahead (red) of water heater units.

It is also observed that due to no feasible solution to the MC formulation at time step 13, the total cost for this case is $384.75, which is much higher than the total cost $128.8 in Case 1. This implies that if the forecasting accuracy is good enough, controllable loads may not be needed to be fully shut down and no actions need to be taken to baseloads. Therefore, Case 3 is shown to observe the influence of forecasting errors on the MC problem.

5.4.3 Case 3: Influence of forecasting accuracy on MC problem

A Monte-Carlo simulation showing the influence of forecasting accuracy on the MC problem is demonstrated in this case. All the setups are the same with Case 1 except that forecasting APE of PVs, thermal demands and baseloads at each time step follows different levels of uniform distributions $UNIF(0,10\%), UNIF(0,20\%), UNIF(0,30\%)$, and $UNIF$
At each level, 1000 simulation is performed to study the statistical results of the influence of forecasting accuracy on the MC problem. At each level of forecasting accuracy, the following statistics are recorded: forecasting MAPE, mean, standard deviation, maximum and minimum of total cost, percentage of having infeasible solutions of the primary MC formulation, percentage of average number of occurrence of having infeasible solutions of primary MC formulation. The table summarizing the above information is shown in Table 5-4.

A scenario which assumes no forecasting error is also shown in Table 5-4 for comparison purpose. As can be seen in Table 5-4, generally, the higher the forecasting accuracy is, the less likely that primary MC formulation will have infeasible solutions, and therefore, less likely to shut down baseloads. Meanwhile, it can be seen that under 10% forecasting MAPE, no baseloads were shut down. This means that the MC commitment algorithm is most effective in a certain range of forecasting accuracy. However, in different scenarios, this forecasting accuracy may be different.

Table 5-4. Influence Different Levels of Forecasting Accuracy on the MC Problem

<table>
<thead>
<tr>
<th>Forecasting MAPE</th>
<th>Max forecasting error</th>
<th>Total Cost($)</th>
<th>Percentage of infeasibility</th>
<th>Average Occurrence of infeasibility</th>
</tr>
</thead>
<tbody>
<tr>
<td>0%</td>
<td>0%</td>
<td>76.8</td>
<td>-</td>
<td>0</td>
</tr>
<tr>
<td>5%</td>
<td>10%</td>
<td>83.3</td>
<td>2.5</td>
<td>90.1</td>
</tr>
<tr>
<td>10%</td>
<td>20%</td>
<td>89.3</td>
<td>19.2</td>
<td>141.9</td>
</tr>
<tr>
<td>15%</td>
<td>30%</td>
<td>107.6</td>
<td>43.6</td>
<td>437.4</td>
</tr>
<tr>
<td>20%</td>
<td>40%</td>
<td>214.7</td>
<td>188.3</td>
<td>920.9</td>
</tr>
</tbody>
</table>

5.5 Conclusions

This chapter researches on the dispatch problem of a community level microgrid, which is consisted of DG, and DR resources, e.g. residential HVAC and water heater units and
commercial-residential hybrid buildings. A MC algorithm is proposed to optimally dispatch all DG and DR resources while supplying both electrical and thermal loads under islanding operations. The MC algorithm formulates 2 sub-optimization problem to deal with the conditions when DG and DR resources can or cannot supply baseloads. Three cases are performed to verify the effectiveness of the MC algorithm and the influence of forecasting accuracy on the MC algorithm.
CHAPTER 6  Summary

This dissertation researches on a commercial-residential hybrid community-level microgrid in 2 major areas: modeling and control.

In terms of modeling, a dynamic, integrated combined heat and power unit (CHP) for microgrid applications is first developed. The CHP unit is a Simulink-based model, but is able to run under real time test system, e.g. OPAL-RT. A Zero-SSE isochronous governor used in islanding conditions is proposed. The advantages of the Zero-SSE governor include: (1) no steady-state error in frequency regulation; (2) providing a capability of sharing load changes between multiple generation units. Besides, the derating effects of ambient temperatures on fuel efficiency, maximum power output, exhaust heat output are also modeled to improve the accuracy of the CHP model. A series of simulation studies are performed to validate the proposed model.

Then, a data-driven decoupled modeling methodology for Thermostatic Controlled Appliances (TCA) is proposed. In this section, an optimization-based method is proposed to systematically estimate the RCQ parameters for 1st order ETP model. Then, a decoupled-ETP model which decoupled the parameters in ON/OFF cycles is proposed to improve the modeling accuracy of ETP model. Then, an adjusted decoupled-ETP model is proposed to improve the modeling accuracy of TCAs for whole-day use if only midnight data can be available or usable. Simulation studies show that the decoupled-ETP has the best performance when whole-day data are usable, while adjusted decoupled-ETP model works the best for whole-day operation applications when only midnight data are usable.
Load forecasting is essential for control and scheduling. A data-driven algorithm is proposed to forecast the short-term household load energy usage. Compared with traditional methods, temperature and power measurement sensors are added for major appliances in the house such that individual algorithm for different types of appliances can be applied to improve the forecasting accuracy. A series of studies are performed to validate the effectiveness of the data-driven algorithm. Studies show that the proposed data-driven greatly improved the forecasting accuracy of household loads compared with traditional techniques, like neural network, multi-linear regression. Cost-benefit studies also show that 4-6 major appliances measurable will be enough for forecasting purpose while not generating very high sensor installation costs. Studies also show that TCAs must have no more than 1 minute resolution data and non-TCAs can go up to 5 minute resolution in terms of measurement accuracy.

Last, a microgrid commitment algorithm is proposed for dispatching DG and DR resources in hybrid community-level microgrid under islanding operations. This is considered to be the 1st time research on dispatching and scheduling of such a microgrid system. Computational costs are minimized by: (1) designing a decentralized control scheme (a central controller and several local controllers) such that central controller does not need to know the status of each controllable load; (2) considering DR resources as block bid-in penalty costs into the dispatch strategy; (3) modeling most constraints as linear functions. Simulation results show that the MC algorithm is able to optimally dispatch all the resources in the microgrid system. Meanwhile, there exists a threshold value of forecasting accuracy under which the MC algorithm works the best.
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