ABSTRACT

ALKUHAYLI, ABDULAZIZ ABDULLAH G. Control and Utilization of PV Inverters in Distributed Generation for Reactive Power Management and Voltage Regulation. (Under the direction of Dr. Iqbal Husain).

Supplying loads directly from renewable distributed energy resources (DERs), such as photovoltaic (PV), contributes to clean energy and releases the power system’s capacity. Nevertheless, PV resources are highly variable and non-dispatchable in the current power system infrastructure. In addition, the PV resource production profile does not follow the demand profile, which results in more bidirectional power flow between distribution networks and the main grid. To gain the most benefits from integrating PV, developing the controller algorithm should take into account the network limitations and provide some features such as active power curtailment, reactive power control, and the capability to ride through voltage or frequency disturbances.

Fast and accurate synchronization of power electronics interfaced distributed generation (DG) to the grid or a microgrid is an important step in the management and utilization of the DERs. Several synchronization algorithms have been proposed to improve the phase tracking of the grid voltage. However, when the grid is weak or distorted, the synchronization process may suffer from poor frequency regulation. Therefore, Sliding Discrete Fourier Transform Phase-locked-loop (SDFT-PLL) algorithm has been developed to extract an accurate phase angle of the fundamental voltage while rejecting the harmonics in a distorted or weak grid. The SDFT-PLL algorithm and simulation results to validate this method are presented.

High levels of PV penetration is accompanied by voltage violations and reverse power flow, especially in residential distribution networks where the PV’s maximum output power tends to occur before the peak time in a typical load profile. In this research, a Volt/Var control
strategy in distribution networks with high PV penetration considering inverter thermal model is presented. This strategy considers a central distribution control to schedule active power and reactive power to deal with solar power generation intermittency. The objective is to provide voltage regulation control while solving for optimal power flow to minimize both distribution system losses and inverter losses. Simulation results verify the effectiveness of the proposed strategy in regulating voltage within limits while allowing optimal reactive power allocation among distributed generation (DG) units to relieve the stress on some inverters especially those at the end of the feeder. An estimation of power loss considering the junction temperature of power devices can be applied directly to assess the lifetime of these PV inverters using the rainflow algorithm.

The distribution network control needs to manage the intermittent changes in PV power production. This research investigates the effectiveness of combining local and central schemes in distribution networks. Using minimum communication, the distribution system operator (DSO) collects loads and DGs measurements every hour to optimize reactive power set-point of DG units to keep voltages within allowable limits. In addition, the central control uses a scenario-based approach to optimize local control parameters. This proposed strategy considers the uncertainty related to PV systems, and has been applied to a radial distribution feeder with high PV penetration.

At a high penetration level of distributed PV, a portion of the conventional generation would be displaced, resulting in the loss of the main sources of dynamic reactive power in the transmission networks. Consequently, power systems may become more vulnerable to voltage instability events. This research focuses on long-term voltage stability assessment and enhancement in power systems with a high penetration of distributed PVs. Distributed PVs,
when properly controlled, can provide ancillary services that are traditionally delivered by spinning generators and voltage regulators to support the bulk power system. A case study is presented that provide dynamic reactive power reserves by distributed PV units to support the bulk power system.
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1 Introduction

1.1 Overview

As the capacity of distributed energy resources (DERs) continues to grow to replace conventional centralized generation, technical and operating challenges are expected to increase in both local and bulk power systems. Supplying loads directly from distributed resources, such as solar photovoltaic (PV), will contribute to clean energy and expand the capacity of the power system. However, PV resources are highly variable and non-dispatchable in the current power system infrastructure. In addition, the PV resource production profile does not follow the demand profile, resulting in more bidirectional power between the distribution network and the main grid. Therefore, the transformation towards distributed PV sources in power systems must be evaluated, and systems planners must identify these challenges to ensure system reliability with a high penetration of PVs.

1.2 Motivation

Grid integration of solar PV has become a major area of interest for researchers in power systems engineering. This interest is driven by the rapid advance and cost reduction of power electronics and solar PV panels [1]. In addition, generating electricity using renewable energy resources allows for a reduction in greenhouse gas emissions. While the main goal of using PV energy is to generate active power, researchers have proposed different applications for PV, especially to support grid stability [2]–[4]. The integration of PV can provide ancillary services to support secure and cost-efficient operation.
High level of PV deployment in real power systems is relatively new making it difficult to identify all of the challenges it would face. However, researchers and planners in the field of power systems have analyzed the anticipated impacts of distributed PV on transmission and distribution systems [5]. To investigate the effect of high PV penetration on that power system, the following operating challenges were identified from a system operator’s perspective:

- Aggregated load and PV forecast availability.
- Communication channels and central control availability.
- Coordination between aggregated PV generation and centralized power plants within the grid.
- Flexible Volt/Var control availability.
- Coordination between systems elements during restoration.
- Adaptive protection settings to accommodate PV generation.
- Ability to ride through voltage and frequency disturbances.
- Creation of a spinning reserve adequacy evaluation.

Some of the distributed PVs with a larger capacity will be connected to medium (i.e., utility-scale) voltage feeders. However, a large portion will be installed behind the meter (residential rooftop) where power system operators have no access to control these PVs [6]. High penetration of rooftop PV units in the distribution networks would lead to decentralization of the power grid and make the distribution network more vulnerable to challenging operational issues such as voltage-sag, overvoltage, frequency variations, and power quality issues. Therefore, a multilevel control structure can be considered for managing the output power of distributed PVs to mitigate operational challenges as shown in Fig. 1.1.
The synchronization of the PV inverter with the grid requires proper tracking of the phase and the amplitude of the voltage. The phase-locked loop (PLL) method is widely used for several applications, such as power electronics, communications systems, and microprocessors. The synchronous reference frame (SRF-PLL) is the common technique for grid synchronization because it inherently tracks the phase and amplitude of the voltage grid, while transforming the measured current and voltage to DC quantities along with the Park transformation. In weak grids, conventional SRF-PLL does not perform well, so it may fail in tracking the phase of the voltage and rejecting harmonics due to the high steady state error. By
reducing the bandwidth of the PLL, the steady-state error can be reduced, which is helpful in rejecting the harmonics and noise. Pre-filter delayed signal cancelation (DSC)-based techniques, along with the PLL, have been proposed to extract the fundamental component from the distorted voltage signal [7]–[9]. These techniques require knowledge of the harmonic components. Fast and accurate tracking of the phase and the amplitude of the voltage can improve the ride-through capability of the DER to remain synchronized with the grid during disturbances. SDFT-PLL algorithm has been proposed to extract an accurate phase angle of the fundamental voltage while rejecting the harmonics in a distorted or weak grid.

At high penetration levels of PV, high feed-in and reverse power occur under light load conditions. This high reverse power could lead to overvoltage at the end of the distribution feeder as shown in Fig. 1.2, resulting in voltage violation, which is limited to within ±0.05 p.u. under normal operating conditions [10]. PV inverters conventionally operate at unity power

Figure 1.2. The impact of high level of PV penetration on feeder voltage profile under low load condition.
factor as they were not allowed to exchange reactive power with the grid to avoid conflicting 
operations with the other devices in the network due the lack of coordination as stated in IEEE 
1547 Standard for Interconnecting Distributed Resources with Electric Power Systems. 
However, the IEEE 1547 first amendment and the recent revised grid codes in some countries 
allow DERs to regulate the voltage [11], [12].

Several approaches have been proposed to address the voltage rise issue and online 
voltage regulation in distribution networks. These approaches focus mainly on using PV 
inverters because they have the capability of supplying and absorbing reactive power to 
regulate the voltage [13]–[15]. In addition, some works have proposed utilizing conventional 
voltage regulation devices, such as an on-load tap changer and a step voltage regulator, along 
with PV inverters [16], [17]. The literature examines effective methods to regulate the voltage 
[18], [19]. However, overusing PV inverters for Volt/Var control causes additional losses in 
inverter switches that result in a temperature increase within these devices. The overutilization 
of inverters could negatively influence their reliability and decrease their lifetime [20]. This 
research presents a voltage regulation control strategy that includes solving for optimal power 
flow to minimize both distribution system losses and additional losses in the PV inverter 
caused by voltage regulation to relieve the thermal stress on inverters.

Distribution networks on-line Volt/Var control architectures can be classified into two 
main categories: decentralized and centralized. In decentralized approach, local measurements 
only required to perform the voltage control strategy. Droop-based control is applied 
extensively in decentralized approaches because of the simplicity [21], [22]. However, 
decentralized approaches require accurate forecast to tune local controller’s parameters which 
is challenging because of the uncertain nature of solar PV. Therefore, Communication-based
centralized control for voltage regulation in distribution network can be considered to optimize DGs reactive power allocation [23], [24]. The real-time implementation of centralized control requires fast and reliable communication between DGs and the distribution system operator (DSO). This would rise the complexity of operating the distribution networks with high penetration level of PV units. This research investigates the effectiveness of combining local and central schemes for voltage regulation in distribution networks considering the integration of intermittent renewables. Using minimum communication, the DSO collects load and DG measurements every hour to optimize reactive power set-point of DG units to keep voltages within allowable limits. In addition, the central control uses a scenario-based approach to optimize local control parameters. This proposed strategy considers the uncertainty related to PV systems, and has been applied to a radial distribution feeder with high PV penetration.

The literature discusses various aspects of the impact of high PV penetration levels on distribution networks. However, the ongoing increase in PV penetration could lead to fundamental changes in operating transmission systems, such as handling the fluctuation and the lack of controllability of PV generations. In addition, a portion of conventional generation would be displaced, resulting in the loss of the main sources of dynamic reactive power in transmission networks. Consequently, power systems may become more vulnerable to voltage instability events after being subjected to major disturbances. In [25], the authors studied the impact of utility-scale PV generation on voltage stability and angle stability. Reference [26] investigates the impact of various levels of PV penetration on the power system’s small signal stability. The P-V curve method has been proposed to improve the short-term voltage stability during faults using reactive power compensation from PV inverters [27]. A high penetration level of distributed PVs may adversely affect the dynamic behavior and stability of power
systems. Distributed PVs, when properly controlled, can provide ancillary services that are traditionally delivered by spinning generators and voltage regulators to support the bulk power system. For example, supplying reactive power by DGs to loads can enhance the power system’s capability to eliminate large-scale and long-term blackouts and service outages [4]. Operating a power system with a high level of distributed PV penetration requires close coordination between the independent system operator (ISO) and DSO. This research investigates the impact of high PV penetration on a power system’s long-term voltage stability. A case study is presented that provide dynamic reactive power reserves by distributed PV units to support the bulk power system.

1.3 Research Objectives

The objective of this research work is to study various aspects of the impact of distributed PV generation on the operation of the grid with the focus on addressing voltage regulation. The controller tasks have been distinctly separated between the local and central levels as shown in Fig. 1.3. The specific objectives of the research work are as follows:

- To improve the phase-locked loop method to achieve an accurate synchronization of a PV based DER with a weak or distorted grid and to provide fast-tracking performance in the fault condition.
- To investigate the effect of temperature variations on inverters’ lifetimes in Volt/Var control strategies.
- To propose a centralized Volt/Var control strategy that allows better reactive power allocation among DERs, considering inverter utilization.
To propose a two-level Volt/Var control that accounting for the uncertainties associated with PV based DER systems.

To study the impact on the bulk power system of scheduling PV based DERs to provide dynamic reactive power reserve.

1.4 Dissertation Outline

Chapter 2 describes the PV inverter control and lifetime estimation methods that will be used in this research, providing a detailed discussion of (1) the reliability of inverters, (2) the causes of inverter failure, and (3) the rainflow algorithm for inverter lifetime estimation.
This chapter includes a case study that investigates the effect of temperature variation on inverter lifetime.

Chapter 3 discusses the challenges of DER synchronization with the grid and presents an accurate DER synchronization method for use with a highly distorted grid. Simulation results in both steady-state and fault conditions are used to evaluate the performance of this method.

Chapter 4 discusses voltage regulation in distribution networks with high DER penetration. A radial distribution feeder with high DER penetration is considered for the analysis. This chapter presents the methods for providing reactive power by DER inverters to regulate the voltage throughout the distribution network. An optimal power flow method is employed to allocate reactive power among DER inverters. Using the inverter thermal model, a voltage regulation strategy in distribution networks with high DER penetration is proposed. The simulation results of the voltage control strategy are presented. Reliability analysis is conducted to determine the total damage of the inverters switches in the proposed approach.

Chapter 5 focuses on voltage regulation in the distribution network when integrating intermittent renewables. A combination of local and central control schemes is proposed to optimize the reactive power allocation to maintain voltage within the allowable limits. A scenario-based optimization approach is proposed to cover various scenarios to optimize DGs local control parameters. Based on the stochastic model of a PV system, the Monte Carlo Simulation (MCS) is used to generate the possible scenarios. To reduce the computational complexity of this strategy, the scenario reduction algorithm is applied to reduce the number of scenarios to a manageable set. The effectiveness of the approach is demonstrated through simulations.
Chapter 6 focuses on the impact of high PV penetration on the bulk power system and describes the role of a reactive power reserve in the voltage stability of the power system. Both a static power flow-based method and a dynamic simulation are used to assess the long-term voltage stability. Contingency analysis has been carried out to identify the most critical outages in the power system. This chapter investigates the impact of scheduling distributed PVs to provide dynamic reactive power compensation during contingencies.

Chapter 7 summarizes the work in this dissertation. In addition, this chapter lists the tasks that need further study.
2 PV Inverter Control and Reliability

2.1 PV Inverter Control

To connect PV modules to the grid, two stages are needed to achieve efficient power conversion and accurate synchronism with a utility. Fig. 2.1 shows the block diagram of a PV system with two stages. The first stage includes a DC-DC converter to regulate the voltage across the DC-link and apply maximum power point tracking (MPPT), while the second stage includes a DC-AC inverter interface of a PV module to the grid through an LC filter. Both stages require a controller and pulse width modulation (PWM). This research mainly focuses on the inverter because it is the key element in exchanging reactive power with the grid.

![Figure 2.1. The impact of high level of PV penetration on feeder voltage profile under low load condition.](image-url)
2.1.1 PV Inverter Architectures

Regarding the size and architecture of PV modules to the grid, inverters can be classified into two main types: micro inverters and string inverters. Micro inverters are used to interface with a single PV module, as shown in Fig. 2.2. This type of inverter is more highly efficient and reliable because when one component fails, the other micro inverters continue to work without interruption. However, using this type increases the cost of installation for the overall PV system and makes centralized control of the output production more complicated than with a string inverter [28].

String inverters are widely used for interfacing PV modules to the grid, where PV modules are series-connected to a single inverter, as shown in Fig. 2.3. String inverters offer a
broad range of output power from multiple kWs to 2 MW and can be used to interface PVs with three-phase or single-phase systems. This type of inverter technology is mature and fully accepted by the industry due to its ease of control and simple architecture with fewer components. However, string inverters suffer from short lifespans, and most manufacturers’ warranties only cover five to 10 years [29].

2.1.2 Inverter Topology

Recently, several PV grid-tied inverter topologies have been proposed to mitigate connection issues and to improve power conversion efficiency [30]–[32]. Nonetheless, two-level voltage source inverters (VSIs) are still widely used in connecting PV systems to medium- and low-voltage distribution networks. This is due to the simplicity of the inverter structure, where fewer components are needed for this topology, leading to higher reliability [33]. In addition, the ease of controllability is the main reason for implementing two-level VSIs.
in PV systems. In this work, a two-level voltage source inverter (VSI) employing insulated-gate bipolar transistor (IGBT) switch inverters and diodes was considered due to its ease of controllability. Fig. 2.4 shows a three-phase VSI inverter with an LC filter for the grid-tied application.

2.1.3 Inverter Control

In grid-connected mode, a current-control method (CCM) for VSI (CCM-VSI) is widely used. This controlling strategy is responsible for performing three main tasks: (1) controlling the amount of output active power production, (2) controlling the amount of exchanged reactive power between the inverter and the grid, and (3) synchronizing the inverter by tracking the grid frequency and voltage.

Since a grid-tied PV system uses an MPPT algorithm to maximize the harvested energy from solar cells, CCM-VSI allows maximum active power production. However, active power curtailment can be applied to limit power production if the distribution network cannot tolerate excess power or due to any operating constraints. As the installed VSI capacity is measured by its real power rating, a VSI can exchange reactive power with the grid by acting as a shunt.
reactor or capacitor. CCM-VSI dictates the available capacity of reactive power after performing MPPT because the main priority is to harvest active power in PV systems.

In the recent past, IEEE 1547 did not recommend using distributed energy resources (DER) in actively reactive power management. IEEE Standard 1547a-2014 includes an amendment that allows for active voltage regulation and reactive power management using DER [11]. However, this requires a coordinated effort between the power system and DER operators to prevent voltage violations at other locations within the grid. This active coordination between system operators in regulating voltage can lead to higher penetrations of DER in the power system, especially in relation to renewable-based DER, such as PV. In Chapters 4 and 5, voltage regulation in distribution networks with a high penetration of PV will be addressed.

Synchronizing the PV inverter to the utility network requires matching its voltage amplitude, voltage phase, and frequency with the grid. In addition, fast-tracking frequency drifts and voltage variations are essential to maintain this synchronism since power systems are vulnerable to transient events. In Chapter 3, improving PV inverter synchronization in distorted grid conditions will be addressed.

Several control algorithms have been proposed to regulate the output of real power [34]–[37], with the inner-outer loop structure being commonly cited in the literature. The outer loop is responsible for passing real power commands to the inner loop, which compensates for the inverter current command error. Inner loop compensation strategies can be classified based upon the reference frame into three main types: natural frame, stationary reference frame, and synchronous reference frame. In natural reference control, the controller is designed to deal with voltage and current measurements without the transformation required by the other two
methods. Hysteresis control was very common in analog control systems and was used extensively in the last century [38], [39]. However, its major drawback is the difficulty of controlling the switching frequency. However, by reducing the bandwidth between the two reference signals (i.e., the upper and lower bands), the switching frequency can be kept almost constant [39]. Stationary reference frame control based on $\alpha$-$\beta$ transformation is well-known in the power electronics control field. Under $\alpha$-$\beta$ coordinates, a proportional resonant (PR) controller was proposed to regulate the VSI output current [40]. The PR current controller can remove the steady-state error when controlling sinusoidal waveforms. A modified PR control was proposed to compensate for any harmonics [41]. However, this controller is highly sensitive to the accuracy of system parameters, making it a challenging task to tune the PR controller [42].

Synchronous reference frame (SRF) control, known as $dq$ transformation, which is based on the Park transformation, has been broadly used in the literature to regulate VSI current [43], [44]. In this approach, the three-phase voltage quantities in the natural reference frame $abc$ are transformed into $\alpha$-$\beta$ coordinates. These new voltages are transformed into $d$-$q$ coordinates rotates at the angular velocity ($\omega_e$) of fundamental voltage in the natural reference frame. Fig. 2.5 shows the $dq$ transformation steps graphically. For a mathematical representation, a set of balanced, three-phase voltage equations are considered:

$$v_a = V_m \cos \theta$$  \hspace{1cm} (2.1a)

$$v_b = V_m \cos (\theta - \frac{2\pi}{3})$$ \hspace{1cm} (2.1b)

$$v_c = V_m \cos (\theta + \frac{2\pi}{3})$$ \hspace{1cm} (2.1c)
The $abc$ voltages can be mapped into $\alpha$-$\beta$ coordinates using the Clark transformation, as follows:

\[
\begin{bmatrix}
  v_\alpha \\
  v_\beta 
\end{bmatrix} = \frac{2}{3} \begin{bmatrix}
  1 & -\frac{1}{2} & -\frac{1}{2} \\
  \frac{\sqrt{3}}{2} & -\frac{\sqrt{3}}{2} 
\end{bmatrix} \begin{bmatrix}
  v_a \\
  v_b \\
  v_c 
\end{bmatrix}
\]  

(2.2)

In addition, $v_\alpha$ and $v_\beta$ would be transformed into $d$-$q$ coordinates as follows:

\[
\begin{bmatrix}
  v_d \\
  v_q 
\end{bmatrix} = \begin{bmatrix}
  \cos \varphi & \sin \varphi \\
  -\sin \varphi & \cos \varphi 
\end{bmatrix} \begin{bmatrix}
  v_\alpha \\
  v_\beta 
\end{bmatrix}
\]  

(2.3)

where $\varphi$ is the extracted angle from the PLL that allows the tracking system phase to perform the SRF transformation. Also, $v_d$ and $v_q$ are totally decoupled and can be simply represented as

\[
v_d = V_m \cos(\theta - \varphi)
\]  

(2.4)

\[
v_q = -V_m \sin(\theta - \varphi).
\]  

(2.5)
Considering accurate phase tracking under the steady-state condition, \((\theta - \varphi)\) becomes very small, allowing further simplification of \(v_d\) and \(v_q\), as follows:

\[ v_d \cong V_m \]  \hspace{1cm} (2.6)
\[ v_q \cong \theta - \varphi. \]  \hspace{1cm} (2.7)

The \(dq\)-axis voltages are time-independent in SRF and can be represented by DC quantities. The previous equations hold for the current transformation. The power theory can be used to drive the instantaneous injected active and reactive power by the inverter as represented in the following equations:

\[ p = \frac{3}{2} (v_d i_d + v_q i_q) \]  \hspace{1cm} (2.8)
\[ q = \frac{3}{2} (v_d i_q + v_q i_d) \]  \hspace{1cm} (2.9)

The \(v_q\) component is small enough to be neglected when controlling the inverter output active and reactive power. The following conclusions can be drawn from the \(dq\) transformation and instantaneous power equations:

1) The \(d\)-axis voltage component \(v_d\) is transformed into a DC quantity and holds the peak value of the phase voltage.

2) The \(q\)-axis voltage component \(v_q\) is forced to be zero, allowing the decoupling inverter controller to manage active and reactive power separately.

3) The \(d\)-axis current component \(i_d\) contributes directly to the instantaneous active power.

4) The \(q\)-axis current component \(i_q\) contributes directly to the instantaneous reactive power.
5) The peak phase current of the inverter can be expressed as follows:

\[ I_m = \sqrt{i_d^2 + i_q^2}. \]  

(2.10)

A grid-tied, three-phase VSI with an LC filter was considered to design the current controller in the SRF. To drive the controller model, the power stage circuit for a single-phase was used, as shown in Fig. 2.6. The large-signal model per phase of the VSI dynamics is given as

\[ v_o(t) = Ri_L(t) + L \frac{di_L}{dt} + u \ast V_{dc} \]  

(2.11)

where \( R \) is an equivalent series resistance (ESR) of the inductor and \( u \) is the switch status, both of which can form different combinations based upon the type of controller.

To achieve good tracking, the dynamic model can be linearized at the operating point. For this purpose, the VSI average model can be obtained using the following equation:

\[ < v_o(t) > = R < i_L(t) > + L \frac{d < i_L >}{dt} + < v^* > \]  

(2.12)

where the new input \( v^* \) represents the control variable. The VSI dynamic model can be transformed into the \( dq \) reference frame at the angular speed \( \omega \) and represented by the following equations:

![Figure 2.6. Power stage of the VSI.](image)
\[
\begin{align*}
v_d^* &= Ri_{Ld} + L \frac{di_{Ld}}{dt} - \omega i_{Lq} + v_{od} \\
v_q^* &= Ri_{Lq} + L \frac{di_{Lq}}{dt} + \omega i_{Ld} + v_{oq}
\end{align*}
\]

(2.13)

(2.14)

where \(v_{od}, v_{oq}, i_{Ld}, i_{Lq}\) are the \(dq\)-axis voltage and currents of the VSI. Additionally, \(v_d^*\) and \(v_q^*\) are the control signal that is obtained from the \(dq\)-axis to form the output voltage based on the current regulator. A cross-coupling term between the \(d\) and \(q\) coordinates was introduced in (2.13) and (2.14) because of the inductive term \(L\). However, a decoupling term can be added within the controller itself to eliminate the coupling between the two coordinates. The dynamic plant model is represented by the following transfer function equation:

\[
H(s) = \frac{1}{sL + R}.
\]

(2.15)

It is obvious that the transfer function \(H(S)\) is of the first order. A proportional-integral (PI) controller is a reasonable choice, especially after transforming the currents and voltages to DC quantities so that the steady-state error can be easily eliminated when using this type of controller. Two separate PI controllers are needed for the control structure, as follows:

\[
G_{dq}(s) = K_p + \frac{K_I}{s}
\]

(2.16)

where \(K_p\) is the proportional gain, and \(K_I\) is the integral gain. Fig. 2.7 shows the block diagram of the \(dq\) current control that is used to form the voltage reference based on the output current requirement. As such, \(v_{d}^*\) and \(v_{q}^*\) will be transformed into the \(abc\) frame using the inverse \(dq\) transformation and passed to pulse width modulation (PWM) to generate gate-drive signals. The overall current-controlled VSI scheme in the \(dq\) reference frame is shown in Figure 2.8.
Figure 2.7. Block diagram of a $dq$ current controller.

Figure 2.8. Scheme of a current-controlled inverter in the synchronous reference frame.
2.2 PV Inverter Reliability

In most inverter control strategies, ideal power electronic switches are considered, whereas the power consumption in these devices is neglected. To avoid switch destruction, only the maximum junction temperature is used to set the real power rating of the device. Therefore, the controller is responsible for maintaining real power output below the associated safe operating value with the junction temperature. Simply, a PV inverter can be oversized to ensure that it operates within the thermal limit because the active power production of PV modules can be easily estimated.

The upfront cost of PV systems is still high, regardless of the cost reductions in recent years [1]. Therefore, the long-term performance of a PV system needs to be well studied and a reliability evaluation of its components must be conducted. PV modules are well-known for their reliability, for which most manufacturers provide a 25-year warranty. The National Renewable Energy Laboratory (NREL) published a historical survey of the PV degradation rate for systems from around the globe during the last 40 years [45]. The historical data shows that the degradation rate of PV modules is less than 1% per year. This report concluded that PV modules allow reasonable performance even after 25 years. In [46], a reliability evaluation of 350 PV systems designed and operated by SunEdison, Inc. were investigated. This study included 3,500 tickets issued between January 2010 and March 2012 for PV systems. Only 2% of the tickets were associated with PV module failures. PV inverters were responsible for 43% of the issued tickets, which were the biggest cause of PV system outages compared to other components. According to a survey in [47], typical PV inverters come with a five-year warranty.
Several causes can lead inverters to fail, including control software, printed circuit boards (PCBs), internal fuses, contactors, surge protection, and IGBTs. The scope of this work focuses on the effect of using PV inverters in Volt/Var control, as will be presented in Chapter 4. Therefore, the reliability and lifetime estimation of power electronic switches will be considered. The most common cause of power electronics devices damage is packaging failures due to thermal-mechanical fatigue [48]. Fig. 2.9 shows a cross-sectional structure of a conventional IGBT module. The IGBT module consists of multiple layers of different materials, with silicon to solder the layers. Under thermal cycles, the solder layer suffers from a degradation resulting in increased thermal resistance between the layers. This degradation is caused by a thermal coefficient expansion (CTE) mismatch between the copper and silicon layers. A crack propagation might be developed due to cyclic, mechanical stress in the solder layer, ultimately resulting in IGBT failure [49]. Bond wire is another common mode of failure of an IGBT module. Bond wires are made from aluminum, which has a coefficient of thermal...
expansion (CTE) higher than silicon, making bond wires vulnerable to thermal-mechanical fatigue due to thermal cycles. The cyclic expansion of the bond wires weakens the joint between the chip and the wire. This mode of failure is commonly known as bond wire lift-off [50].

Estimating the IGBT junction temperature involves analyzing the electrical and thermal properties of the module. In addition, the behaviors of the discrete switches are decided by pulse-width modulation (PWM) under a wide range of loading conditions. Therefore, this process is computationally extensive, and a computer-based method is needed for accurate estimation.

The finite element method (FEM) is commonly used in studying the thermal, electrical, electromagnetic, and mechanical behavior of power electronics modules during the design stage [51]–[53]. FEM-based simulations allow accurate and comprehensive analysis of thermal distribution because the IGBT module has more than one source of heat. A new Fourier series (FS) thermal model was proposed by Hudgins et al. [54], who found this method to be more computationally efficient compared to FEM, making it more suitable for the dynamic thermal characterization of power semiconductor switches. Numerical methods, such as FEM and FS, are essential in developing IGBT modules. However, these methods suffer from high computational and memory costs, making their use impractical in accelerated life testing applications.

To overcome the drawback of the aforementioned methods, thermal models based on Foster and Cauer networks are used extensively in the literature to develop accelerated life testing of IGBT modules [20], [50], [55]. Each layer in the IGBT module can be represented by its equivalent thermal impedance. The temperature at each node between the layers can be
found by solving for the equivalent circuit of the thermal model. The ambient temperature is modeled as a voltage source. The thermal path from the ambient air to the device chip is shown in Fig. 2.10. The main advantages of this model are the low computational time and the ease of implementation in online control applications.

Losses in power electronic devices are a function of the voltage, current, frequency, and temperature. Typically, a manufacturer’s data sheet specifies the electrical and thermal characteristics of power electronic devices in relation to operating conditions. The junction temperature $T_j$ has a direct effect on the electrical performance and dissipated power of power devices.

The thermal model provides an estimate of the junction temperature $T_j$ to be used in the PV inverter power loss calculation. $T_j$ can be found from the thermal model as [56]

$$T_{j, IGBT} = P_{Loss, IGBT} Z_{th, IGBT(j-c)} + T_c$$

$$T_{j, Diode} = P_{Loss, Diode} Z_{th, Diode(j-c)} + T_c$$

$$T_c = T_a + [P_{Loss, IGBT} + P_{Loss, Diode}] \times [Z_{th(c-h)} + Z_{th(h-a)}]$$

where $P_{Loss, IGBT}$ and $P_{Loss, Diode}$ are the power losses in the IGBT and diode, respectively; $T_{j, IGBT}$ and $T_{j, Diode}$ are the junction temperatures in the IGBT and diode, respectively;
$Z_{th,IGBT(j-c)}$ and $Z_{th,Diode(j-c)}$ are the thermal impedance between the junction and the case for the IGBTs and diodes, respectively; and $Z_{th(c-h)}$ and $Z_{th(h-a)}$ are the thermal impedances from the case to the heat sink and from the heat sink to the ambient air, respectively. All of the thermal impedances can be found from the device data sheet.

The dissipated power in power electronic devices consists of conduction and switching losses. The average conduction loss or forward loss of the IGBT ($P_{C,IGBT}$) is the product of the collector current and the voltage across the switch divided by the on-state period and can be expressed as

$$P_{C,IGBT} = \frac{1}{T} \int_0^T (v_{ce}(t) \times i_c(t) \times D) dt \quad (2.20)$$

where $v_{ce}(t)$ is the instantaneous collector-emitter voltage across the IGBT, $i_c(t)$ is the instantaneous collector current through the IGBT, $D$ is the duty cycle over the time period ($T$), $V_{ce0}$ is the threshold voltage, and $r_{ce}$ is the on-resistance of the IGBT. Fig. 2.11(a) shows a typical output characteristic of an IGBT from a data sheet [57].

The switching losses associated with the turn-on and turn-off energy losses are caused by the switching delay time because the transitions between the two states do not occur instantaneously. The turn-on and turn-off energy losses of the IGBT are affected by the reverse recovery energy from the freewheeling diode and internal parasitic elements [58]. The switching power loss equation can be expressed as follows:

$$P_{\text{IGBT,switching}}(t) = (E_{\text{IGBT-on}} + E_{\text{IGBT-off}}) f_{sw} \quad (2.22)$$
where $E_{\text{IGBT-on}}$ and $E_{\text{IGBT-off}}$ are the switching energy loss during turn-on and turn-off, respectively; and $f_{\text{sw}}$ is the switching frequency of the inverter. Fig. 2.11(b) shows graphs of the switching loss energy values in both states versus the collector current.

The dissipated power characteristics in the freewheeling diode are similar to the IGBT. The conduction loss in diodes ($P_{C,\text{Diode}}$) is a function of the voltage, current, and duty ratio.

$$P_{C,\text{Diode}} = \frac{1}{T} \int_0^T (v_d(t) \times i_d(t) \times (D - 1)) dt$$ \hspace{1cm} (2.23)

$$v_d(t) = V_{d0} + r_d \times i_d(t)$$ \hspace{1cm} (2.24)

where $v_d(t)$ is the instantaneous forward voltage drop across the diode, $i_d(t)$ is the instantaneous conduction through the diode, $V_{d0}$ is the threshold voltage, and $r_d$ is the forward resistance of the diode. Fig. 2.11(c) shows diode forward characteristics.
The diode turn-on energy loss is neglected because the charging time is very short. However, the discharge time or reverse recovery time of diodes requires a finite period of time. Therefore, only diode turn-off energy loss is considered in calculating the switching power loss:

\[ P_{\text{Diode\_switching}} = E_{\text{Diode-off}} \times f_{\text{sw}} \]  \hspace{1cm} (2.25)

where \( E_{\text{Diode-off}} \) is the diode switching energy loss during turn-off. Fig. 2.11(d) shows graphs of the switching loss energy values versus the conduction current.

### 2.2.1 Cycle Counting

A PV inverter is subjected to cyclic temperature variations due to loading and ambient conditions. The varying thermal loss imposed on the device ages the internal connections. To estimate a semiconductor’s lifetime, a fast power-cycling test for the inverter module was developed by Held et al. [59]. Their analytical lifetime estimation approach is based on the Coffin-Manson-Arrhenius model, which has been widely used in similar studies to predict failures due to material fatigue [20], [50], [55]. The Coffin-Manson-Arrhenius model for cycles to fail (\( N_f \)) can be expressed as

\[ N_f(\Delta T_j, T_m) = A \times \Delta T_j^{-\alpha} \times e^{\frac{Q}{RT_m}} \]  \hspace{1cm} (2.26)

where \( R \) is the gas constant (8.314 J/mol.K), \( T_m \) is the mean junction temperature in Kelvin over one power cycle, \( Q \) is the internal energy \( (7.8 \times 10^4 \text{ J.mol}^{-1}) \), and \( \Delta T_j \) is the range of junction temperature. \( A \) and \( \alpha \) are module constants.

The power cycling profile depends on the loading conditions. Therefore, climate data, including historical tables of ambient temperature and solar radiation, are needed to create a
mission profile for this study. Junction temperature cycles do not follow specific patterns due to the random nature of solar radiation. For example, an annual power profile of a given inverter operated at 60 Hz would contain millions of power cycles, and testing every power and thermal cycle is a time-consuming and complicated process. To reduce the complexity of the thermal profile, several cycle-counting methods have been proposed [60]–[62]. Counting for temperature swings (i.e., rise and fall) is the basis of estimating the lifetime. A rainflow cycle-counting method was used in this study. The rainflow counting algorithm was first developed by Matsuishi and Endo in [63], and it has become the most accepted cycle-counting method in many fields and was included in ASTM E1049-85 “Standard Practices for Cycle Counting in Fatigue Analysis” [64]. Implementing this algorithm reduces the continuous thermal cycles to a sequence of peaks and valleys. Also, noise and very small cycles can be eliminated based on the application. The strain cycles between peaks and valleys can also be represented by closed stress-strain hysteresis loops, as shown in Fig. 2.12.

Strain ratio is related to a change in the dimensions of a material with respect to its original shape; this change is primarily due to temperature variations in power electronic devices. Therefore, temperature swings can be used instead of strain to estimate the total degradation for a given load profile. The rainflow algorithm is applied to count the peaks and valleys. A temperature profile is illustrated in Fig. 2.13 to explain the cycle-counting method. The rainflow algorithm starts by searching for local minima and maxima of temperature data to locate cycles. The next step is to identify the cycle time length, the amplitude range ($\Delta T$), and the mean ($T_m$), based on closed stress-strain loop information. Fig. 2.14 shows the extracted cycles from the rainflow counting, while cycle information is listed in Table 2.1.
Figure 2.12. Temperature profile and the corresponding closed stress-strain hysteresis loops.

Figure 2.13. Temperature profile.
Table 2.1. Cycle information from the rainflow counting algorithm applied to the temperature profile in Fig. 2.15.

<table>
<thead>
<tr>
<th>Counted Cycles</th>
<th>Extreme Points</th>
<th>Full or Half Cycle</th>
<th>Amplitude</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>30-20-30</td>
<td>1</td>
<td>5</td>
<td>25</td>
</tr>
<tr>
<td>2</td>
<td>10-60</td>
<td>0.5</td>
<td>25</td>
<td>35</td>
</tr>
<tr>
<td>3</td>
<td>55-40-50</td>
<td>1</td>
<td>7.5</td>
<td>48.3</td>
</tr>
<tr>
<td>4</td>
<td>60-5</td>
<td>0.5</td>
<td>27.5</td>
<td>32.5</td>
</tr>
<tr>
<td>5</td>
<td>5-70</td>
<td>0.5</td>
<td>32.5</td>
<td>37.5</td>
</tr>
<tr>
<td>6</td>
<td>70-25</td>
<td>0.5</td>
<td>22.5</td>
<td>47.5</td>
</tr>
<tr>
<td>7</td>
<td>25-60</td>
<td>0.5</td>
<td>17.5</td>
<td>42.5</td>
</tr>
</tbody>
</table>

Figure 2.14. Rainflow cycles extracted from the temperature profile in Fig. 2.13.
The extracted information from the algorithm can be applied directly to the Coffin-Manson-Arrhenius model to determine the number of cycles to fail under a specific $\Delta T_j$ and $T_m$. To find the total damage for a given temperature profile, the Palmgren-Miner linear damage accumulation rule was used \[ [65] \]. The accumulated damage due to temperature cycling is given by

$$D = \sum_i \frac{n_i(\Delta T_j, T_m)}{N_{f,i}(\Delta T_j, T_m)} \quad (2.27)$$

where $n_i$ is the number of cycles extracted from the rainflow algorithm for a specific $\Delta T_j$ and $T_m$. The damage will occur when $D \approx 1$ for a given power loading cycle. However, an estimate of the partial degradation can be found for a specific period. The flowchart in Fig. 2.15 shows the steps of the reliability analysis in this study.

![Figure 2.15. Reliability analysis of a power electronic devices flowchart.](image-url)
2.3 Simulation Results

In this section, simulations were carried out using MATLAB/Simulink and PLECS® to investigate the thermal performance of the inverter switches. A three-phase inverter module from a leading manufacturer was selected for this purpose. The PV inverter was connected to a secondary distribution feeder of 240 V, as shown in Fig. 2.8. The electrical and thermal parameters of the PV inverter are summarized in Table 2.2.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inverter rated power</td>
<td>3.8 kVA</td>
</tr>
<tr>
<td>DC link voltage</td>
<td>500 V</td>
</tr>
<tr>
<td>Grid voltage</td>
<td>240 V</td>
</tr>
<tr>
<td>Grid frequency</td>
<td>60 Hz</td>
</tr>
<tr>
<td>Switching frequency</td>
<td>10 kHz</td>
</tr>
<tr>
<td>Output inverter filter</td>
<td></td>
</tr>
<tr>
<td>Inductor</td>
<td>5 mH</td>
</tr>
<tr>
<td>Capacitor</td>
<td>10 µF</td>
</tr>
<tr>
<td>Current controller</td>
<td></td>
</tr>
<tr>
<td>( K_P ) (Proportional gain)</td>
<td>5</td>
</tr>
<tr>
<td>( K_I ) (Integral gain)</td>
<td>100</td>
</tr>
<tr>
<td>IGBT</td>
<td></td>
</tr>
<tr>
<td>( V_{ce(\text{max})} )</td>
<td>600 V</td>
</tr>
<tr>
<td>( I_c(\text{max})@ T_c = 25^\circ C )</td>
<td>40 A</td>
</tr>
<tr>
<td>Diode</td>
<td></td>
</tr>
<tr>
<td>( V_d )</td>
<td>2 V</td>
</tr>
<tr>
<td>Thermal Impedance</td>
<td></td>
</tr>
<tr>
<td>( Z_{th,\text{IGBT}(j-c)} )</td>
<td>0.76°C/W</td>
</tr>
<tr>
<td>( Z_{th,\text{Diode}(j-c)} )</td>
<td>1.51°C/W</td>
</tr>
<tr>
<td>( Z_{th(c-h)} )</td>
<td>0.7°C/W</td>
</tr>
<tr>
<td>( Z_{th(h-a)} )</td>
<td>0.61°C/W</td>
</tr>
</tbody>
</table>
The thermal model was used to calculate the losses and the junction temperature in the inverter for a wide range of loading conditions and ambient temperatures \( T_a \). The range of \( T_a \) was \(-5°C\) to \(45°C\), with \(1°C\) increments. The inverter IGBT junction temperature and total losses were calculated over small increments of the output active and reactive power to cover the operating range of the inverter. Thus, lookup tables were created, consisting of the inverter thermal performance data, to simplify the process of estimating the inverter IGBT junction temperature and total losses at any given \( T_a \), \( P_{DG} \), and \( Q_{DG} \). Fig. 2.16(a) shows the total losses in the PV inverter with active and reactive power supplies at \( T_a = 25°C \). It is obvious that exchanging reactive power with the grid, whether it is positive or negative, will lead to additional power losses in the inverter. Therefore, using the PV inverter to supply reactive power will result in elevating the junction temperature of the IGBT device, as shown in Fig. 2.16(b). Notably, the maximum total losses occur when the PV inverter operates at its rated apparent power of 3.8 kVA.

To evaluate the reliability of the PV inverters over a long time span, yearly mission profiles of the solar irradiance and ambient temperature were considered in the case study. The solar irradiance and ambient temperature data (15-min resolution) were obtained from the Solar Resources and Meteorological Assessment Project (SOLRMAP), developed by the National Renewable Energy Laboratory (NREL) [66]. Figs. 2.17(a) and (b) show the mission profiles of the solar irradiance and ambient temperature, respectively. All yearly mission profiles are from Phoenix, Arizona, collected in 2011, for the entire year.
Figure 2.16. Lookup table of the IGBT device thermal performance with active and reactive power supplies at $T_a = 25^\circ$C: (a) total losses, and (b) junction temperature.
The thermal model was used to calculate the loss and junction temperature in inverter switches. As previously mentioned, the PV inverter was not used to regulate the voltage and only supplied active power in this case. The amplitude of the power loss and junction temperature throughout the cycle are shown in Fig. 2.18. Both profiles follow the output active power of the PV inverter and the ambient temperature. In this chapter, the controller of the
inverter was based on nonreactive power compensation because the distribution system and load profile were not included. Therefore, the required amount of reactive power from the inverter was not known.

Figure 2.18. Yearly profiles from the thermal model of the IGBT device in a PV inverter: (a) power loss, and (b) junction temperature.
To investigate the effect of temperature variations on inverter lifetime, the rainflow algorithm was applied to extract the values for $\Delta T_j$ and $T_m$ in the continuous temperature cycles to be used in the damage analysis. The distribution of the temperature cycles extracted from the rainflow algorithm is shown in Fig. 2.19. Most of the temperature cycles are concentrated in the range ($\Delta T_j$) of 0-10°C. This is due to the loading profile resulting from the solar irradiance and ambient temperature variations. The Coffin-Manson-Arrhenius model was used to calculate the number of cycles to fail for each temperature cycle. According to the IGBT manufacture’s reliability data, the equivalent device hours are 1,900,000 [149]. This can be used to estimate the module parameters $A$ and $\alpha$ as 10 and -4 respectively [150]. To find the accumulated damage of IGBT devices in the PV inverter for the given temperature profile, the

![Figure 2.19. Rainflow counting of the junction temperature profile.](image)
Palmgren-Miner linear rule was used. The accumulated damage to the inverter switches was 0.0045. In other words, the degradation rate was 0.45%/year in the given loading profile.

The inverter degradation rate was calculated in the case of supplying active power, which will be used in Chapter 4 in comparison with the case of supplying both active and reactive power. The lifetime of a PV inverter is affected by many other factors, such as cables and capacitors. However, this work only considers inverter packaging failure related to junction temperature variations.

2.4 Conclusion

This chapter described the PV inverter control and lifetime estimation methods used in this work, providing a detailed discussion of (1) inverter control, (2) the reliability of inverters, (3) the causes of inverter failure, and (4) the rainflow algorithm for inverter lifetime estimation. The current-control method for VSI in the grid-connected mode will be used in Chapters 3, 4, and 5. The inverter lifetime estimation method will be applied in Chapters 4 and 5. A case study was presented that investigated the effect of temperature variations on inverter lifetime.
3 Distributed Generation Synchronization with a Distorted or Weak Grid

3.1 Introduction

The operation of a DG requires knowing the voltage amplitude and phase to perform several control tasks, such as synchronization, islanding detection, and power flow control. In a weak grid, the voltage suffers from distortion and harmonics due to nonlinear loads that can corrupt the synchronization process. The operation of a power-electronics-interfaced DG system might be interrupted by transient disturbances in the power system. Therefore, fast and accurate tracking of the fundamental frequency and generating the reference signal are essential in the synchronization process. In addition, the controller of the DG should provide the capability to ride through faults to avoid tripping during transient events.

The phase-locked-loop (PLL) method is widely used to synchronize both conventional generators and power-electronics-interfaced DGs with the grid. The PLL-based method is used to track the angle of the fundamental voltage [67]. The PLL algorithm is simple and provides a superior performance at ideal conditions when the total harmonic distortion of the grid voltage is very low [68]. A significant amount of research has been conducted to address the potential limitations of the synchronization methods related to performance and the capability of rejecting undesired harmonics [8], [9], [69]. Some of these attempts have considered improving the performance of the synchronization methods in polluted networks without sacrificing the robustness of the PLL method against distorted voltages [37], [70].
The synchronous reference frame (SRF) phase-locked-loop (SRF-PLL) method is the most widely used in power-electronics-interfaced distributed generation systems [43], [71], [72]. In weak grids, however, a simple SRF-PLL may fail to extract the accurate angle of the fundamental voltage and rejecting harmonics. To overcome this problem, a prefilter stage can be used along with the PLL to provide a capability sufficient to reject harmonics [67]. Several prefilter delayed signal cancelation (DSC)-based techniques, along with the PLL, have been proposed to extract the fundamental component from a distorted voltage signal [68], [73], [74]. A DSC-PLL algorithm has been proposed to detect voltage variation [75]. Therefore, corrective action can be initiated to control the voltage by injecting or absorbing reactive power into the grid. A stationary reference frame PLL with a generalized delayed signal cancelation (GDSC) prefiltering algorithm for detecting the fundamental frequency component in unbalanced three-phase applications has been employed in [76]. The prefilter tightens the bandwidth of the PLL loop filter, which aids in rejecting the harmonics and noise but at the cost of a slow dynamic response. In addition, some of these methods work in attenuating harmonics without canceling them, especially, the odd harmonics.

The implementation of digital filtering methods along with the PLL is highly promising in the synchronization process. A recursive discrete Fourier transform (DFT) filter has been employed to extract the amplitude and frequency of the input signal [77]. However, recursive DFT requires high computational effort, which may not be suitable for the real-time implementation of the synchronization process. The sliding discrete Fourier transform (SDFT) has been used to calculate the spectrum of a signal [78]. The SDFT has lower computational complexity in comparison to either the recursive DFT or a fast Fourier transform (FFT).
In this chapter, the SDFT was developed to estimate the amplitude of the grid voltage accurately and to detect the phase for the ensuing synchronization. Section 3.2 reviews the structure of the single-phase microgrid, the control algorithm, and the performance of the conventional SRF-PLL in distorted conditions. Section 3.3 presents the proposed synchronization method. Simulation results are presented in Section 3.4. The contribution and conclusion of this study are included in Sections 3.5 and 3.6, respectively.

3.2 Phase-Locked Loop Technique

In this section, the structure of the single-phase microgrid and the control algorithm is reviewed before discussing the implementation of the SRF-PLL method for grid synchronization. In the interconnected mode, the main grid represents the stiff source and provides the reference voltage and frequency to the DG; the inverter is operated with a current control method (CCM) to control the output current of the DG, which ultimately results in controlling the output active and reactive power based on system requirements. Fig. 3.1 displays a single-phase inverter-interfaced DG with the grid and the control overview. A detailed description of the control scheme is given in Section 2.1.

The SRF-PLL is widely used for grid synchronization, especially in single-phase systems because the grid voltage \((v_{grid})\) can be transformed to a stationary reference frame \((\alpha\beta)\) by creating an orthogonal signal to emulate the Clark transformation, as follows:

\[
v_\alpha = v_{grid} = V_m \cos \theta
\]

\[
v_\beta = V_m \sin \theta
\]
Then, the Park transformation \((\alpha \beta \rightarrow dq)\) is applied to obtain the synchronous reference frame, as follows:

\[
\begin{bmatrix}
v_d \\
v_q
\end{bmatrix} = \begin{bmatrix}
\cos \hat{\theta} & \sin \hat{\theta} \\
-\sin \hat{\theta} & \cos \hat{\theta}
\end{bmatrix} \begin{bmatrix}
v_\alpha \\
v_\beta
\end{bmatrix}
\]  

(3.3)

where \(\hat{\theta}\) is the PLL output. The single-phase PLL is similar to the three-phase case, which was explained in detail in Section 2.1. A conventional SRF-PLL unit consists of three main parts, a phase detector (PD), loop filter (LF), and voltage controlled oscillator (VCO). Most of the PLL algorithms in the literature share the same LF and VCO parts, while most of the contributions have improved the PD component \([71], [79]\). Fig. 3.2 shows the block diagram of a conventional SRF-PLL. Under a steady-state condition, while the phase difference \(\delta = \theta - \hat{\theta}\) is very small, the phase error \((e)\) can be represented as [8]
If the loop filter is properly designed, the PLL can accurately track the grid frequency $\omega$ and the phase angle $\theta$. The PI controller is commonly used for the loop filter, which is given by

$$K_f(s) = K_p \frac{1 + s\tau}{s\tau}$$

(3.5)

where $K_p$ and $K_p/\tau$ are the filter proportional and integral gains, respectively. Considering the closed loop system, the second-order transfer function can be rewritten in the general form as

$$H(s) = \frac{s^2}{s^2 + 2\zeta \omega_n + \omega_n^2}$$

(3.6)

where the bandwidth $\omega_n = \sqrt{K_p V_m/\tau}$ and the damping ratio $\zeta = \sqrt{K_p V_m}/2$.

In the presence of nonlinear loads, the grid voltage signal can be distorted by higher harmonics that might affect the operation of the PLL. Therefore, when tuning the loop filter parameters, the performance of the PLL in a distorted grid should be taken into account. Consider the single-phase voltage grid ($v_{grid}$), as follows:
\[ v_{grid} = V_1 \cos(\theta) + V_3 \cos(3\theta) + V_5 \cos(5\theta) + V_7 \cos(7\theta) + \cdots \] (3.7)

where \( V_1, V_3, V_5, V_7, \ldots \) are the voltage magnitude of the harmonic components. The \( q \)-axis voltage can be found from (3.3) as [71]

\[ v_q = V_1 \delta + (V_3 - V_5) \sin(4\theta) + (V_7 - V_9) \sin(8\theta) + \cdots \] (3.8)

Comparing (3.4) and (3.8), the phase difference \((\delta)\) correspond to the voltage harmonics can expressed as

\[ \delta = \frac{(V_3 - V_5)}{V_1} \sin(4\theta) + \frac{(V_7 - V_9)}{V_1} \sin(8\theta) + \cdots \] (3.9)

Most of the PLL types are classified based on the prefilter stage method. The dynamic performance of the PLL should be taken into consideration when designing the proportional-integral (PI) controller to allow for both fast and accurate tracking of the phase. However, a higher bandwidth would increase the tracking error. On the other hand, low bandwidth would degrade the dynamic response. Therefore, PI controller tuning requires a compromise between a good dynamic response and accurate tracking [80]. A prefilter stage using an SDFT filter can eliminate the harmonics from the signal to improve the PLL performance without sacrificing its good characteristics.

### 3.3 Sliding Discrete Fourier Transform Phase-Locked-Loop

The SDFT filter has been used for online spectrum analysis to extract accurate fundamental signal amplitude and harmonics at any frequency [81]. As shown in Fig. 3.3, the SDFT filter consists of two cascaded digital filters and a comb filter, followed by a second-
order finite impulse response (FIR). Within a sliding window, the SDFT algorithm performs an $N$-point DFT on time samples to analyze the harmonic components of a periodic signal. The SDFT algorithm calculates a single DFT bin ($k$), centered at a normalized frequency of $2\pi k/N$, by shifting the original signal by one sample, as shown in Fig. 3.4. Due to the comb filter delay of $N$, the output of the SDFT filter will not reach the steady-state until $N$ input samples of the periodic signal have been calculated. The number of samples ($N$) is a function of the cycle time ($T_1$) and sampling time ($T_p$) and can be found as follows:

$$N = \frac{T_1}{T_p}$$  \hspace{1cm} (3.10)

The main advantages of the SDFT are its simple structure and its ease of implementation in real time, which served as the motivation to develop the SDFT-PLL for grid synchronization in this research. The z-domain transfer function of the SDFT can be described as

$$H_{SDFT}(z) = \frac{e^{j2\pi k/N}(1 - z^{-N})}{1 - e^{j2\pi k/N}z^{-1}}$$  \hspace{1cm} (3.11)

where $k$ is an integer number representing the $k^{th}$ harmonic.
The SDFT filter can accurately extract the fundamental cyclic frequency of the grid when the SDFT time window $N$ matches the grid frequency. Assuming $N$ of the SDFT filter is designed for a grid frequency of 60 Hz, the filter would provide accurate extraction of the fundamental frequency of 60 Hz from the distorted signal. When $v_{grid}$ is fed to the SDFT block with $k = 1$ (tuned to a nominal grid frequency, $\omega$), it will reject the harmonics and extract the fundamental component. The frequency response of the SDFT filter for $N = 18$ is shown in Fig. 3.5.

Figure 3.4. Window signal sampling for a 10-point SDFT.

Figure 3.5. Frequency response of the SDFT filter for $N = 18$. 

The SDFT filter can accurately extract the fundamental cyclic frequency of the grid when the SDFT time window $N$ matches the grid frequency. Assuming $N$ of the SDFT filter is designed for a grid frequency of 60 Hz, the filter would provide accurate extraction of the fundamental frequency of 60 Hz from the distorted signal. When $v_{grid}$ is fed to the SDFT block with $k = 1$ (tuned to a nominal grid frequency, $\omega$), it will reject the harmonics and extract the fundamental component. The frequency response of the SDFT filter for $N = 18$ is shown in Fig. 3.5.
It is evident from (3.11) that the output of the SDFT filter consists of real and imaginary parts. The real part is in-phase with the input, while the imaginary part is the orthogonal component. This is very useful in the implementation of SRF-PLL because performing a $dq$ transformation requires both signals ($\alpha\beta$), which is one of the main advantages of using the SDFT with the PLL in single-phase systems. Fig. 3.6 displays the block diagram of the SDFT for fundamental component extraction, where $\theta_k$ can be obtained as

$$\theta_k = \frac{2\pi k}{N}. \quad (3.12)$$

The SDFT is marginally stable because the poles are located on the unit circle of the $z$-domain, as shown in Fig 3.7. Therefore, a damping factor $r$ can be introduced to the SDFT

![SDFT Diagram](image)

Figure 3.6. SDFT filter for fundamental component extraction.
transfer function to move the filter’s pole inside the unit circle [7]. In the modified transfer function below

\[ H_{SDFT}(z) = \frac{r e^{j2\pi k/N} (1 - r z^{-N})}{1 - r e^{j2\pi k/N} z^{-1}} \]  

(3.13)

\( r \) must be less than unity (but very close) so that introducing this factor does not result in large errors in the magnitude and phase of the output signal. However, the selection of \( r \) and its effect on the error should be investigated for each case. In this study, \( r = 0.999 \) was selected.

### 3.4 Simulation Results

The synchronization technique based on the SDFT-PLL was tested using the system shown in Fig. 3.1. The simulation was conducted using MATLAB/Simulink. System parameters are given in Table 3.1. The grid voltage signal contains the fundamental frequency

![Figure 3.7. Pole-zero plot for the SDFT filter for \( k = 1, N = 18 \).](image)
as well as the third, fifth and seventh harmonics. Fig. 3.8 shows the signal voltage before and after the harmonic elimination by the proposed method. It is obvious that the SDFT filter can accurately extract the voltage fundamental component (60 Hz), and the resultant signal is a pure sinusoidal wave.

Table 3.1. System parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grid voltage</td>
<td>$150 \sin(2\pi 60t) + 12 \sin(3 \times 2\pi 60t) + 4 \sin(5 \times 2\pi 60t) + 2 \sin(7 \times 2\pi 60t)$ V</td>
</tr>
<tr>
<td>Feeder impedance</td>
<td>$0.5+j0.37 , \Omega$</td>
</tr>
<tr>
<td>Inductor filter</td>
<td>5mH</td>
</tr>
<tr>
<td>Resistor filter</td>
<td>0.1 Ω</td>
</tr>
<tr>
<td>Load</td>
<td>1 kW</td>
</tr>
<tr>
<td>DC link voltage</td>
<td>300 V$_{dc}$</td>
</tr>
<tr>
<td>Switching frequency</td>
<td>10 kHz</td>
</tr>
<tr>
<td>SRF-PLL loop filter</td>
<td>$k_p = 1.5, \tau = 0.0072$</td>
</tr>
<tr>
<td>SDFT-PLL loop filter</td>
<td>$k_p = 20, \tau = 0.0053$</td>
</tr>
</tbody>
</table>

Figure 3.8. Voltage signal before and after harmonic elimination by the SDFT filter.
The performance of the SDFT-PLL with the distorted grid condition was evaluated in comparison with the results of the SRF-PLL. Figs. 3.9 and 3.10 show the frequency and phase error output of the SDFT-PLL and SRF-PLL, respectively. The SDFT-PLL showed a faster response compared to the SRF-PLL. The settling time was 0.02 s for the SDFT-PLL and 0.06 s for the SRF-PLL. The fast dynamic response was due to the wider bandwidth of the SDFT-PLL (377 rad/s), while the bandwidth of the SRF-PLL was chosen to be 188 rad/s to reduce the tracking error in the case of distorted voltage. The overshoot of frequency for the SDFT-PLL was higher by 30% compared to the SRF-PLL due to the fast response; however, the settling time was lower when using the SDFT-PLL. The ripples in the frequency and the phase error output of the SRF-PLL will be analyzed in the next case.

![Figure 3.9. Dynamic performance of the SDFT-PLL.](image-url)
In the second simulation, the performance of the proposed method in eliminating harmonics was analyzed. Fig. 3.11 illustrates that the utility voltage with harmonic components caused ripples in the frequency and the phase error output of the SRF-PLL. The odd harmonics of the grid voltage appeared as even harmonics in the phase error with frequency components of \(4\omega\) and \(8\omega\) in the \(q\)-axis voltage as given by (3.9) and shown in Fig. 3.12. At \(t = 0.6\) s, the SDFT filter was activated to eliminate harmonic components before feeding the voltage measurement into the PLL. The SDFT filter effectively removed the harmonics, which resulted in eliminating the ripples in the frequency and the phase error output of the SDFT-PLL. Therefore, the SDFT-PLL is more accurate in tracking the phase and frequency of the grid in a distorted condition compared to the SRF-PLL, due to its poor capability in rejecting the harmonics.

![Figure 3.10. Dynamic performance of the SRF-PLL.](image)
Figure 3.11. Simulation results for the harmonic elimination effect on the frequency and phase error estimation (SDFT prefilter, enabled at $t = 0.6$).

Figure 3.12. Harmonic components of the phase error for the SRF-PLL.
In the third simulation, the dynamic performance of the SDFT-PLL was tested in the case of a phase-to-ground fault for the single-phase system to investigate the robustness of the SDFT-PLL in withstanding disturbance. The fault was applied to the distribution feeder at node $F$, as shown in Fig. 3.13, at $t = 1.2$ s and was cleared at $t = 1.4$ s. The fault resulted in a voltage sag condition of 25% at the point of common coupling (PCC), as shown in Fig. 3.14. The frequency and phase error output of the SRF-PLL and SDFT-PLL in the fault condition are shown in Figs. 3.15 and 3.16, respectively. The simulation results demonstrated that the
SDFT-PLL had a better performance in terms of frequency and phase error and reached the steady-state condition faster than the SRF-PLL during the fault event. In other words, the SDFT-PLL showed a good dynamic performance with disturbance rejection for riding through a fault. The settling time was 0.025 s for the SDFT-PLL and was 0.05 s for the SRF-PLL during the fault condition and after fault removal. The fast dynamic response was due to the wider bandwidth of the SDFT-PLL (377 rad/s), which was double the bandwidth of the SRF-PLL (188 rad/s). In addition, eliminating the harmonic components in the voltage signal by applying the SDFT filter resulted in removing the ripple in the phase error and frequency, which eventually led to accurate tracking.

Figure 3.15. Frequency and phase error estimation from the SDFT-PLL in the fault condition.
Table 3.2 summarizes the results of the performance comparison study based on the simulation results for the SRF-PLL and SDFT-PLL methods. The PLL benefits from the SDFT filtering capability, which resulted in a high harmonic rejection capability. Harmonic elimination by the SDFT-PLL allowed for operating at higher bandwidths to improve the dynamic performance during network disturbances. The fast and accurate tracking of system

Table 3.2 Performance comparison between the SRF-PLL and SDFT-PLL.

<table>
<thead>
<tr>
<th></th>
<th>SRF-PLL</th>
<th>SDFT-PLL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Harmonic rejection capability</td>
<td>Low</td>
<td>High</td>
</tr>
<tr>
<td>Steady-state error</td>
<td>High</td>
<td>Low</td>
</tr>
<tr>
<td>Dynamic response</td>
<td>Average</td>
<td>Fast</td>
</tr>
<tr>
<td>Computational burden</td>
<td>Low</td>
<td>High</td>
</tr>
</tbody>
</table>

Figure 3.16. Frequency and phase error estimation from the SRF-PLL in the fault condition.
frequency and voltage is necessary in order to support the grid under fault condition to avoid DGs tripping.

The SDFT-PLL showed an overall improvement of performance in comparison to the SRF-PLL at the cost of higher computational complexity. For the SDFT with \( N = 20 \), the required number of multiplications and additions increased by 80 in comparison to the SRF-PLL.

### 3.5 Contribution

- A harmonic elimination method was proposed for single-phase distributed generation synchronization with a distorted grid.
- The proposed method incorporates the SDFT method in the SRF-PLL prefiltering stage to remove the effect of harmonics from the input voltage.
- The SDFT method allows for a lower steady-state error. Therefore, the SDFT-PLL can operate at higher bandwidths to improve the dynamic performance during network disturbances.
- Simulation results were presented to validate the performance of the SDFT-PLL in a distorted grid.

### 3.6 Conclusion

This chapter presented the SDFT-PLL method to achieve an accurate synchronization of single-phase inverter-interfaced DGs with a weak or distorted grid. The SDFT was incorporated into the SRF-PLL method as a prefilter for the harmonics of the input voltage. By
eliminating harmonic components of the voltage signal, which are the main sources of the steady-state error, the PLL filter loop can be designed in such a way that it allows for higher bandwidth to improve dynamic performance. Simulation results were presented to evaluate and compare the performance of the SDFT-PLL and SRF-PLL methods in synchronizing a single-phase DG with the grid. The SDFT-PLL operated more accurately in tracking the frequency in both steady-state and fault conditions. The overall dynamic performance was improved with the use of the SDFT-PLL compared with the conventional SRF-PLL. In addition, it was shown that the SDFT-PLL is capable of rejecting harmonics and withstanding disturbances.
4 Volt/Var Control in Distribution Networks Considering Inverter Utilization

4.1 Introduction

In the past, the operation of distribution networks received the least amount of attention from power system planners and developers, such that most of the distribution network actions were done manually by operators, including load restorations after faults, setting the on-load tap-changer (OLTC) of distribution transformers, and energizing or de-energizing capacitor banks. Currently, most distribution networks are blind spots in the power system because of the lack of communication channels between network elements and the energy management center. The cost of adding communications is prohibitive due to the large number of distribution transformers that are geographically scattered and also because of the length of the feeders. In addition, the need for information exchange within the existing distribution networks is minimal due to the convenient configuration of the feeders, which allows only unidirectional power flow, and the simplicity of forecasting local loads, which follows seasonal patterns and weather.

Migration from conventional centralized generation to renewable energy distributed generation (REDG) is challenging because the latter is intermittent and decentralized. Cloud passing causes significant voltage fluctuations, especially when the PV penetration is high. Also, at high PV penetration levels, high feed-in and reverse power occur under light load conditions. This high reverse power could lead to overvoltage at the end of the distribution feeder, resulting in a voltage violation that must be limited to within ±0.05 p.u. per ANSI C84.1, standard Range A service voltage [10].
The level of PV penetration in a power system can have different definitions depending on the perspective from which it is viewed. In this work, the level of PV penetration from a distribution system’s perspective is expressed as follows:

\[
PV \text{ Penetration} = \frac{Total \ PV \ Capacity}{Peak \ Load \ of \ Distribution \ Feeder} \times 100\% \tag{4.1}
\]

As the level of PV penetration increases, the distribution network control needs to manage the intermittent changes in PV power production. High levels of PV penetration may be accompanied by voltage violations and reverse power flow, especially in residential distribution networks where the PV’s maximum output power tends to occur before the peak time in a typical load profile.

Several approaches have been recommended to address the voltage rise issue. The impact of Volt/Var control was investigated in conventional distribution networks based on coordination between the OLTC and the substation capacitor, in the presence of DGs [82]. A decentralized Volt/Var control with dispatchable synchronous machine-based DG was proposed [83]. Reference [84] suggested a coordinated control of the distributed energy storage system that uses OLTC for voltage rise mitigation under high PV penetration. Energy storage can also provide a peak load shaving functionality and reduce distribution feeder power losses during the peak by 20%. Due to its random nature, PV is an intermittent source of energy that is not always available when it is needed. This increases the complexity of energy balancing between the local loads and PV generation in distribution networks. Conventional voltage regulation devices are not designed to operate in the presence of PVs and might not be capable of maintaining the voltage within the standard limit. Also, these devices suffer from mechanical and operational limitations. For example, OLTC is expected to provide 11 tap steps
per day in a typical distribution system [85]. However, in a distribution system with a high level of PV penetration, the number of OLTC tap steps can jump to 400, leading to extensive utilization [86].

Some of the literature has proposed installing new devices or upgrading distribution system configurations to address the voltage regulation issue. In [87], installing multiple voltage regulators is suggested for voltage regulation when connecting DGs to the main distribution feeder. The distribution network was upgraded from normally open loop to normally closed loop to integrate more DGs from a voltage regulation perspective [88]. The effect of replacing conventional feeder sectionalizers with a power electronics unit (e.g., back-to-back and multi-terminal converters) was investigated [89]. The main advantage of this approach is to allow a bidirectional exchange of active and reactive power between distribution feeder sections. As a result, higher levels of PV penetration can be integrated into distribution systems with improved voltage regulation. These approaches are not favorable due to an increase in the short-circuit level in distribution networks and the cost of upgrading the protection infrastructure.

The Volt/Var control architectures of distribution networks can be classified into two main categories: centralized and decentralized. In the decentralized method, only local measurements are required to perform the control strategy. A droop-based, local reactive power control method is proposed in [90] to prevent overvoltage in the distribution networks. In [15], online decentralized voltage control in distribution systems with multiple voltage regulating devices is proposed. This work is based on prioritizing the operation of DGs along with other voltage regulating devices to prevent conflict or simultaneous operation between these devices. To coordinate between these devices, time delay based on inverse time
characteristics are suggested when assigning priorities for the voltage regulating device operation. Decentralized Volt/Var control strategies in low voltage networks may lead to high reactive power flow due the presence of a high R/X ratio.

Droop-based active power curtailment techniques for overvoltage prevention were proposed [91]. This conservative control strategy considers only local information at the PCC, and it offers the option of sharing the power curtailment among all DGs by tuning the droop coefficients. Droop control can also provide a virtual inertia for DG interfaced with power electronics, thereby improving the disturbance rejection capability. However, over-practicing power curtailment eliminates the environmental and economic benefits of PV installations.

The installation of a communication system in the distribution network is an essential strategy in real-time centralized Volt/Var control to improve the hosting environment for a high level of PV. Bidirectional communication channels allow collecting watts, vars, and volts measurements to monitor and schedule PV production. A centralized reactive power compensation was proposed to regulate the voltage and reduce the power losses in the distribution networks using PV [92]. The proposed algorithm maintains the system requirements and helps to minimize the expected total cost of energy. Utilizing battery energy storage units for voltage regulating and peak load shaving in conjunction with DGs is suggested [93]. In addition, the system could be improved by minimizing the degradation of the battery units because the lifetime of batteries varies greatly depending on usage conditions. Yeh et al. [13] examined a multi-objective optimization problem to minimize the voltage variation and power losses in distribution networks. They proposed using adaptive weights for each objective function due to the difficulty of solving the multi-objective optimization problem. Unlike the transmission system, controlling the voltage in the distribution networks
is directly influenced by the complex power due to the presence of large R/X ratios in the
distribution feeders. Therefore, adaptive real power capping was proposed for fair overvoltage
mitigation when using a high penetration PV system [14]. A real power capping method
(RPCM) is a combination of active power curtailment and reactive power management. Also,
it considers the fair sharing of real power capping among the customers for voltage regulation.
A stochastic reactive power management was considered to deal with renewable-based DG
time-variability [24]. An online convex optimization was implemented to deal with the
stochasticity of the DGs and loads. The cost of reactive power compensation was considered
when regulating the voltage. Model predictive control (MPC)-based Volt/Var was applied to
schedule the OLTC position, capacitor status, and output reactive power of the DG, depending
on the forecast of the load, temperature, and clouds over the prediction horizon [16].

The control strategies so far have not considered the impact of Volt/Var on the
reliability of PV inverter switches, which are the key elements in reactive power compensation.
Compared to other components, inverter failures are the major cause of PV system outages
according to a survey in [46]. The lifetime of PV inverters is influenced by cyclic temperature
variations due to loading and ambient conditions [94]. Consequently, overusing PV inverters
to exchange reactive power with the grid causes additional losses in the inverter switches,
resulting in junction temperature increases, thus leading to a faster depreciation of the devices
[20]. Therefore, junction temperature, which is associated with device losses, can be an integral
part of a DER-based distribution system control strategy that considers the impact of inverter
use on its lifetime and reliability.

In this chapter, a voltage control strategy is presented that includes solving for the
optimal power flow to minimize both distribution system losses and the additional losses in
inverters switches caused by reactive power compensation. The main advantage of considering PV inverter use through inverter switching loss minimization is to reduce the thermal stress on the inverter’s switches. This allows for optimal reactive power allocation among DGs because DG owners are not compensated for their inverter overutilization. The proposed strategy considers scheduling the output of the PV active power for a specific period of time. This time period is based on loads and the solar radiation forecast to conform with the advanced metering infrastructure (AMI) which is designed to send and receive periodic signals every 15 min. If voltage violations on one or more nodes are predicted, an optimal power flow solver is applied to allocate the reactive power among the DGs. Scheduling output real power for DGs is crucial for the economic dispatch of the distribution power system.

4.2 System Model

4.2.1 Distribution Network Model

In the main substation, several distribution feeders are connected to the lower voltage bus, and each feeder has multiple nodes to connect laterals through the secondary distribution transformers. In this study, a main distribution feeder with \( n \) number of nodes was employed, as shown in Fig. 4.1. To solve for the power flow, a well recognized power solver DistFlow was used \[95\]. The power flow equations are as follows:

\[
P_{t-1} = P_i + r_i \frac{P_i^2 + Q_i^2}{V_i^2} - P_{Lt} + P_{DG_i} \tag{4.2}
\]
\[ Q_{i-1} = Q_i + x_i \frac{P_i^2 + Q_i^2}{V_i^2} - Q_{Li} + Q_{DG_i} \]  \hspace{1cm} (4.3)

\[ V_{i-1}^2 = V_i^2 + 2(r_i P_i + x_i Q_i) + (r_i^2 + x_i^2) \frac{P_i^2 + Q_i^2}{V_i^2} \]  \hspace{1cm} (4.4)

where \( P_{DG_i} \) and \( P_{Li} \) are the active power generation and load, respectively; \( Q_{DG_i} \) and \( Q_{Li} \) are the reactive power generation and load, respectively; and \( V_i \) is the voltage magnitude at node \( i \).

The feeder section between nodes \( i \) and \( i + 1 \) is represented by the impedance of \( r_i + jx_i \), and the complex power flow between these nodes is expressed as \( P_i + jQ_i \).

After updating the voltage magnitude for all nodes and the complex power flow for all feeder sections, a forward sweep update is used to calculate the same variables but in the opposite direction, as follows:

\[ P_{i+1} = P_i - r_i \frac{P_i^2 + Q_i^2}{V_i^2} - P_{Li} + P_{DG_i} \]  \hspace{1cm} (4.5)

\[ Q_{i+1} = Q_i - x_i \frac{P_i^2 + Q_i^2}{V_i^2} - Q_{Li} + Q_{DG_i} \]  \hspace{1cm} (4.6)

\[ V_{i+1}^2 = V_i^2 - 2(r_i P_i + x_i Q_i) + (r_i^2 + x_i^2) \frac{P_i^2 + Q_i^2}{V_i^2} \]  \hspace{1cm} (4.7)

Figure 4.1. Schematic diagram of a radial distribution feeder with \( n \) nodes.
The purpose of this study is to regulate the voltage throughout the distribution network by managing the reactive power output of DGs. Minimizing the total power loss along the distribution feeder is one of the operating goals in the Volt/Var control strategy, which balances the economic and security objectives. The total power losses \( P_{\text{Loss}} \) in the distribution network is given by

\[
P_{\text{Loss}} = \sum_{i=1}^{n} r_i \left( \frac{P_i^2 + Q_i^2}{V_i^2} \right).
\]  

\( (4.8) \)

### 4.2.2 Distributed PV Model

Distributed PV inverters are usually designed to generate the maximum active power with a unity power factor under normal conditions with maximum power point tracking (MPPT). However, the PV inverter controller provides a flexible capability to control the output real power by curtailing the active power or exchanging reactive power with the grid. The PV inverter output power is limited by the rated apparent power \( S_{DG} \) as shown in Fig. 4.2. Therefore, the available reactive power capacity \( Q_{DG,\text{max}} \) can be found as
\[ Q_{DG,\text{max}} = \pm \sqrt{S_{DG}^2 - P_{DG}^2}. \]  \hspace{1cm} (4.9)

One of the main goals of this research is to incorporate the thermal model of the PV inverter to estimate the additional losses in PV inverter switches that result from voltage regulation. The power losses in the power electronic devices are affected by the thermal impedance between the PV inverter temperature nodes and the ambient temperature. The thermal model of a PV inverter is explained in Section 2.2.

The additional inverter power losses related to supplying reactive power \((P_{\text{loss,DG}(Q)})\) can be found as follows

\[ P_{\text{loss,DG}(Q)} = P_{\text{loss,DG}(P,Q)} - P_{\text{loss,DG}(P)} \]  \hspace{1cm} (4.10)

where \(P_{\text{loss,DG}(P,Q)}\) is total power losses in the inverter switches with active and reactive power supply, and \(P_{\text{loss,DG}(P)}\) is total power losses in inverter switches with only active power supply.

### 4.3 Control Strategy

The central control unit that is the distribution system operator (DSO) in this work is located at the main substation. It monitors the demand, DG production, and voltages throughout the network. To gain the maximum advantage from the available measurements and communication using the centralized Volt/Var control strategy in case of voltage violation, power flow analysis must be performed to optimize the control variables in the distribution control. Fig. 4.3 shows the proposed Volt/Var control architecture in distribution networks. Depending on cyber and control resources, the DSO performed power flow based on the scheduled output power of the DG and the load forecast for each contiguous 15-minute
segment to monitor the system. If voltage violation occurred in the distribution feeder, solving for optimal power flow optimization for reactive power allocation among DGs will be initiated.

A primary goal of this research is to incorporate the thermal model of the PV inverter to estimate the additional inverter power losses related to supplying reactive power \( P_{\text{loss,DG}(Q)} \), which can be found as follows

\[
P_{\text{loss,DG}(Q)} = P_{\text{loss,DG}(P,Q)} - P_{\text{loss,DG}(P)}
\]

(4.11)

where \( P_{\text{loss,DG}(P,Q)} \) is the total power losses in the inverter switches with the active and reactive power supply, and \( P_{\text{loss,DG}(P)} \) is the total power losses in the inverter switches with only the active power supply.

Multiple solutions exist that mitigate the voltage rise issue by using \( Q_{DG} \) available capacities [96]. In this research, the objective function is defined to minimize the distribution feeder power losses and any additional losses in the PV inverter switches that result from voltage regulation. The objective function can be expressed as follows:

\[
\text{minimize} \sum_{i=1}^{n} P_{\text{loss,add}(Q)}(i) + P_{\text{Loss}}(i)
\]

(4.12)
subject to \( (4.2)-(4.11) \)

\[
V_{\text{min}} \leq V_i \leq V_{\text{max}}
\]

\[
Q_{DG,i,\text{min}} \leq Q_{DG,i} \leq Q_{DG,i,\text{max}}.
\]

This problem can be solved using the particle swarm optimization (PSO) method. PSO is a nondeterministic, population-based optimization introduced by Kennedy and Eberhart [97]. The PSO method has been widely used in power system studies to allocate optimal control settings, particularly in Volt/Var control strategies [98]–[100]. To investigate the effectiveness of PSO in reactive power optimization and power loss minimization, it has been successfully applied to various distribution and transmission systems [101].

PSO works by initiating random particles \((x_i)\) within the search space. Then, each particle is evaluated by the objective function. PSO searches for the best candidate that allows the global minimum \((g_{best})\). In each iteration, particles modify their values or position and move toward \(g_{best}\), as expressed by

\[
v_{i+1} = wv_i + c_1r_1 (P_{best} - x_i) + c_2r_2 (g_{best} - x_i)
\]

\[
x_{i+1} = x_i + v_{i+1}
\]

where \(v_{i+1}\) and \(x_{i+1}\) are the new iteration velocity and position of the particles, respectively; \(w\) is the inertia weight; \(r_1\) and \(r_2\) are random numbers between 0 and 1; and \(c_1\) and \(c_2\) are correction factors. In each iteration, PSO seeks to find a candidate that allows \(g_{best}\) and its update \(P_{best}\) for each particle that allows the best personal solution. This will continue until a termination condition is met.
4.4 Simulation Results

4.4.1 Volt/Var Control Results

To investigate the effectiveness of the proposed control strategy, a medium-voltage (MV) distribution feeder based on a 33-bus system was considered as the test system [95]. The test system was modified to include only nodes from 1 to 18, with the same peak load and feeder impedance in the original network, as shown in Fig. 4.4. In practice, loads and distributed PV systems are connected to low-voltage distribution laterals. However, the scope of this study is to investigate the impact of high PV penetration on the main distribution feeders. Therefore, distributed PVs and loads were aggregated and connected to each node through 12.6 kV/0.24 kV three-phase transformers. The peak load of this feeder was 3.4 MW, which occurred in the summer; the PV penetration was assumed to be 100%, according to the summer peak. The aggregated inverter capacity (per node) was 200kVA, which included 62 PV units at each node.

Figure 4.4. 18-node test system.
To evaluate the proposed Volt/Var control strategy as well as the reliability of the PV inverters over a long time span, yearly mission profiles of the solar irradiance, ambient temperature, and loads were considered in the case study. The solar irradiance and ambient temperature data (15-min resolution) remained the same as described in Section 2.3. The scaled load profile was extracted from the Residential Energy Consumption Survey (RECS) for residential loads, collected by the U.S. Department of Energy (DOE) [102], as shown in Fig. 4.5. The scaled load profile can be multiplied by the peak power of each node to obtain the load. All yearly mission profiles are from Phoenix, Arizona, collected in 2011, for the entire year. In the analysis, the same PV production and load profile were applied to all distribution feeder nodes.

To incorporate the thermal model of PV inverter in the proposed control strategy, a three-phase inverter module from a leading manufacturer was selected. The electrical and

![Figure 4.5. Scaled load profile (15 minute per sample).](attachment:image)
thermal parameters of the PV inverter are given in Table 2.2. The steps of calculating the losses and the junction temperature in the inverter were explained in detail in Chapter 2.

In this work, three cases were considered:

- Case 1: Without Volt/Var from DGs.
- Case 2: With Volt/Var from DGs, considering minimizing feeder losses.
- Case 3: With Volt/Var from DGs, considering minimizing feeder losses and additional inverter losses.

The annual voltage profiles of node 18, which is located at the end of the feeder, was obtained from the load flow simulation of the network with and without Volt/Var control; the results are shown in Fig. 4.6. The time step of the annual voltage profiles is 15 min, resulting in 35,040 readings. The voltage rises above the permissible value of 1.05 p.u. in 2,977 readings, mainly in the fall and spring, because PV production is greater than the local demand due to a lower load consumption, as observed in the zoomed plot in Fig. 4.6. In addition, the voltage fluctuation due to the intermittent nature of solar energy is evident, which emphasizes the importance of short-term scheduling. When any voltage violation is detected, the centralized Volt/Var control is enabled to regulate the most critical node voltage. Both the conventional (Case 2) and the proposed (Case 3) Volt/Var control strategies were capable of maintaining the voltage within limits by scheduling the available capacity of $Q_{DG}$ based on the optimal power flow solution every 15 min.

To analyze the impact of the Volt/Var control on the thermal performance of the PV inverter and the distribution network, a modified boxplot introduced by Tukey [103] was used to visualize the results of 2977 samples in which voltage violations were observed. The
absolute magnitude of the reactive power compensation by DGs ($|Q_{DG}|$) at each individual node is displayed in Fig. 4.7. The Volt/Var control strategy in Case 2 results in an excessive reactive power supply, especially in DGs at nodes 2, 7, 8, 13, 14, 17, and 18, where the median $|Q_{DG}|$ values are above 100 kVar. Overusing PV inverters results in additional losses in the inverter switches. This exposes the switches to a high temperature (Fig. 4.8), compared with Case 1, where no Volt/Var control is applied. Therefore, minimizing the additional losses in PV inverters due to reactive power compensation is considered in the proposed Volt/Var control strategy (Case 3) to offset the temperature rise in the objective function. The reactive power allocation is more equally spread across the distribution network in Case 3, as observed in Fig. 4.7. Even though, there are some instances when DGs supply their maximum available reactive power capacity depending on the loading conditions, the median $|Q_{DG}|$ values were significantly reduced for all DGs except node 18. Consequently, PV inverters switches operated at lower $T_j$ values in most events, compared with Case 2, as shown in Fig. 4.8.
Table 4.1 lists the average daily losses of PV inverters and the distribution feeder for the three cases in the given mission profile. Clearly, the application of both Volt/Var control strategies resulted in increased energy losses of the inverters and the network. The proposed control led to reduce daily energy losses of PV inverters by 20 kWh compared with the conventional strategy in Case 2. However, this came at the cost of a slightly higher distribution.

Figure 4.7. Modified boxplot for the reactive power support by PV inverter for different control methods. The whiskers are extended to cover the minimum and maximum values.
of losses. It can be seen as a compromise between improved reactive power allocation and energy losses in the distribution network.

<table>
<thead>
<tr>
<th></th>
<th>Case 1</th>
<th>Case 2</th>
<th>Case 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average daily feeder losses</td>
<td>381</td>
<td>396</td>
<td>398</td>
</tr>
<tr>
<td>(kWh)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average daily PV inverter</td>
<td>253</td>
<td>277</td>
<td>257</td>
</tr>
<tr>
<td>losses (kWh)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 4.8. Modified boxplot for the junction temperature ($T_j$) of IGBT devices in PV inverters for different control methods.
4.4.2 Reliability Analysis

After obtaining the annual thermal profile of IGBTs for the PV inverters, the rainflow algorithm was applied to extract the values for $\Delta T_j$ and $T_m$ in the temperature cycles to be used in the damage analysis. The distribution of the extracted temperature cycles from rainflow counting for the PV inverters at node 2 in Cases 2 and 3 are shown in Fig. 4.9. It can be observed from Fig. 4.9(b) that there is a lower number of $\Delta T_j$ cycles in the range from 60°C to 90°C and a lower number of $T_m$ cycles in the range from 80°C to 110°C for Case 3 compared to Case 2.

The number of cycles to fail was determined by the Coffin-Manson-Arrhenius model for each cycle. Consequently, the total damage to the inverter switches can be calculated.

![Figure 4.9](image_url)  
Figure 4.9. Temperature cycle-counting results from the rainflow algorithm for IGBT devices in PV inverters at node 2 for Cases 2 and 3: (a) mean junction temperature ($T_m$), and (b) junction temperature cycle amplitude ($\Delta T_j$).
according to the Palmgren-Miner rule. Fig. 4.10 shows the total damage of all inverter switches in the thermal loading profiles for the three cases. In Case 1, all inverters had the same total damage because they shared the same PV production profile, and Volt/Var control was not considered. Case 2 exhibits the highest damage due to the rise in the thermal stress of the devices, which resulted from an excessive reactive power compensation by PV inverters. The results show that the damage percentage of all inverter devices decreased with the proposed Volt/Var control in Case 3. Inverters at nodes 2 to 15 benefited the most, as their damage percentages dropped by more than half compared to Case 2. This is a consequence of considering PV inverter losses in the optimization, which eventually led to relieve the thermal stress of the inverter switches. The analysis of determining accumulated damage of Inverter switches can be used in estimating the real cost of reactive power compensation using DGs,

Figure 4.10. Accumulated damage of IGBT devices in PV inverters for different control methods (cases).
which can help power system planners when choosing between conventional devices and DGs to regulate the voltage in distribution networks.

### 4.5 Contribution

- A Volt/Var control strategy in distribution networks was proposed.
- The strategy aims to minimize both distribution system losses and overutilization of inverters caused by Volt/Var control by optimizing reactive power allocation among DGs.
- The main advantage of considering PV inverter utilization through inverter switching loss minimization is to relieve the thermal stress of the inverter switches.
- An electrothermal inverter was used to analyze the impact of reactive power compensation on the thermal performance of power electronic switches.
- A radial distribution feeder with PV penetration was employed as a test system to analyze the proposed control strategy for long-term mission profiles.
- Reliability analysis was conducted to determine the total damage inverters switches in the obtained thermal profile.

### 4.6 Conclusion

This chapter presents a Volt/Var control strategy by scheduling the available reactive power capacity of PV inverters to mitigate the voltage rise in distribution systems in a centralized manner. The control strategy considers minimizing the additional losses in the PV inverter switches caused by the reactive power supply as well as minimizing distribution
network losses. Yearly mission profiles of solar irradiance, ambient temperature, and load were considered to evaluate the effectiveness of the proposed method. The reported simulation results clearly show that the proposed control is capable of maintaining the voltage within the limit, while it results in improving the reactive power allocation among the PV inverters and lowering the power losses in the inverter switches, and consequently, relieving the thermal stress.

The rainflow counting algorithm was applied to the thermal profile to extract temperature cycles to investigate the impact of temperature variations on switch lifetime. The results from the reliability-based fatigue model reveal that the damage to the inverter switches can be significantly decreased when limiting the reactive power supply in Volt/Var control.
5 Reactive Power Management in Distribution Networks with Intermittent Renewables

5.1 Introduction

The fast-growing capacity of distributed generation (DG) has led to new operational challenges in both distribution networks and the bulk power system. Conventional voltage regulation devices, such as load tap changers (LTCs) and capacitor banks, are not sufficient to deal with high-voltage variation due to the intermittent output of renewable energy sources (RES)-based DGs. In addition, at high levels of DG penetration, overvoltage caused by a reverse power flow could occur in the distribution network. The role of DG lies in replacing conventional generation, which is currently the main source of the reactive power reserve in the system. DG can provide reactive power during an emergency to secure the system.

Different voltage control methods in the presence of high RES-DGs have been proposed to deal with the voltage rise issue. Conventional voltage regulation devices and a synchronous generator have been combined to control voltages throughout the distribution network [83]. A reconfigurable distribution network can mitigate voltage rise [15], [104], [105]. To facilitate a large increase in DG penetration, a power electronics converter with reactive power compensation has been implemented and evaluated as an alternative to using the normally open point [106]. Structural changes in distribution networks are very effective solutions for overvoltage prevention and accommodate higher levels of PV penetration. However, technical and cost-related issues could impact end consumers as well as utility companies.
A smart PV inverter that has an exchanging reactive power capability with the grid can provide flexible voltage control and cut the cost of upgrading the network. Some local voltage control strategies rely only on the measurement at the point of common coupling with the grid [107]–[109]. Droop-based control is the most common in decentralized approaches [22], [110]–[112]. The droop-based methods are designed to mimic the synchronous generator excitation control system by updating the set point of the reactive power in the event of voltage deviation. Despite the simplicity of applying droop control in decentralized architecture, it suffers from poor performance in low-voltage distribution due to voltage dependency on both active and reactive power as well as distribution feeder impedance [113]. In the case of voltage rise at the end of the feeder, a larger amount of reactive power could flow to regulate the voltage, causing higher losses in the distribution network. Thus, several decentralized Volt/Var control methods have been proposed to improve reactive power sharing among DGs. Tuning the droop coefficients of each DG based on the sensitivity of the voltage magnitude with respect to the injected power has been proposed [19]. This method requires historical data about DGs and load to optimize the amount of reactive power. An adaptive, decentralized droop control has been presented to improve reactive power sharing among DGs [114].

As overvoltage issues in distribution networks are caused by back-feeding active power to the grid, limiting DG power production is a highly effective approach to prevent voltage rise above the permissible limit [19]. The droop-based control can be extended to active power curtailment applications for overvoltage prevention [115]. But when there are several DGs distributed along the feeder, DGs at the end of the feeder would exclusively participate in active power curtailment to mitigate voltage regulation problems. Therefore, the DGs at the end could be affected by unfair participation, such that they lose the benefits of active power
curtailment. Therefore, feeder and power flow characteristics must be considered to improve sharing among DGs and guarantee fair participation in energy management strategies [14], [91].

Centralized control schemes for voltage regulation rely on the availability of bidirectional communication channels to collect measurements and dispatch control commands at regular time intervals [16]. Various centralized approaches have been proposed to address the voltage rise issue in distribution networks with a high penetration of PV systems [18], [116]. In general, centralized schemes aim to minimize power losses over distribution feeders by optimizing control variables so that voltage is maintained within the permissible limit [24], [116]–[118]. MPC has been applied to correct voltage violations by applying optimal changes to the control variables, which are the active and reactive power of DGs [23]. Multi-objective optimization has been performed to minimize both power losses and voltage change along distribution feeders [13], [16]. Despite their efficient performance, online centralized control strategies require fast and robust communication between the DSO and a large number of DGs, which limits the real-time implementation.

Combining local and central schemes extends naturally to controlling applications in distribution networks with high PV penetration. The central control collects measurements of the load demand and DG production to assess the voltage conditions and compute an optimal schedule of DG output reactive power. The schedule is sent to the DGs at every specific time interval. To deal with PV production changes due to cloud movement between consecutive optimizations, the central control can optimize the local controllers’ parameters, which can adjust the reactive power output in response to voltage variations at the PCC. To achieve near-optimal local control tuning, accurate solar radiation prediction for the time interval is
essential. Weckx et al. [119] suggest using the short-term forecast to reduce the forecast error due to clouds. The MPC-based voltage control strategy was proposed to overcome distribution model inaccuracies and forecast errors [120]. However, it requires real-time communication to adjust the droop parameters of the local controllers to keep voltages within their limits and balance the contribution of the DGs. To tune the local controllers’ parameters, Chistyakov et al. [121] considered the minimum and maximum active power forecast for a given period.

This chapter focuses on optimizing local controllers’ parameters to minimize corrective control actions by the local controllers, to keep voltages within allowable limits, considering the uncertainty of PV production. A scenario-based optimization approach was proposed to cover the possible number of potential scenarios to optimize reactive power allocation among DGs. The Monte Carlo simulation (MCS) was used to generate scenarios for PV output based on the stochastic model of PV systems. The scenario reduction algorithm was applied to reduce the number of scenarios to a manageable quantity, thereby reducing the computational complexity. The impact of the proposed Volt/Var control strategy on the thermal performance of the PV inverters was analyzed. Reliability evaluation of power electronics devices in PV inverters was carried out.

5.2 System Operation and Control

Optimally operating DGs is an efficient way to overcome voltage violations in the distribution networks, which are caused by a high level of active power back-feeding to the grid. Fig. 5.1 shows the distribution control architecture. The main control unit periodically collects measurements and computes the optimal set points of DG reactive power. However, during the time period between consecutive optimizations, system conditions can change.
rapidly due to cloud movements or disturbances. Therefore, it may be necessary to operate DGs suboptimally to adapt to changing system conditions. This necessitates having local controllers that can provide a faster response to rapid changes in PV productions. The parameters of the local controllers are optimized such that they minimize the corrective actions, which deviate from scheduled set points. In this work, the control variables are the reactive power output of the DGs. The main controller unit submits the schedule of the local controllers’ parameters and the optimal set points to the DGs.

5.2.1 Local Control

Droop techniques are commonly implemented in local control applications [111], [112], [114]. In Volt/Var control, the DG reactive power is determined according to the linear droop characteristic, as shown in Fig. 5.2. If the voltage stays in the dead band [0.95, 1.05], the droop control would not be activated, which means the reactive power set point would not change. The local controller would switch to the droop mode if the measured voltage deviated from the dead band. For instance, if the measured voltage at the DG terminal is greater than
the maximum allowable voltage, the DG acts as an inductive load by consuming reactive power to bring the voltage inside the limit.

The reference reactive power can be calculated as

$$q^* = -m(V^{Meas} - V_{\text{limit}}^{\text{max}})$$  \hspace{1cm} (5.1)

where $V^{Meas}$ is the measured voltage at the PCC, $V_{\text{limit}}^{\text{max}}$ is the maximum allowable limit (which equals 1.05 p.u. in this work), and $m$ is the V-Q droop coefficient. The droop control is implemented along with the inverter current controller to generate the reactive power reference, as shown in Fig. 5.3. The reactive power reference is processed by the current controller, as explained in Chapter 2.
5.2.2 Centralized Control

The main objectives of centralized control are to monitor node voltage throughout distribution networks and assign corrective actions to DGs in the case of voltage violations. As voltage regulation in this strategy is done by controlling the reactive power generation in relation to the grid, it is important to minimize the cost of the control.

**Level 1: Loss Minimization:** The centralized control unit computes the optimal reactive power set points of DGs for the next hour. The multi-objective function for minimizing inverter losses and distribution loss is provided in Chapter 4.

**Level 2: Local Controller Optimizations:** This section discusses how to plan reactive power control to regulate the voltage through the distribution feeder. The DSO optimizes the tuning of the local parameters. The main objective is to minimize the change in the local control variables, while maintaining voltages within the permissible limit, which can be expressed as follows:

$$\min \sum_{i=1}^{j} |\Delta Q_{DG,j}|^2$$

(5.2)

*Subject to*

$$\Delta Q_{DG,j} = Q_{DG,j}^{cor} - Q_{DG,j}^{set}$$

(5.3)

$$Q_{DG,j} = \sqrt{S_{DG,j}^2 - P_{DG,j}^2}$$

(5.4)

$$|V_i|^{reg} = |V_i|^{base} + S_{VQ} \Delta Q_{DG,j}$$

(5.5)

$$V_{min} \leq |V_i|^{reg} \leq V_{max}$$

(5.6)
where \( Q_{DG,i}^{cor} \) is the required reactive to regulate the voltage, \( Q_{DG,i}^{set} \) is the set point of the reactive power, \( |V_i|^{base} \) is the base voltage before voltage regulation, \( |V_i|^{reg} \) is the regulated voltage, and \( S_{VQ} \) is the sensitivity factor, which represents the influence of the exchanged reactive power at node \( j \) on the voltage at node \( i \).

5.3 Voltage Sensitivity Analysis

The development of a voltage regulation strategy in distribution networks is a challenging task because node voltage is governed by nonlinear equations, which require an iterative power flow solver. The backward-forward, sweep-based power flow is the most popular method for calculating the amplitude of voltages along the distribution feeder. Voltage sensitivity analysis can be incorporated to optimize allocating corrective actions if voltage violations occur. The influence of DG output power on distribution voltages can be represented by the voltage sensitivity factors. Weckx and Driesen propose a statistical model based on historical smart meter data to calculate the voltage sensitivity factors [122]. The perturb-and-observe method is an alternate approach for determining the voltage sensitivity factors; it involves monitoring the voltage changes \( \Delta V \) caused by incremental DG output power adjustments [123]. Hence, each DG can update its voltage sensitivity factor based on local measurements. A control scheme based on MPC has been proposed to compensate for not using voltage sensitivity factors [23]. This method involves solving multi-time step optimization to predict voltage evolution when control actions are applied.

Linearized power flow equations have been used to drive an expression for the voltage variation with respect to reactive power variations in distribution networks [13]. A voltage control approach based on voltage sensitivity analysis has also been proposed [124].
Consider a distribution feeder section, as shown in Fig. 5.4, that connects nodes $i$ and $j$. By eliminating the nonlinear term in (4.7) that represents the losses, the voltage expression at node $j$ and power flow equations can be simplified as follows:

\[ V_j = V_i - \Delta V_{ij} \approx V_i - \frac{R_i P_i + X_i Q_i}{V_j} \quad (5.7) \]

\[ P_j = P_i + P_{DG,j} - P_{L,j} \quad (5.8) \]

\[ Q_j = Q_i + Q_{DG,j} - Q_{L,j} \quad (5.9) \]

where $V_i$ and $V_j$ are the voltages at nodes $i$ and $j$, respectively; $R_i$ and $X_i$ are the resistance and reactance of the feeder section $i$, respectively; $P_i$ and $Q_i$ are the active and reactive power flow in the feeder section $i$, respectively; $P_{DG,j}$ and $Q_{DG,j}$ are the active and reactive power generation at node $j$, respectively; and $P_{L,j}$ and $Q_{L,j}$ are the active and reactive power load at node $j$, respectively.

The OLTC at the substation operates to hold constant voltage; therefore, the only variables that can control the node voltages along the distribution feeder are the active and reactive power flow. The active and reactive power load profiles are assumed to be known. The output active ($P_{DG}$) and reactive ($Q_{DG}$) power of DGs are the control variables in this

![Schematic diagram of a distribution feeder.](image-url)
strategy. The voltage variation with respect to active and reactive power DG variation can be expressed as follows [125]:

\[
\begin{bmatrix}
\Delta V_1 \\
\vdots \\
\Delta V_n \\
\end{bmatrix} = \begin{bmatrix}
\frac{\partial V_1}{\partial P_{DG1}} & \cdots & \frac{\partial V_1}{\partial P_{DGn}} \\
\vdots & \ddots & \vdots \\
\frac{\partial V_n}{\partial P_{DG1}} & \cdots & \frac{\partial V_n}{\partial P_{DGn}} \\
\end{bmatrix} \begin{bmatrix}
\Delta P_{DG1} \\
\vdots \\
\Delta P_{DGn} \\
\end{bmatrix} + \begin{bmatrix}
\frac{\partial V_1}{\partial Q_{DG1}} & \cdots & \frac{\partial V_1}{\partial Q_{DGn}} \\
\vdots & \ddots & \vdots \\
\frac{\partial V_n}{\partial Q_{DG1}} & \cdots & \frac{\partial V_n}{\partial Q_{DGn}} \\
\end{bmatrix} \begin{bmatrix}
\Delta Q_{DG1} \\
\vdots \\
\Delta Q_{DGn} \\
\end{bmatrix} 
\] (5.10)

The partial derivative (terms \(\frac{\partial V}{\partial P_{DG}}\) and \(\frac{\partial V}{\partial Q_{DG}}\)) represents the voltage sensitivity factor, which can be obtained using

\[
\frac{\partial V_i}{\partial P_{DGj}} = - \frac{1}{V_1} \sum_{i=0}^{n} R_i 
\] (5.11)

\[
\frac{\partial V_j}{\partial Q_{DGj}} = - \frac{1}{V_1} \sum_{i=0}^{n} X_i 
\] (5.12)

where \(V_1\) is the rated voltage at node 1. The sum of feeder section impedances represents the path between node \(j\) and the medium voltage bus at the main substation. This relation is not valid in low-voltage (LV) distribution feeders because of the high R/X ratio.

### 5.4 Stochastic Optimization

#### 5.4.1 PV Stochastic Model

On cloudy days, solar irradiance is intermittent, creating a need for a stochastic model to simulate PV outputs. The stochastic model is a simulation-based technique to describe the nondeterministic behavior of systems [126]. The beta distribution function is used to generate simulation scenarios. When the certain prediction value is \(P_{pred}\), the occurrence of the PV output active power value \(y\) can be modeled by the beta function, as follows [127]:
\[ F_{\text{pred}}(y) = y^{\alpha - 1} \cdot (1 - y)^{\beta - 1} \]  \hspace{1cm} (5.13)

where \( \alpha \) and \( \beta \) are shape parameters. Both \( \alpha \) and \( \beta \) can be expressed as functions of the mean \( (P_{\text{pred}}) \) and its error variance \( (\sigma^2) \), and can be calculated as follows:

\[ P_{\text{pred}} = \frac{\alpha}{\alpha + \beta} \]  \hspace{1cm} (5.14)

\[ \sigma^2 = \frac{\alpha \beta}{(\alpha + \beta)^2 + (\alpha + \beta + 1)}. \]  \hspace{1cm} (5.15)

The Monte Carlo simulation (MCS) is a probabilistic method that is commonly used to predict the behavior of system components and can be used to generate scenarios for PV outputs based on the PV stochastic model.

### 5.4.2 Scenario Reduction

The solution to a stochastic optimization problem requires a proper representation of uncertainty, which can be obtained by generating a set of scenarios. Sampling from historical data or a statistical model is used to create these scenarios. In a highly variable system, a large number of scenarios might be used to cover possible cases that require high computation effort to solve. There often exists a trade-off between the quality of the solution and the computation effort.

Several scenario reduction approaches are proposed for optimization problems under stochastic uncertainty to reduce the computational intensity [128]–[130]. The backward reduction (BR) algorithm, introduced in [131], exploits the probability distance to select/delete scenarios iteratively. The procedures of BR used in this work are presented below:

1) Initialization: Generate \( N \) scenarios, with the initial probability of each scenario equal to \( 1/N \).
2) Compute the Kantorovich distance ($KD$): Construct a $KD$ matrix for all scenarios. The distance $KD_{ij}$ between two scenarios $s_i$ and $s_j$ is defined as

$$KD_{ij} = |s_i - s_j|.$$  

(5.16)

3) Find the nearest scenario: Search for the minimum $KD_{ij}$ for each scenario.

4) Compute the probability ($PKD$) for each pair of scenarios found in step 3:

$$PKD_{ij} = \min|s_i - s_j| * P_i \quad (5.17)$$

where $P_i$ is the probability of scenario $s_i$. Eliminate scenario $s_i$, and add its probability $P_i$ to the probability of the nearest scenario $P_j$.

$$P_j = P_i + P_j. \quad (5.18)$$

5) Construct a new $KD$ matrix after eliminating the scenario in the previous step.

6) Repeat steps 2-4 until the target reduced scenario is found.

5.4.3 Stochastic Optimization

The implementation of stochastic optimization methods provides a means of coping with the intermittent nature of systems models. A scenario-based stochastic optimization is commonly used to explore optimal DG management decisions with respect to DG output uncertainty for different applications in power systems [16], [132]. In this work, a scenario-based stochastic optimization process was used to optimize the local control parameters. The MCS generated a set of scenarios to cover a wide range of possible PV outputs. Scenario reduction was applied to decrease the number of scenarios from $N$ to $n$. The objective function in (5.2) was reformulated as follows:
\[ \min \sum_{s=1}^{n} P_s \left( \sum_{i=1}^{j} |\Delta Q_{DG,i}|^2 \right). \] (5.19)

The problem can be solved using the particle swarm optimization (PSO) method, explained in Chapter 4. The above objective function is solved every hour to schedule \( \Delta Q_{DG} \) which is the reactive power based on measurements and results from the stochastic PV model. Fig. 5.5 shows the flowchart of the calculation process of the optimal local control parameters.

---

**Figure 5.5. Flowchart of optimal local control parameters.**
5.5 Case Study

To validate the proposed strategy and examine its effectiveness, the 18-node, medium-voltage (MV) distribution feeder, displayed in Fig. 4.4, was considered again. The system details and PV generation location and capacity remained the same as described in Section 4.4. The case study used 1-min resolution irradiance and ambient temperature data provided by NREL in [66], whereas the load profile was developed based on the DOE residential load model in [102]. The mission profiles of PV production, ambient temperature, and load profiles are shown in Figs. 5.6, 5.7, and 5.8, respectively. The scaled profiles are multiplied by the peak power to obtain the load and PV production for each node. All yearly mission profiles are from Phoenix, Arizona, collected in 2011, for the entire year. In the analysis, the same PV production and load profile were applied to all distribution feeder nodes.

Figure 5.6. Scaled PV active profile (1 minute per sample).
5.5.1 Volt/Var Control Results

In this section, time series simulations were used to evaluate the performance of four Volt/Var control strategies:

- Case 1: Base case without Volt/Var control by DG.
• Case 2: Static central control method.
• Case 3: Online central control method.
• Case 4: Combined control method.

In Case 1, no reactive power support from DGs was considered. PV units operate with MPPT at unity power factor. The voltage of node 1 at the substation was assumed to be constant and set to 1 p.u. Power flow solver was used to calculate voltage values throughout the distribution network for the given mission profile. The annual voltage profile of node 18, which is located at the end of the feeder is shown in Fig. 5.9. The voltage rises above the permissible values of 1.05 p.u. in 43,650 readings in the given mission profiles because PV production is greater than the local demand due to a lower load consumption.

In Case 2, the DSO collects measurements throughout the distribution network to monitor voltages throughout the network. When any voltage violation is predicted in the next hour, the static central optimization in (4.11) is used to define the reactive power set point of

![Figure 5.9. Voltage profile at node 18 (Case 1).](image)
the DGs, to mitigate overvoltage issues. Fig 5.10 shows the empirical cumulative distribution function (CDF) curves of the maximum voltage magnitudes at node 18. It can be observed that the Volt/Var control strategy in Case 2 reduced the probability of voltage violations by 45% compared to Case 1. On clear days, the static central control could accurately predict PV production and schedule the reactive power set point of PVs to correct the voltage rise issue, as shown in Fig. 5.11. The static central control performance was sufficient in this case. In the presence of clouds, PV production can rapidly change. Therefore, the planned reactive power by the central control scheme might not be sufficient to correct voltage violations, as is evident in the voltage profile of Nov. 20.

In Case 3, the online central control includes a two-stage strategy for managing DG reactive power. The first stage was similar to the control strategy in Case 2. The second stage includes a real-time voltage control to adjust the DGs’ reactive power set points to correct for voltage violation by solving for (5.2). In Figs. 5.10 and 5.12, with online central control, it can
be observed that all voltage violation occurrences were eliminated, and the probability of observing overvoltage events was zero. Despite the superior performance, online central control requires very fast communication between the DSO and a large number of DGs. Also, this strategy involves a high computational effort for solving the optimization problem.
To cope with the voltage fluctuation and reduce the complexity of the online Volt/Var control scheme, the proposed combined control strategy was implemented. The DSO collects measurements throughout the distribution network to optimize the reactive power allocation among the DG units for the next hour. For local controllers’ optimization, a PV stochastic model was used to generate 200 scenarios to represent the prediction error. The generated scenarios were reduced to 20, as discussed in the previous section. The schedule of the local controllers’ parameters was obtained by solving the stochastic optimization problem in (5.19). It is obvious that the voltage profile at node 18 is improved by the introduction of the combined control scheme, as shown in Fig. 5.13.

![Figure 5.13. Voltage profile at node 18 (Case 4).](image-url)
The impact of Volt/Var control strategies on the thermal performance of the PV inverters was analyzed. Fig. 5.14 displays a modified box plot for the absolute magnitude of the aggregated reactive power supply by DGs (|Q_{DG}|) at each node. It includes the results of 43,650 samples, in which voltage violations were observed when not considering Volt/Var control.
control. The reactive power supply by DGs varies depending on the PV and load profiles and their location in the distribution feeder. Clearly, DGs at the end of the feeder provided the most reactive power compensation, mainly close to the locations where voltages rise. The online central control method resulted in a slightly increased reactive power supply at all nodes compared to the static control approach. This is because the real-time control level has the capability to adjust all DGs’ reactive power set points to avoid voltage violations. The additional reactive power exchange results in a higher loss in PV units, which eventually leads to a rise in the junction temperature of the inverter switches, as shown in Fig. 5.15. In the combined control method, the local control level can change the output reactive power set points of DGs, depending on local voltage measurements to maintain voltage within the allowable limit. Based on the analysis, nodes 15, 16, 17, and 18 experienced the most overvoltage issues in the tested profiles. Thus, DGs at these nodes participated in the local voltage control mode by absorbing higher reactive power compared to the real-time control level in Case 3. Consequently, PV inverters switches operate at higher junction temperature values.

The performance of Volt/Var control strategies in the four cases was further analyzed. Compared with the online central approach, the high amount of absorbed reactive power in the combined strategies by the local controllers of end nodes DGs increased the distribution feeder average daily energy loss by 0.2 %, as seen in Table 5.1. On the other hand, the average daily PV inverter losses under the proposed method decreased by 0.4 % compared to the online central method. This is because all DGs can participate in correcting voltage violations in the online central approach, whereas the end nodes exclusively provide the reactive power supply in the case of the combined control method. Both control strategies in Cases 3 and 4 had similar
performances in avoiding voltage violations as evidenced by the fact that the maximum observed voltage through the distribution network was 1.05 p.u.

Figure 5.15. Modified box plot for the junction temperature ($T_j$) of IGBT devices in PV inverters for different control methods.
The rainflow counting method was applied to the thermal profiles to determine the number of cycles present in the thermal loading profiles of the inverter switches in the four cases. The values of $T_m$ and $\Delta T_j$ were extracted to be used in the damage assessment of IGBT switches in PV inverters, as explained in Section 2.2. After obtaining the number of cycles to fail using the Coffin-Manson-Arrhenius model (2.26) for each cycle, the linear damage accumulation, described by the Palmgren-Miner rule, was calculated for all IGBT devices in PV inverters in the given thermal profiles, as shown in Fig. 5.16. When no Volt/Var support from PV inverters was considered in Case 1, all PV inverters devices had the same damage accumulation because they shared the same PV profile. Compared to the static central control (Case 2), the damage was higher in all PV inverters with the implantation of the online central control (Case 3). This is because the additional reactive power supply in the real-time voltage control mode results in raising the junction temperature of the inverter switches. The application of the combined control strategy (Case 4) led to an increase in the damage percentage of inverters devices at the critical nodes 15, 16, 17, and 18, compared to Case 3. This is because the local controller would adjust the reactive power set point if the measured

| Table 5.1. Energy losses of PV inverters and feeder, and maximum voltage violation. |
|---------------------------------|-----------------|---------------|-----------------|-----------------|
|                                 | No control      | Static central control | Online central control | Combined control |
| Average daily feeder losses (kWh) | 376             | 409.2          | 409.8            | 410.5           |
| Average daily PV inverter losses (kWh) | 253             | 261            | 262.2            | 261.5           |
| Max voltage violation (p.u.)     | 1.08            | 1.078          | 1.05             | 1.05            |

### 5.5.2 Reliability Analysis

The rainflow counting method was applied to the thermal profiles to determine the number of cycles present in the thermal loading profiles of the inverters switches in the four cases. The values of $T_m$ and $\Delta T_j$ were extracted to be used in the damage assessment of IGBT switches in PV inverters, as explained in Section 2.2. After obtaining the number of cycles to fail using the Coffin-Manson-Arrhenius model (2.26) for each cycle, the linear damage accumulation, described by the Palmgren-Miner rule, was calculated for all IGBT devices in PV inverters in the given thermal profiles, as shown in Fig. 5.16. When no Volt/Var support from PV inverters was considered in Case 1, all PV inverters devices had the same damage accumulation because they shared the same PV profile. Compared to the static central control (Case 2), the damage was higher in all PV inverters with the implantation of the online central control (Case 3). This is because the additional reactive power supply in the real-time voltage control mode results in raising the junction temperature of the inverter switches. The application of the combined control strategy (Case 4) led to an increase in the damage percentage of inverters devices at the critical nodes 15, 16, 17, and 18, compared to Case 3. This is because the local controller would adjust the reactive power set point if the measured
voltage at the PCC rose above the allowable limit, which primarily occurs in the downstream
distribution network. Therefore, PV inverters connected to the critical nodes operate at higher
temperature values.

In the local control level of the proposed strategy, reactive power allocation was unfair
to customers connected at the end of the feeder because they provided the most reactive power
support to control the voltage. However, considering the low cost of the communication system
and computational effort, the proposed Volt/Var control strategy provides a remedy for
overvoltage issues in distribution networks with high PV penetration.

Figure 5.16. Accumulated damage of IGBT devices in PV inverters for different control
methods.
5.6 Contribution

- A reactive power management strategy in distribution networks was proposed.
- The strategy combines central and local control schemes. The central control collects both loads and DG measurements to optimize the reactive power set point of DG units to keep voltages within allowable limits. In addition, the central control uses a scenario-based approach to minimize corrective control actions by local controllers.
- The main advantage of using a combined control strategy is to operate DGs suboptimally to adapt to changing system conditions, such as cloud movements or disturbances.
- An electrothermal inverter model was used to evaluate the impact of the proposed control strategy on the thermal performance of IGBT devices in PV inverters.
- The rainflow counting method was incorporated to extract the thermal temperature cycles to be used in determining the accumulated damage of IGBT devices in PV inverters.

5.7 Conclusion

Proper reactive power management from DGs can regulate the voltage in distribution networks. The proposed strategy is based on scheduling the reactive power capacity of the DGs at two levels: local and central. The central control receives measurements to optimize the set points of the reactive power DGs. To mitigate the production uncertainties of renewables, a scenario-based approach is used to optimize the local controllers’ parameters. A simulation study was conducted to validate the proposed strategy and examine its effectiveness in
mitigating overvoltage issues over a yearly mission profile. The study investigated the impact of supplying reactive power by PV inverters in the control strategy on the thermal performance of their power electronics devices. The simulation results showed that the proposed strategy is capable of mitigating overvoltage issues. The findings suggest that PV units connected to the end of the feeder provide the most reactive power support in the local control mode.
6 Reactive Power Reserves Management by DGs for Voltage Stability Enhancement: A Case Study

6.1 Introduction

In the classic power system, conventional generators play the main role in automatic voltage regulation in steady-state and transient conditions. This requires maintaining adequate reactive power reserves to prevent voltage collapses throughout power systems. At a high penetration level of distributed PV, a portion of the conventional generation would be displaced, resulting in the loss of the main sources of dynamic reactive power in the transmission networks. Consequently, power systems may become more vulnerable to voltage instability events [133]. To enhance the power system’s capability to eliminate large-scale and long-term blackouts and service outages, distributed PV will be expected to provide ancillary services that are traditionally provided by spinning generators and voltage regulators.

In conventional power systems, OLTCs play the main role in regulating voltages at medium-voltage buses. However, the operation of OLTCs can lead to voltage instability. Following a major disturbance, OLTCs operate to restore the voltage throughout the system. At the same time, over-excitation limiters (OELs) restrict generators’ output reactive power, resulting in progressive voltage collapses due to reactive power shortages [134]. Therefore, the amount of static and dynamic reactive power reserves must be considered when assessing system stability to prevent voltage collapses [135].
The International Council on Large Electric Systems (CIGRE) proposes applying Q-V analysis to determine the minimum required amount of static and dynamic reactive power resources of critical buses, without the operation of OLTC [136]. The Q-V analysis has been well studied in voltage stability studies [137]–[139]. The Western Electricity Coordinating Council (WECC) [136] specifies that time-domain simulation should be considered to depict the performance of OLTCs and OELs after a disturbance. Both static and dynamic methods can be used to control actions and make determinations in relation to transmission and distribution networks.

The impact of distributed PV systems on distribution networks has been well investigated in the literature [13], [14], [16], [91]. These studies mainly focus on the performance of PV systems, with the assumption that the main grid is always strong. However, when distributed PV systems reach a high level of penetration, they can directly affect the steady state and dynamic performance of transmission systems [4]. Therefore, the interaction between the transmission and distribution networks should be considered when analyzing power system operations.

Operating codes in some countries require Volt/Var regulation by PV inverters [12]. Supplying reactive power to local loads can provide support to transmission networks in stressed operating conditions. Reference [140] evaluates the effectiveness of using the available reactive power capability of distributed generators (DGs) to support a weak area in the case of voltage instability events. If reactive power control is needed during a contingency event, supervisory control at the main substation would issue the control signal to the DGs to supply the maximum available reactive power to prevent voltage instability. A centralized voltage control strategy to deal with long-term voltage stability is proposed [2]. The DSO is
responsible for regulating the voltage at local buses. Following a major outage in the transmission network, the DSO will dispatch a reactive power reference to DGs to support the transmission network. This strategy requires coordination between the transmission system operator (TSO) and the DSO to adjust the control logic of the OLTC and perform voltage reduction to prevent progressive voltage collapse. Even though centralized control strategies provide superior performance in supporting the bulk power system, they require rapid communication between system elements.

In this research, long-term voltage instability will be assessed in the presence of high PV penetration. PV inverters have the capability to regulate the voltage at the point of common coupling (PCC) by adjusting their reactive power references using local controllers. Therefore, the inverter can supply reactive power to decrease the reactive power demand from the main grid and support the system after major disturbances. The CIGRE Nordic network is used as a test system. The Q-V analysis and dynamic simulations are carried out using Power System Simulator for Engineering (PSS/E) software. The dynamic model of power system elements will be introduced in detail.

6.2 Voltage Stability Assessment

According to (IEEE)/CIGRE Joint Task Force, the definition of voltage stability is “the ability of a power system to maintain steady voltages at all buses in the system after being subjected to disturbance from a given initial operating condition” [141]. Voltage instability occurs when the power system becomes unable to meet the reactive power demand, which results in progressive and uncontrollable voltage declines. Consequently, the under-voltage load shedding relay responds by tripping a portion of the local load to prevent voltage collapse.
If the protective system action fails to rebalance the load and the power generation, widespread outages might occur.

Voltage stability dynamics may vary within seconds to tens of minutes. Depending on the time response of the acting equipment in voltage problems, voltage stability can be either short-term or long-term, as shown in Fig. 6.1. Slower-acting equipment, such as the OLTC and OEL, play the primary role in long-term voltage stability [142]. This research focuses on long-term voltage stability assessment and enhancement in power systems with a high penetration of distributed PV.

To assess the voltage stability in power systems, two main methods are frequently used. The first method is based on a static power flow analysis. The second method includes a time-domain simulation to describe the dynamic response of power system elements during transient events. Both methods can be used simultaneously because one method can provide inaccurate results, which might cause the power system to be operated in overly conservative or optimistic manners [137].

### 6.2.1 Static Voltage Stability Analysis

Q-V and V-P methodologies are often used to determine the minimum required margin of active and reactive power to serve as voltage stability criteria [136]. Both methodologies are based on static power flow. V-P curves are used to calculate the maximum amount of real power that can be transmitted by a transmission line. On the other hand, the Q-V curve shows the sensitivity of the voltage with respect to the reactive power exchanges at a given bus. Critical outages reduce the margins of the reactive power transfer capability of transmission networks; therefore, reactive power should be studied to avoid voltage collapses.
To determine the reactive power margin requirements in the presence of a high penetration of PV in the power system. The Q-V method is used to calculate the reactive power margin at stressed buses. These buses could either have the lowest voltages or highest voltage deviations after a major power system outage. A simple power system is shown in Fig. 6.2 to

---

Figure 6.1. Time response of acting equipment in major disturbances [148].
explain the Q-V curve calculation. In the base case, an N-0 contingency is assumed, which means that all system elements are connected. Bus 3 is considered when creating the Q-V curve, by applying a fictitious synchronous condenser. This condenser is used to reduce the schedule voltage at Bus 3 in small steps. The output reactive power of the condenser and the voltage were recorded for each step. The voltage collapse point, \( \frac{dQ}{dV} = 0 \), represents the voltage stability limit. In addition, the reactive power margin of Bus 3 is defined by the condenser output Q at the collapse point [134]. Developing the Q-V curve for the most critical contingency is required to assess the reduction of the reactive power margin in this case. Fig. 6.3 shows the Q-V curves at Bus 3 for the base case and the most critical case. The reduction of the reactive power margin at Bus 3 is anticipated in the critical case. If the reactive power resources reached their maximum capability during a voltage emergency, voltage collapses might spread in stressed areas of the power system.
6.2.2 Dynamic Voltage Stability Analysis

The power system consists of many dynamic elements. To observe the response of the system elements during disturbances, a time-domain simulation can be performed. In time-domain simulations for stability studies, the power system is represented by a set of differential algebraic equations (DAE):

\[ 0 = g(x, y, u) \]  
\[ \dot{x} = f(x, y, u) \]  

where \( x, y, \) and \( u \) represent the dynamic state, algebraic, and control variables, respectively. The modeling for long-term voltage stability includes detailed dynamic representations of synchronous generators, excitation systems, OLTCs, aggregated PV systems, and loads.

Figure 6.3. Q-V curves for the base case and N-1 contingency.
6.3 Models in Voltage Stability Analysis

6.3.1 Generator Model

Synchronous machines are represented by two-axis standard models. Hydro and thermal power plants are considered in the case study. GENSAL and GENROU are used to represent hydro and thermal generators respectively [143]. The HYGOV speed governor model is used for all hydro turbines [143].

6.3.2 PV Model

The representation of PV units depends on their size and contribution to the bulk power system. Modeling a large number of distributed PV systems in bulk power system studies is challenging. If the primary interest of the power flow study is to capture the impact of the reactive power support by PV systems, particularly voltage stability, the equivalent aggregated PV model can be used [144]. This PV model is connected to the transmission bus behind the OLTC transformer as well as the equivalent impedance, which represents the impedance of the medium-voltage feeder and secondary network. The WECC-recommended representation of high penetration of PV units in bulk power system studies is shown in Fig. 6.4.

To study the impacts of high PV penetration on voltage stability, the PV model should include converter control dynamic characteristics along with the electrical model. A PV model based on the generic wind turbine model (WT4) is commonly used in large interconnected power system studies and integrated by commercial power system software providers, such as PTI PSS/E, GE PSLF, and Power World Simulator. The second generation of the WT4 model
has been validated by the Renewable Energy Modeling Task Force (REMTF) of the WECC to represent PV systems in large-scale power system studies [144].

WT4 deploys a full converter unit that has the capability of controlling the generator output of active and reactive power. Fig. 6.5 shows the PV model diagram in PSS/E. IrradU1 is the solar radiation data, and it can be entered in table form. PANELU1 is the model of the PV array output power that calculates the maximum power tracking point for a given solar
irradiance value. The converter model consists of two modules: a converter control module (PVEU) and a converter module (PVGU). The converter control module, PVEU, is shown in Fig. 6.6. Decoupled active and reactive power control is used in the PVEU to generate the reactive power current command (Iqcmd) and the active power current command (Ipcmd). The reactive power module can perform various reactive power control strategies by enabling or disabling the power factor flag (PFLG), Volt/Var flag (VARFLG), and reactive power flag (QFLG). For example, if PFLG is set to 1 and VARFLG is set to 0, the PV converter will only perform at a constant power factor. In addition, the reactive power control can be disabled using the QFLG. This allows for flexible reactive power control based on the application.

Figure 6.6. Converter control module (PVEU) diagram in PSS/E [143].
The PVGU diagram is shown in Fig. 6.7. PVGU incorporates two current regulators to emulate the filtered active and reactive power command before the injection point with the grid. The flowchart of active and reactive current logic blocks is provided and explained in detail in [143].

6.3.3 Excitation System Model

The synchronous generator excitation system is responsible for control voltage and reactive power. It provides the major source of dynamic reactive power in the power system. The excitation system includes four subsystems: exciter, exciter regulator, power system stabilizer (PSS), and over-excitation limiter (OEL). Modeling excitation is the most important aspect of the time-domain simulation for the voltage stability assessment because the exciter control allows for a short-term overload capability of the generator to respond to disturbances.
When the excitation exceeds the limit, which is the rated field current, the OEL switches to decrease the field current to its rated value.

### 6.3.4 Transformer On-load Tap Changer Model

The dynamic model includes the mechanism of tap movements to regulate the voltage at the distribution bus. The time delay is used to prevent tap movements during transient events. In a stressed power system, excessive OLTC operations contribute to voltage collapses within the system, because each tap movement requires more reactive power from the generators. This can lead to overloaded generators in the automatic excitation mode. If this occurs, the system becomes unable to meet the reactive power demand and suffers from progressive voltage decay, possibly leading to a voltage instability event. This process usually takes up to several minutes and falls under the category of long-term voltage stability. The OLTC1 model in PSS/E is used to represent the OLTC in dynamic simulations.

### 6.3.5 Load Model

The dynamic response of loads to transient voltage changes is fast. The aggregated loads must represent its dependency on voltage change. Therefore, it is common practice to use exponential load model in dynamics studies [145], which has the following general form:

\[
P = P_0 \left( \frac{V}{V_0} \right)^\alpha \tag{6.3}
\]

\[
Q = Q_0 \left( \frac{V}{V_0} \right)^\beta \tag{6.4}
\]

where \( V_0 \) is the initial voltage, \( \alpha \) and \( \beta \) are load dependent exponents, while \( P_0 \) and \( Q_0 \) are the initial active and reactive powers.
6.4 Grid Control Architecture

In the classical layout of a power system, the short-term scheduling of generations includes two stages. The first stage is to plan the system for the next day, considering system operation constraints, such as planned outages, load forecast, and transmission system limitations. The second stage includes the real-time control, which is responsible for balancing supply and demand, and also monitoring the adequacy of contingency reserves, while recognizing operational system limits. Given the complexity of scheduling a large-scale penetration of highly variable DERs, the adoption of aggregators can be used to group DERs at the connection points to serve as an interface between DERs and the DSO. The DSO controls and monitors the distribution network to avoid operational violations. The DSO is located at the distribution bus of the main substation and can share the total demand and DERs’ capacity as seen by the independent system operator (ISO). Accordingly, the ISO dispatches generation signals based on economic dispatch considerations.

In this work, DERs in the form of PV are considered because their installations take place mostly in the distribution networks. PV systems can exchange reactive power with the grid and provide reactive power reserves to support the grid in contingency conditions. The total PV reactive power reserve in the distribution network at the point of interconnection (POI) with the transmission network can be optimized by the DSO and shared with the ISO. Therefore, the ISO can include the reactive power reserve in the planning and operation of the system.

This research assumed the DERs can provide support to the transmission network by injecting reactive power to the local loads. To prevent voltage instability incidents, the ISO
should assess the adequacy of the reactive power reserves to cover the system demand after major outages, including lines, generators, and Var compensators. Accordingly, contingency analysis in response to North American Electric Reliability Corporation (NERC)/WECC N-1 and N-1-1 criteria must be carried out to identify and rank the most critical buses with the lowest voltage for the selected contingencies [146]. In this study, the Q-V method was applied to assess the reactive power margin required for the critical buses at the collapse point \( dQ/dV = 0 \). In addition, the dynamic simulation was performed to assess the long-term voltage stability. If the results would show that the system is unstable, corrective actions must be implemented to prevent widespread voltage collapse. Fig. 6.8 presents a flowchart of the voltage stability assessment related to scheduling PV generation.

![Voltage stability assessment flowchart](image-url)
6.5 Case Study

To investigate the impact of high PV penetration in the bulk power system, the Nordic network was used as a test system [147]. The test system was modified to integrate a large level of PV penetration, mainly, in the central area, as it is heavily loaded. The 20 kV distribution buses were selected as the location for PV installations. To comply with WECC modeling guidelines in large-scale power flow simulations, aggregated PV systems were represented by equivalent PV generators behind step-down transformers and equivalent feeder impedances, and were connected to medium-voltage buses at transmission substations [144]. Fig. 6.9 shows the modified Nordic32 test system.

6.5.1 Q-V Curve Simulation

The base case starts by lowering the generation output of G15 and G16 by 600 MW because they have the least impact on the central area compared to the remaining generators based on the contingency analysis. The total scheduled PV generation at the selected event was 1300 MW (around 10% of the total generation). In the base case (pre-contingency), the system operated normally, without violations. To screen and locate the most critical outage in the case study, contingency analysis was applied. The loss of G6 was the most critical outage in the central area. Bus 1042 had the most voltage deviation. The reactive power margin of the critical bus was calculated using PSS/E in the five cases, including the base case, as follows:

- Base case (pre-contingency): All elements were in service, and the PV systems operated at unity power factor.
Figure 6.9. Modified Nordic test system.
Case 1: The system operated with the loss of G6, and PV systems operated at unity power factor.

Case 2: The system operated with the loss of G6, and PV systems had dispatchable reactive power reserves ($Q_d^{res}$) of 10% of the installation’s capacity.

Case 3: Similar to Case 2, except $Q_d^{res}$ was 20% of the PV installation’s capacity.

Case 4: Similar to Case 2, except $Q_d^{res}$ was 30% of the PV installation’s capacity.

Table 6.1 lists the details of the PV generation data in the considered cases. The Q-V analysis was performed for the base case and post-contingency cases, as shown in Fig. 6.10. Table 6.2 summarizes the reactive power margin at the critical bus in the considered scenarios.

Figure 6.10. Q-V curves at Bus 1042.
In Case 1, the negative reactive power margin was an indication of voltage instability due to a reactive power deficit in the central area. The voltage stability limit can be improved by providing reactive power from local sources. Q-V curves showed that by leveling up the local reactive power reserves, the reactive power margin increased in the considered cases.

<table>
<thead>
<tr>
<th>PV #</th>
<th>( S_{PV,\text{cap}} ) (MVA)</th>
<th>( P_{PV,\text{gen}} ) (MW)</th>
<th>( Q_{PV,\text{res}} ) (MVar)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Case 2</td>
<td>Case 3</td>
<td>Case 4</td>
</tr>
<tr>
<td>301</td>
<td>200</td>
<td>150</td>
<td>20</td>
</tr>
<tr>
<td>302</td>
<td>150</td>
<td>100</td>
<td>15</td>
</tr>
<tr>
<td>303</td>
<td>60</td>
<td>40</td>
<td>6</td>
</tr>
<tr>
<td>304</td>
<td>250</td>
<td>200</td>
<td>25</td>
</tr>
<tr>
<td>305</td>
<td>250</td>
<td>200</td>
<td>25</td>
</tr>
<tr>
<td>341</td>
<td>200</td>
<td>150</td>
<td>20</td>
</tr>
<tr>
<td>342</td>
<td>200</td>
<td>150</td>
<td>20</td>
</tr>
<tr>
<td>346</td>
<td>200</td>
<td>150</td>
<td>20</td>
</tr>
<tr>
<td>347</td>
<td>60</td>
<td>40</td>
<td>6</td>
</tr>
<tr>
<td>351</td>
<td>200</td>
<td>150</td>
<td>20</td>
</tr>
</tbody>
</table>

Table 6.2. Reactive Power Margin at Bus 1042.

<table>
<thead>
<tr>
<th>Reactive Power Margin (MVar)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base Case</td>
</tr>
<tr>
<td>-----------</td>
</tr>
<tr>
<td>290</td>
</tr>
</tbody>
</table>
6.5.2 Dynamic Simulation

To monitor the dynamic response of power system elements after being subjected to a disturbance, dynamic simulations were conducted using PSS/E to verify the Q-V results. The dynamic models of the system elements are detailed in [147]. Three cases will be considered in this section. In the first and second cases, reactive power support from DGs was not considered, while in the third case, it was considered.

Case 1: Fig. 6.11 shows two voltage profiles at Buses 2 and 1042 in the case without reactive power support from the DGs. At $t = 10$ s, the voltage dropped due to the loss of G6. The OLTC started to restore the voltage at Bus 2, leading to a progressive decline in the voltage at Bus 1042. Although the voltage at Bus 2 dropped below the permissible level, it was still

![Figure 6.11. Case 1: Voltage at Buses 2 and 1042.](image)
considered to be a local voltage problem and would not have led to a system collapse. This emphasizes the need for a time-domain simulation to indicate the global reactive power compensation compared with the Q-V method, which in this case indicates only the local reactive power compensation. The reactive power support could prevent the progressive voltage drop during this disturbance, which will be presented in the third case.

Case 2: In this case, the disturbance consisted of two generators that tripped off the network. G6 was tripped off at \( t = 10 \) s, and G14 was tripped off at \( t = 30 \) s. The OLTC was activated at \( t = 50 \) s to restore the voltage, leading to a progressive decline, as shown in Fig 6.12. At \( t = 110 \) s and \( t = 178 \) s, the OELs at G7 and G15 were activated, respectively, to reduce their

![Figure 6.12. Case 2: Voltage at Buses 2 and 1042.](image)
reactive power outputs, as shown in Fig. 6.13. The system was severely stressed and collapsed at $t = 320$ s.

*Case 3*: This case considered the reactive power support by the DGs. The voltage profiles at Buses 2 and 1042 are shown in Fig. 6.14. The voltages dropped at $t = 10$ s and at $t = 30$ s, when G6 and G14 were tripped off. The reactive power produced by the equivalent model of PV302 (connected to Bus 2) is shown in Fig. 6.15. It started to inject reactive power in response to the voltage drop to support the grid, and the reactive power output reached the steady-state value (45 MVar) 40 s after the second disturbance. The OLTC was not activated because the reactive power support by the DGs responds rapidly to voltage variation, while the OLTC was delayed by 30 s. In addition, the field current output of G7 and G15 are below the over-excitation limit as shown in Fig. 6.16.
Figure 6.14. Case 3: Voltage at Buses 2 and 1042.

Figure 6.15. Case 3: Reactive power produced by PV302 (System base: 100 MVA).
Conclusion

This chapter discusses the potential impact of high DG penetration on the operation of the bulk power system, particularly, voltage stability. The ISO is responsible for assessing the reactive power margins throughout the power system. The DSO is assumed to be able to allocate reactive power sharing and dispatch local control parameters among DGs. The DGs can increase their reactive power output to support the transmission network after disturbances to prevent voltage instability.

Contingency analysis was performed on the studied system to identify the most critical bus. To investigate the impact of supplying reactive power by DGs on voltage stability, Q-V analysis was used to determine the reactive power margin at the critical bus for various reactive
power levels of support up to 30% of the total PV capacity. The results showed that when PV systems generate active power at unity power factor, the system was more vulnerable to voltage instability at the critical bus.

To study the impact of providing reactive power support by DGs on the long-term voltage stability of the bulk power system, a time-domain simulation of a severe contingency N-1-1 was carried out using PSS/E. The results show that scheduling reactive power reserves of DGs can mitigate voltage instability in disturbances.
7 Summary and Future Work

7.1 Summary

This section summarizes the work presented in this dissertation, which has addressed the impact of integrating distributed generation in the power grid, especially the study of Volt/Var control in distribution networks with high PV penetration. Six chapters have been presented in this dissertation and are summarized below:

- Chapter 1 provided some background for the research. It identified several operational challenges of distributed generation, which served as the motivation for the research. This chapter contained the research objectives and report outlines.

- Chapter 2 offered a detailed discussion of inverter control, the inverter thermal model, and the rainflow algorithm for inverter lifetime estimation. The inverter control in the grid-connected mode was used widely in this research. This chapter presented a case study that investigated the effect of temperature variations on inverter lifetime.

- Chapter 3 presented a harmonic elimination method for single-phase DG synchronization with a distorted grid. An SDFT-based prefilter was incorporated with the PLL to remove the effect of harmonics from the input voltage. The filter could selectively extract the fundamental frequency component, thereby eliminating the steady-state error and enabling the PLL to operate at a high bandwidth. Therefore, a good dynamic performance could be achieved during disturbances.

- Chapter 4 discussed voltage regulation methods in distribution networks with high DG. A Volt/Var control strategy was proposed to regulate the voltage throughout the
distribution network. It included solving for the optimal power flow to minimize both the distribution system losses and the additional inverter power losses that resulted from exchanging reactive power in voltage regulation so as to relieve the thermal stress on the inverters. Therefore, it allowed for optimal reactive power allocation among DGs because owners of DGs are not compensated for their inverter overutilization. The thermal model of an inverter was applied to estimate the power loss in inverter switches. A radial distribution feeder with high PV penetration was employed as a test system to investigate the effectiveness of the proposed control strategy for long-term mission profiles. The rainflow algorithm was used to count the temperature cycles to analyze the impact of temperature variations on switch lifetime using a reliability-based fatigue model. The simulation results revealed that the proposed control strategy is capable of regulating the voltage, while it also relieves the thermal stress on the inverters, which improves their reliability.

- Chapter 5 examined the impact of PV uncertainty on voltage fluctuations. It was proposed that the reactive power capacity of the DGs be scheduled at two levels: local and central. The central control optimized the set points of the reactive power DGs to keep voltages within allowable limits. To mitigate the production uncertainties of renewables, a scenario-based approach was employed by the central control to optimize the local controllers’ parameters. The MCS was incorporated to generate sets of possible scenarios for PV output based on the stochastic model of PV systems. To reduce the computational complexity, the BR algorithm was used to reduce the number of scenarios to a manageable quantity, while maintaining good approximation. The test system discussed in Chapter 4 was also used to examine the effectiveness of the proposed
strategy in mitigating overvoltage issues. Reliability analysis was conducted to estimate the total damage of the inverters that were switched in the obtained thermal profile.

- Chapter 6 focused on long-term voltage stability assessment and enhancement in power systems with a high penetration of distributed PVs. In stressed systems, proper management of reactive power reserves provided by DGs can support the upstream network after a server disturbance. In this work, Q-V analysis and dynamic time-domain simulation were used to assess the adequacy of reactive reserves in the tested system. The case study was performed on a modified Nordic32 test system.

### 7.2 Future Work

- The performance of the proposed grid synchronization method in Chapter 3 could be further investigated during over- and under-frequency events. It is necessary to accurately track the frequency amplitude to satisfy the frequency ride-through (FRT) operation requirements for DGs under distorted voltage conditions.

- In conventional distribution networks, OLTCs play the main role in voltage control. However, the presence of intermittent renewable energy sources, such as PV, contributes to high voltage fluctuation in distribution networks, which results in excessive operation of OLTCs. Therefore, in the future, the Volt/Var control strategies discussed in Chapters 4 and 5 should incorporate minimizing the corrective actions by OLTCs.

- Both Volt/Var control strategies presented in Chapters 4 and 5 were applied to a balanced, three-phase distribution system. However, in practice, distribution feeders serve a large numbers of single-phase, residential loads, which often cause the current to be unbalanced throughout the system. Consequently, a case study using an unbalanced
distribution test system can be applied in the future to investigate the effectiveness of these strategies with voltage/current unbalance.

- Most failures in inverters are caused by the simultaneous degradation of more than one element (e.g., IGBTs, capacitors, contactors, etc.). In addition, the causes of the IGBTs degradation can be a combination of two or more failure modes when different stresses are applied to the devices, such as thermal, electrical, mechanical, and external stress (e.g., humidity). However, in the literature, only the effect of thermal stress on power electronics devices from the reactive power supply was considered when modeling the lifetime of a semiconductor. Therefore, a multi-failure mode model can be developed in the future to improve the accuracy of failure prediction.

- In Chapter 6, the aggregated dynamic PV model was used to capture the impact on voltage stability of supplying reactive power by DGs. While this model reduces the computational burden of dynamic power flow studies, it is difficult to approximate the effects of such a large number of distributed PVs scattered throughout the distribution network with the aggregated model. More detailed models of distribution networks should be considered in the future. For example, the aggregated dynamic PV and load models can be replaced by several microgrids.
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