
ABSTRACT

HEACOCK, BENJAMIN JAMES. Neutron Dynamical Diffraction: Interferometer Improvement and
Precision Structure Factor Measurements. (Under the direction of Albert Young).

Neutron wave diffraction from periodic potentials, termed dynamical diffraction, may be classified
into two categories: (1) diffraction from optical potentials, where the spatial period of the potential
is much larger than the neutron wavelength, and (2) diffraction from crystalline potentials, where
the neutron wavelength and the period of the potential are of similar size. This dissertation describes
neutron optical experiments at both length scales.

Micromachined gratings used by neutron grating interferometers fall into the first category. The
non-ideal shape of phase-gratings is probed with neutrons using a double crystal diffractometer. It
is found that grating alignment to the beam strongly affects the diffracted wave amplitudes which
impacts the interference fringe visibility of phase-grating neutron interferometers. Additionally, a
phase-recovered computed tomography algorithm for double crystal diffractometers is developed.
The reconstructed images of the gratings taken from passing neutron scattering data through the
algorithm matches the grating shape measured with a scanning electron microscope.

Diffraction from crystalline potentials enables single crystal neutron interferometry, where unlike
phase-grating interferometry, complete path separation on the order of centimeters is achieved. A
series of experiments is described where strain in single crystal neutron interferometers is characterized
by studying the neutron interference patterns associated with double and triple crystal rocking curves.
The measured angular misalignments of the diffracting components that make up the interferometer
are found to be on the order of nanoradians, which is large enough to cause systematic effects in
some types of experiments. Specifically, a long-standing discrepancy between the acceleration due to
Earth’s gravity measured using single crystal neutron interferometry and other quantum interference
methods is shown to be approximately the same size as would be expected from the typical nanoradian
Bragg plane misalignments measured in a few single crystal interferometers. Fortunately, it is shown
that these misalignments may be lessened by annealing the entire interferometer at 800◦C.

Dynamical diffraction in a crystal slab exhibits pendellösung interference, where the diffracted
intensity oscillates as a function of neutron wavelength, crystal thickness, and the neutron-lattice
potential. The phase of pendellösung oscillations is used to perform precision measurements of the
(111), (220), and (400) neutron structure factors in silicon. By comparing the measured structure fac-
tors to their predicted momentum transfer dependence, the silicon mean square thermal displacement
and neutron charge radius are measured. Additionally, using prior measurements of the silicon mean
square displacement and neutron charge radius, these data provide sensitive limits to extensions
of the standard model of particle physics for force mediators that couple to mass. The measured
neutron mean square charge radius is −0.1088± 0.0093 fm2, which is consistent the Particle Data



Group suggested value of −0.1161± 0.0022 fm2. Assuming the Particle Data Group’s recommended
value and uncertainty for the neutron charge radius, the measured Debye-Waller B parameter is
0.477 11 ± 0.000 70 Å2 at 295.5 K. Previous experimental limits on the strength of a beyond the
standard model force mediator with mass range 10 eV to 10 keV are improved by nearly an order
of magnitude over most of the mass range and almost two orders of magnitude for a 25 eV force
mediator. Extending the experiment to higher order Bragg reflections and/or other crystal species
will be sensitive to anharmonic contributions to lattice dynamics and further improve sensitivity to
the neutron charge radius and beyond the standard model forces.
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CHAPTER1

INTRODUCTION

1.1 The Neutron and Its Interactions

The neutron is a composite particle made up of one up and two down quarks. While electrically

neutral, it carries a magnetic moment and has a radial charge distribution. The neutron scatters from

nuclei primarily via the strong force. The lifetime of the free neutron is approximately �fteen minutes,

after which time it decays into a proton, an electron and an electron antineutrino. Correlation

coe�cients between the decay particles and the lifetime of the neutron itself probe the electroweak

interaction [Nic09]. Finally, the neutron interacts with Earth's gravitational �eld, which is measurable

with interference measurements [Wer75] and bound gravitational states with ultracold neutrons

[Nes02]. Thus, the neutron's interactions with all of the four fundamental forces, (1) electricity

and magnetism, (2) the strong force, (3) the weak interaction, and (4) gravity, are experimentally

relevant.

The utility of neutrons as a scattering probe for a wide variety of researchers has lead to a

number of user facilities around the world of both reactor and accelerator types. Reactor sources

function by drawing on the large �uence of neutrons in a nuclear �ssion reactor, while accelerator

sources focus a high energy proton beam onto a spallation target. The proton beams at spallation

sources are typically pulsed, permitting the moderated neutron time-of-�ight (TOF) to be used for

energy discrimination without loss of intensity, and improving signal to background ratios for many

measurements. Reactor sources tend to be more intense than spallation sources; however, energy

discrimination from a reactor source must be performed by either chopping the beam or using Bragg

scattering from monochromator crystals.

As de Broglie particles, non-relativistic neutrons having kinetic energy
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E =
p2

2m
(1.1)

with momentum p and massm, exhibit a wavelength given by

� =
h
p

; (1.2)

where h is Plank's constant. Alternatively, a neutron with wave vector ~k has momentum

~p = ~~k: (1.3)

This fundamental relation causes factors of~ to be pervasive in calculations dealing with neutron

optics. For simplicity, unless ~ appears explicitly in an expression, this dissertation uses natural

units where ~ = c = 1 , with c the speed of light. It should be noted that even when using natural

units, dimensional analysis is both possible and important. Speci�cally, quantities must have units of

energy (equivalent to inverse length) to some power (including zero and negative powers). As such,

it is useful to keep the mass

mn = 939:6 MeV (1.4)

and reduced Compton wavelength

�� n =
1

mn
= 0 :2100 fm (1.5)

of the neutron at hand.

All of the experiments presented in this dissertation use cold neutrons with kinetic energies on

the order of 10 meV, which corresponds to velocities of about 1000 m/s and wavelengths of a few

ångströms. Because cold neutrons have wavelengths similar to x-rays, some imaging and scattering

techniques work for both x-rays and neutrons. This includes radiography, computed tomography,

phase-contrast imaging, small-angle scattering, re�ectometry, Bonse-Hart cameras, perfect crystal and

grating interferometers, and more. While neutrons are severely limited by intensity relative to x-rays,

neutrons are deeply penetrating due to their electric neutrality and low absorption. Additionally, the

scattering cross sections for x-rays tend to scale with the atomic numberZ , while the scattering

cross sections for neutrons do not follow such a pattern across the periodic table. The complementary

information available from both x-rays and neutrons is such that the two have even been combined

into a single computed tomography (CT) apparatus [LaM17], housed at the National Institute of

Standards and Technology (NIST) Center for Neutron Research (NCNR).
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1.2 Cold Neutron Optics

Neutrons scatter from nuclei primarily via the strong force. Because the femtometer length scale

of the strong force is much smaller than the wavelength of the cold neutron wave, scattering can

be described by a single parameter, the scattering lengthb, and the potential between a neutron

located at ~x and a nucleus located at~x0 is given by the Fermi pseudopotential

V =
2�
m

b �3 �
~x � ~x0� ; (1.6)

where � 3 is the three dimensional Dirac delta function. In a material, this potential is averaged over

many scattering centers leading to an optical potential

V (~x) =

8
><

>:

V0; inside material

0; outside material

(1.7)

where

V0 =
2�
m

hbi ; (1.8)

and hbi is the scattering length density of the material.

The optical potential of a material creates an index of refraction given by

n =
pmat

pvac
=

s
p2

vac � 2mV0

p2
vac

; (1.9)

where the �vac� and �mat� subscripts denote the velocityv and momentum p of the neutron in

vacuum or within the material, respectively. Neutron optical potentials have magnitudes on the order

of 100 neV, while cold neutrons have kinetic energies on the order of 10 meV. WithEkin = 106 � V0,

the �rst order expansion of Equation 1.9 is an excellent approximation

n ' 1 �
V0

2Ekin
= 1 �

hbi � 2

2�
� 1 � 10� 6: (1.10)

With cold neutron indices of refraction close to unity, refraction by large angles is an impossibility.

However, this is also a feature of neutron optics. Using a refracting prism, it is a relatively simple

matter to de�ect neutron beams at very small angles with precision. For example, in Chapter 3,

refracting prisms are used to measure angular misalignments between crystals with uncertainties on

the order of picoradians!
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Figure 1.1 An incident neutron wave is partially re�ected and partially transmitted from a material
surface. Both the re�ected and transmitted waves conserve momentum parallel to the boundary.

1.2.1 Optical Boundaries and Momentum Conservation

When a neutron wave passes from vacuum into a material, the neutron's momentum along the

boundary is conserved. Additionally, some portion of the wave will also be re�ected at the boundary

(see Figure 1.1). This is a common pedagogical problem in quantum mechanics.

However, in regards to momentum conservation laws for neutron optical components with

complicated shapes, consider the time evolution operator across the boundary (up to a normalization

constant)

U =
Z

S
d2x Umat j~xih~xjUvac; (1.11)

where the subscripts have the same meaning as Equation 1.9; the integral is computed over the

surface between the material and vacuum; and

U = T
n

e� i
R

dt H
o

(1.12)

is the time evolution operator, with T f� � � g denoting the time-ordered product. Let j~ki and j ~K i be

the energy eigenstates in vacuum and within the material, respectively. Also, I will assume energy

conservation across the boundary

K 2

2m
+ V0 =

k2

2m
: (1.13)

The relevant integral over the surface becomes

Z

S
d2xh~K j~xih~xj~ki =

1
(2� )3

Z

S
d2x ei (~k� ~K ) �~x (1.14)
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For a mostly �at surface with a local radius of curvature that is much larger than the neutron

wavelength, the integral becomes a delta function, conserving the neutron momentum parallel to the

material surfaces. Combining this expression with energy conservation determines the wave vector

inside the material.

Note that I took energy conservation in Equation 1.13 without proof. Energy conservation may

be imposed mathematically by allowing the surface integration in Equation 1.14 to also be an

integration over time. In other words, any canonical momenta, including the Hamiltonian itself, that

commute with the Hamiltonian are conserved

dP �

dt
= � i

�
x � ; P0�

= g�� @H
@x�

(1.15)

where [A; B ] = AB � BA is the commutator; P � is a four vector with P0 = H the Hamiltonian; P i

are the canonical momenta conjugate tox i ; and g�� = [1 ; � 1; � 1; � 1] is the metric. For the case of

neutron refraction from a material, the gradient of H is zero parallel to the boundary and nonzero

perpendicular to the boundary.

The application of Equation 1.15 to neutron optics is as follows: Generally the optical potential

will be slowly varying relative to the neutron wavelength. The surfaces of a material that the neutron

wave penetrates locally conserve momentum along the surfaces. This is to say if a neutron enters

a material through a surface with surface normal̂n and exits the material through a surface with

surface normaln̂0, then refraction can occur in the plane de�ned byn̂ and n̂0.

Partial re�ection from the surface also occurs. Simplifying Equation 1.13 by noting that the wave

vectors parallel to the surface are equal inside and outside of the material~K k = ~kk, while the wave

vectors perpendicular to the material are not equal~K ? 6= ~k?

K 2
? = k2

? � 2mV0; (1.16)

gives the criteria for total external re�ection. If 2mV0 is greater than~k2
? , then K ? is imaginary. This

is the principle behind neutron guides, where a material with very high scattering length density

is used to make the angle of total external re�ection relatively high (on the order of 0.5 degrees

for typical cold neutron wavelengths). It is also possible to select neutrons with total momentum

small enough forEkin < V0. Neutrons with such energies are referred to as ultracold neutrons (UCN).

Ultracold neutrons may be trapped in material or magnetic bottles, rendering them especially useful

for experiments requiring long interrogation times, such as measurements of the neutron lifetime, or

searches for the neutron electric dipole moment (nEDM) [LG09].

While identifying which momenta are conserved is a nice qualitative tool, quantitatively analyzing

refraction from complicated shapes in this way would be di�cult. A simpler approach is to use the

eikonal approximation to compute the neutron's phase
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� =
Z

dt L (1.17)

where the integral is taken over the neutron's classical trajectory, andL = ~p� _~x �H is the Lagrangian.

The eikonal approximation is valid when the potential is slowly varying compared to the neutron

wavelength [SN11]. Another way of writing Equation 1.17 is

� = �
Z

g�� P � dx� : (1.18)

This helps illustrate that the particle's phase is a Lorentz invariant quantity. For interferometry, the

phase shift between two paths

� � = � 2 � � 1 =
I

g�� P � dx� ; (1.19)

is measured, with the contour going forward through path 1 and backward through path 2. Alterna-

tively, the phase shift from a perturbation to the free space Hamiltonian is

� � � vac = �
Z

g�� (P � � P �
vac) dx� : (1.20)

Using the momentum conservation rules at each boundary, implies that only thên � ( ~P � ~Pvac) term

is nonzero, and constitutes the contribution to neutron phase from the optical component

� � � vac = �
Z

n̂ �
�

~P � ~Pvac

�
n̂ � d~x: (1.21)

This illustrates how keeping track of momentum conservation throughout an optical system can

simplify phase calculations and help avoid confusion.

If the classical equations of motion are solved and the phase shift is computed according to

Equation 1.21, the quantum mechanical neutron statej i may be propagated through time in the

eikonal approximation. This produces

h~xjUj i = ei� (~x)h~xj i (1.22)

which may computed in momentum space by taking the Fourier transform, in which case gradients

in � (~x) create changes in momentum. Such e�ects are treated in detail in Chapter 2.

1.3 Dynamical Di�raction from Optical Potentials

Dynamical di�raction refers the the di�raction of a wave by a periodic potential. Before exploring

crystalline dynamical di�raction, where the period of the potential is of similar size to the neutron
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wavelength and the eikonal approximation is invalid, I will describe dynamical di�raction from

optical potentials. In this case the phase shift may be expanded in a Fourier series

� (~x) =
X

n

� nein~q0 �~x; (1.23)

where n is an integer, andj~q0j = 2�
� G

with � G the period of the potential. The vector form of ~q0 also

describes the di�raction direction. The phase shift causes the momentum statej~ki to be scattered

into the momentum state j~k0i via

D
~k0

�
�
� ei� (~x)

�
�
�~k

E
=

1
(2� )3

Z
d3x ei ~Q�~x+ i� (~x) (1.24)

where ~Q = ~k0� ~k is the momentum transfer. If Equation 1.23 is inserted into this expression for� (~x),

then only integer values of~q0 are possible for the momentum transfer~Q, creating sharp di�raction

peaks. While the momentum transfer is constrained to certain values, the amplitudes of the di�racted

waves depend on the shape of the potential through the� n terms. This e�ect is described in detail

in Chapter 2 where phase-recovered CT from neutron scattering data is performed.

The very well-de�ned momentum transfers of dynamical di�raction make periodic potentials ideal

for creating neutron beam splitters, enabling many varieties of neutron interferometers. Dynamical

di�raction from optical potentials takes the form of micromachined gratings, where material is

removed from silicon or quartz wafers with photo lithography and etchants [Dav07; Lyn12]. Gratings

made from absorbing materials, such as gadolinium, are also needed for some types of grating

interferometers. See, for example, [Grü08]. While there are many types of grating interferometers,

all of them split and coherently recombine beams using an array of di�racting components. The

alignment and spacing of the gratings, as well as any samples within the array, a�ect the phase and

fringe visibility of the interference image.

Finally, consider that Equation 1.23 may be expressed as an operator

D( ~Q) =
1

(2� )6

Z
d3k d3x

�
�
�~k + ~Q

E
ei ~Q�~x+ i� (~x)

D
~k

�
�
� ; (1.25)

which upon translation by ~� x using the translation operator J = e� i~p� ~� x

J � 1D( ~Q)J = e� i ~Q� ~� xD( ~Q) (1.26)

creates a phase shift. This result depends only onD( ~Q) being a di�raction operator, and the phase

shift upon translation does not depend on the magnitude ofD ( ~Q). Equation 1.26 is a useful tool for

many neutron grating interferometers, whereby translating one of the gratings modulates the phase

of the interference pattern at the detector [Mia16].
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1.4 Dynamical Di�raction from Crystals

Bragg di�raction is unlike dynamical di�raction from optical potentials, in that the eikonal approxi-

mation is not longer valid because the period of the potential and the neutron wavelength are both

on the ångström length scale. Instead, the Hamiltonian inside the crystal must be solved. When

expanded in an internal wave vector basis, energy and momentum conservation at the boundary

still holds, following the same discussion as for optical potentials in Section 1.2.1. In this section, I

will give a solution to the dynamical di�raction Hamiltonian, which has been previously derived

by many authors under a myriad of notations. Some notable treatments of dynamical di�raction

used to create the following discussion include [Sea78; Abo02; Lem13; RW15]. I suggest newcomers

to the theory see [Sea89] and [RW15] �rst, while [Abo02] provides an excellent detailed treatment,

and [Lit97; Lit98; Lem13; Pot15] describe how dynamical di�raction can create phase shifts in a

neutron interferometer. This is the subject of Chapter 3, where a more general version of the analysis

performed by [Lit97; Lit98] is developed to account for strain in a crystalline neutron interferometer.

To provide a derivation as thorough as [Abo02] would be a daunting task. Instead, I will try to

highlight the critical physical concepts within the theory.

In order to solve the crystalline dynamical di�raction Hamiltonian, I will begin by writing the

potential as a di�raction operator

D
~k0

�
�
�
X

~̀;v

V`;v (~x � ~x~̀;v )
�
�
�~k

E
=

1
(2� )3

X

~̀;v

eV~̀;v (Q)ei ~Q�~x~̀;v (1.27)

where ~̀ is a vector of integers that indexes the unit cells;v indexes the positions within the unit

cell; and V~̀;v and eV~̀;v are the potential and its Fourier transform, respectively, for the scattering

center located at~x~̀;v = ~̀a + ~xv with a the lattice constant. I have assumed a cubic unit cell, but

this need not be the case. The computation of this expression is treated in detail in Chapter 4. For

now, it is su�cient to recognize that the sum over ~̀ is a discrete Fourier transform, which equates

to zero when adding over the many scattering centers in the crystal, except in the case where the

momentum transfer is equal to a reciprocal lattice vector

~Q = ~H =
2�
a

~̀0: (1.28)

Letting

X

~̀

!
1
a3

Z
d3x; (1.29)

Equation 1.27 becomes
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D
~k0

�
�
�
X

~̀;v

V`;v (~x � ~x~̀;v )
�
�
�~k

E
=

1
a3

X

~H;v

eV~̀;v (H )ei ~H �~xv � 3
�

~Q � ~H
�

; (1.30)

and the sum over~̀ becomes a sum over di�erent~H . In most experiments, only one reciprocal lattice

vector will be relevant. This is due to the Bragg condition where the component of the incoming wave

vector along ~H must be very close to ~H=2 for di�raction to occur. I will take only one reciprocal

lattice vector as being relevant as an assumption. Physically, this stems from the fact that the

strength of the potential between the scattering centers and the neutron is very small compared

to the kinetic energy of the neutron, which is identical to the statement made in Equation 1.9

concerning optical potentials. Even in the case where an incoming neutron beam is di�racted by

more than one Bragg vector, the overlap in the relevant volumes of momentum space for the two

Bragg conditions is extremely small.

Using only one ~H , I can write the crystalline dynamical di�raction Hamiltonian in a
�
�
� ~K

E
,

�
�
� ~K + ~H

E
, basis, where~K is the wave vector inside the crystal. Using the de�nition of the reduced

structure factor

vQ = 2m
X

v

eVv

�
~Q

� D
ei ~Q�~xv

E
; (1.31)

where the Brackets around theei ~Q�~xv term indicate that the phase factor must be averaged over the

position space wave function of the scattering center at~xv , I can write the Hamiltonian in matrix

form

H =
1

2m

 
K 2 + v0 vH

v� H K 2
H + v0:

!

; (1.32)

where ~K H � ~K + ~H . Note that v0 is given by Equation 1.31 with ~Q = 0 , and that V0 = v0=(2m) is

the optical potential. This is the Hamiltonian for a two state system, where the o�-diagonal element

vH causej ~K i to di�ract into j ~K H i and the elementv� H is di�raction from j ~K H i into j ~K i .

1.4.1 Energy Eigenstates of the Dynamical Di�raction Hamiltonian

The Hamiltonian in Equation 1.32 produces the secular equation

(K 2 + v0 � k2)(K 2
H + v0 � k2) = vH v� H ; (1.33)

where I have used energy conservation to label the eigenvalue (with2m factored out) as k2 with ~k

the wave vector outside the crystal. The two solutions fork2 are
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k2 = K 2 + v0 +
1
2

(K 2
H � K 2) �

r
1
4

(K 2 � K 2
H )2 + vH v� H : (1.34)

The energy states of the dynamical di�raction Hamiltonian make up a continuous spectrum with a

two-fold energy degeneracy. The problem is inherently two-dimensional in~K , with the di�raction

plane described by ~K and ~H . It is useful to de�ne K � as the component of ~K in the direction

perpendicular to ~H , and K � as the component of~K parallel to ~H . Letting K � = �K � H=2, and

solving Equation 1.34 forK 2
�

K � 2

� = k2 �
1
4

H 2 + ( �K )2 � v0 �
p

(�K H )2 + vH v� H : (1.35)

Note that the (�K )2 � 5 � 10� 6vH term is small enough to be ignored. Many crystalline dynamical

di�raction e�ects can be seen directly in this result. First, �K = 0 corresponds to neutrons with

momenta corresponding to the exact Bragg condition, andK � is the component of the internal wave

vector along the Bragg planes. The plus and minus solutions in Equation 1.35 form two dispersion

surfaces as shown in Figure 1.2. The average value ofK � is

K �B =

r

k2 �
1
4

H 2 � v0: (1.36)

The separation between the dispersion surfaces depends onvH and thus the strength of the potential

between the scattering centers and the neutron. Equation 1.34 may also be used to compute an

e�ective refractive index

n =
K
k

' 1 �
1
2k

�
v0 + �K H �

p
(�K H )2 + vH v� H

�
: (1.37)

From this expression, it is apparent that the two degenerate eigenstates have di�erent indices

of refraction. Physically, the two states are said to have overlap maximally with the scattering

centers (plus sign in Equation 1.37) or with the space between the scattering centers (minus sign in

Equation 1.37). These are usually referred to thej� i and j� i states, respectively.

The di�erence in absorption of the j� i and j� i states [Abo02] is also apparent from this expression.

Allowing v0 and
p

vH v� H to have imaginary parts due to the imaginary part of the scattering length

density, the j� i state will have less absorption than thej� i state, as would be expected. Additionally,

the level of absorption depends on the misalignment from the exact Bragg condition�K . Finally,

note that the magnitude of the imaginary part of v0 must be larger than that of
p

vH v� H , otherwise

neutrons would be created in the crystal, which is not physical.

The re�ectivity of the crystal depends on the misalignment from the exact Bragg condition with

the width of a crystal's momentum-space acceptance dependent onvH v� H . It is convenient to weight

factors of �K H by
p

vH v� H
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Figure 1.2 Dispersion surfaces for crystalline dynamical di�raction. The momentum space segmentsAB
and CD are given by AB =

p
vH v� H =K �B and CD =

p
(�K H )2 + vH v� H =K �B . The separation of the

dispersion surfaces and the magnitude of�K are greatly exaggerated for clarity.

� �
�K H

p
vH v� H

; (1.38)

such that � spanning � 1 corresponds to the angular momentum space acceptance of the crystal,

called the Darwin width � D , when �K is expressed as an angle� D = 2
p

vH v� H =(HK ).

Solving for the energy eigenstates of the dynamical di�raction Hamiltonian in thej ~K i ; j ~K H i

basis gives

�
�
� �; �

E
= a�

0 (K )
�
�
� ~K

E
+ a�

H (K )
�
�
� ~K H

E
(1.39)

with the coe�cients
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a�
0 (K ) =

1
p

2

0

@1 �
K 2

H � K 2
q

1
4

�
K 2

H � K 2
� 2 + vH v� H

1

A

1
2

a�
H (K ) = �

1
p

2

0

@� 1 +
K 2

H � K 2
q

1
4

�
K 2

H � K 2
� 2 + vH v� H

1

A

1
2 r

vH

v� H
;

or in terms of �

a�
0 (� ) =

1
p

2

 

1 �
�

p
� 2 + 1

! 1
2

(1.40)

a�
H (� ) = �

1
p

2

 

1 �
�

p
� 2 + 1

! 1
2 r

vH

v� H
: (1.41)

The phase factor
p

vH =v� H can lead to interesting e�ects, such as neutron spin rotation down a

channel cut crystal [Dom01]. However, it does not a�ect any of the experiments in this work, and I

will therefore leave o� this term in the following discussion for brevity.

1.4.2 Laue Geometry

With the solution to the dynamical di�raction Hamiltonian, the re�ectivity of two distinct geometries

may be computed. The �rst, called the Laue geometry is the geometry used by all the experiments in

this dissertation. The Laue geometry consists of a crystal slab with faces parallel to~H (Figure 1.3).

Momentum conservation across the boundary implies that the misalignment from the exact Bragg

condition �K is conserved across the boundary. A single incoming plane wave then excites the two

degeneratej� i and j� i states simultaneously. The two states propagate down the Bragg planes in a

direction given by

_� =
@H �;�

@(�K )
= �

�K H 2

2m
p

(�K H )2 + vH v� H
(1.42)

and

_� =
@H �;�

@K�
=

1
m

K �;�
� : (1.43)

Noting that �K H � vH v� H , _� lies between� H=(2m). This causes the neutron wave to �ll the

Borrmann fan, which is outlined by _�= _� in the case where�K �
p

vH v� H =H
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Figure 1.3 Borrmann fan in the Laue geometry.

lim
�K �

p
vH v � H

H

_�
_�

= �
H

2K �B
= � tan( � B ) (1.44)

where � B is the angle between~K and ~K �B , called the Bragg angle. In the Laue geometry, the angle

between the propagation direction in the crystal for the component of the neutron wave packet

satisfying the exact Bragg condition�K = 0 and the components slightly o� Bragg �K �
p

vH v� H =H

(see Figure 1.4) is given by


 = tan � 1

"
_� (�K )

_�

#

(1.45)

where I have noted that _� is a function of �K .

When the neutron wave j~ki enters the crystal, it excites j� i and j� i states which propagate

through the crystal until reaching the exit surface. At the exit surface, the � and � states both

excite j~ki and j~k + ~H i states outside the crystal. The re�ection coe�cients in the Laue geometry are

then given by the partial wave amplitudes Equations 1.40 and 1.41 of the� and � states

r �;� (� ) =
D

~k + ~H
�
�
� �; �

ED
�; �

�
�
�~k

E
= a�

H (� )a� �

0 (� ) = �
1
2

�
1 �

� 2

� 2 + 1

� 1
2

: (1.46)
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The � and � states also accrue unique phases according to Equation 1.23. Only theK � component

contributes to the phase shift relative to vacuum, because the Hamiltonian and the other two

momenta are conserved in the Laue geometry

� � Laue =
Z

( ~K �
� � ~K �

� )d� = D
p

vH v� H

K �B

p
� 2 + 1 (1.47)

where D is the thickness of the crystal. Inserting this result into Equation 1.46 gives

r (� ) = r � (� ) + r � (� ) = � i
sin (� � Laue)

p
� 2 + 1

: (1.48)

The argument of the sine function creates oscillations in the di�racted intensity called pendellösung

oscillations. The phase of the oscillation depends on the crystal thickness, and has a spatial period of

� H =
�H

p
vH v� H

cot � B : (1.49)

This phase shift and beating period depend onvH , making pendellösung interference a useful tool

for precision measurements of the structure factor. This is the subject of Chapter 4.

The average re�ectivity is computed by averaging over pendellösung oscillations

R = hr 2(� )i =
hsin2 (� � Laue)i

� 2 + 1
=

1
2(� 2 + 1)

: (1.50)

This function is plotted in Figure 1.4a and has a full width half maximum (FWHM) of 2 in � -space,

corresponding to a relative FWHM for �K=K = � D of

� D =
2
p

vH v� H

HK
' 10� 5 rad: (1.51)

The very small value of � D is due to the di�raction operator coming from a weak potential. Put

another way, the scattering lengthb � 5 fm is small compared to the lattice constant ofa � 5 Å.

1.4.3 Bragg Geometry

The Bragg geometry has some important physical di�erences compared to the Laue geometry. In this

case, the boundary is perpendicular to~H , and K � , and not K � , is conserved. Energy and momentum

conservation then determines�K inside the crystal

�K = �
1
H

p
(�K B H )2 � vH v� H ; (1.52)

where
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Figure 1.4 Dispersion in the Laue and Bragg geometries. Deviation from the Bragg condition is denoted
by color and depends on the component of the incoming momentum along the direction of the reciprocal
lattice vector. In the Laue geometry (a) two degenerate solutions are excited within the crystal. In the
Bragg geometry (b), each�K excites either the � or � branch. The average re�ectivity as a function of �
or � B is also shown for both geometries. The central portion ofR(� B ) for the Bragg geometry, called the
Darwin plateau, produces a re�ectivity of 100%. The neutron wave penetrates the crystal to a depth given
by the pendellösung length� H , which is on the order of 50� m.
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�K B =
1
H

�
k2

� �
1
4

H 2 � v0

�
(1.53)

is analogous to�K in the Laue geometry and is the deviation from the exact Bragg condition,

de�ned in terms of the momentum of the incoming neutron wave. Notice that�K can be imaginary

if �K 2
B < v H v� H . This range de�nes the Darwin width for 100% re�ectivity, in analogy with the case

of total external re�ection for cold neutrons of glancing incidence or UCN from an optical potential.

Similar to Equation 1.38, it is convenient to de�ne the normalized quantity

� B =
�K B H

p
vH v� H

: (1.54)

Physically, � and � B correspond to the canonical momentum conjugate to� inside and outside of

the crystal, respectively.

The re�ection coe�cient for the Bragg geometry is a slightly more complicated than that of the

Laue geometry. For the Laue geometry, I noted that conservation of energy and momentum along

the crystal surface causes an incoming neutron wave to excite an internal crystal state that is a

linear combination of j ~K i and j ~K H i and propagates from one surface to another. For the Bragg

geometry, the entrance and exit surfaces are the same and while thej ~K H i term in the dynamical

di�raction eigenstate still clearly creates a re�ected beam, thej ~K i term recreates the original wave

j~ki , with a reduced amplitude

r1

�
�
�~k

E
=

� �
�
�~k + ~H

E
aH +

�
�
�~k

E
a0

�
a�

0: (1.55)

Repeated applications ofr1 generates

r1 =
1X

n=0

ja0j2n aH a�
0: (1.56)

Writing a0(� ) and aH (� ) in terms of � B given the relationship between� B and � (Equation 1.54),

the in�nite sum converges and the total re�ectivity is

R = jr1 j2 =

8
>><

>>:

1; � 2
B < 1

 

� B �
q

� 2
B � 1

! 2

; � 2
B > 1

; (1.57)

which is plotted in Figure 1.4b. Note that this is the solution for an in�nitely thick crystal. Some

authors quote a slightly di�erent result [Sea89]
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R = jr1 j2 =

8
>><

>>:

1; � 2
B < 1

 

1 �
q

1 � � � 2
B

! 2

; � 2
B > 1

; (1.58)

which averages the beam re�ected by the crystal surface with the beam re�ected on the back surface

of the crystal over oscillations that are similar to pendellösung in the Laue geometry. In reality, this

portion of the re�ected beam will be translated by n2D cot � B relative to beam re�ected by the

crystal surface, with n an odd integer describing the number of internal re�ections [Abo02]. Whether

this portion of the beam is relevant depends on the thickness of the crystal and Bragg angle. Only

the shape ofR outside of the Darwin width is a�ected.

1.5 NIOF Facilities

All of the experimental work in this dissertation was performed at at the NCNR Neutron Inter-

ferometry and Optics Facility (NIOF). The NIOF is in the cold neutron guide hall o� of neutron

guide 7 (NG7). The layout of the guide hall and the containment building at the NCNR is shown

in Figure 1.5a. All of the beams in the guide hall are cold neutron beams extracted from a liquid

hydrogen cold source. With the exception of the Multi Axis Crystal Spectrometer (MACS), the

instruments in the con�nement building use thermal neutrons. For more information on the NCNR,

including the user program, see the NCNR website [Ncn].

The NIOF consists of two beamlines. The original beamline, simply called �NIOF�, uses an

advanced vibrational isolation system (Figure 1.5c). The NIOF wavelength is adjustable, though it

has remained at2:7 Å for a number of years. This is a convenient wavelength, as it corresponds to a

45 degree Bragg angle for the (220) re�ection of silicon.

The NIOFa beamline uses 4.4 Å neutrons, but also has a strong�= 2 component. The 4.4 Å

wavelength is also convenient, as it corresponds to an approximately 45 degree Bragg angle for the

(111) re�ection of silicon. The existence of the 2.2 Å portion of the beam is often also utilized.

For experiments that su�er from �= 2 pollution, such as spin precession experiments, the shorter

wavelengths may be �ltered out with a beryllium �lter.

1.6 Overview

The remaining chapters detail a number of experiments concerning neutron dynamical di�raction.

Chapter 2 deals with dynamical di�raction from optical potentials, namely micromachined silicon

phase-gratings. A double crystal di�ractometer was used to measure neutron di�raction from the

phase-gratings. It was found due to the high aspect ratio of the gratings that the di�racted wave

amplitudes were very sensitive to the alignment of the grating to the neutron beam, providing
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Figure 1.5 Layout of the NCNR (a) from [Ncn]. The NIOF beamlines are located on NG7 at the NCNR.
The original NIOF beamline (c) uses an advanced vibrational isolation system. The NIOFa beamline (b) is
a more �exible setup. Some minor changes have been made. For example the Söller collimator inside the
shielding for NIOFa has been removed, and the beryllium �lter, spin polarizer, and spin analyzer may be
translated in and out of the beam. NIOF and NIOFa schematics from [Sha16].
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a potential explanation for why some types of neutron grating interferometers have not been

demonstrated with high interference fringe visibility. The high sensitivity of the sample-beam

alignment prompted the creation of a phase-recovered CT algorithm which produces reconstructions

of the gratings from double crystal di�ractometer data. Prospects for using phase recovered CT at

user neutron scattering instruments for periodic samples is promising.

Chapter 3 details how very small levels of strain may be measured in crystalline neutron

interferometers using refracting prisms inserted in one arm of an interferometer. Intrinsic angular

misalignments on the order of tens of nanoradians are measured. It is found that comparable strain

strongly perturbs the dynamical phase corrections employed by prior precision measurements of

acceleration due to Earth's gravity using crystalline neutron interferometers. The size of the predicted

correction given the measured Bragg plane misalignments in typical interferometers would produce a

systematic shift to the measured acceleration due to Earth's gravity of approximately the same size

as the historical discrepancy. It is then shown that annealing an entire interferometer at 800� C can

alleviate enough residual strain to bring the Bragg planes of the interferometer into an improved

alignment. Finally, the construction of a two-crystal neutron interferometer is described, where the

interferometer performance is tracked as a function of post-fabrication measures.

Chapter 4 uses pendellösung interferometry to perform precision measurements of the silicon

structure factors for the (111), (220), and (400) Bragg re�ections. The forward scattering phase shift

of the pendellösung sample is also measured by placing the sample in a neutron interferometer. By

taking the ratio of the pendellösung and forward scattering interferometer measurements, the need for

an extremely �at sample with very little residual strain is alleviated. This is critical to the success of

the experiment, as the work of Chapter 3 indicates that a strain-free optically polished crystal would

be very di�cult to create. The three measured structure factors are already enough to provide a

precision measurement of the Debye-Waller factor from lattice dynamics, with some sensitivity to the

neutron charge radius and beyond the standard model (BSM) force mediators on the 2 keV mass scale.

If recent high quality neutron inelastic scattering data sets, along with improved lattice dynamical

models [Kim15; Kim18], may be used as an independent measure of the Debye-Waller factor, then

the sensitivity to the neutron charge radius and BSM forces could be improved. Furthermore, there

are many more Bragg re�ections whose structure factors could be measured. This would allow

for a higher sensitivity to anharmonic force contributions to the Debye-Waller factor and BSM

force mediators. Finally, the precision measurements of lattice dynamical quantities can alleviate

uncertainties in the evaluation of x-ray structure factors used to map the charge density in silicon.
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CHAPTER2

NEUTRON PHASE-GRATING DIFFRACTION AND

PHASE-RECOVERED TOMOGRAPHY

2.1 Introduction

The following chapter details the characterization of neutron phase-gratings via the di�raction of

neutrons from the gratings. The di�raction angles are very small, on the order of 0.5 minutes of

arc, which necessitated the use of a double crystal di�ractometer to resolve the di�raction spectra

from the phase-gratings. Initially, it was found that the di�raction spectra could be predicted from

scanning electron microscope (SEM) micrographs of the gratings and that distortions of the gratings

are large enough to hurt the performance of phase-grating neutron interferometers. A manuscript

detailing the results is currently in the publication process [Hea18a]. Additionally, my colleagues

and I realized that the inverse of the transform which allows for the grating SEMs to predict the

di�raction spectra can be reversed. An algorithm that does this was developed, drawing on existing

phase-recovery and computed tomography (CT) methods. This resulted in high resolution (300 nm)

spatial images of the gratings. Unlike creating a SEM micrograph, which entails cleaving the gratings,

the method is nondestructive and may be broadly applicable to a wide class of scienti�c samples

that already bene�t from neutron scattering methods. The development and performance of the

algorithm is described in another manuscript which is also in the publication process [Hea18b].

2.2 Neutron Phase Grating Di�raction

When a neutron passes through an optical potential, the magnitude of the potential is much smaller

than the kinetic energy of the neutron. Additionally, if the length scale over which the potential
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varies is much larger than the wavelength of the neutron, the phase accrued by the neutron wave is

given by its semiclassical path integral

� (~x) = �
Z

dtV (~x) ' �
m
k

Z
d`V (~x) (2.1)

where the integral is taken over the neutron trajectory, and the semiclassical nature of the computation

comes from the change of variables from time to space. In the case of optical potentials, this can be

further reduced to the form

� (~x) = � �
Z

d`hb(~x)i (2.2)

where hb(~x)i is the scattering length density of the material. Note that because the integral is over

the neutron trajectory, the phase � (~x) is only a function of the transverse coordinates and not the

longitudinal coordinate of the neutron. In the case of phase gratings, the material is cut to a shape

such that

hbi =

8
<

:

P
i N i bi inside material

0 outside material
; (2.3)

where N i is the number density andbi is the scattering length of the i th species in the sample. The

position space Green's function for transmission through the sample is

G(x0; x) = e� i� (~x) � (3) �
~x0� ~x

�
: (2.4)

Rewriting as an operator in momentum space gives

Ĝ =
Z

d3k0d3k
�
�
�~k0

E D
~k0

�
�
� G

�
�
�~k

E D
~k

�
�
� (2.5)

=
Z

d3k0d3kd3x
�
�
�~k0

E
e� i� (~x)� i (~k0� ~k) �~x

D
~k

�
�
�

=
Z

d3k0d3k
�
�
�~k0

E
eG

�
~k0� ~k

� D
~k

�
�
� :

The task is to now study the structure of

eG = F
n

e� i� (~x)
o

: (2.6)

For a periodic phase shifter,� (~x) may be expanded in a Fourier series. For simplicity, I will take

� (~x) ! � (x) to be a one-dimensional pro�le, though the extension to two dimensional pro�les is

straightforward.
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� (x) =
1X

n= �1

� neinq 0x (2.7)

where n is an integer and

q0 =
2�
� G

(2.8)

with � G the period of the phase grating. Expanding the functionG(x) in a Fourier series gives

G(x) =
1X

m=0

1
m!

 

� i
X

n

� neinq 0x

! m

: (2.9)

Noting that the phase factor must be integer values ofq0x for all m and n, this expression can be

rewritten as a single sum over some integern0

G(x) =
X

n0

an0ein 0q0x : (2.10)

Writing this in momentum space

eG(q) =
X

n0

a0
n �

�
q � n0q0

�
; (2.11)

I can identify the an0 as the di�racted wave amplitudes by propagating an incoming neutron state

j 0i through the phase grating

j i =
X

n0

an0

Z
d3kd3k0

�
�
�~k0

E
� (3)

�
~k0� ~k � n0~q0

� D
~k

�
�
�  0

E
(2.12)

=
X

n0

an0

Z
d3k0

�
�
�~k0

E D
~k + n0~q0

�
�
�  0

E
:

The relation of the � n Fourier coe�cients to the an0 di�racted wave amplitudes can be done

through a recursive series (Appendix A). However, it is not immediately useful to compute di�racted

wave amplitudes in terms of the Fourier coe�cients making up � (x). Inverting the wave amplitudes

an0 to recover the phase pro�le is a more interesting task, and can be done via phase recovery

algorithms. This forms the basis of phase-recovered tomography and is described in Section 2.4.

The sum overm in Equation 2.9 is equivalent to the Born approximation. Thus, for phase pro�les

with a smaller amplitude, higher order in m become less meaningful. The sum overn, on the other

hand, depends on the shape of the grating. Finally, note that the shape of the wave packet is not

altered by di�raction from the grating. However, if the wave packet's spread in momentum space
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is broader than the separation between di�raction peaks, the location and amplitudes will become

di�cult to resolve experimentally.

2.3 Phase Grating Characterization for Interferometer Improvement

The recent advances in far-�eld phase-grating moiré interferometry extends phase-grating neutron

interferometry to high intensity sources of thermal neutrons, showing promise for impactful long-

path-length experiments and providing new methods of characterizing materials by scanning the

autocorrelation length over many orders of magnitude [Pus17a; Hus16; Sar18; Bro17; Bro18]. This

technique has proven to be advantageous due to its relatively broad wavelength acceptance and

less stringent alignment requirements. However, the observed contrast of 3 % [Sar18] needs to be

substantially improved.

A major contributor to the achieved poor contrast is suspected to be the sub-optimal quality

and alignment of the high aspect ratio phase-gratings. Fortunately, phase-grating characterization

and improved grating alignment are enabled by measuring the di�raction pattern of a neutron

beam scattered from a phase-grating. The analogous method for optimizing the orientation of

phase-gratings for x-rays is crucial for obtaining high interferometer contrast [Mia16]. What follows is

a characterization of the di�raction of neutrons and the function eG from some of the phase gratings

used in the original demonstration of a far-�eld neutron interferometer. Distortions measured in the

di�raction pattern which would impact the theoretical maximum contrast of the interferometer are

found. Improved phase-grating quality will be important in improving interferometer performance.

2.3.1 Experiment

The experiment was performed at the NIOFa beamline at the National Institute of Standards and

Technology (NIST) Center for Neutron Research (NCNR) in Gaithersburg, MD [Sha16; Pus15]. A

schematic of the experiment is shown in Figure 2.1a. A 4.4 Å wavelength neutron beam is extracted

from the neutron guide using a pyrolytic graphite (PG) crystal. The beam passes through a 2 mm slit

before being Bragg di�racted (Laue geometry) by a perfect-silicon crystal (111) monochromator. A

4.4 mm wide cadmium block is used to select the forward-di�racted beam from the monochromator.

To measure the outgoing momentum distribution modi�ed by the phase-grating, a second perfect-

silicon crystal (111) analyzer was placed after the grating, forming a double crystal di�ractometer.

The monochromator was rotated relative to the analyzer by a rotation stage with an embedded

optical encoder, allowing arcsecond precision motion. The apparatus functions as a double crystal

di�ractometer; more advanced double crystal di�ractometers are usually referred to as ultra small

angle neutron scattering (USANS) spectrometers, and USANS user instruments, such as those
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Figure 2.1 (a) Experimental setup. A � = 4 :4 Å neutron beam passes through a monochromator crystal,
then through a phase-grating whose e�ect is measured by an analyzer crystal and a3He proportional
counter. The grating may be rotated by angles� , � , and  about the x, y, and z axes respectively. (b)
SEM of the gratings.
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