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Abstract Infrastructure as code (IaC) scripts are used to automate the maintenance and configuration of software development and deployment infrastructure. IaC scripts can be complex in nature and can contain hundreds of lines of code, leading to defects that can be difficult to debug and to wide-scale system discrepancies, such as service outages. The use of IaC scripts is getting increasingly popular, yet the nature of defects that occur in these scripts have not been systematically categorized. The goal of this paper is to help software practitioners improve their development process of infrastructure as code (IaC) scripts by analyzing the defect categories in IaC scripts based upon a qualitative analysis of commit messages and issue report descriptions. We collect 12,875 commits that map to 2,424 IaC scripts from four organizations, namely Mirantis, Mozilla, Openstack, and Wikimedia Commons. With 89 raters, we apply the defect type attribute of the orthogonal defect classification (ODC)
methodology to categorize the defects. We also review prior literature that has used ODC to categorize defects in non-IaC software systems, and compare the defect category distribution of IaC scripts with 26 non-IaC software systems. From our analysis, we observe the dominant defect category to be ‘assignment’, which includes defects related to syntax and configuration errors. Accordingly, the ODC process improvement guidelines recommend the teams allocate more code inspection, static analysis, and unit testing effort for IaC scripts. We also observe defects categorized as assignment to be more prevalent amongst IaC scripts compared to the 26 non-IaC software systems.
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1 Introduction

Continuous deployment (CD) is the process of rapidly deploying software or services automatically to end-users (Rahman et al, 2015). The use of infrastructure as code (IaC) scripts is essential to implement an automated deployment pipeline, which facilitates continuous deployment (Humble and Farley, 2010). Companies such as Netflix ¹, Ambit Energy ², and Wikimedia Commons ³, use IaC scripts to automatically manage their software dependencies and construct automated deployment pipelines (Parnin et al, 2017) (Puppet, 2018). The use of IaC scripts helps organizations to increase their deployment frequency. For example, Ambit Energy uses IaC scripts to increase their deployment frequency by a factor of 1,200 (Puppet, 2018).

Defects in IaC scripts can have serious consequences as companies, such as Wikimedia, use these scripts to provision their servers and ensure availability of services ⁴. IaC scripts are susceptible to human errors (Parnin et al, 2017) and bad coding practices (Cito et al, 2015), which make scripts susceptible to defects (Jiang and Adams, 2015) (Parnin et al, 2017). Any defect in a script can propagate at scale, leading to wide-scale service discrepancies. For example in January 2017, execution of a defective IaC script erased home directories of around 270 users in cloud instances maintained by Wikimedia ⁵. Prior research studies (Jiang and Adams, 2015) (Parnin et al, 2017) and the above-mentioned Wikimedia incident motivate us to systematically study the defects that occur in IaC scripts.

Categorization of defects can guide organizations on how to improve their development process. Chillarege et al. (Chillarege et al, 1992) proposed the orthogonal defect classification (ODC) technique which included a set of defect categories. According to Chillarege et al. (Chillarege et al, 1992), each of these

¹ https://www.netflix.com/
² https://www.ambitenergy.com/
³ https://commons.wikimedia.org/wiki/Main_Page
⁴ https://blog.wikimedia.org/2011/09/19/ever-wondered-how-the-wikimedia-servers-are-configured/
⁵ https://wikitech.wikimedia.org/wiki/Incident_documentation/20170118-Labs
defect categories map to a certain activity of the development process which can be improved. Since the introduction of ODC in 1992, companies such as IBM (Butcher et al, 2002), Cisco, and Converse (Levy and Chillarege, 2003) have successfully used ODC to categorize defects. Such categorization of defects help practitioners to identify process improvement opportunities for software development. For example, upon adoption of ODC practitioners from IBM (Butcher et al, 2002) reported “The teams have been able to look at their own data objectively and quickly identify actions to improve their processes and ultimately their product. The actions taken have been reasonable, not requiring huge investments in time, money, or effort”. A systematic categorization of defects in IaC scripts can help in understanding the nature of IaC defects and in providing actionable recommendations for practitioners to mitigate defects in IaC scripts.

The goal of this paper is to help practitioners improve their development process of infrastructure as code (IaC) scripts by categorizing the defects in IaC scripts based upon a qualitative analysis of commit messages and issue report descriptions.

We investigate the following research questions:

**RQ1:** How frequently do defects occur in infrastructure as code scripts?

**RQ2:** By categorizing defects using the defect type attribute of orthogonal defect classification, what process improvement recommendations can we make for infrastructure as code development?

**RQ3:** What are the differences between infrastructure as code (IaC) and non-IaC software process improvement activities, as determined by their defect category distribution reported in the literature?

We use open source datasets from four organizations, Mirantis, Mozilla, Openstack, and Wikimedia Commons, to answer the three research questions. We collect 20, 2, 61, and 11 repositories respectively from Mirantis, Mozilla, Openstack, and Wikimedia Commons. We use 1021, 3074, 7808, and 972 commits that map to 165, 580, 1383, and 296 IaC scripts, collected from Mirantis, Mozilla, Openstack, and Wikimedia Commons, respectively. With the help of 89 raters, we apply qualitative analysis to categorize the defects that occur in the IaC scripts using the defect type attribute of ODC (Chillarege et al, 1992). We compare the distribution of defect categories found in the IaC scripts with the categories for 26 non-IaC software systems, as reported in prior research studies, which used the defect type attribute of ODC and were collected from IEEEEXplore, ACM Digital Library, ScienceDirect, and SpringerLink.

We list our contributions as following:
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10 https://link.springer.com/
A categorization of defects that occur in IaC scripts;  
A comparison of the distribution of IaC defect categories to that of non-IaC software found in prior academic literature; and  
A set of curated datasets where a mapping of defect categories and IaC scripts are provided.

We organize the rest of the paper as following: Section 2 provides background information and prior research work relevant to our paper. Section 3 describes our methodology conducted for this paper. We use Section 4 to describe our datasets. We present our findings in Section 5. We discuss our findings in Section 6. We list the limitations of our paper in Section 7. Finally, we conclude the paper in Section 8.

2 Background and Related Work

In this section, we provide background on IaC scripts and briefly describe related academic research.

2.1 Background

IaC is the practice of automatically defining and managing network and system configurations, and infrastructure through source code (Humble and Farley, 2010). Companies widely use commercial tools such as Puppet, to implement the practice of IaC (Humble and Farley, 2010) (Jiang and Adams, 2015) (Shambaugh et al, 2016). We use Puppet scripts to construct our dataset because Puppet is considered one of the most popular tools for configuration management (Jiang and Adams, 2015) (Shambaugh et al, 2016), and has been used by companies since 2005 (McCune and Jeffrey, 2011). Typical entities of Puppet include modules and manifests (Labs, 2017). A module is a collection of manifests. Manifests are written as scripts that use a .pp extension. Puppet provides the utility ‘class’ that can be used as a placeholder for the specified variables and attributes, which are used to specify configuration values. For attributes, configuration values are specified using the ‘=>’ sign. For variables, configuration values are provided using the ‘=’ sign. Similar to general purpose programming languages, code constructs such as functions/methods, comments, and conditional statements are also available for Puppet scripts. For better understanding, we provide a sample Puppet script with annotations in Figure 1.

2.2 Related Work

Our paper is related to empirical studies that have focused on IaC technologies. Sharma et al. (Sharma et al, 2016) investigated smells in IaC scripts and proposed 13 implementation and 11 design configuration smells. Hanappi et
al. (Hanappi et al, 2016) investigated how convergence of Puppet scripts can be automatically tested, and proposed an automated model-based test framework. Jiang and Adams (Jiang and Adams, 2015) investigated the co-evolution of IaC scripts and other software artifacts, such as build files and source code. They reported IaC scripts to experience frequent churn. In a recent work, Rahman and Williams (Rahman and Williams, 2018) characterized defective IaC scripts using text mining and created prediction models using text feature metrics. Bent et al. (van der Bent et al, 2018) proposed and validated nine metrics to detect maintainability issues in IaC scripts. In another work, Rahman et al. (Rahman et al, 2018) investigated the questions that practitioners ask on Stack Overflow to identify the potential challenges practitioners face while working with Puppet. We analyze the defects that occur in Puppet scripts and categorize them using the defect type attribute of ODC for the purpose of providing suggestions for process improvement.

Our paper is also related to prior research studies that have categorized defects of software systems using ODC and non-ODC techniques. Chillarege et al. (Chillarege et al, 1992) introduced the ODC technique in 1992. They proposed eight orthogonal ‘defect type attributes’. Since then, researchers and practitioners have used the defect type attribute of ODC to categorize defects that occur in software. Duraes and Madeira (Duraes and Madeira, 2006) studied 668 faults from 12 software systems and reported that 43.4% of the 668 defects were algorithm defects, and 21.9% of the defects were assignment-related defects. Fonseca et al. (Fonseca and Vieira, 2008) used ODC to categorize security defects that appear in web applications. They collected 655 security defects from six PHP web applications and reported 85.3% of the security defects belong to the algorithm category. Zheng et al. (Zheng et al, 2006) applied ODC on telecom-based software systems and observed an average of 35.4% of defects belong to the algorithm category. Lutz and Mikluski (Lutz and Mikulski, 2004) studied defect reports from seven missions of NASA and observed functional defects to be the most frequent category of 199 reported defects. Christmasson and Chillarege (Christmansson and Chillarege, 1996) studied
408 IBM OS faults extracted and reported 37.7% and 19.1% of these faults to belong to the algorithm and assignment categories, respectively. Basso et al. (Basso et al, 2009) studied defects from six Java-based software namely, Azureus, FreeMind, Jedit, Phex, Struts, and Tomcat, and observed the most frequent category to be algorithm defects. Cinque et al. (Cinque et al, 2014) analyzed logs from an industrial system that belong to the air traffic control system and reported that 58.9% of the 3,159 defects were classified as algorithm defects.

The above-mentioned studies highlight the research community’s interest in systematically categorizing the defects in different software systems. These studies focus on non-IaC software which highlights the lack of studies that investigate defect categories in IaC, and motivate us further to investigate defect categories of IaC scripts. Categorization of IaC-related defects can help practitioners provide actionable recommendations on how to mitigate IaC-related defects and improve the quality of their developed IaC scripts.

3 Categorization Methodology

In this section, we first provide definitions related to our research study and then provide the details of the methodology we used to categorize the IaC defects.

- **Defect**: An imperfection that needs to be replaced or repaired (IEEE, 2010).
- **Defect-related commit**: A commit whose message indicates that an action was taken related to a defect.
- **Defective script**: An IaC script which is listed in a defect-related commit.
- **Neutral script**: An IaC script which is not listed in any defect-related commit.

3.1 Dataset Construction

Our methodology of dataset construction involves two steps: repository collection (Section 3.1.1) and commit message processing (Section 3.1.2).

3.1.1 Repository Collection

We use open source repositories to construct our datasets. An open source repository contains valuable information about the development process of an open source project, but the frequency of commits might be small indicating the repository’s dormant status (Munaiah et al, 2017). This observation motivates us to apply the following selection criteria to identify repositories for mining:

- **Criteria-1**: The repository must be available for download.
– **Criteria-2**: At least 11% of the files belonging to the repository must be IaC scripts. Jiang and Adams (Jiang and Adams, 2015) reported that in open source repositories IaC scripts co-exist with other types of files, such as source code and Makefiles files. They observed a median of 11% of the files to be IaC scripts. By using a cutoff of 11%, we collect a set of repositories that contains a sufficient amount of IaC scripts for analysis.

– **Criteria-3**: The repository must have at least two commits per month. Munaiah et al. (Munaiah et al, 2017) used the threshold of at least two commits per month to identify repositories which include a lower amount of development activity.

### 3.1.2 Commit Message Processing

We use two artifacts from version control systems of the selected repositories from Section 3.1.1, to construct our datasets: (i) commits that indicate modification of IaC scripts; and (ii) issue reports that are linked with the commits. We use commits because commits contain information on how and why a file was changed. Commits can also include links to issue reports. We use issue report summaries because they can give us more insights on why IaC scripts were changed to supplement what is found in commit messages. We collect commits and other relevant information in the following manner:

– First, we extract commits that were used to modify at least one IaC script. A commit lists the changes made on one or multiple files (Alali et al, 2008).

– Second, we extract the message of the commit identified from the previous step. A commit includes a message, commonly referred to as a commit message. The commit messages indicate why the changes were made to the corresponding files (Alali et al, 2008).

– Third, if the commit message included a unique identifier that maps the commit to an issue in the issue tracking system, we extract the identifier and use that identifier to extract the summary of the issue. We use regular expressions to extract the issue identifier. We use the corresponding issue tracking API to extract the summary of the issue; and

– Fourth, we combine the commit message with any existing issue summary to construct the message for analysis. We refer to the combined message as ‘extended commit message (XCM)’ throughout the rest of the paper. We use the extracted XCMs to categorize defects, as described in Section 3.2.

### 3.2 Categorization of Infrastructure as Code (IaC) Script Defects

We use the defect type attribute of ODC to categorize defects. We select the ODC defect type attribute because ODC uses semantic information collected from the software system to categorize defects (Chillarege et al, 1992). According to the ODC defect type attribute, a defect can belong to one of the eight categories: algorithm (AL), assignment (AS), build/package/merge
(B), checking (C), documentation (D), function (F), interface (I), and timing/serialization (T).

The collected XCMs derived from commits and issue report descriptions might correspond to feature enhancement or performing maintenance tasks, which are not related to defects. As an XCM might not correspond to a defect, we added a ‘No defect (N)’ category. An example XCM that belongs to the ‘No defect’ category is “add example for cobbler”, as shown in Table 2. Furthermore, a XCM might not to belong to any of the eight categories included in the ODC defect type attribute. Hence, we introduced the ‘Other (O)’ category. An example XCM that belongs to the ‘Other’ category is “minor fixes”, as shown in Table 2.

We categorize the XCMs into one of 10 categories. In the case of the eight ODC categories, we follow the criteria provided by Chillarege et al. (Chillarege et al, 1992) and used two of our own criteria for categories ‘No defect’, and ‘Other’. The criteria for each of the 10 categories are described in Table 1.

In Table 1, the ‘Process Improvement Activity Suggested By ODC’ column corresponds to one or more software development activities which can be improved based on the defect categories determined by ODC. For example, according to ODC, algorithm-related defects can be reduced by increasing activities that are related to coding, code inspection, unit testing, and function testing.

We perform qualitative analysis on the collected XCMs to determine the category to which a commit belongs. We had raters with software engineering experience apply the 10 categories stated in Table 1 on the collected XCMs. We record the amount of time they took to perform the categorization. After applying qualitative analysis based on the 10 defect categories, we find a mapping between each XCM and a category. We list an example XCM that belongs to each of the 10 defect categories in Table 2.

We conduct the qualitative analysis in the following manner:

- **Categorization Phase**: We randomly distribute the XCMs so that each XCM is reviewed by at least two raters to mitigate the subjectivity introduced by a single rater. Each rater determines the category of an XCM using the 10 categories presented in Table 1. We provide raters with an electronic handbook on IaC (Labs, 2017), the IEEE Anomaly Classification publication (IEEE, 2010), and the ODC publication (Chillarege et al, 1992). We do not provide any time constraint for the raters to categorize the defects. We record the agreement level amongst raters using two techniques: (a) by counting the XCMs for which the raters had the same rating; and (b) by computing the Cohen’s Kappa score (Cohen, 1960).

- **Resolution Phase**: When raters disagree on the identified category, we use a resolver’s opinion to resolve the disagreements. The first author of the paper is the resolver and is not involved in the categorization phase.

- **Practitioner Agreement**: To evaluate the ratings in the categorization and the resolution phase, we randomly select 50 XCMs for each dataset. We contact practitioners who authored the commit message via e-mails.
Table 1: Determining Defect Categories Based on ODC adapted from (Chillarege et al, 1992)

<table>
<thead>
<tr>
<th>Category</th>
<th>Definition</th>
<th>Process Improvement Activity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Algorithm (AL)</td>
<td>Indicates efficiency or correctness problems that affect task and can be fixed by re-implementing an algorithm or local data structure.</td>
<td>Coding, Code Inspection, Unit Testing, Function Testing</td>
</tr>
<tr>
<td>Assignment (AS)</td>
<td>Indicates changes in a few lines of code.</td>
<td>Code Inspection, Unit Testing</td>
</tr>
<tr>
<td>Build/Package/Merge (B)</td>
<td>Indicates defects due to mistakes in change management, library systems, or version control system.</td>
<td>Coding, Low Level Design</td>
</tr>
<tr>
<td>Checking (C)</td>
<td>Indicates defects related to data validation and value checking.</td>
<td>Coding, Code Inspection, Unit Testing</td>
</tr>
<tr>
<td>Documentation (D)</td>
<td>Indicates defects that affect publications and maintenance notes.</td>
<td>Coding, Publication</td>
</tr>
<tr>
<td>Function (F)</td>
<td>Indicates defects that affect significant capabilities.</td>
<td>Design, High Level Design Inspection, Function Testing</td>
</tr>
<tr>
<td>Interface (I)</td>
<td>Indicates defects in interacting with other components, modules, or control blocks.</td>
<td>Coding, System Testing</td>
</tr>
<tr>
<td>No Defect (N)</td>
<td>Indicates no defects.</td>
<td>Not Applicable</td>
</tr>
<tr>
<td>Other (O)</td>
<td>Indicates a defect that do not belong to the categories: AL, AS, B, C, D, F, I, N, and T.</td>
<td>Not Applicable</td>
</tr>
<tr>
<td>Timing/Serialization (T)</td>
<td>Indicates errors that involve real time resources and shared resources.</td>
<td>Low Level Design, Low Level Design Inspection, System Testing</td>
</tr>
</tbody>
</table>

We ask the practitioners if they agree to our categorization of XCMs. High agreement between the raters’ categorization and practitioner’s feedback is an indication of how well the raters performed. The percentage of XCMs to which practitioners agreed upon are recorded and the Cohen’s Kappa score is computed.

From the qualitative analysis we determine which commits are defect-related. We use the defect-related commits to identify defective scripts.

3.3 RQ1: How frequently do defects occur in infrastructure as code scripts?

We answer RQ1 by quantifying defect density and defects per month. We calculate defect density by counting defects that appear per 1000 lines (KLOC) of IaC script, similar to prior work (Battin et al, 2001) (Mohagheghi et al, 2004) (Hatton, 1997). We use Equation 1 to calculate defect density ($DD_{KLOC}$). $DD_{KLOC}$ gives an assessment of how frequently defects occur in IaC scripts. We select this measure of defect density, as this measure has been used as an
Table 2: Example of Extended Commit Messages (XCMs) for Defect Categories

<table>
<thead>
<tr>
<th>Category</th>
<th>Mirantis</th>
<th>Mozilla</th>
<th>OpenStack</th>
<th>Wikimedia</th>
</tr>
</thead>
<tbody>
<tr>
<td>Algorithm</td>
<td>fixing deeper hash merging for firewall</td>
<td>bug 896594: make watch_devices.sh log's no longer infinitely growing; my thought is logrotate.d but open to other choices here</td>
<td>fix middleware order of proxy pipeline and add missing modules this patch fixes the order of the middleware defined in the swift proxy server pipeline</td>
<td>nginx service should be stopped and disabled when nginx is absent</td>
</tr>
<tr>
<td>Assignment</td>
<td>fix syntax errors this commit removes a couple of extraneous commands introduced by copy/paste errors</td>
<td>bug 867593 use correct syntax reencoded syntax error in collection</td>
<td>fix missing slash in puppet file url</td>
<td></td>
</tr>
<tr>
<td>Build/Package/Merge</td>
<td>params should have been imported, it was only working in tests by accident</td>
<td>bug 774638: concat/setup should depend on diffutils</td>
<td>fix db_sync dependencies: this patch adds dependencies between the Cinder-api and Cinder-backup services to ensure that db_sync is run before the services are up. change-id: i7005</td>
<td>fix varnish apt dependencies these are required for the build it does. also: remove unnecessary package requires that are covered by require_package</td>
</tr>
<tr>
<td>Checking</td>
<td>ensure we have iso/directory in jenkins workspace we share iso folder for storing fuel iso which are used for fuel-library tests</td>
<td>bug 1118514: ensure deployment.user uid is &gt;500</td>
<td>fix check on threads</td>
<td>fix filesystem爇ookeeper.kv Reaper 没有必要的条件</td>
</tr>
<tr>
<td>Documentation</td>
<td>fixed comments on pull.</td>
<td>bug 1253309 - followup fix to review comments</td>
<td>fix up date string for workers variables change-id:ie886</td>
<td>fix documentation default</td>
</tr>
<tr>
<td>Function</td>
<td>fix for jenkins swarm slave variables</td>
<td>bug 1292125: puppet fails to set root password on buildslave-tools server</td>
<td>make class rally work class rally is created initially by tool</td>
<td>fix vs restbase reverse proxy config move the restbase domain and '/v1' url routing bits into the apache config rather than the vs config</td>
</tr>
<tr>
<td>Interface</td>
<td>fix for the build broken dependencies</td>
<td>bug 859799: puppetagent buildbot masters won't reconfig because of missing dsl subsystem</td>
<td>update all missing parameters in all manifests</td>
<td>fix file location for interfaces</td>
</tr>
<tr>
<td>No Defect</td>
<td>added readme merge bug 117824 from default</td>
<td>add example for cobbler</td>
<td>new packages for the server</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>fix cobbler update</td>
<td>bug 797946: minor fix: cobbler package</td>
<td>minor fix:</td>
<td>fix cobbler config package service ordering</td>
</tr>
<tr>
<td>Timing/Serialization</td>
<td>fix /etc/timezone file add newline at end of file /etc/timezone</td>
<td>bug 838203: test_alerts.html times out on ubuntu 12.04 vm</td>
<td>fix minimal available memory check change-id:naad0</td>
<td>fix hhvm library usage race conditions ensure that the hhvm lib 'current' symlink is created before setting usrbinphp to point to usrbinhhvm instead of usrbinphp. previously there was a potential for race conditions due to resource ordering rules</td>
</tr>
</tbody>
</table>
industry standard to (i) establish a baseline for defect frequency; and (ii) helps to assess the quality of the software (Harlan, 1987) (McConnell, 2004).

\[ DD_{KLOC} = \frac{\text{number of defects for all IaC scripts}}{\text{count of lines for all IaC scripts} \times 1000} \]  
(1)

Defects per month provides an overview on how frequently defects appear with the evolution of time. We compute the proportion of defects that occur every month to calculate defects per month. We use the metric ‘Defects per Month’ and calculate this metric using Equation 2:

\[ \text{Defects per Month (m)} = \frac{\text{number of defects in month } m}{\text{total commits in month } m} \times 100 \]  
(2)

To observe the trends for defects per month, we apply the Cox-Stuart test (Cox and Stuart, 1955). The Cox Stuart test is a statistical test that compares the earlier data points to the later data points in a time series to determine whether or not the trend observant from the time series data is increasing or decreasing with statistical significance. We apply the following steps:

- if Cox-Stuart test output shows an increasing trend with a p-value < 0.05, we determine the temporal trend to be ‘increasing’.
- if Cox-Stuart test output shows a decreasing trend with a p-value < 0.05, we determine the temporal trend to be ‘increasing’.
- if we cannot determine if the temporal trend as ‘increasing’ or ‘decreasing’, then we determine the temporal trend to be ‘consistent’.

3.4 RQ2: By categorizing defects using the defect type attribute of orthogonal defect classification, what process improvement recommendations can we make for infrastructure as code development?

We answer RQ2 using the categorization achieved through qualitative analysis and by reporting the count of defects that belong to each defect category. We use the metric Defect Count for Category \( x \) (\( DCC \)) calculated using Equation 3.

\[ \text{Defect Count for Category } x \ (DCC) = \left( \frac{\text{count of defects that belong to category } x}{\text{total count of defects}} \right) \times 100 \]  
(3)
Answers to RQ2 will give us an overview on the distribution of defect categories for IaC scripts, which we use to determine what process improvement opportunities can be recommended for IaC development. In Table 1 we have provided a mapping between defect categorization and the corresponding process improvement activity, as suggested by Chillarege et al. (Chillarege et al, 1992).

3.5 RQ3: What are the differences between infrastructure as code (IaC) and non-IaC software process improvement activities, as determined by their defect category distribution reported in the literature?

We answer RQ3 by identifying prior research that have used the defect type attribute of ODC to categorize defects in other systems such as safety critical systems (Lutz and Mikulski, 2004), and operating systems (Christmansson and Chillarege, 1996). We collect necessary publications based on the following selection criteria:

- **Step-1**: The publication must cite Chillarege et al. (Chillarege et al, 1992)’s ODC publication, be indexed by ACM Digital Library or IEEE Xplore or SpringerLink or ScienceDirect, and have been published on or after the year 2000. By selecting publications on or after the year 2000 we assume to obtain defect categories of software systems that are relevant and comparable against modern software systems such as IaC.

- **Step-2**: The publication must use the defect type attribute of ODC in its original form to categorize defects of a software system. We exclude publications that cite Chillarege et al. (Chillarege et al, 1992)’s paper as related work and not use the ODC defect type attribute for categorization. We also exclude publications that modify the ODC defect type attribute to form more defect categories, and use the modified version of ODC to categorize defects.

- **Step-3**: The publication must explicitly report the software systems they studied with a distribution of defects across the ODC defect type categories and the total count of bugs/defects/faults for each software system. Along with defects, we consider bugs and faults, as in prior work researchers have used the terms bugs (Thung et al, 2012) and faults interchangeably with defects (Pecchia and Russo, 2012).

Our answer to RQ3 provides a list of software systems with distribution of defects categorized using the defect type attribute of ODC. For each software system, we report the main programming language it was built and the reference publication.
Table 3: Filtering Criteria to Construct Defect Datasets

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Dataset</th>
<th>Mirantis</th>
<th>Mozilla</th>
<th>Openstack</th>
<th>Wikimedia</th>
</tr>
</thead>
<tbody>
<tr>
<td>Criteria-1</td>
<td>26</td>
<td>1,594</td>
<td>1,253</td>
<td>1,638</td>
<td></td>
</tr>
<tr>
<td>Criteria-2</td>
<td>20</td>
<td>2</td>
<td>61</td>
<td>11</td>
<td></td>
</tr>
<tr>
<td>Criteria-3</td>
<td>20</td>
<td>2</td>
<td>61</td>
<td>11</td>
<td></td>
</tr>
<tr>
<td>Final</td>
<td>20</td>
<td>2</td>
<td>61</td>
<td>11</td>
<td></td>
</tr>
</tbody>
</table>

4 Datasets

We construct datasets using Puppet scripts from open source repositories maintained by four organizations: Mirantis, Mozilla, Openstack, and Wikimedia Commons. We select Puppet because it is considered as one of the most popular tools to implement IaC (Jiang and Adams, 2015) (Shambaugh et al, 2016), and has been used by organizations since 2005 (McCune and Jeffrey, 2011). Mirantis is an organization that focuses on the development and support of cloud services such as OpenStack. Mozilla is an open source software community that develops, uses, and supports Mozilla products such as Mozilla Firefox. Openstack foundation is an open-source software platform for cloud computing where virtual servers and other resources are made available to customers. Wikimedia Foundation is a non-profit organization that develops and distributes free educational content.

4.1 Repository Collection

We apply the three selection criteria presented in Section 3.1.1 to identify the repositories that we use for analysis. We describe how many of the repositories satisfied each of the three criteria in Table 3. Each row corresponds to the count of repositories that satisfy each criteria. For example, 26 repositories satisfy Criteria-1, for Mirantis. Altogether, we obtain 94 repositories to extract Puppet scripts from.

4.2 Commit Message Processing

We report summary statistics on the collected repositories in Table 4. According to Table 4, for Mirantis we collect 165 Puppet scripts that map to 1,021 commits. Of these 1,021 commits, 82 commits include identifiers for bug reports. The number of lines of code for these 165 Puppet scripts is 17,564.

11 https://www.mirantis.com/
13 https://www.openstack.org/
14 https://wikimediafoundation.org/
Table 4: Summary Attributes of Defect Datasets

<table>
<thead>
<tr>
<th>Properties</th>
<th>Dataset</th>
<th>Mirantis</th>
<th>Mozilla</th>
<th>Openstack</th>
<th>Wikimedia</th>
</tr>
</thead>
<tbody>
<tr>
<td>Puppet Scripts</td>
<td>165</td>
<td>580</td>
<td>1,383</td>
<td>296</td>
<td></td>
</tr>
<tr>
<td>Puppet Code Size (LOC)</td>
<td>17,664</td>
<td>30,272</td>
<td>122,083</td>
<td>17,439</td>
<td></td>
</tr>
<tr>
<td>Defective Puppet Scripts</td>
<td>91 of 165, 55.1%</td>
<td>259 of 580, 44.6%</td>
<td>810 of 1383, 58.5%</td>
<td>161 of 296, 54.4%</td>
<td></td>
</tr>
<tr>
<td>Commits with Puppet Scripts</td>
<td>1,021</td>
<td>3,074</td>
<td>7,808</td>
<td>972</td>
<td></td>
</tr>
<tr>
<td>Commits with Report IDs</td>
<td>82 of 1021, 8.0%</td>
<td>2764 of 3074, 89.9%</td>
<td>2252 of 7808, 28.8%</td>
<td>210 of 972, 21.6%</td>
<td></td>
</tr>
<tr>
<td>Defect-related Commits</td>
<td>344 of 1021, 33.7%</td>
<td>558 of 3074, 18.1%</td>
<td>1987 of 7808, 25.4%</td>
<td>298 of 972, 30.6%</td>
<td></td>
</tr>
</tbody>
</table>

4.3 Determining Categories of Defects

We use 89 raters to categorize the XCMs, using the following phases:

- **Categorization Phase:**
  - **Mirantis:** We recruit students in a graduate course related to software engineering via e-mail. The number of students in the class was 58, and 32 students agreed to participate. We follow Internal Review Board (IRB) protocol, IRB#12130, in recruitment of students and assignment of defect categorization tasks. We randomly distribute the 1,021 XCMs amongst the students such that each XCM is rated by at least two students. The average professional experience of the 32 students in software engineering is 1.9 years. On average, each student took 2.1 hours.
  - **Mozilla:** The second and third author of the paper, separately apply qualitative analysis on 3,074 XCMs. The second and third author, respectively, have a professional experience of three and two years in software engineering. The second and third author, respectively, took 37.0 and 51.2 hours to complete the categorization.
  - **Openstack:** The third and fourth author of the paper, separately, apply qualitative analysis on 7,808 XCMs from Openstack repositories. The third and fourth author, respectively, have a professional experience of two and one year in software engineering. The third and fourth author completed the categorization of the 7,808 XCMs respectively, in 80.0 and 130.0 hours.
  - **Wikimedia:** 54 graduate students recruited from the ‘Software Security’ course are the raters. We randomly distribute the 972 XCMs amongst the students such that each XCM is rated by at least two students. According to our distribution, 140 XCMs are assigned to each student. The average professional experience of the 54 students in software engineering is 2.3 years. On average, each student took 2.1 hours to categorize the 140 XCMs.
– Resolution Phase:

– **Mirantis**: Of the 1,021 XCMs, we observe agreement for 509 XCMs and disagreement for 512 XCMs, with a Cohen’s Kappa score of 0.21. Based on Cohen’s Kappa score, the agreement level is ‘fair’ (Landis and Koch, 1977).

– **Mozilla**: Of the 3,074 XCMs, we observe agreement for 1,308 XCMs and disagreement for 1,766 XCMs, with a Cohen’s Kappa score of 0.22. Based on Cohen’s Kappa score, the agreement level is ‘fair’ (Landis and Koch, 1977).

– **Openstack**: Of the 7,808 XCMs, we observe agreement for 3,188 XCMs, and disagreements for 4,620 XCMs. The Cohen’s Kappa score was 0.21. Based on Cohen’s Kappa score, the agreement level is ‘fair’ (Landis and Koch, 1977).

– **Wikimedia**: Of the 972 XCMs, we observe agreement for 415 XCMs, and disagreements for 557 XCMs, with a Cohen’s Kappa score of 0.23. Based on Cohen’s Kappa score, the agreement level is ‘fair’ (Landis and Koch, 1977).

The first author of the paper was the resolver, and resolved disagreements for all four datasets. In case of disagreements the resolver’s categorization is considered as final.

We observe that the raters agreement level to be ‘fair’ for all four datasets. One possible explanation can be that the raters agreed on whether an XCM is defect-related, but disagreed on which of the 10 defect category of the defect is related to. For defect categorization, fair or poor agreement amongst raters however, is not uncommon. Henningsson et al. (Henningsson and Wohlin, 2004) also reported a low agreement amongst raters.

**Practitioner Agreement**: We report the agreement level between the raters’ and the practitioners’ categorization for randomly selected 50 XCMs as following:

– **Mirantis**: We contact three practitioners and all of them respond. We observe a 89.0% agreement with a Cohen’s Kappa score of 0.8. Based on Cohen’s Kappa score, the agreement level is ‘substantial’ (Landis and Koch, 1977).

– **Mozilla**: We contact six practitioners and all of them respond. We observe a 94.0% agreement with a Cohen’s Kappa score of 0.9. Based on Cohen’s Kappa score, the agreement level is ‘almost perfect’ (Landis and Koch, 1977).

– **Openstack**: We contact 10 practitioners and all of them respond. We observe a 92.0% agreement with a Cohen’s Kappa score of 0.8. Based on Cohen’s Kappa score, the agreement level is ‘substantial’ (Landis and Koch, 1977).

– **Wikimedia**: We contact seven practitioners and all of them respond. We observe a 98.0% agreement with a Cohen’s Kappa score of 0.9. Based on Cohen’s Kappa score, the agreement level is ‘almost perfect’ (Landis and Koch, 1977).
We observe that the agreement between ours and the practitioners’ categorization varies from 0.8 to 0.9, which is higher than that of the agreement between the raters in the Categorization Phase. One possible explanation can be related to how the resolver resolved the disagreements. The first author of the paper has industry experience in writing IaC scripts, which may help to determine categorizations that are consistent with practitioners. Another possible explanation can be related to the sample provided to the practitioners. The provided sample, even though randomly selected, may include commit messages whose categorization are relatively easy to agree upon.

**Dataset Availability:** The constructed datasets used for empirical analysis are available as online 15.

### 5 Results

In this section, we provide empirical findings by answering the three research questions:

5.1 **RQ1: How frequently do defects occur in infrastructure as code scripts?**

The defect density, measured in $DD_{KLOC}$ is respectively, 27.6, 18.4, 16.2, and 17.1 per 1000 LOC, respectively, for Mirantis, Mozilla, Openstack, and Wikimedia. We observe defect densities to vary from organization to another, which is consistent with prior research. For example, for a Fortran-based satellite planning software system, Basili and Perricone (Basili and Perricone, 1984) have reported defect density to vary from 6.4 to 16.0, for every 1000 LOC. Mohagheghi et al. (Mohagheghi et al, 2004) have reported defect density to vary between 0.7 and 3.7 per KLOC for a telecom software system written in C, Erlang, and Java.

We report the defects per month values for the four datasets in Figure 2. In Figure 2, we apply smoothing to obtain visual trends. The x-axis and y-axis, respectively, presents the months and the defects per month values. According to our Cox-Stuart test results, as shown in Table 5, all trends are consistent. The p-values obtained from the Cox-Stuart test output for Mirantis, Mozilla, Openstack, and Wikimedia are respectively, 0.22, 0.23, 0.42, and 0.13. Our findings indicate that overall, frequency of defects do not significantly change across time for IaC scripts.

We use our findings related to defects per month to draw parallels with hardware and non-IaC software systems. For hardware systems researchers have reported the ‘bathtub curve’ trend, which states when initially hardware systems are put into service, the frequency of defects is high (Smith, 1993). As time progresses, defect frequency decreases and remains constant during the ‘adult period’. However, after the adult period, defect frequency becomes high.

15 https://doi.org/10.6084/m9.figshare.6465215
Fig. 2: Defects per month for all four datasets. Figures 2a, 2b, 2c, and 2d respectively presents defects per month for Mirantis, Mozilla, Openstack, and Wikimedia with smoothing. Overall, defect-related commits exhibit consistent trends over time.
Table 5: Cox-Stuart Test Results for Defects per Month

<table>
<thead>
<tr>
<th>Output</th>
<th>Mirantis</th>
<th>Mozilla</th>
<th>Openstack</th>
<th>Wikimedia</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trend</td>
<td>Increasing</td>
<td>Decreasing</td>
<td>Decreasing</td>
<td>Decreasing</td>
</tr>
<tr>
<td>p-value</td>
<td>0.22</td>
<td>0.23</td>
<td>0.42</td>
<td>0.13</td>
</tr>
</tbody>
</table>

again, as hardware systems enter the ‘wear out period’ (Smith, 1993). For IaC defects we do not observe such temporal trend.

In non-IaC software systems, initially defect frequency is high, which gradually decreases, and eventually becomes low as time progresses (Hartz et al, 1996). Eventually, all software systems enter the ‘obsolescence period’ where defect frequency remains consistent, as no significant upgrades or changes to the software is made (Hartz et al, 1996). For Wikimedia, we observe a similar trend to that of non-IaC software systems: initially defect frequency remains high, but decreases as time progresses. However, this observation does not generalize for the other three datasets. Also, according to the Cox-Stuart test, the visible trends are not statistically validated. One possible explanation can be attributed to how organizations resolve existing defects. For example, while fixing a certain set of defects, practitioners may be inadvertently introducing a new set of defects, which results in an overall constant trend.

The defect density is 27.6, 18.4, 16.2, and 17.1 defects per KLOC respectively for Mirantis, Mozilla, Openstack, and Wikimedia. For all four datasets, we observe IaC defects to follow a consistent temporal trend.

5.2 RQ2: By categorizing defects using the defect type attribute of orthogonal defect classification, what process improvement recommendations can we make for infrastructure as code development?

We answer RQ2 by first presenting the values for defect count per category (DCC) that belong to each defect category mentioned in Table 1. In Figure 3, we report the DCC values for the four datasets. In Figure 3, the x-axis presents the nine defect categories, whereas, the y-axis presents DCC values for each category. We observe the dominant defect category to be assignment. As shown in Figure 3, Assignment-related defects account for 49.3%, 36.5%, 57.6%, and 62.7% of the defects, for Mirantis, Mozilla, Openstack, and Wikimedia, respectively.

One possible explanation can be related to how practitioners utilize IaC scripts. IaC scripts are used to manage configurations and deployment infrastructure automatically (Humble and Farley, 2010). For example, practitioners use IaC to provision cloud instances, such as Amazon Web Services (Cito et al, 2015), or manage dependencies of software (Humble and Farley, 2010). When assigning configurations of library dependencies or provisioning cloud instances
practitioners might be inadvertently introducing defects. Fixing these defects involve few lines of code in IaC scripts, and these defects fall in the assignment category. Correcting syntax issues also involve a few lines of code and also belongs to the assignment category. Another possible explanation can be related to the declarative nature of Puppet scripts. Puppet provides syntax to declare and assign configurations. While assigning these configuration values practitioners may be inadvertently introducing defects.

As shown in Figure 3, for category Other, defect count per category is 12.5%, 9.4%, 6.7%, and 0.8%, for Mirantis, Mozilla, Openstack, and Wikimedia, respectively. This category includes XCMs that correspond to a defect but the rater was not able to identify the category of the defect. One possible explanation can be attributed to the lack of information content provided in the messages. Practitioners may not strictly adhere to the practice of writing detailed commit messages, which eventually leads to commit messages that do not provide enough information for defect categorization. For example, the commit message ‘minor puppetagain fixes’, implies that a practitioner performed a fix-related action on an IaC script, but what category of defect was fixed remains unknown. We observe organization-based guidelines to exist on how to write better commit messages for Mozilla\footnote{https://developer.mozilla.org/en-US/docs/Mozilla/Developer_guide/}, Openstack\footnote{https://wiki.openstack.org/wiki/GitCommitMessages}, and Wikimedia\footnote{https://www.mediawiki.org/wiki/Gerrit/Commit_message_guidelines}. Another possible explanation can be attributed to the lack of context inherent in commit messages. The commit messages provide a summary of the changes being made, but that might not be enough to determine the defect category. Let us consider two examples in this regard, provided in Figures 4a and 4b. Figures 4a and 4b respectively presents two XCMs cat-
Fig. 4: Code changes in commits categorized as the ‘Other’ category. Figures 4a and 4b respectively presents the code changes for two commits marked as ‘Other’ obtained from Mozilla and Openstack.

egorized as ‘Other’, and obtained respectively from Mozilla and Openstack. In Figure 4b, we observe that in the commit, a newline is being added for printing purposes, which is not captured in the commit message ‘summary: bug 746824: minor fixes’. From Figure 4b, we observe that in the commit, the ‘stdlib::safe_package’ is being replaced by the ‘package’ syntax, which is not captured by the corresponding commit message ‘minor fixes’.

**Recommendations for IaC Development**: Our findings indicate that assignment-related defects are the most dominant category of defects. According to Chillarege et al. (Chillarege et al, 1992), if assignment-related defects are not discovered with code inspection and unit tests earlier, these defects can continue to grow at latter stages of development. Based on our findings, we recommend organizations to allocate more code inspection and unit testing efforts.

Assignment is the most frequently occurring defect category for all four datasets: Mirantis, Mozilla, Openstack, and Wikimedia. For Mirantis, Mozilla, Openstack, and Wikimedia, respectively 49.3%, 36.5%, 57.6%, and 62.7%, of the defects belong to the category, assignment. Based on our findings, we recommend practitioners to allocate more efforts on code inspection and unit testing.

5.3 RQ3: What are the differences between infrastructure as code (IaC) and non-IaC software process improvement activities, as determined by their defect category distribution reported in the literature?

We identify 26 software systems using the three steps outlined in Section 3.5:

- **Step-1**: As of August 11, 2018, 818 publications indexed by ACM Digital Library or IEEE Xplore or SpringerLink or ScienceDirect, cited the original
ODC publication (Chillarege et al, 1992). Of the 818 publications, 674 publications were published on or after 2000.

- **Step-2**: Of these 674 publications, 16 applied the defect type attribute of ODC in its original form to categorize defects for software systems.
- **Step-3**: Of these 16 publications, 7 publications explicitly mentioned the total count of defects and provided a distribution of defect categories. We use these seven publications to determine the defect categorization of 26 software systems.

In Table 6, we present the categorization of defects for these 26 software systems. The ‘System’ column reports the studied software system followed by the publication reference in which the findings were reported. The ‘Count’ column reports the total count of defects that were studied for the software system. The ‘Lang.’ column presents the programming language using which the system is developed. The dominant defect category for each software system is highlighted in bold.

From Table 6, we observe that for four of the 26 software systems, 40% or more of the defect categories belonged to the assignment category. For 15 of the 26 software systems, algorithm-related defects are dominant. We also observe documentation and timing-related defects to rarely occur in the previously-studied software systems. In contrast to IaC scripts, assignment-related defects are not prevalent: assignment-related defects were the dominant category for 3 of the 26 software systems. We observe IaC scripts to have a different defect category distribution than non-IaC software system written in general purpose programming languages.

The differences in defect category distribution may yield different set of guidelines for software process improvement. For the 15 software systems where algorithm-related defects are dominant, based on ODC, software process improvement efforts can be focused on the following activities: coding, code inspection, unit testing, and functional testing. In case of IaC scripts, as previously discussed, software process improvement efforts can be focused on code inspection and unit testing.

Defects categorized as assignment are more prevalent amongst IaC scripts compared to that of non-IaC systems. Our findings suggest that process improvement activities will be different for IaC development compared to that of non-IaC software development.

### 6 Discussion

In this section, we discuss our findings with possible implications:

<table>
<thead>
<tr>
<th>System</th>
<th>Lang.</th>
<th>Count</th>
<th>AL(%)</th>
<th>AS(%)</th>
<th>B(%)</th>
<th>C(%)</th>
<th>D(%)</th>
<th>F(%)</th>
<th>I(%)</th>
<th>T(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bourne Again Shell (BASH)</td>
<td>C</td>
<td>2</td>
<td>0.0</td>
<td>100.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>DNS Name Simulator for x86 (Cotroneo et al., 2013)</td>
<td>C, C+</td>
<td>3</td>
<td>33.3</td>
<td>66.7</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Patchable-Ext to html converter (Cotroneo et al., 2013)</td>
<td>Java</td>
<td>20</td>
<td>40.0</td>
<td>55.0</td>
<td>5.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Firefox-Relational DBMS (Cotroneo et al., 2013)</td>
<td>C++</td>
<td>3</td>
<td>33.3</td>
<td>66.7</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Air Traffic application (Lyu et al., 2003)</td>
<td>C</td>
<td>426</td>
<td>19.0</td>
<td>31.9</td>
<td>0.0</td>
<td>14.0</td>
<td>33.8</td>
<td>1.1</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Pdftohtml-Pdf to html converter (Cotroneo et al., 2013)</td>
<td>Java</td>
<td>20</td>
<td>40.0</td>
<td>55.0</td>
<td>0.0</td>
<td>5.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Firebird-Relational DBMS (Cotroneo et al., 2013)</td>
<td>C++</td>
<td>2</td>
<td>0.0</td>
<td>50.0</td>
<td>0.0</td>
<td>50.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Air Traffic application (Lyu et al., 2003)</td>
<td>C</td>
<td>78</td>
<td>15.3</td>
<td>25.6</td>
<td>0.0</td>
<td>44.8</td>
<td>0.0</td>
<td>0.0</td>
<td>14.1</td>
<td>0.0</td>
</tr>
<tr>
<td>Joe-Tex editor (Cotroneo et al., 2013)</td>
<td>C</td>
<td>1,101</td>
<td>47.6</td>
<td>26.4</td>
<td>0.0</td>
<td>12.8</td>
<td>0.0</td>
<td>0.0</td>
<td>12.9</td>
<td>0.0</td>
</tr>
<tr>
<td>Middleware system for air traffic control (Cinque et al., 2014)</td>
<td>C</td>
<td>3,159</td>
<td>58.9</td>
<td>24.5</td>
<td>0.0</td>
<td>1.7</td>
<td>0.0</td>
<td>14.8</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>ScummVM-Interpreter for adventure engines (Cotroneo et al., 2013)</td>
<td>C++</td>
<td>74</td>
<td>56.7</td>
<td>24.3</td>
<td>0.0</td>
<td>8.1</td>
<td>6.7</td>
<td>4.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Linux kernel (Cotroneo et al., 2013)</td>
<td>C</td>
<td>93</td>
<td>33.3</td>
<td>22.5</td>
<td>0.0</td>
<td>25.8</td>
<td>0.0</td>
<td>12.9</td>
<td>5.3</td>
<td>0.0</td>
</tr>
<tr>
<td>Vim-Linux editor (Cotroneo et al., 2013)</td>
<td>C</td>
<td>249</td>
<td>44.5</td>
<td>21.2</td>
<td>0.0</td>
<td>22.4</td>
<td>0.0</td>
<td>5.2</td>
<td>6.4</td>
<td>0.0</td>
</tr>
<tr>
<td>MySQL DBMS (Pecchia and Russo, 2012)</td>
<td>C, C++</td>
<td>11,102</td>
<td>52.9</td>
<td>20.5</td>
<td>0.0</td>
<td>15.3</td>
<td>0.0</td>
<td>11.2</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>CDEX-CD digital audio data extractor (Cotroneo et al., 2013)</td>
<td>C++</td>
<td>74</td>
<td>56.7</td>
<td>24.3</td>
<td>0.0</td>
<td>8.1</td>
<td>6.7</td>
<td>4.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>OpenTraffic system for air traffic control (Cinque et al., 2014)</td>
<td>C</td>
<td>95</td>
<td>33.3</td>
<td>22.5</td>
<td>0.0</td>
<td>25.8</td>
<td>0.0</td>
<td>12.9</td>
<td>5.3</td>
<td>0.0</td>
</tr>
<tr>
<td>CDEX-CD digital audio data extractor (Cotroneo et al., 2013)</td>
<td>C++</td>
<td>11</td>
<td>0.0</td>
<td>18.1</td>
<td>0.0</td>
<td>18.1</td>
<td>0.0</td>
<td>0.0</td>
<td>54.5</td>
<td>0.0</td>
</tr>
<tr>
<td>Struts (Basso et al., 2009)</td>
<td>Java</td>
<td>199</td>
<td>17.0</td>
<td>15.5</td>
<td>0.0</td>
<td>2.5</td>
<td>1.1</td>
<td>29.1</td>
<td>5.0</td>
<td>10.5</td>
</tr>
<tr>
<td>Safety Critical System (Lutz and Mikulski, 2004)</td>
<td>Java</td>
<td>125</td>
<td>38.8</td>
<td>15.2</td>
<td>0.0</td>
<td>11.2</td>
<td>0.0</td>
<td>28.8</td>
<td>8.0</td>
<td>0.0</td>
</tr>
<tr>
<td>FreeCvi-Strategy game (Cotroneo et al., 2013)</td>
<td>Java</td>
<td>40</td>
<td>10.0</td>
<td>15.0</td>
<td>0.0</td>
<td>5.0</td>
<td>0.0</td>
<td>10.0</td>
<td>10.0</td>
<td>0.0</td>
</tr>
<tr>
<td>FreeMind (Basso et al., 2009)</td>
<td>Java</td>
<td>71</td>
<td>36.6</td>
<td>14.0</td>
<td>0.0</td>
<td>11.2</td>
<td>0.0</td>
<td>25.3</td>
<td>12.6</td>
<td>0.0</td>
</tr>
<tr>
<td>FreeMind (Basso et al., 2009)</td>
<td>Java</td>
<td>169</td>
<td>57.9</td>
<td>12.4</td>
<td>0.0</td>
<td>13.6</td>
<td>0.0</td>
<td>2.3</td>
<td>13.6</td>
<td>0.0</td>
</tr>
<tr>
<td>FreeMind (Basso et al., 2009)</td>
<td>Java</td>
<td>53</td>
<td>52.8</td>
<td>11.3</td>
<td>0.0</td>
<td>13.2</td>
<td>0.0</td>
<td>15.0</td>
<td>7.5</td>
<td>0.0</td>
</tr>
<tr>
<td>FreeMind (Basso et al., 2009)</td>
<td>Java</td>
<td>90</td>
<td>46.6</td>
<td>11.1</td>
<td>0.0</td>
<td>2.2</td>
<td>0.0</td>
<td>28.8</td>
<td>11.1</td>
<td>0.0</td>
</tr>
<tr>
<td>Mirantis [This paper]</td>
<td>Puppet</td>
<td>344</td>
<td>6.5</td>
<td>49.3</td>
<td>6.7</td>
<td>1.9</td>
<td>7.5</td>
<td>6.4</td>
<td>12.5</td>
<td>2.6</td>
</tr>
<tr>
<td>Mozilla [This paper]</td>
<td>Puppet</td>
<td>558</td>
<td>7.7</td>
<td>36.6</td>
<td>6.4</td>
<td>17.0</td>
<td>2.3</td>
<td>10.0</td>
<td>1.9</td>
<td>8.4</td>
</tr>
<tr>
<td>Mirantis [This paper]</td>
<td>Puppet</td>
<td>1957</td>
<td>7.0</td>
<td>57.0</td>
<td>6.9</td>
<td>6.7</td>
<td>2.8</td>
<td>2.4</td>
<td>2.9</td>
<td>0.5</td>
</tr>
<tr>
<td>Mirantis [This paper]</td>
<td>Puppet</td>
<td>298</td>
<td>3.3</td>
<td>62.7</td>
<td>6.7</td>
<td>12.6</td>
<td>4.3</td>
<td>4.3</td>
<td>2.6</td>
<td>5.1</td>
</tr>
</tbody>
</table>
6.1 Implications for Process Improvement

One finding our paper is the prevalence of assignment-related defects in IaC scripts. Software teams can use this finding to improve their process in two possible ways: first, they can use the practice of code review for developing IaC scripts. Code reviews can be conducted using automated tools and/or team members’ manual reviews. For example, through code reviews software teams can pinpoint the correct value of configurations at development stage. Automated code review tools such as linters can also help in detecting and fixing syntax issues of IaC scripts at the development stage. Typically, IaC scripts are used by organizations that have implemented CD, and for these organizations, Kim et al. (Kim et al, 2016) recommends manual peer review methods such as pair programming to improve code quality.

Second, software teams might benefit from unit testing of IaC scripts to reduce defects related to configuration assignment. We have observed from Section 5.2 that IaC-related defects are mostly related to the assignment category which includes improper assignment of configuration values and syntax errors. Practitioners can test if correct configuration values are assigned by writing unit tests for components of IaC scripts. In this manner, instead of catching defects at run-time that might lead to real-world consequences e.g. the problem reported by Wikimedia Commons 19, software teams might be able to catch defects in IaC scripts at the development stages with the help of testing.

6.2 Future Research

Our findings have the potential to facilitate further research in the area of IaC defects. In Section 5 we have observed the process differences that occur between organizations, and future research can systematically investigate if there are process differences in IaC development and why they exist. We have applied a qualitative process to categorize defects using the defect type attribute of ODC. We acknowledge that our process is manual and labor-intensive. We advocate for future research that can look into how the process of ODC can be automated. In future researchers can also investigate why the observed defects occur, and provide a causal analysis of IaC defects.

7 Threats To Validity

We describe the threats to validity of our paper as following:

- **Conclusion Validity**: Our approach is based on qualitative analysis, where raters categorized XCMs, and assigned defect categories. We acknowledge that the process is susceptible human judgment, and the raters’ 19 https://wikitech.wikimedia.org/wiki/Incident_documentation/20170118-Labs
experience can bias the categories assigned. The accompanying human subjectivity can influence the distribution of the defect category for IaC scripts of interest. We mitigated this threat by assigning multiple raters for the same set of XCMs. Next, we used a resolver, who resolved the disagreements. Further, we cross-checked our categorization with practitioners who authored the XCMs, and observed ‘substantial’ to ‘almost perfect’ agreement.

- **Internal Validity:** We have used a combination of commit messages and issue report descriptions to determine if an IaC script is associated with a defect. We acknowledge that these messages might not have given the full context for the raters. Other sources of information such as practitioner input, and code changes that take place in each commit could have provided the raters better context to categorize the XCMs.
  
  In our paper, we have used a defect-related commit message as a defect. We acknowledge that in a defect-related commit message more than one defects can be fixed, but may not be expressed in the commit message and/or accompanied issue report description.
  
  We acknowledge that we have not used the trigger attribute of ODC, as our data sources do not include any information from which we can infer trigger attributes of ODC such as, ‘design conformance’, ‘side effects’, and ‘concurrency’.

- **Construct validity:** Our process of using human raters to determine defect categories can be limiting, as the process is susceptible to mono-method bias, where subjective judgment of raters can influence the findings. We mitigated this threat by using multiple raters.
  
  Also, for Mirantis and Wikimedia, we used graduate students who performed the categorization as part of their class work. Students who participated in the categorization process can be subject to evaluation apprehension, i.e. consciously or sub-consciously relating their performance with the grades they would achieve for the course. We mitigated this threat by clearly explaining to the students that their performance in the categorization process would not affect their grades.
  
  The raters involved in the categorization process had professional experience in software engineering for at two years on average. Their experience in software engineering may make the raters curious about the expected outcomes of the categorization process, which may effect the distribution of the categorization process. Furthermore, the resolver also has professional experience in software engineering and IaC script development, which could influence the outcome of the defect category distribution.

- **External Validity:** Our scripts are collected from the OSS domain, and not from proprietary sources. Our findings are subject to external validity, as our findings may not be generalizable.
  
  We construct our datasets using Puppet, which is a declarative language. Our findings may not generalize for IaC scripts that use an imperative form of language. We hope to mitigate this limitation by analyzing IaC scripts written using imperative form of languages.
8 Conclusion

Use of IaC scripts is crucial for the automated maintenance of software delivery and deployment infrastructure. Similar to software source code, IaC scripts churn frequently, and can include defects which can have serious consequences. IaC defect categorization can help organizations to identify opportunities to improve IaC development. We have conducted an empirical analysis using four datasets from four organizations namely, Mirantis, Mozilla, Openstack, and Wikimedia Commons. With 89 raters, we apply the defect type attribute of the orthogonal defect classification (ODC) methodology to categorize the defects. For all four datasets, we have observed that majority of the defects are related to assignment i.e. defects related to syntax errors and erroneous configuration assignments. We have observed compared to IaC scripts, assignment-related defects occur less frequently in non-IaC software. We also have observed the defect density is 27.6, 18.4, 16.2, and 17.1 defects per KLOC respectively for Mirantis, Mozilla, Openstack, and Wikimedia. For all four datasets, we observe IaC defects to follow a consistent temporal trend. We hope our findings will facilitate further research in IaC defect analysis.

Acknowledgements  The Science of Security Lablet at the North Carolina State University supported this research study. We thank the Realsearch research group members for their useful feedback. We also thank the practitioners who answered our questions.

References

Hatton L (1997) Reexamining the fault density-component size connection. IEEE Softw 14(2):89–97, DOI 10.1109/52.582978, URL http://dx.doi.org/10.1109/52.582978


