
Ferrofluid flow manipulation applications have been around for a few decades now. However, their applicability is increasing with the further advance in nano-technology, and the development of multiphysics systems. There have been a lot of numerical studies on ferrofluid flows which have focused on simulation of ferrofluids using different constitutive models and magnetic field conditions. However, the numerical simulations using multiphysics finite element codes are usually rare. With this motivation two applications of ferrofluid flows are explored in this research. The first application pertains to heat transfer and the second pertains to energy harvesting. The numerical multiphysics simulations are planned and executed in such a way that the complexity of the analysis increases as one progresses through the work. The first application is completely a steady-state flow analysis while the second application is an unsteady flow.

The first application pertaining to heat transfer enhancement in ferrofluid flows is bifurcated into two configurations. The first configuration investigated the enhancement in ‘self-mixing’ when a ferrofluid flow inside a 90° bend channel is subjected to two magnetic fields, one strong and one weak. This study introduced a mixing viscosity term in the momentum equation of the Navier Stokes equations, which depicted the effect of the magnetization and the applied magnetic field not being sensibly collinear. The non-uniform magnetic field applied on the bend channel is by using two parametrically placed wires which can carry current in either directions. This gave rise to symmetric and anti-symmetric cases for the magnetic field. In order to study the mixing enhancement three mixing scalars based on velocity amplification of the flow were introduced to study the effects on both local and global flow characteristics. The second configuration is similar to the one in mixing enhancement, however the non-collinearity between
the magnetization and magnetic field is removed and an additional channel which has an external radius twice that of the original channel is introduced. Here, a heat flux is applied to the boundary of the channels and different channel parameters were varied to obtain variation of Nusselt number (or heat transfer enhancement) with these parameters. The highest local and global heat transfer enhancements were of the order of 600% and 160% for the smaller channel, respectively. For the larger channel, these values were smaller as compared to the smaller channel but were significant.

The second application studied was energy harvesting from sloshing motion of the ferrofluid placed inside a container with a non-uniform magnetic field. This application was also studied through two configurations. In the first configuration a rectangular symmetric ferrofluid vibration energy harvester is proposed, which has four magnets symmetrically placed to impart non-uniform magnetic field. The system was parametrized in terms of the significant length scale and was studied for variation in the significant length scale and the polarity of the magnets placed around the sloshing container. Other parameters like the fill level of the ferrofluid, distance of magnets, and external acceleration were not varied. The maximum harvested power was 20 µW which was for a particular case of magnet polarity, and for the tank with L = 10 cm. For the tank with L = 5 cm the maximum power harvested was around 0.7 µW, which is significantly lower. Hence, establishing size effects on the potential for energy harvesting from ferrofluid sloshing vibration energy harvester. The second configuration studied is a hybrid energy harvester, in which the sloshing tank has a piezoelectric bimorph for harvesting energy through both ferrofluid motion and the deflection of the piezoelectric bimorph through the fluid structure interaction between ferrofluid and the beam. The aim of the study was to evaluate the feasibility of such a hybrid system, and it was found that the system is feasible and can be made more efficient through system optimization.
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PART I: Introduction to this work

Flow manipulation via non-invasive tactics has a plethora of applications in today’s world with increasingly complex engineering requirements to solve modern problems[1]–[3]. Flow manipulation is often used as a technique in external flows, such as cooling jet impingement and propulsion via thrust vectoring[4], [5], and in internal flow applications such as rough pipe flow and droplet dynamics of nanofluids, etc.[6], [7]. There are many different methods for flow manipulation, which can be broadly classified into active and passive methods. Passive methods involve the manipulation of flow through permanent structures or surfaces, for example pipes with rough walls, corrugated channels, etc.[8] Active methods, involve tunable flow control, generally by means of an external force field, which is usually an electric field or magnetic field. Since, magnetic and electric field effects are especially strong over shorter distances, active flow control with these forces is unusually useful for micro-scale applications[9], [10].

In recent times with the advancement in nanotechnology and particularly nano-fluidics and colloidal chemistry, new nano-fluids have been developed which can be actively controlled through the application of electric or magnetic forces. One such fluid is a ferrofluid, which can be controlled through external magnetic field, and in cases where conductive particles are involved, through an electric field as well[11]–[13].

Ferrofluids are colloidal suspensions of ceramic coated nanosized ferromagnetic particles like magnetite, titanium dioxide etc., in a base fluid (or carrier fluid), which exhibit a fundamental property known as super-paramagnetism. Super-paramagnetism allows the ferrofluid to orient itself in the direction of an externally applied magnetic field, as the ferromagnetic particles become magnetized [11]. This unique property paves the way for various engineering applications of
ferrofluids involving active flow control, like self-pumping, electronic cooling, mixing, navigation, refrigeration, lab on chip applications, microfluidics etc.[14].

Mixing enhancement for chemical engineering of internal flows has been an area of interest for a long time[15], [16]. Similarly, mixing enhancement, is also being used for lab on chip applications and for drug delivery applications[17], [18]. Furthermore, cooling applications at the microscale and liquid cooling applications have been at the very forefront of modern cooling problems for electronics. Ferrofluids are actively being utilized to solve both mixing and heat transfer enhancement problems[19]–[22].

Recently, ferrofluids have been utilized to generate energy through vibration energy harvesting[23]. Here, the ferrofluid serves as both the transduction mechanism and the energy harvesting element, behaving similar to a moving magnet. This problem is studied experimentally and computationally for a fixed configuration[24], [25]. In this work two different areas of applications of ferrofluids are explored.

This dissertation is divided into two parts. Each part deals with two problems/configurations in the same area of application of ferrofluids. The first part (part II) deals with the application of ferrofluids for mixing and heat transfer enhancement. The geometry considered in this section is a 2-D, 90° elbow channel, with different boundary conditions on the electromechanical components, to achieve mixing and heat transfer enhancement.

In the second part (part III) two configurations of ferrofluid vibration energy harvesting are introduced and studied numerically. The first is a symmetric energy harvester with four permanent magnets, tested using different magnet configurations and different length scales. The parameters responsible for power conversion in the energy harvester are analyzed for different significant length scales of the system. The second configuration considered is a hybrid sloshing-piezoelectric
energy harvester, where the energy is harvested by means of ferrofluid sloshing and ferrofluid-piezoelectric fluid-structure interaction. The feasibility of this system is analyzed, and the impacts of significant parameters are discussed.
PART II: Mixing and Heat Transfer Enhancement
The nomenclature for this section is as follows:

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$w_0$</td>
<td>Width of the channel</td>
<td>-</td>
</tr>
<tr>
<td>$L_0$</td>
<td>Length of the channel</td>
<td>-</td>
</tr>
<tr>
<td>$\chi_m$</td>
<td>Magnetic Susceptibility of the ferrofluid</td>
<td>-</td>
</tr>
<tr>
<td>$U$</td>
<td>Inlet Velocity</td>
<td>-</td>
</tr>
<tr>
<td>$\vec{V}$</td>
<td>Velocity vector</td>
<td>-</td>
</tr>
<tr>
<td>$Re$</td>
<td>Flow Reynolds Number</td>
<td>-</td>
</tr>
<tr>
<td>$u$</td>
<td>x component of velocity</td>
<td>-</td>
</tr>
<tr>
<td>$v$</td>
<td>y component of velocity</td>
<td>-</td>
</tr>
<tr>
<td>$\eta$</td>
<td>Dynamic viscosity of the ferrofluid</td>
<td>Pa s</td>
</tr>
<tr>
<td>$\rho$</td>
<td>Density of the ferrofluid</td>
<td>kg/m$^3$</td>
</tr>
<tr>
<td>$I_1$ &amp; $I_2$</td>
<td>Current magnitude in the current carrying wires</td>
<td>-</td>
</tr>
<tr>
<td>$M_s$</td>
<td>Initial Magnetization of the ferrofluid</td>
<td>A/m</td>
</tr>
<tr>
<td>$dist1$</td>
<td>Distance of the wire center from the channel center</td>
<td>m</td>
</tr>
<tr>
<td>$N_{cell}$</td>
<td>Mesh refinement parameter</td>
<td>-</td>
</tr>
<tr>
<td>$H$</td>
<td>Magnetic field generated from the wires</td>
<td>T</td>
</tr>
<tr>
<td>$B$</td>
<td>Magnetic Flux Density</td>
<td>T</td>
</tr>
<tr>
<td>$Eu$</td>
<td>Euler Number</td>
<td>-</td>
</tr>
<tr>
<td>$N_{mix}$</td>
<td>Mixing Number</td>
<td>-</td>
</tr>
<tr>
<td>$N_{mix1}$</td>
<td>Mixing Scalar 1</td>
<td>-</td>
</tr>
<tr>
<td>$N_{mix2}$</td>
<td>Mixing Scalar 2</td>
<td>-</td>
</tr>
<tr>
<td>$p$</td>
<td>Pressure</td>
<td>Pa</td>
</tr>
<tr>
<td>$\mu_0$</td>
<td>Permeability of free space $4\pi \times 10^{-7} , N/A^2$</td>
<td>-</td>
</tr>
<tr>
<td>$\mu$</td>
<td>Magnetic moment of ferromagnetic particles</td>
<td>A m</td>
</tr>
<tr>
<td>$\rho_p$</td>
<td>Density of ferromagnetic particles</td>
<td>kg/m$^3$</td>
</tr>
<tr>
<td>$C_{pl}$</td>
<td>Specific heat of the carrier liquid</td>
<td>J/kg K</td>
</tr>
<tr>
<td>$C_{pp}$</td>
<td>Specific heat of ferromagnetic particles</td>
<td>J/kg K</td>
</tr>
<tr>
<td>$d$</td>
<td>Diameter of ferromagnetic particles</td>
<td>m</td>
</tr>
<tr>
<td>$\mu_B$</td>
<td>Bohr Magneton ($9.27 \times 10^{-27} , Am^2$)</td>
<td>-</td>
</tr>
<tr>
<td>$T_{ref}$</td>
<td>Reference temperature</td>
<td>K</td>
</tr>
<tr>
<td>$\phi$</td>
<td>Volume fraction of ferrofluid</td>
<td>-</td>
</tr>
<tr>
<td>$m$</td>
<td>Magnetic moment of ferromagnetic particles</td>
<td>A m</td>
</tr>
<tr>
<td>$n$</td>
<td>Number density of ferromagnetic particles</td>
<td>m$^{-3}$</td>
</tr>
</tbody>
</table>

Other symbols:
- $\alpha$: Angle made by line joining the wires with horizontal
- $R_{out}$: Outer radius of the bend
- $T$: Temperature
- $Nu_{ch}$: Nusselt Number for the whole channel
- $Nu_{bend}$: Nusselt number for the bend
- $Nu_{bend1}$: Nusselt number in the first bend section
- $Nu_{bend2}$: Nusselt number in the second bend section
- $k_p$: Thermal conductivity of particles
- $k_L$: Thermal conductivity of carrier liquid
- $\eta_L$: Dynamic viscosity of carrier liquid
- $\rho_L$: Density of the carrier liquid
- $\rho$: Density of ferromagnetic particles
- $C_p$: Specific heat of the carrier liquid
- $M_d$: Saturation magnetization for magnetite ($423 \, kA/m$)
Chapter 1: Introduction

Mixing enhancement by the action of magnetic nanofluids has been a widely studied topic, and has been utilized for process intensification in various manufacturing processes, particularly pertaining to lab-on-a-chip applications[26], [27]. Usually, for process intensification or mixing applications, a spatially non-uniform magnetic field[28]–[30] is used, with some applications utilizing temperature sensitive ferrofluids[31], [32] and time varying magnetization to achieve the required flow manipulation[33], [34].

Numerical studies of fluid flow through pipe and channel bends have revealed that the flow through them can generate secondary motion superposed on the primary one due to the presence of centrifugal forces and the walls. The flow can further become complex depending upon the flow regime (laminar, transitional or turbulent) and can form vortices depending upon the geometry and flow Reynolds number[35].

Most investigations involving process intensification consider a system with two or more species, which would have different miscibility with each other. The role of process intensification here is to increase the inter-mixing of the species via tunable flow manipulation[36]. This would usually involve doping the flow with a nano-fluid which then can be controlled by external force.

In this work mixing enhancement is viewed differently, as only one species (i.e. the ferrofluid) is considered for self-mixing enhancement. The mixing is characterized in terms of velocity based mixing scalars, and the dependence of mixing on Reynolds number is also investigated.

In contrast there have been many research investigations, both experimental and computational, studying the effects of ferrofluid flow for cooling of electronics and thermomagnetic pumping[37]–[40], where researchers have created self-sustaining pumping
action utilizing the temperature and magnetic field dependence of the magnetization of ferrofluids[41].

Heat transfer enhancement through a 90° elbow channel has been studied before[42]. Current research is an extension of the previous studies, in which two current carrying wires are introduced to produce a spatially non-uniform magnetic field. Additionally, the wires are allowed an angular degree of freedom, to create further heat transfer enhancement.
Chapter 2: Mixing Enhancement in an Elbow Channel

1. Introduction

Ferrofluid flow through a 90° elbow channel under the effects of non-uniform magnetic field has been studied previously through numerical simulation[42]. However, this previous study does not shed light on how the ferrofluid gets magnetized, on the collinearity/non-collinearity of magnetization, and on the magnitude of the applied magnetic field. Furthermore, the previous calculations, through use of an arbitrary magnetic number to describe the magnetization of the fluid does not consider the direction of magnetization, which is the bulk representation of the alignment of magnetic dipoles after a magnetic field is applied. Finally, the effects studied in most of the previous articles consider flow manipulation of ferrofluids as secondary, while focusing on heat transfer enhancement, mixing enhancement, etc. which includes additional physics or additional species in the flow.

In this chapter, the flow of a ferrofluid through a 90° elbow channel, where the ferrofluid is pre-magnetized in the direction of the inlet flow, under the influence of an external magnetization circuit is presented. Also, a spatially non-uniform magnetic field is applied to the elbow by means of two current carrying conductors, placed parametrically along a radial line passing through the center of the bend. The non-collinearity in the direction of magnetization of the ferrofluid and the applied non-uniform magnetic field is accounted for in the governing equations. Additionally, a resultant magnetization is introduced with a component of the external applied magnetic field in the flow direction, because of the boundary condition on magnetization. This formulation results naturally into another body force term, known as an enhanced viscosity[12], [43], [44]. Moreover, the primary effects of ferrofluid flow manipulation by a
parametrized non-uniform magnetic field are presented. Hence, secondary physics for example 2-species mixing, heat transfer, etc. is not considered, in order to simplify the analysis. In section 2 the problem geometry and ferrofluid properties are discussed, while section 3 discusses the governing equations and numerical formulation, and section 4 presents results and discussion.

2. Model Geometry and Ferrofluid Properties

2.1 Geometry

Figures 1-3 show the geometrical construction of the problem. In Figure 1 the outer domain and the 90° elbow channel are shown. The outer domain is kept sufficiently large in order for the magnetic field generated by the two wires to attain convergence. The domain boundaries have magnetic insulation (Neuman) boundary conditions.

![Figure 1 Zoomed out view of the problem geometry](image)

Figure 2 shows a zoomed-in view of the elbow. The whole channel is comprised of two straight channels at the entrance and exit of the bend. The length of these channels is $L_0$, which is set to 10 channel widths, giving hydrodynamically fully developed flow (Re < 50 here) before it enters the bend.
**Figure 2** Schematic view of elbow channel and external wires

**Figure 3** shows the placement of the wires with respect to the bend, and the channel center. We have identified three locations in the bend as Locations 1, 2 & 3 as marked in **Figure 3**, which will be utilized in the coming sections to analyze the mixing in the channel.

**Figure 3** Channel bend with the two current carrying conductors
Locations 1 and 3 are at the entrance and the exit of the bend respectively, while location 2 is at the intersection of the bend centerline and the radial line containing the two wires as shown. Figure 3 also depicts the center of the bend which is 2 channel widths from the outer arc of the channel. Hence the inner arc is at a distance of $w_0$ (i.e. the channel width), from the bend center location.

In Figure 3 the current carrying wires are along a radial line passing through the center of the bend and the distance between their centers and the channel center is equal to the width of the channel i.e. $w_0$. This ensures geometrical symmetry in the domain. The wires can carry current in either direction, that is into the plane or out of the plane. Figure 4 shows the meshing of the full domain, where the outer parts of the domain away from the channel and the wires is meshed coarsely, so as to conserve required computing power.

![Figure 4 Mesh of the whole domain](image_url)
**Figure 5** shows the meshing in the bend region, which is obtained through a distribution of elements on the boundary of the channel. One parameter that controls the mesh size and the distribution is $N_{cell}$ and is used in grid convergence studies.

![Structured mesh in the channel](image)

### 2.2 Ferrofluid Properties

The properties used for this study are of ferrofluid EFH3 manufactured by Ferrotec corporation[45] and are listed in **Table 1**. It is assumed that:

(i) the ferrofluid is electrically non-conductive,

(ii) the properties of the ferrofluid are independent of magnetic field strength, and

(iii) the properties remain constant.

Another assumption is that the problem is one-way coupled with respect to the magnetic field, i.e. the magnetic field emanating from the wires will influence the flow field, however, the flow field and the magnetized ferrofluid will not influence the current and flux generated by the
wires. The Lorentz force is also assumed insignificant for the analysis and the flow is assumed to be isothermal.

**Table 1** Ferrofluid property data

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Viscosity</td>
<td>12 [mPa.s]</td>
</tr>
<tr>
<td>Density</td>
<td>1420 [kg/m³]</td>
</tr>
<tr>
<td>Magnetic susceptibility</td>
<td>3.52</td>
</tr>
<tr>
<td>Saturation magnetization</td>
<td>65 [mT]</td>
</tr>
</tbody>
</table>

### 3. Governing Equations

In this section we will discuss the governing equations for the flow, and the numerical procedures used to solve the equations.

#### 3.1 Governing Equations

The flow of the ferrofluid through the channel is governed by the Navier-Stokes equations. The equations considered here are from Odenbach[12] and Shilomis[43]. The flow is assumed to be incompressible and steady, and the fluid is assumed to be Newtonian. The following are the continuity and momentum equations used:

\[ \nabla \cdot \vec{V} = 0 \quad (1) \]

\[ \rho (\vec{V} \cdot \nabla) = -\nabla p + \eta \nabla^2 \vec{V} + \vec{M} \cdot (\nabla \vec{H}) + \frac{1}{2} \nabla \times (\vec{M} \times \vec{H}) \quad (2) \]

In the momentum equation the first term signifies advection, the second term the gradient of pressure, the third term the viscous dissipation, the fourth term is the Kelvin Body Force (KBF), and the fifth term arises from the non-collinearity of the magnetization and magnetic field. The fifth term can be expanded using vector calculus as:
$$\nabla \times (\vec{M} \times \vec{H}) = \vec{M} (\nabla \cdot \vec{H}) - \vec{H} (\nabla \cdot \vec{M}) + (\vec{H} \cdot \nabla) \vec{M} - (\vec{M} \cdot \nabla) \vec{H}$$ \hspace{1cm} (3)

In order to close the system of equations, equations related to the conservation laws for magnetic field are introduced. Since the ferrofluid is assumed to be non-conducting, and the relationship between magnetization and the magnetic field is linear, we have the following equations:

$$\nabla \times \vec{H} = 0$$ \hspace{1cm} (4)

$$\vec{M} = \chi_m \vec{H}$$ \hspace{1cm} (5)

The ferrofluid entering the channel is assumed to be pre-magnetized in the flow direction, and hence the magnetization, $M_s$, has a fixed direction in the curvilinear coordinate along the length of the channel. This magnetization magnitude is affected as the ferrofluid is influenced by the external magnetic field, which is much smaller in magnitude compared to the set magnetization values we have used in the study. Hence, it is reasonable to assume that the direction of bulk magnetization essentially remains constant, but to account for this external influence on the magnitude a component of the induced magnetization along the curvilinear coordinate is added to the magnetization as:

$$|\vec{M}_s'| = (\vec{M}_s' + \chi_m \vec{H}) \hat{e}_1$$ \hspace{1cm} (6)

where $\hat{e}_1$ is the curvilinear coordinate along the direction of the channel. Since the direction of the $\vec{H}$ and $\vec{M}$ fields are not the same, the fifth term in the N-S equation is non-zero in this study. To analyze the (self)-mixing of the ferrofluid we have introduced three different mixing scalars (or velocity intensification factors) based in velocity. The phenomenon of mixing is usually quantified in terms of mixing efficiency when more than one species mixes with each other. However, in this study, since the flow of a single fluid is studied, the scalars formulated here to map the non-uniform structures in the flow must be rooted in the velocity of the flow. They are formulated as follows:
\[ N_{\text{mix}} = \frac{\int (\vec{V} - U)^2 \, dA}{\int U^2 \, dA} \] (7)

The mixing number as given by equation 7 is a scalar based on the square of the difference between the local and inlet velocities, normalized by the integration of the square of the inlet velocity, over an appropriate area. In our case the area used is the cross-sectional area of the bend. This quantification of the mixing is rooted in the ratio of areal averages of the difference and the baseline velocities. The baseline velocity has been defined to be the inlet velocity \( U \) for all the mixing scalars. The first mixing scalar is very similar to the mixing number, but the integration is over a radial line for this case, rather than an area. It is given as[46]:

\[ N_{\text{mix1}} = \frac{\int (\vec{V} - U)^2 \, dt}{\int U^2 \, dt} \] (8)

This scalar has been analyzed at three locations in the channel, as shown in figure 3. Hence the integration is over the width of the channel along a radial line. The second mixing scalar is similar to the first mixing scalar, with respect to the integration over channel width, however the integrand is the individual squared components of the velocity differences. It is given as:

\[ N_{\text{mix2}} = \frac{1}{2} \left[ \left( \frac{\int (u - U \hat{n}_x)^2 \, dt}{\int u \, dt} \right)^2 + \left( \frac{\int (v - U \hat{n}_y)^2 \, dt}{\int u \, dt} \right)^2 \right] \] (9)

Equation 10 defines the flow Reynolds number using the channel width as the length scale of the problem.

\[ Re = \frac{U w_0}{\eta} \] (10)

### 3.2 Details of Numerical Modeling

COMSOL Multiphysics version 5.4 is used for numerically simulating the set of governing equations discussed in the previous section[47]. COMSOL is Finite Element based software which
solves conservation laws using the weak form and weighting functions of specified order. The internal multiphysics interface to couple magnetic and flow fields is utilized. Additionally, we have used curvilinear coordinates to define the magnetization of the ferrofluid. The magnetic field generated by the current carrying conductors is the non-uniform magnetic field, and its component in the direction of the flow is used to obtain resultant magnetization. Second order elements for both pressure and velocity fields while discretizing the problem are used. The magnetic field is discretized with quadratic elements as well.

Since the inlet velocity is uniform it can be expressed in terms of the Reynolds number. The solution procedure uses the fully coupled non-linear finite element[48] method. The whole mass matrix is solved directly using the PARDISO non-linear solver with the tolerance on the solution and relative residual error set to $10^{-5}$ ensuring tight convergence. Table 2 lists the parameters that are varied along with their limits.

The negative and positive values for the current accounts for the bidirectionality of the current flow (into [-] and out of [+] the plane). The simulations consider 4 current flow direction combinations, as listed in Table 3. This offers a new perspective as to how flow manipulation can take place simply by reversing the current flow direction.

**Table 2 Parameters and their variation limits**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Limits</th>
</tr>
</thead>
<tbody>
<tr>
<td>Current (I)</td>
<td>0 to 6 [A]</td>
</tr>
<tr>
<td>Magnetization (M)</td>
<td>10000 to 50000 [A/m]</td>
</tr>
<tr>
<td>Reynolds Number (Re)</td>
<td>5 to 50</td>
</tr>
</tbody>
</table>

The symmetric cases (cases 1 & 4) have the current flowing in the same direction in both the wires, whereas the anti-symmetric cases are (cases 2 & 3) have the current flowing in opposite directions.
<table>
<thead>
<tr>
<th>Case</th>
<th>Wire 1</th>
<th>Wire 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Into the plane [-]</td>
<td>Into the plane [-]</td>
</tr>
<tr>
<td>2</td>
<td>Into the plane [-]</td>
<td>Out of the plane [+]</td>
</tr>
<tr>
<td>3</td>
<td>Out of the plane [+]</td>
<td>Into the plane [-]</td>
</tr>
<tr>
<td>4</td>
<td>Out of the plane [+]</td>
<td>Out of the plane [+]</td>
</tr>
</tbody>
</table>

Grid convergence studies were performed, taking extreme cases with magnetization of 50000 A/m and current of 6A, and by varying the Reynolds number from 5 to 50. The mesh generation parameter $N_{cell}$ was varied from 50 to 100 and it was found that the pressure drop across the channel incrementally decreases as $N_{cell}$ increases. The value of $N_{cell} = 100$ was chosen for the simulations, as the relative error in pressure drop calculated between $N_{cell} = 90$ and 100 is small (i.e. less than 3%). Figure 6 shows the relative error (as compared to preceding $N_{cell}$ value) in pressure drop calculation in the channel for the grid convergence study. Both the cases of same and opposite current direction for five $N_{cell}$ values over the whole Reynolds number range are plotted. For all cases the difference between the simulated pressure drop for $N_{cell} = 90$ & 100 are small.

Figure 6 Grid convergence for I = 6A. a) case 4, b) case 3
4. Results and Discussions

Figure 7 shows the obtained magnetic flux density norm (i.e. the magnitude of the B field) for symmetric (case 1) and anti-symmetric (case 2) cases. It is to be noted that when the current flows in opposite direction the magnetic flux density in the channel is intensified, while the opposite is true for the symmetric current direction case. This variation in the magnetic flux density and by extension the magnetic field (H) between the two cases, will produce different results with respect to the mixing as quantified by the three mixing scalars introduced. It must be noted that the mixing phenomenon observed in Figure 8 is different from the usual mixing that is associated with the mixing of two or more species together. Such mixing phenomenon is tracked through mixing efficiencies, etc., which are based in the concentration of individual species.

Secondly, the vorticial (self)-mixing observed here is a large-scale phenomenon, as indicated by the significant size of the flow structure.

Finally, in order to quantify and further study this mixing phenomenon, the non-dimensional numbers or scalars introduced earlier are calculated. These scalars look like scalars used to quantify turbulent flows but are really a measure of flow velocity non-uniformity, since the flows we are considering here are steady and laminar. The non-uniform flow structure which we term as ‘vortical (self)-mixing’ is due to the magnetic energy applied on the ferrofluid by the virtue of its initial magnetization and the non-uniform magnetic field applied by the wires.
In Figure 8, the velocity magnitude for two such cases (3 & 4), where the parameters are the same, except for the direction of the current flows. The Reynolds number is 15, magnetization is 50000 A/m and the current magnitude is 6 A. In both the cases it is seen that the magnetic fields
Figure 8 Velocity magnitude plot for $I = 6A$ for a) case 4, b) case 3, and c) no current.
and the initial magnetization of the ferrofluid create a vortical structure in the bulk flow. These structures resemble the formation of wakes behind a bluff body [9].

It is observed that the rotation of the ferrofluid structure is almost symmetric for case 4, whereas the structure tends to travel downstream for case 3. This would give different results for the line integration based mixing scalars.

In order to maintain comparative consistency, the velocity magnitude lies between 0 and 0.055 m/s for all the plots shown in Figure 8. Figure 9 shows the velocity flow field for current flow cases 2 & 1.

There is clear difference between these two cases, where in case 1 the highest velocity magnitude is higher than that for case 2.

It is observed that the rotation and direction of the structure for cases 1 & 2 are reversed from those for cases 3 & 4. For case 2 the rotation is more pronounced in the first half of the bend, whereas it was found to be more pronounced in the second half of the bend for case 3. This shows that not only can there be enhancement in the vorticial (self)-mixing, there can be domain specific excitation of the ferrofluid, that can give higher and lower swirling in the two portions of the bend. Furthermore, the magnitude of the current is always maintained to be equal for all the cases in this study. The preferential rotation as seen here by changing the direction of the current can also be manifested when the current magnitudes in the two wires are unequal.
Figure 9 Velocity magnitude plot for I = 6 A for a) case 1, b) case 2, and c) no current
4.1 Comparison of mixing for the two cases

This subsection is dedicated for the analysis and comparison of the two mixing scalars and mixing number formulated in section 3 for the four cases defined in table 3, while varying the magnetization magnitude and Reynold number.

4.1.1 Comparison Utilizing Mixing Number

Figure 10 shows the comparison of mixing number integrated over the area of the bend. The two cases are plotted on two y axes with the left y axis defining the antisymmetric current direction cases (case 2&3), and the right y axis the symmetric current direction cases (case 1&4). It is observed that, for all four cases, the mixing numbers are slightly higher when the current is flowing out of the plane in wire 1, (for case 3 & 4) than when it is flowing into the plane in wire 1 (for case 1 & 2). This can be attributed to the curvature of the elbow which is oriented in the clockwise direction. Secondly, the mixing numbers for symmetric current cases (i.e. case 1 & 4) are much higher than for the antisymmetric cases. The highest mixing number achieved is 34 for case 4 when I = 6 A, Re = 5 and $M_s = 50000$ A/m. However, it is 23.5 for case 3 at the same conditions. Finally, it is observed that the mixing number goes to zero for higher Reynolds number values. The reduction in mixing is much quicker for lower magnetization values, but as the magnetization increases the mixing enhancement occurs till Reynolds number as high as 20, for $M_s = 50000$ A/m. However, the mixing reduces very quickly for $M_s= 10000$ A/m. Since, the mixing number is a scalar based in areal average of velocity intensity, it does not explain and quantify the differential vortical structures observed in figures 8 and 9. Hence, a deeper look into mixing is conducted by using the mixing scalars based in lineal averages, at different locations in the bend.
4.1.2 Comparison Utilizing Mixing Scalar 1

The vortical structures shown in Figure 8 & Figure 9 show some clear local features, which can be quantified by line integral scalar quantities. Mixing scalar 1, as given by equation 8, is evaluated at three locations in the elbow. Figure 11 shows mixing scalar 1 as a function of...
Reynolds number for the four current direction cases, with I = 6A, and for different ferrofluid magnetizations. These figures are plotted with two y axes so that two current direction cases can be compared. The sub figures a) and b) are for location 1 (i.e. at the inlet of the elbow), and a) is for cases 1 & 2 and b) is for cases 3&4. Similarly, the sub figures c) and d) are for location 2, and e) and f) for location 3.

At low Reynolds number values, the mixing scalar is very high, because of the larger residence time in the domain, and lower inertia, as seen previously with mixing number. It is observed that for cases 2&3 (anti-symmetric) the values of the mixing scalar 1 at location 1 is higher than those for cases 1&4 (symmetric). This means that the disturbances in the flow start sooner upstream for the anti-symmetric case than for the symmetric case. Also, case 4 has higher mixing scalar 1 values at location 1 as compared to case 1, which may be due to the bend structure and flow direction.

Further, when comparing mixing scalar 1 at location 2 the most interesting observation is between cases 2 & 3, where mixing scalar 1 values for case 3 are almost double those for case 2. This observation can be confirmed from the velocity magnitude plot in figures 8 and 9, where the velocity magnitudes for case 2 at the centerline are much lower as compared to those seen in case 3. This is very critical because this phenomenon can be utilized to control mixing differentially as needed, in zones which are prone to the highest gradients in the applied magnetic field. Moreover, mixing scalar 1 evaluated at location 3 is higher in magnitude for both symmetric cases 1 and 4 as compared to the anti-symmetric cases 2 & 3. Secondly, for case 3 mixing scalar 1 is smaller than those observed for case 2, which is confirmed from observations from figs 8 & 9, where higher velocity magnitudes are seen in the second half of the bend for case 2, nearer to location 3. Finally,
the magnitude of the scalar is much higher at location 3 than it is at location 1 for all the cases. This observation might be useful for mixing enhancement in two species systems.

Figure 11 Mixing scalar 1 for same & opposite current cases a) Location 1 case 1&2, b) Location 1 case 3&4, c) Location 2 case 1&2, d) Location 2 case 3&4, e) Location 3 case 1&2 and f) Location 3 case 3&4
4.1.3 Comparison Utilizing Mixing Scalar 2

Mixing scalar 2, as given by equation 9 is evaluated at three locations in the elbow. Figure 12 shows mixing scalar 2 as a function of Reynolds number for the four current direction cases, with I = 6A, and for different ferrofluid magnetizations.

Figure 12 Mixing scalar 2 for I = 6A for a) Location 1 case 1&2, b) Location 1 case 3&4, c) Location 2 case 1&2, d) Location 2 case 3&4, e) Location 3 case 1&2 and f) Location 3 case 3&4
Again, two y axes plots are used. The sub figures a) and b) are for location 1 (i.e. at the inlet to the elbow) and a) is for cases 1 & 2 and b) is for cases 3&4. Similarly, the sub figures c) and d) are for location 2 and e) and f) for location 3.

From equation 9 the mixing scalar can be defined as the summation of normalized kinetic energy scalar obtained for each case. In essence, it is the excess kinetic energy at a location. This kinetic energy is however different from the absolute kinetic energy of the flow, as the individual velocities considered are normalized velocity scalars of the difference above the velocity scale $U$.

Although the magnitude of mixing scalar 2 is different than that of mixing scalar 1, similar trends are observed. At location 1 mixing scalar 2 for cases 1 & 4 (symmetric) is smaller as compared to cases 2 & 3 (anti-symmetric). At location 2 for cases 2 & 3, there is significant difference between the values of mixing scalar 2, as was similarly indicated when using mixing scalar 1. For mixing scalar 2 when comparing cases 2 & 3 it is observed that the magnitudes for case 2 are higher than those for case 3, as was also observed from mixing scalar 1 and seen in figs 8 & 9. Also, at location 3 case 1 and case 4 are of higher magnitude than case 2 & 3, which indicates that downstream mixing is more pronounced for symmetric cases than for anti-symmetric cases. This again can be useful for preferential mixing systems.

5. Conclusions

In this research ferrofluid flow in a 90° elbow channel is studied, under the influence of non-uniform magnetic fields generated by two current carrying conductors placed parametrically from the channel center. The ferrofluid was assumed to be magnetized in the curvilinear direction of the channel before entering the channel, and it is affected by the non-uniform magnetic field generated by two wires near the bend. In the governing equations, included is a new term arising from the magnetics, apart from the Kelvin Body Force, which is due to the non-collinearity
between the ferrofluid magnetization and the applied magnetic field. To quantify the effects of the magnetic field on the vortical (self)-mixing of the ferrofluid, three velocity based mixing scalars were introduced, two of which used linear averages, and one used an areal average. It was observed that mixing can be enhanced significantly by the action of a non-uniform magnetic field, but this enhanced vortical (self)-mixing can only be sustained by higher ferrofluid magnetization and higher applied non-uniform magnetic field, which is directly proportional to the current flowing in the conductors (wires). The mixing scalars gave a picture of the mixing, with the mixing number based in area only providing information about total mixing action, whereas mixing scalars 1 and 2 provided information about how the mixing is concentrated at particular locations in the channel, which is more indicative of the differential mixing behavior seen from the velocity magnitude plots. The trends in the mixing scalar plots are identical for symmetric and anti-symmetric current direction cases, and for different current magnitudes flowing through the conductors. The mixing invariably decreases with increase in Reynolds number, which is expected, as with higher Reynolds number the fluid has higher inertia and less residence time in the channel. To quantify the vortical (self)-mixing adequately, one needs two mixing scalars, one which is an areal average like the mixing number, which gives bulk statistics about the flow, and the second a lineal mixing scalar like mixing scalars 1 and 2, which give local statistics about the flow. Furthermore, it is observed that preferential mixing can be induced into the system by changing the direction of the current, and possibly by flowing unequal currents in the two wires. Hence, this system is useful for flow configurations where controlled and spatially preferential mixing is required for contributing species. Finally, the non-collinearity of the magnetization and the magnetic field should also be looked at from the point of view of fluid rotation. Although in this study we have assumed that the magnetization remains unaltered in its direction, there can be systems or
ferrofluids where there can be internal dipole rotations due to fluid rotations, which would need additional accounting than what is produced in this work.
Chapter 3: Heat Transfer Enhancement in Elbow Channels

1. Introduction

As discussed earlier, ferrofluids are used in a wide variety of systems for heat transfer or thermodynamic applications\[49\]. Heat transfer enhancement with externally controllable fluids is of special importance in electronics cooling[50]. There are a wide variety of studies performed for ferrofluid/nanofluid convection in enclosures with different types of heat sources. However, of late there has been much interest in self-pumping mechanisms and cooling through temperature sensitive ferrofluids[51]–[55]. In this chapter, a numerical analysis of heat transfer enhancement in a 90° elbow channel is presented. The analysis is performed on two different 90° elbows with outer radii of the bend equal to two and four channel widths. The ferrofluid flow inside the channel is controlled by a set of two parametrically placed wires, at a distance of 1 channel width from the center of the channel. These wires are allowed to carry current either into the plane or out of the plane and can have different magnitudes as well. The non-uniform magnetic force generated by the wires will be responsible for exerting a Kelvin body force on the ferrofluid.

Furthermore, the system is configured in such a way that it allows for cooling system design with an additional angular variable, which can be adjusted to change the cooling needs for the channel. This angular variable helps maintain the distance from the center point of the channel, while providing an extra degree of freedom to alter the magnetic field distribution inside the channel. The alteration of the magnetic field will be responsible for different flow behavior and thus may increase/decrease local or global cooling performance. The cooling performance is
characterized by a set of four Nusselt numbers, which characterize both local and global cooling performance of the system. In the next section the configuration of the system is described, in section 3 the governing equations along with the constitutive relations and thermophysical properties are discussed, section 4 provides the details of numerical modeling, section 5 presents the results of the numerical modeling, & section 6 summarizes the findings and draws conclusions.

2. System Configuration

Figure 13 and Figure 14 represent the system configuration for the elbow channel with outer radius of 2 channel widths from the bend center point. The outer domain is kept sufficiently large as shown in Figure 13, which will allow for the convergence of magnetic field.

Similar to the configuration shown in the previous chapter, the lengths of the two channels before and after the bend is $L_0$, which is set to 10 channel widths, giving leading to a hydrodynamically fully developed flow before it enters the bend. The wires can carry current in both the directions i.e. into and out of the plane. These cases are discussed in detail in section 4.
In Figure 14 the parametric placement of the wires is shown along with the bend inlet, outlet and the bend center. The bend center is chosen such that it divides the bend and by extension the channel into two parts of equal area, separated by an angle of 45°.

![Figure 14 Elbow channel bend for outer radius of 2 channel widths](image)

In this study two channels are studied. Both elbow channels undergo a 90° bend, however, differ from each other by the magnitude of the outer radius. The first channel has an outer radius of $2w_0$ while the second has an outer radius of $4w_0$. Another variation is within the angle which the line joining the two wires make with the horizontal. Figure 15 shows the three different cases of symmetrical angular displacement of the wires with respect to both the channels centers.

The wires are always kept at a distance of $\text{dist}_1$ from the center of the bend and are given an angular displacement of $\alpha = 30°, 45°$ and $60°$. The mesh generation is identical to what is shown in the previous chapter, and will be discussed with respect to grid convergence in section 4.
Figure 15 Angular position of the wires with respect to the horizontal for a),b) and c) outer radius of 2\(w_0\) and d),e) and f) outer radius of 4\(w_0\).
3. Governing Equations

The general continuity, momentum and energy equations govern the ferrofluid flow through the channels. The following assumptions are made for the fluid and the flow:

a.) The ferrofluid is linear, i.e. the magnetization is linearly related to the magnetic field strength

b.) Ferrofluid is a Newtonian fluid

c.) Ferrofluid is non-conductive

d.) Steady state, laminar, irrotational and incompressible flow

e.) No internal heat generation

f.) The ferrofluid is not temperature-sensitive (Magnetocaloric effect is not considered)

The ferrofluid is assumed to be a colloidal solution of 11 nm diameter Magnetite (Fe$_3$O$_4$) nanoparticles and de-ionized water. The concentration of ferrofluid is assumed to be 5% and since the Curie temperature of magnetite is around 850 K [56], [57], it is a good assumption to neglect the temperature dependence of physical properties. The continuity and momentum equations are given by (1)-(3) as follows:

Continuity:
\[
\frac{\partial u}{\partial x} + \frac{\partial v}{\partial x} = 0
\] (1)

x and y Momentum:
\[
u \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y} = -\frac{1}{\rho} \frac{\partial p}{\partial x} + \nu \left( \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} \right) + \frac{\mu_0}{\rho} \left( M_x \frac{\partial H}{\partial x} + M_x \frac{\partial H}{\partial y} \right)
\] (2)
\[
u \frac{\partial v}{\partial x} + v \frac{\partial v}{\partial y} = -\frac{1}{\rho} \frac{\partial p}{\partial y} + \nu \left( \frac{\partial^2 v}{\partial x^2} + \frac{\partial^2 v}{\partial y^2} \right) + \frac{\mu_0}{\rho} \left( M_y \frac{\partial H}{\partial y} + M_y \frac{\partial H}{\partial x} \right) - g
\] (3)
The third term on the RHS in equations (2) and (3) are the Kelvin body force exerted on the ferrofluid due to non-uniform magnetic field. The ferrofluid magnetization and magnetic fields are assumed to be sensibly collinear, and hence there is no additional viscous term as was observed in the previous chapter, where a set inlet magnetization was imparted.

Energy Equation with a constant heat flux is given as:

$$u \frac{\partial T}{\partial x} + v \frac{\partial T}{\partial y} = \frac{1}{\rho C_p} \left( \frac{\partial^2 T}{\partial x^2} + \frac{\partial^2 T}{\partial y^2} \right) + \frac{\eta}{\rho C_p} \left\{ 2 \left[ \left( \frac{\partial v}{\partial y} \right)^2 + \left( \frac{\partial u}{\partial x} \right)^2 \right] + \left( \frac{\partial v}{\partial x} + \frac{\partial u}{\partial y} \right)^2 \right\}$$

(4)

The following constitutive relations hold for the magnetic field:

$$\nabla \cdot \vec{B} = 0$$  

(5)

$$\nabla \times \vec{H} = 0$$  

(6)

$$\vec{M} = \chi_m \vec{H}$$

(7)

Since the ferrofluid is assumed to be generic, in order to find the material properties of the dissolved phase of the ferrofluid the following property relations, in terms of the volume fraction, $\phi$, are used for the thermal conductivity, heat capacity, density and magnetic susceptibility of the ferrofluid [58]–[63]:

Thermal conductivity:

$$k = \left( \frac{2k_L + k_p - 2\phi(k_L - k_p)}{k_L + k_p + \phi(k_L - k_p)} \right) k_L$$

(8)

Density:

$$\rho = (1 - \phi) \rho_L + \phi \rho_p$$

(9)

Heat capacity:

$$\rho C_p = (1 - \phi) \rho C_p + \phi \rho C_p$$

(10)

Viscosity:
\[ \eta = \frac{\eta_L}{(1 - \phi)^{2.5}} \]  

(11)

Magnetic susceptibility:

The initial Langevin susceptibility is given by:

\[ \chi_i = \frac{\phi M_d m}{3\mu_0 k_B T_{ref}} \]  

(12)

The magnetic moment of one magnetite molecule is 4 Bohr Magneton, which can be converted into volumetric quantity through[64], [65]:

\[ m = \frac{4\mu_B \pi d^3}{6 \times 91.25 \times 10^{-30}} \]  

(13)

The modified Langevin susceptibility for the ferrofluid is given by[59]:

\[ \chi = \chi_i \left( 1 + \frac{\chi_i}{3} \right) \]  

(14)

The boundary conditions applied are:

a) For fluid flow the flow is considered to be hydrodynamically fully developed as it enters the channel. The flow enters the channel with a preset Reynolds number which determines the inlet velocity. On the channel walls the flow has a ‘no-slip’ boundary condition.

b) For magnetic field, since the magnetic susceptibility sharply varies at the air and channel interface (i.e. channel wall), the continuity of the normal B field and tangential H field is accounted for. To this effect the walls of the channel are considered to be perfect magnetic conductor. This combined with the constitutive relations described above maintain the continuity of the field. Moreover, the outer domain as shown in figure 1 of chapter 2 has the magnetic insulation boundary condition.
c) Finally, for the thermal boundary conditions, the whole of the channel walls is subjected to a net inward heat flux \((q'')\) of 1000 W/m\(^2\), with the inlet temperature set at 300 K. The reference temperature is set at 300 K.

In order to quantify the heat transfer a Nusselt number is defined as:

\[
Nu = q'' \times \frac{w_0}{(T_{wall} - T_{mean}) \times k}
\]  

(15)

Where, the mean temperature \(T_{mean}\) is defined as:

\[
T_{mean} = \frac{\iint T \cdot U \, dA}{\iint U \, dA}
\]  

(16)

Where, A is the surface area of the channel and \(U\) the velocity magnitude.

Finally, the Reynolds number is defined as:

\[
Re = \frac{Uw_0}{\eta}
\]  

(17)

Table 4 summarizes the properties of the ferrofluid for \(\phi = 0.05\).

<table>
<thead>
<tr>
<th>Property</th>
<th>Magnetite Particles</th>
<th>Water</th>
<th>Ferrofluid</th>
</tr>
</thead>
<tbody>
<tr>
<td>Viscosity</td>
<td>none</td>
<td>0.001[Pa·s]</td>
<td>0.0011368 [Pa·s]</td>
</tr>
<tr>
<td>Density</td>
<td>5100[kg/m(^3)]</td>
<td>1000[kg/m(^3)]</td>
<td>1205 [kg/m(^3)]</td>
</tr>
<tr>
<td>Thermal conductivity</td>
<td>7[W/m-K]</td>
<td>0.585[W/m-K]</td>
<td>0.7096[W/m-K]</td>
</tr>
<tr>
<td>Magnetic Susceptibility</td>
<td>-</td>
<td>-</td>
<td>0.72803</td>
</tr>
</tbody>
</table>

In order to study the effects of the non-uniform magnetic field generated by the parametric placement of the wires for both the channels different parameters are chosen. Then the system is
numerically modeled and 4 Nusselt numbers are calculated. These Nusselt numbers are for 4 different parts of the channel. They are as follows:

a) Nusselt number for the whole channel

b) Nusselt number for the whole bend

c) Nusselt number for the first bend section (i.e. from bend inlet to bend center)

d) Nusselt number for the second bend section (i.e. from bend center to bend outlet)

The choice of these Nusselt numbers allows for the quantification of heat transfer enhancement at local and global levels.

4. Numerical Modeling

COMSOL Multiphysics version 5.4 is used for numerically simulating the set of governing equations discussed in the previous section[47]. COMSOL is Finite Element Method (FEM) based software which solves conservation laws using the weak form and weighting functions of specified order. COMSOL uses Newton’s method to solve the partial differential equations and for Navier-Stokes equation and uses stabilization methods based on Streamline Upwind Petrov Galerkin (SUPG) methods, which resolves the issue of oscillation of solutions in cases where upwinding is not used[52], [66]–[69]. The internal multiphysics interfaces/modules to couple magnetic and flow fields is utilized. Second order elements are used to discretize both pressure and velocity fields. The magnetic field is discretized using quadratic elements.

Since the inlet velocity is uniform entering the channel it can be expressed in terms of the Reynolds number. The solution procedure employed uses a segregated approach in which different dependent variable groups are solved simultaneously but separately within one iteration of the whole solution. The PARDISO algorithm is used to solve for all the segregated groups within the
segregated iteration of the solution for all the internal groups. The dependent variables solved for in groups are as follows:

a) Group 1: Velocity and Pressure

b) Group 2: Temperature

c) Group 3: Magnetic vector potential, wire current and wire voltage.

A convergence criterion is set in tolerance to be $10^{-5}$ for the solution and residual for all the groups and the solution in one main iteration of the solution. This is in general considered to be a very tight convergence criterion[70], [71]. The parameters which were varied are stated in Table 5.

**Table 5** Parameter varied for simulation and their values/limits

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Values/Limits</th>
</tr>
</thead>
<tbody>
<tr>
<td>Current in wire 1 ($I_1$)</td>
<td>-5, 0 and 5 [A]</td>
</tr>
<tr>
<td>Current in wire 2 ($I_2$)</td>
<td>-5, 0 and 5 [A]</td>
</tr>
<tr>
<td>Outer Radius of the bend</td>
<td>$2w_0$ (channel 1) and $4w_0$ (channel 2)</td>
</tr>
<tr>
<td>Angle of wires with horizontal ($\alpha$)</td>
<td>$30^\circ$, $45^\circ$ and $60^\circ$</td>
</tr>
<tr>
<td>Reynolds Number (Re)</td>
<td>1 to 20</td>
</tr>
</tbody>
</table>

Since the current in the two wires have three values each, there would be 9 different cases of wire current as listed in **Table 6**. They are similar to the symmetric and anti-symmetric cases discussed in the previous chapter, but with more variability since the wires can carry zero current as well. Grid convergence studies were performed on a modified grid with $N_{cell}$ going from 10 to 50, for both channels, for all the parameters and for the 9 current cases. It was observed that $N_{cell} = 40$ provides a very accurate solution with less than 2% variation of the Nusselt number values for the channel and bend compared to those calculated from $N_{cell} = 50$. Hence a value of $N_{cell} = 40$ is used in the simulations.
Table 6 Cases for current flowing in wire 1 and wire 2

<table>
<thead>
<tr>
<th>Case Number</th>
<th>$I_1$</th>
<th>Direction for $I_1$</th>
<th>$I_2$</th>
<th>Direction for $I_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-5[A]</td>
<td>Into the plane</td>
<td>-5[A]</td>
<td>Into the plane</td>
</tr>
<tr>
<td>2</td>
<td>-5[A]</td>
<td>Into the plane</td>
<td>0[A]</td>
<td>none</td>
</tr>
<tr>
<td>3</td>
<td>-5[A]</td>
<td>Into the plane</td>
<td>5[A]</td>
<td>Out of the plane</td>
</tr>
<tr>
<td>4</td>
<td>0[A]</td>
<td>none</td>
<td>-5[A]</td>
<td>Into the plane</td>
</tr>
<tr>
<td>5</td>
<td>0[A]</td>
<td>none</td>
<td>0[A]</td>
<td>none</td>
</tr>
<tr>
<td>6</td>
<td>0[A]</td>
<td>none</td>
<td>5[A]</td>
<td>Out of the plane</td>
</tr>
<tr>
<td>7</td>
<td>5[A]</td>
<td>Out of the plane</td>
<td>-5[A]</td>
<td>Into the plane</td>
</tr>
<tr>
<td>8</td>
<td>5[A]</td>
<td>Out of the plane</td>
<td>0[A]</td>
<td>none</td>
</tr>
<tr>
<td>9</td>
<td>5[A]</td>
<td>Out of the plane</td>
<td>5[A]</td>
<td>Out of the plane</td>
</tr>
</tbody>
</table>

5. Results and Discussions

The heat transfer characteristics are analyzed using the 4 Nusselt numbers as described in the previous section. Each of the 9 cases are analyzed for each case of the angle $\alpha$ to obtain a comparison between the Nusselt numbers. Nusselt number % increase is also calculated for the channel and the bend for all the cases, angles and channel dimensions. The analysis is subdivided by channel size for a comparative study of Nusselt number for bend and channel. The next two subsections are for channel 1 and channel 2 respectively, comparing global (at the channel level) and local (at the bend level) heat transfer enhancements.

5.1 Results for Channel 1

Figure 16 shows the velocity magnitude for all the 9 cases summarized in table 6 for Reynolds number 5 and outer radius of the channel $2w_0$ (which is referred to as channel 1), when $\alpha$ is set to 45°. The fifth case shown in Figure 16, is where there is no current flowing through the wires, and hence is the reference case. It is observed from the velocity magnitude plots that
there is almost identical behavior exhibited by cases 1 & 9, cases 2 & 8, cases 3 & 7 and cases 4 & 6. This is contrary to what was observed in the previous chapter, while analyzing the mixing enhancement problem. This can be attributed to the absence of the external circuit which allowed for an additional inlet magnetization to be imposed on the ferrofluid. Hence, the 9 cases are reduced ultimately into 5 including one reference case. This observation is manifested in the plots of the Nusselt number for channel and bend as shown in Figure 17. The cases 1&9, 2&8, 3&7 and 4&6 overlap completely.

Figure 16 Velocity magnitude plot for $2w_0$ channel for $\alpha = 45^\circ$ for $Re = 5$ for a) Case 1 b) Case 2 c) Case 3 d) Case 4 e) Case 5 f) Case 6 g) Case 7 h) Case 8 i) Case 9
Figure 17 Nusselt number for 2w₀ channel for a) Channel with α = 30° b) Channel with α = 45° c) Channel with α = 60° d) Bend with α = 30° e) Bend with α = 45° f) Bend with α = 60°
Velocity scales of approximately two times that of the reference case are observed in cases 2, 3, 7 & 8 above. This is attributed to the magnetic field generated by the wires. It must be noted that the 4 sets of cases cited above are anti-symmetric to each other with respect to the direction of current. For instance, for case 2 $I_1$ is into the plane and $I_2$ is zero, and for case 8, which is equivalent to case 2, $I_1$ is out of the plane and $I_2$ is zero. Hence, the directionality of the current does not produce any significant change to the magnetic field such that it impacts the system. This can be attributed to the inherently symmetric positioning of the wires with respect to the channel center. This was not the case in previous section, because the magnetization of the ferrofluid was skewed in one direction. Hence, the magnetic boundary conditions are of very high significance.

Figure 17 shows the Nusselt number in the channel and the whole bend for all the three angle values (i.e. 30, 45 and 60°) for channel 1. It is observed that the highest Nusselt number for both channel and the whole bend is achieved when $\alpha = 60^\circ$. The Nusselt number very significantly drops as the Reynolds number increases and achieves the reference case value at Reynolds number 20. This is very similar to what was observed with mixing enhancement. The magnetic force that induces the vortical structures is overpowered by inertia, which forces the system achieve its normal state as the Reynolds number increases. Figure 18 presents the % increase in Nusselt number over the reference case (case 5) for all the other cases. Here the highest increase is seen for $\alpha = 60^\circ$ for both the channel and for the whole bend. It is also observed that case 2&8 and case 7&3 achieve the highest increase for all three angles ($\alpha = 30^\circ, 45^\circ$ and $60^\circ$). Cases 1&9 and 4&6 have the lowest percentage increase for both the channel and bend. Both these cases have current flowing through wire 2 but none through wire 1. Hence, it can be inferred that wire 2 has a lower impact on the heat transfer enhancement, as compared to wire 1. Furthermore, for $\alpha = 45^\circ$ & $60^\circ$ the Nusselt number increase in the whole bend exhibits similar behavior for all
Figure 18 % increase in Nusselt number for $2\omega_0$ channel for a) Channel with $\alpha = 30^\circ$ b) Channel with $\alpha = 45^\circ$ c) Channel with $\alpha = 60^\circ$ d) Bend with $\alpha = 30^\circ$ e) Bend with $\alpha = 45^\circ$ f) Bend with $\alpha = 60^\circ$

the cases, however, this is not observed for $\alpha = 30^\circ$, because of the skewed magnetic field produced with respect to the channel. It is observed that case 7, case 8, and case 4 undergoes a transformation in which the Nusselt number in the bend increases first with the Reynolds number
and then starts decreasing. Since, this behavior is not exhibited by the other two angular configurations, it must be the effect of the magnetic field generated by the wires at this angle. Finally, within the bend there is a significant increase in the Nusselt number in the bend, even for higher Reynolds numbers. The highest increase is 600% in the bend for $\alpha = 60^\circ$. This decreases very quickly as the Reynolds number increases from 1 to 2, at which point the % increase in the Nusselt number in the bend is between 100 & 200 %, which is still a very significant increase in the heat transfer.

5.2 Results for Channel 2

Figure 19 shows that similar to the channel 1, there is exact congruence between the 4 pairs of two cases i.e. cases 1 & 9, cases 2 & 8, cases 3 & 7 and cases 4 & 6 for channel 2. Since channel 2 has twice the outer radius as compared to channel 1, the bend area is much larger than that of channel 1. Hence, the magnetic field generated by the wires must cover more area in order to obtain same heat transfer enhancement as in channel 1. Since, the current magnitude is not altered it is expected that the heat transfer enhancement for channel 2 must be less than that in channel 1.

Figure 20 quantifies the % increase in the Nusselt numbers for the whole channel and for the whole bend of channel 2. It is observed that the highest heat transfer enhancement is for $\alpha = 60^\circ$ for the whole bend, and for the channel. However, the magnitude of the % increase is less than half the value found for channel 1. The Nusselt number profiles shown in Figure 19 are much smoother as compared to those for channel 1, which is a consequence of the increased area. Similarly, cases 7 & 8 have the highest overall increases for the whole bend and the channel for $\alpha = 60^\circ$. However, for $\alpha = 30^\circ$ and $45^\circ$ case 6 & 4 gain over case 7. This again can be attributed to the increased area of the bend and the displacement of wires with respect to the walls of the channel. Finally, all the observations are similar to that of channel 1 for heat transfer enhancement,
where with the increase Reynolds number, the system moves away from the influence of the magnetic field, and slowly returns to its normal state.

Figure 19 Nusselt number for $4w_0$ case for a) Channel with $\alpha = 30^\circ$ b) Channel with $\alpha = 45^\circ$ c) Channel with $\alpha = 60^\circ$ d) Bend with $\alpha = 30^\circ$ e) Bend with $\alpha = 45^\circ$ f) Bend with $\alpha = 60^\circ$
It must also be noted that, in the formulation for the Nusselt number as stated in equation (15), the Nusselt number is inversely proportional to temperature difference.

Figure 20 (% increase in Nusselt number for $4\nu_0$ case for a) Channel with $\alpha=30^\circ$ b) Channel with $\alpha=45^\circ$ c) Channel with $\alpha=60^\circ$ d) Bend with $\alpha=30^\circ$ e) Bend with $\alpha=45^\circ$ f) Bend with $\alpha=60^\circ$
Hence, the Nusselt number must increase as the temperature difference decreases, which happens for higher Reynolds number in Laminar flow. This is a consistent observation seen in case 5 (no current case) for both the channels and for the bends of these channels.

6. Conclusions

In this chapter ferrofluid flow through two 90° elbow channels are numerically studied. The ferrofluid is subjected to a non-uniform magnetic field which is generated by two parametrically placed current carrying wires. These wires are radially placed at a fixed distance from the channel center but are displaced angularly at particular angles, around the channel center. This produces a unique configuration in which the angular displacement of the current carrying wires (or magnetic field producing system) can preferentially alter the flow field inside the channel. Three angular displacements were studied, namely $\alpha = 30^\circ, 45^\circ$ and $60^\circ$. For these three angular displacements, there are 9 cases for the wires, in which the wires can either carry no current, or carry 5 [A] either into the plane or out of the plane.

A 600% increase in Nusselt number was achieved for channel 1, for the lowest Reynolds number value of 1. As the Reynolds number increased the Nusselt number values approached the reference values. This behavior with Reynolds Number is universal regardless of flow manipulation configuration. However, there are some significant new observations, which can render the design of such systems very useful for electronics cooling at microscales. The most important observation is that there is symmetry with respect to the current direction in the wires. This can be useful while providing non-uniform magnetic field to the channel through a current loop wound around a 3-D channel. Secondly, without adding a radial degree of freedom, the system can respond to higher demands of cooling through angular displacement of the wires, which can lead to the design of adaptive cooling systems.
PART III: Application of Ferrohydrodynamic Flows for Energy Harvesting
Chapter 1: Introduction

1. Energy Harvesting

Energy harvesting of different ambient sources of energy has become a major area of research. Energy harvesting is basically a process of converting ambient or unused energy into useful electrical energy, through a miniature transduction mechanism. It is used mainly in places where large energy conversion devices, like hydro/steam turbines, IC engines etc. cannot be used for converting energy. The goal of energy harvesting is to provide a sustainable power source to stand alone devices, like sensors, actuators etc., by utilizing ambient energy and without needing to store energy [72]–[74]. Energy harvesting devices have the potential to replace bulky batteries and deliver lightweight solutions for sensing and actuation and make them essentially wireless [75]–[77]. It is also helpful in increasing the efficiency of general energy conversion devices, like thermoelectric devices used for waste heat recovery.

Energy harvesting usually requires a transduction mechanism, to convert ambient/waste energy into a useful electric energy form [78]–[80]. Figure 21 depicts the working of an energy harvesting device schematically.

![Figure 21 Schematic representation of an energy harvesting device](image-url)
The energy harvesting device captures ambient or waste energy through an energy capturing mechanism, this captured energy is then used by a transduction mechanism which converts it into useful energy (which is electric power). The most general examples are thermoelectric devices, piezoelectric devices, ionic polymer metal composites, etc.[72], [73], [81]. However, recently there have been energy harvesters which use a liquid state transduction mechanism to obtain electric power, for example a ferrohydrodynamic vibration energy harvester [23], [82]. Fluid mechanics can be applied in energy harvesting by both solid and liquid state transducers. For solid state transducers fluid acts as the energy source for the forcing function required to deform part of the harvester, and in liquid state transducers, the fluid acts as both the energy carrier and deformed harvester. This is shown as a schematic in Figure 22. Solid state transduction mechanisms use any instability created in the flow field to excite the transduction element at a particular frequency (usually natural frequency of the structure), and harvest energy via inherent electromechanical coupling of the harvester.

In the following sections we will discuss harvesting energy from a fluid media by means of piezoelectric materials, ionic polymers, sonic crystals and ferrofluids.

**Figure 22** Classification of Fluidic Energy Harvesting methods
2. Fluidic Energy Harvesting through Solid State Transduction Mechanisms

In hydrokinetic energy conversion, the fluid flow carries enough force and energy to rotate a wind turbine or a water turbine to generate electricity. However, there are various ways in which fluid flow can be utilized to create an input like a forcing function for a ‘solid state’ energy harvester. In general, any solid-state energy harvester used to generate electricity would require an unsteady force to deform the solid, thereby creating strain or motion. This strain or motion is then converted into electrical displacement, which would be time varying and hence would result in a current. Piezoelectric materials are the most widespread and most efficient solid-state energy harvesters [77], [79], [83]–[86].

2.1 Ionic Polymer Metal Composites

Ionic polymer metal composites (IPMC) are made up of a type of electro-active polymer, laden with free ions, which can be mobilized on applying deformation. The IPMCs is constructed using an electro-active ionic polymer, which is saturated with an electrolytic solution, sandwiched between two noble metal electrodes [87]–[90]. The electrodes are used to provide or pick-up voltage to or from the polymer, for transducer or energy harvesting operations, respectively. There can be many configurations in which an IPMC device can be used as a transduction mechanism for harvesting energy from a fluid flow. Usually these configurations are designed for three types of flow: steady, unsteady, or oscillatory.

a.) IPMC energy harvesting from flapping flags

For steady flows, the most common way is to use a deformable flag with an IPMC strip attached to it. As the fluid flows over the flag, it deforms and starts flapping [91], [92], and then
transmits this deformation onto the strip. Due to this deformation there is a flow of ions between the metal electrodes, generating current.

**Figure 23** shows flag based steady flow IPMC energy harvester attached to a thin elastic flag of infinite extension in x direction, under a two-dimensional, incompressible, inviscid flow with a free stream velocity of $U$, density $\rho$, bending stiffness $B_{flag}$, length $L_{flag}$, width $w_{flag}$ and mass $m_{flag}$. Using the Kirchhoff-Love plate model for the flag, three dimensionless groups are defined to map the performance of the device[91], [92]:

$$R_1 = \frac{m_{flag}}{\rho L_{flag} w_{flag}} = \frac{\text{mass of flag}}{\text{mass of surrounding fluid}}$$

$$R_2 = \frac{B_{flag}}{\rho U^2 L_{flag}^3} = \frac{\text{elastic force on the flag}}{\text{force applied by fluid on the flag}}$$

$$R_3 = \frac{T L_{flag}^2}{B_{flag}} = \frac{\text{Stiffening effect from Tension}}{\text{Bending stiffness of the flag}}$$

![IPMC Diagram](image)

**Figure 23** Energy harvesting from IPMC attached to a flapping flag [91]

The simulated and experimentally measured power output from the flag based IPMC energy harvester is in the range of nano to pico watts [91]. This is when the IPMC strip covers
only 2% of the flag area and contribute about 0.5% of weight [91]. The harvested power and efficiency is lower compared to a piezoelectric, but IPMCs work very well under water and has high inherent capacitance which makes it attractive for the purposes of harvesting and storing power simultaneously [93]–[95].

b.) **IPMC energy harvesting from oscillating flow**

Another way to generate a fluidic forcing function as a source of deformation for the IPMC can be from an oscillating flow of a fluid [96]–[98]. IPMCs work well under water, which makes them a natural choice for dense fluid energy harvesting, and one such experimental effort is shown in Figure 24.

---

**Figure 24** Energy harvesting from IPMC by the action of an oscillating fluid a) &b) experimental setup, c) schematics [99]
The experimental setup and schematic showed in **Figure 24** works similar to an oscillating fluid deforming the IPMC, however, the forcing function is directly applied on the IPMC, creating an oscillatory motion, thereby imparting the fluid with an oscillatory input. This moving fluid then deforms the IPMC at the opposite end from the shaker and produces current. It is to be noted that the shaker merely generates the conditions prevailing in an oscillatory fluid medium, and the actual working conditions of this IPMC energy harvester would use water waves, or sloshing water as an input[73], [91], [97], [98], [100]. It has been observed that the harvested power varies from $10^{-20} - 10^{-8} \frac{W}{mm^2}$, and monotonically increases with the excitation frequency of the shaker[91].

**c.) Energy harvesting of vortex using IPMC**

Of all the non-linearities in a fluid flow, perhaps the most potent for energy harvesting, would be the formation of vortices, which can be formed even in a quiescent fluid by a small modification in path of the flow, without disturbing the bulk of the flow[72], [73], [101].

The mechanics of energy transfer from a self-propagating vortex ring in a quiescent fluid, to an IPMC has been experimentally studied very extensively. Two such studies are shown in **Figure 25**, in which a piston in a cylinder is used to generate vortices which later goes ahead and impacts a cantilevered beam containing an IPMC. Due to the vortex field, the IPMC bends and generates power. The power generated depends on the inertia of the beam and the fluid, and the strength of the vortex formed by the plunger. Three dimensionless groups are identified to represent this interaction, and are given as:

$$\mu_1 = \frac{m}{\rho w L} = \frac{mass\ of\ IPMC\ beam}{mass\ of\ the\ fluid\ surrounding\ the\ beam}$$

$$\mu_2 = \frac{B}{\rho \Gamma^2 L} = \frac{IPMC\ Beam\ stiffness}{force\ exerted\ by\ the\ vortex}$$

$$\mu_3 = \frac{a}{L} = \frac{length\ of\ the\ vortex\ ring}{length\ of\ the\ IPMC\ beam}$$
The non-dimensional groups are very similar to those for the case of flapping flag. However, in the case of vortex generation the vortex ring length ratio is very important. Computations were performed using the above three groups, to ascertain the amount of energy that is transferred from the vortex to the beam. The range of this energy transfer is between 0.5% and 1.5% [102].

![Image of energy harvesting](image)

**Figure 25** Energy harvesting from IPMC energy harvester by action of vortex induced deformation [102], [103]

### 2.2 Piezoelectric Energy Harvesting Using Flow Induced Vibrations

Piezoelectric materials are a class of multi-functional materials, which exhibit an electromechanical coupling. This coupling exhibits itself when a mechanical stress is applied to
the material, which thereby produces an electric displacement, resulting in electric current. The reverse of this is also exhibited, as the piezoelectric material produces strain when an electric field is applied. For energy harvesting, the forward electromechanical coupling is necessary, as it delivers current \[104\]. To harvest ambient energy in the form of stress, piezoelectric materials are generally attached to cantilevered beams, which oscillate when an ambient energy source is available. This oscillation serves as the stress in the piezo, which produces current. Flow fields can be modified to create spatial and temporal disturbances in the field, which can act as a source of stress for a piezoelectric.

Before discussing the configuration, it is imperative that the force field couplings in these aero-elastic energy exchanges is discussed. A schematic of the coupling is shown in Figure 26, where the fluid flow field is coupled to the solid deformation field, which in turn is coupled to the electric field generation in the piezo, and further ahead to the electric conditioning stage where this electric current is harvested in the form of power \[75\]. This coupling can be depicted in the form of an efficiency coupling, given as:

\[
\eta_c = \eta_{ae} \times \eta_{em} \times \eta_{ec}
\]

Figure 26 Aeroelectromechanical coupling in flow based piezoelectric energy harvesters \[75\]
Where, $\eta_t$ is the total energy harvesting efficiency, $\eta_{ae}$ is the ‘aeroelastic efficiency’, which depicts the conversion of the kinetic energy of the fluid flow (vortex) into the time-dependent strain energy of the piezo harvester through the flow induced vibrations of the beam, $\eta_{em}$ is the ‘electromechanical efficiency’ which is the conversion of the piezo strain energy into AC electrical energy, and finally the $\eta_{ec}$ ‘electrical conditioning efficiency’ which deals with the conversion of this AC electrical energy into final realizable electric power, by means of various devices like rectifiers, boosters, batteries, etc. For the purpose of fluid mechanics and energy harvesting only the first two are relevant and are very useful in order to optimize the configuration.

As discussed above, in the case of IPMC energy harvester, in which a vortex was created in a quiescent fluid using a piston and cylinder arrangement [102], [105]. A similar concept is applied to a piezoelectric energy harvester, where a bluff body is used to create vortices in its wake, which impinge on the piezoelectric beam, as shown in Figure 27.

In Figure 27 a configuration with a cylindrical bluff body producing ‘Karman Vortices’ is shown. These vortices then impinge on the piezoelectric beam and generates strain in the piezo material. These vortices are periodically shed from the top and bottom of the cylinder and keep deflecting the beam. Since piezoelectric device is a solid structure, it has a set of natural frequencies, which are not closely spaced, but when the beam vibration frequency reaches any one of these, then high-power outputs and strain are realized. The frequency of the beam vibration is equal to the frequency of vortex shedding from the bluff body, and is given by[106], [107]:

$$f_s = \frac{St}{d_c} U_\infty, St = Strouhal Number, and d_c = diameter of cylinder$$

The Strouhal number depends upon the Reynolds number Re as. Vortex shedding begins once Re $\geq$ 40. The Strouhal number, St = 0.1 for 40 < Re < 300 and reaches a value of 0.2 for 300 < Re < 20000. After Reynolds number goes above 100,000, a turbulent boundary layer is formed.
around the bluff body and turbulent vortex shedding starts, and then the Strouhal number monotonically increases with Re [108], [109]. The harvested power depends upon the distance of the beam from the bluff body and the free stream velocity. The maximum power extracted is in the range of micro watts.

Figure 27 Piezoelectric in the wake of a bluff body a, b- side view of vortex interacting with a PVDF beam a PIV image , c- top view of the experimental setup [107], [110]

Figure 28 shows a modified configuration between a bluff body and a piezoelectric bimorph cantilever beam. Here instead of the beam being separate from the bluff body, the beam
is attached to the bluff body and clamped at the other end [74], [85], [111], [112]. This is done in order to take advantage of the lift, drag and aerodynamic moment forces acting on the bluff body. When the bluff body is joined to the beam, the lift, drag and aeroelastic moments all act on the beam, and by extension on the piezoelectric bimorph. This naturally increases the applied stress on the piezo, thereby increasing the power harvested. The highest power harvested is around 0.1 mW, which is almost 3 orders of magnitude higher than that with the unattached beam, in configuration 1. The reason for this variation can be ascertained by calculating the individual efficiencies, and checking which configuration has a significantly higher, individual efficiency. This is done through computational simulations in Ansys, using the Navier Stokes equations and a lumped mass system actuator and sensor equations[73], [110], [112], [113].

![Diagram](image)

**Figure 28** a) Schematic top and side view of the bluff body attached harvester and b) Experimental setup

The most notable result is the aeroelastic efficiencies of the two configurations, which is two orders of magnitude larger for configuration 1 i.e. with the unattached beam, than for configuration 2, i.e. with the attached beam. Hence, configuration 2 is much more efficient at capturing the energy from fluid flow, than configuration 1.
2.3 Piezoelectric Energy Harvesting Using Airfoil Fluttering

Piezoelectrics can also be used in airfoil-based energy harvesting, like flapping flags, flutter etc. [81], [114]–[116]. Fluttering of an airfoil is a source of linear and non-linear vibrations, which can be used for energy harvesting via piezoelectric or electromagnetic induction [116]–[118]. These vibrations are generally non-linear Limit Cycle Oscillations (LCOs), which can occur in two modes of airfoil operation, supercritical and subcritical, with respect to the linear flutter speed. These fluttering oscillations are an ideal source of vibration for a piezoelectric beam. These oscillations can also be used in electromagnetic-induction based energy harvesting. Figure 30 below shows the piezo aeroelastic and electromagnetic induction, fluttering wing energy harvesters.

The working mechanism of both of these is very simple and can be solved by a 2-degree of freedom (Pitch and Plunge) lumped mass system of equations. In the piezo aeroelastic system, the fluttering oscillations are transferred to the torsional spring, which exerts a stress on the piezo beam. This general system is represented in Figure 29.

![Figure 29](image)

**Figure 29** A general 2 DOF aero elastic energy harvester configuration [74], [81]

The governing equations are:

\[(m + m_e)\ddot{h} + mbx_\alpha \dddot{h} + d_h \dot{h} + k_h h - \frac{\theta}{l} \nu = -L\]
\[ mbx_a \ddot{h} + I_\alpha \ddot{\alpha} + d_\alpha \dot{\alpha} + k_\alpha \alpha = M \]

\[ C_p \dot{\nu} + \frac{\nu}{R_l} + \theta \dot{h} = 0 \]

Where, \( l \) is the span length, \( R_l \) is the electric load resistance, \( \nu \) is the voltage across the resistive load, \( C_p \) is the equivalent capacitance of the piezo ceramic layer, and \( \theta \) is the electromechanical coupling. \( L \) is the lift force and \( M \) is the moment on point P.

**Figure 30** Airfoil based energy harvesters a) Piezo aeroelastic b) Electromagnetic Induction based [81], [119]

Similarly, the governing equations for electromagnetic induction configurations are:
\[(m + m_e)\ddot{h} + mbx_α \ddot{α} + d_h \dot{h} + k_h h - \frac{B_l}{l} I = -L\]

\[mbx_α \ddot{h} + I_α \ddot{α} + d_α \dot{α} + k_α α = M\]

\[L_c \dot{I} + (R_e + R_l) I + B_l \dot{h} = 0\]

where, \(l\) is the span length, \(R_l\) is the electric load resistance, \(R_c\) is the internal resistance of the coil \(I\) is the induced electric current, \(L_c\) is the coil inductance, and \(B_l\) is the electromagnetic coupling.

These two energy harvesters were simulated and experimentally tested, and the power output was measured to be around 13 mW for linear fluttering, and around 40 mW for non-linear fluttering (Free play and other non-linearities). The power harvested is the highest amongst the energy harvester configurations discussed so far, which are due to the high stresses induced in the piezoelectric material through the airfoil [115]–[117].

2.4 Acoustic Energy Harvesting Using Sonic Crystals and Piezoelectric Beam

Sonic crystals (shown below in Figure 31) are periodic composite materials, with special acoustic characteristics.

The propagations of acoustic waves through them can create special effects, which can be used in making acoustic filters, noise control etc. [120], [121]. It is made up of solid cylindrical rods equidistant from each other, one of which is removed in order to create a cavity. This defect in the sonic crystal, in the form of a cavity, can create resonance, when an acoustic wave which has the same frequency as the resonance frequency of the crystal passes through it. Figure 31 shows a schematic arrangement of sonic crystal with a cavity and a piezoelectric beam placed in the cavity. The purpose of this is to impart a stress wave to the piezo, by creating a pressure difference across the piezo beam, which is achieved by the propagation of the acoustic wave through the cavity[122]–[124].
Figure 31 Energy harvesting from acoustic waves by using sonic crystals a) schematic representation and b) experimental setup

In the experimental setup shown in Figure 31, a curved PVDF beam is placed in the cavity, and the acoustic wave is created by a wave generator (speaker). The peak harvested power for the device is in the range of nano watts, which is very low compared to piezoelectric devices.

3. Energy Harvesting Through Liquid State Transduction Mechanism

In the second classification of fluidic energy harvesters, these types of energy harvesters have a liquid state energy capturing and energy transduction mechanism. The most common example is a ferrofluid sloshing based energy harvester [23], [43], [125], which is a special fluid
exhibiting super paramagnetism which allows the fluid to have a net magnetic moment in the presence of a strong magnetic field [126].

3.1 Ferrofluid Sloshing Based Energy Harvester

In recent years, there has been a push towards sustainable energy use and energy harvesting through micro-power generators, using waste energy from the environment. One approach to harvest energy is to convert the mechanical energy of ambient vibration into electrical energy by using various devices. This kind of vibration energy harvesting has been mainly done through solid state devices like the piezo-electrics, magneto-resistive materials, etc. Electromagnetic generators (EMG’s) and Triboelectric Nano Generators (TENG’s) are among the two most efficient solid-state energy harvesting techniques. EMG’s work on Faraday’s law of electromagnetic induction, while TENG’s utilize the coupling of triboelectricity and electrostatic induction and are comparatively very new (i.e. 2012). There is however a growing curiosity for utilizing fluid-state energy harvesters, mainly the ones based on ferrofluids. These devices like EMG’s are also based on Faraday’s law of electromagnetic induction. As per Faraday’s law, the change in magnetic flux produces a current in the coil

\[ \varepsilon = \frac{d\varphi_B}{dt} = \dot{B} \]

which can then be channeled into an electric load, where \( \varepsilon \) is the electromotive force and \( \varphi_B \) is the magnetic flux. The solid-state nature of the transduction mechanism in current vibration energy harvesters can place limitations on their capabilities especially in terms of conformability to different shapes and sensitivity to a broadband of external excitations.

However, due to their un-restricted modal frequencies, and because of the ability of ferrofluids (in general any fluid) to have closely packed modal frequencies, ferrofluid based vibration energy harvesting has become attractive [127]. Ferrofluids consist of stable ferrous nanoparticles
in colloidal suspension forming nanoscale permanent magnetic dipoles[9], [11] once they are subjected to an external magnetic field. Each magnetic dipole is coated with a surfactant such that, in the absence of an external magnetic field, the magnetic dipoles are randomly oriented in the carrier fluid, and do not coagulate due to the fields generated by the ferromagnetic cores. However, when an external magnetic field is applied, the average direction of the fluid magnetization becomes parallel to the magnetic field lines. As shown in Figure 32, the orientation of the magnetic dipoles, (which is quite analogous to that of a piezoelectric, in which we see a rotation of electric dipoles with electric field) relative to the magnetic flux lines depends on the strength of the applied magnetic field.

Figure 32 A Cylindrical Ferrofluid based Vibration Energy Harvester [23]

Thus, in a weak magnetization (M) region (low field strength, although magnetization also depends upon susceptibility χ), the magnetic field has little influence on the direction of the dipoles, whereas, within the highly-magnetized regions, the dipoles are strongly coupled to the applied field, and, are hence very difficult to rotate against the high magnetic force. Hence, there needs to be a stable enough external magnetic field which orients the dipoles but does not hold
them too tightly so that they do not rotate when external vibrations are applied. When the magnetized fluid is subjected to external excitations with a frequency that matches one of the infinite modal frequencies of the fluid column (resonance condition), large amplitude surface waves, both horizontal and rotational, can be excited. The motion of the sloshing liquid creates a time-varying magnetic flux which can then be used to induce an electromotive force in a coil adjacent to the container. This process generates an electric current, and therewith, transduces external vibrations into electric energy[128].

**Figure 32** illustrates one such ferro-fluid based vibration energy harvester, which has a cylindrical container subject to base excitations, and a pick-up coil wrapped around it to induce the time varying magnetic field created at the surface into electric energy. A similar configuration is investigated in this project, where a rectangular container is subject to base excitations and the subsequent sloshing motion of ferrofluid is used to generate electricity. The authors of the cylindrical container harvester whose work is investigated further here, developed an analytical vibration-based solution, obtained through perturbation method, as a mathematical model for solving the liquid sloshing and the subsequent non-linear coupling between the modes[25], [128].

However, a Navier-Stokes equation-based approach would be much more suitable for this purpose, as it captures all the relevant forces in the domain with very high detail. A schematic representation of another such investigated configuration is presented in **Figure 33**.
The Navier Stokes equations are coupled with the Maxwell’s equations, which determines the force exerted by the magnetic field on the fluid. In this work a Navier-Stokes equation-based approach is taken to solve for the sloshing dynamics.

In this part (part III) two different ferrofluid sloshing vibration energy harvesters are numerically modeled. The first configuration is that of a harvester with 4 magnets, placed symmetrically around the harvester, and the variation of efficiency of such a harvester is studied as a function of the significant length scale of the harvester and the polarity of the fixed magnets. The second configuration that is numerically modeled is that of a unique hybrid ferrofluid-piezoelectric sloshing-fluid structure interaction vibration energy harvester. Here the idea is to exploit the ferrofluid motion for two purposes, one is to harvest energy from ferrofluid motion by applying a non-uniform magnetic field, given an external excitation, and second to utilize the kinetic energy of the ferrofluid to impart stresses on an internal fixed piezoelectric bimorph which would in-turn generate power on its own. However, this study only includes a feasibility analysis and not an optimization of the system.
Chapter 2: Analysis of a Symmetrical Ferrofluid

Sloshing Vibration Energy Harvester

1. Introduction

Sloshing refers to the movement of liquids inside partially filled containers, by virtue of external excitation[129], [130]. It is characterized as an internal free surface flow. Sloshing has normally been an area of interest for the shipping industry, the automobile industry and intergalactic rocketry[129]. Most of these applications have tried to mitigate the effects of sloshing, because at large scales a sloshing fluid can cause significant structural damage to the container[131]. Therefore, most research pertaining to sloshing has been done to mitigate the effects of sloshing by use of baffles etc.,

However, recently a new use for sloshing has been developed, as mentioned in the previous chapter. Ferrofluid sloshing has been used for generating power from external oscillations. Performance characteristics of one such energy harvesting configuration was conducted and a plethora of knowledge regarding design rules for such a configuration were proposed[132].

In this chapter, a unique configuration for a ferrofluid vibration energy harvester (VEH) is proposed, which exploits the two symmetry planes of the harvester and introduces 4 symmetrically placed powerful magnets to generate 16 unique combinations of magnetic fields. The idea with symmetrical placement is that, it becomes easy to manufacture if the structures are symmetric. This can also make it a wearable energy harvester, which can serve the needs of growing power supply to the Internet of Things or other wearable devices.
Finally, the level-set method is introduced to capture the movement of the free surface. Although the level-set method has been used to perform numerical studies on ferrofluid droplets[133], [134], but it is believed that this is the first endeavor using level-set method for ferrofluid sloshing. The following chapters explain the proposed configuration and its performance in detail.

2. Geometry and setup

Figure 34 represents the configuration with four magnets symmetrically placed at the center planes of the harvesting tank. The four magnets have length dimensions in terms of the significant length scale (i.e. the length of the tank). The thickness of the magnets is a tenth that of the tank, and their width is a fifth that of the tank. Such a formulation helps in scaling the system with the actual length of the configuration.

![Figure 34 Schematic representation of the proposed harvester configuration](image)
The magnets are placed at a distance of \( L/4 \) from their adjacent tank wall. The height of the tank \((H)\) is half of its length, and the fill level of the ferrofluid in the tank is \( h \). The magnets are labelled from 1 through 4.

In order for convergence of the magnetic field, a large domain is created around the harvester. This is shown in Figure 35, where the domain is 10 times larger than the length scale of the harvester. The harvester receives an external excitation which is periodic in nature and causes the ferrofluid to slosh inside.

![Figure 35](image.png)

**Figure 35** Harvester and the large domain surrounding it

### 3. Governing Equations

The flow inside the domain is governed by Navier Stokes equations and Maxwell’s equations. The Navier-Stokes equations are as follows

Continuity:

\[
\rho \nabla \cdot \vec{V} = 0
\]  

(1)
Momentum:

$$\rho \frac{\partial \vec{V}}{\partial t} + \rho (\vec{V} \cdot \nabla) \vec{V} = -\nabla p + \mu \nabla^2 \vec{V} + \vec{F}_m + \rho \vec{g} + \vec{F}_{st}$$ (2)

where, $\vec{V}$ is the velocity vector, $\vec{F}_m$ is the magnetic force, $\vec{g}$ is the external acceleration on the system which consists of the external excitation and the acceleration due to gravity, and $\vec{F}_{st}$ is the force of the surface tension.

Here the external excitation is given as:

$$x = X_0 \sin(\omega t)$$ (3)

where $X_0$ is the amplitude of external excitation and $\omega$ the angular frequency, which is related to the excitation frequency $f$ as, $2\pi f$. In this study $f$ is varied such that the set of frequencies contain the first modal frequency. This makes the acceleration to be:

$$a_0 = -X_0 \omega^2 \sin(\omega t)$$ (4)

Since the flow is a separated two-phase flow, with an interface separating the two, the properties of the fluids will vary sharply across the interface. This needs to be accounted for by using an interface tracking method, which will keep the boundary between the fluids intact, and also allow the interface to advect with changing flow field. This requires a separate computation step and separate mathematical treatment/modeling of the moving interface. Several methods are very effective in performing interface tracking computationally, for instance, the Volume of Fluid method, the Level-set method, the phase field method etc.[135]. These methods usually work based on conservation of some physical or attributed numerical quantity, usually the mass or the area under the surface, or the gradient of the distance function etc. in order to characterize the free-surface. This then is used to derive a partial differential equation form of the conserved quantity and is solved with the N-S equations to yield the profile of the moving interface. One such method mentioned above is the level-set method[136]. In the level set method, the interface is defined as
a signed distance function, and is tracked as a higher dimensional field applied to the flow field, which in turn defines how the flow moves[137]–[139]. However, the level set method proposed initially[138] did not conserve mass or the area correctly, especially in fluid dynamics problems. This prompted further research into conservative level set methods which conserve the mass exactly. In this work one such method is used where the mass is conserved exactly, and the surface is expressed as a constant level set[140], [141]. Although, level set methods are inherently well suited for representing complex topologies, they become even more effective in tracking sharp interfaces with a conservative level-set formulation[142]–[144]. The mathematical formulation of this sharp-interface, conservative level-set method is shown below.

Level-set equations for interface tracking:

\[
\frac{\partial \phi}{\partial t} + \vec{V} \cdot \nabla \phi = \gamma \nabla \cdot \left( \epsilon_{ls} \nabla \phi - \phi (1 - \phi) \frac{\nabla \phi}{|\nabla \phi|} \right)
\]  

\[(5)\] where, \(\phi\) is the level set variable, \(\gamma\) is the re-initialization parameter and \(\epsilon_{ls}\) is the parameter which controls the thickness of the fluid-air interface. In this work the value of the re-initialization parameter is set to \(X_0 \omega\) which is a characteristic velocity scale for the sloshing setup. The separating surface is given by \(\phi = \phi_0 = 0.5\), i.e. a set of all surfaces where the level set function \(\phi = 0.5\). This means that the first fluid is from \(\phi = 0\) to \(\phi = 0.5\) and the second fluid from \(\phi = 0.5\) to \(\phi = 1\). This level-set variable creates a higher dimensional field over the flow field and describes all the properties of the two fluids in its terms, in order to represent the separation between the two fluids as a sharp interface. All fluid properties must be represented in terms of the level set variable, in order to fully couple the flow field with the level-set field. Similarly, all interfacial forces must be expressed in terms of the level-set variable.

The surface tension force is expressed in terms of the level-set variable as follows:

\[
\bar{F}_{st} = \sigma_m \delta \kappa n_i + \delta \nabla_s \sigma_m
\]  

\[(6)\]
where, $\sigma_m$ is the surface tension coefficient, $\delta$ is a Dirac delta function located at the interface, $\kappa$ is the curvature of the surface, $\mathbf{n}_i$ is the normal vector of the liquid-gas interface, and $\nabla_s$ is the surface gradient operator.

The interface normal is given by:

$$\mathbf{n}_i = \frac{\nabla \phi}{|\nabla \phi|} \quad (7)$$

The Dirac delta function is given by:

$$\delta = 6 |\nabla \phi| |\phi(1 - \phi)| \quad (8)$$

The curvature of the surface is given by:

$$\kappa = -\nabla \cdot \mathbf{n}_i \quad (9)$$

The surface gradient operator is given by:

$$\nabla_s = (\mathbf{I} - \mathbf{n}_i \mathbf{n}_i^T) \nabla \quad (10)$$

Also, the angle that the fluid makes with the wall while wetting is assumed to be 90°. This is a standard assumption for solving sloshing flows[25].

For the fluid domain inside the tank the properties must be expressed in terms of the level set variable. Density is given as:

$$\rho = \rho_1 + (\rho_2 - \rho_1)\phi \quad (11)$$

Viscosity is given as:

$$\mu = \mu_1 + (\mu_2 - \mu_1)\phi \quad (12)$$

where the indices 1 and 2 denote fluid 1 and fluid 2, which in our case is the ferrofluid and air, respectively. Similarly, to calculate the Kelvin body force, the magnetic properties of the fluids must be expressed in terms of the level set variable:

$$\vec{F}_m = \vec{M} \cdot \nabla \vec{H} \quad (13)$$

where, $\vec{H}$ is the magnetic field, and the magnetization $\vec{M}$ is given by the constitutive relation:
\[ \vec{M} = \chi_m \vec{H} \]  
(14)

where, \( \chi_m \) is the magnetic susceptibility and is obtained from the level set function for the whole domain as:

\[ \chi_m = \chi_{m1} + (\chi_{m2} - \chi_{m1}) \phi \]  
(15)

Maxwell’s conservation laws for the system are[11]:

\[ \nabla \cdot \vec{B} = 0 \]  
(16)

\[ \nabla \times \vec{H} = 0 \]  
(17)

\[ \nabla \times \vec{E} = -\frac{\partial \vec{B}}{\partial t} \]  
(18)

also, the magnetic field can be written as:

\[ \vec{H} = -\nabla \psi_m \]  
(19)

where, \( \psi_m \) is the magnetic scalar potential.

The boundary conditions for the domain are the no flux boundary condition for the ends of the domain surrounding the harvester. The magnets are such that they have a uniform magnetization of 400 kA/m. The following are the constitutive relations for different regions:

\[ \vec{B} = \mu_0 \vec{H} \ (for \ air) \ ; \ \vec{B} = \mu_0 (\vec{H} + \vec{M_s}) \ (for \ the \ magnets) \ & \ \vec{B} = (1 + \chi_m)\vec{H} \ f or \ sloshing \]

The electromotive force from sloshing is picked up by an external coil with \( N \) turns (which are varied in order to optimize power harvested). The electromotive force is given as:

\[ \epsilon = -N \frac{d\Phi}{dt} \]  
(20)

where, \( \Phi \) is the magnetic flux, obtained by integrating the magnetic flux density over the area. The electromotive force due to the changing magnetic field inside the harvester is picked up by an external coil, which can be wound either along the length of the harvester and gets pitched in the y direction, or it can be wound either along the height of the tank while pitched along the x
direction. Equation 21 represents the expression of Inductance of one such rectangle, where $\mu_r$ is the relative permeability of the material enclosed in the coil.

$$L_{rect} = \frac{N^2 \mu_0 \mu_r}{\pi} \left[ -2(W + H) + 2\sqrt{H^2 + W^2} - H \ln \left( \frac{H + \sqrt{H^2 + W^2}}{W} \right) 
- W \ln \left( \frac{W + \sqrt{H^2 + W^2}}{H} \right) + H \ln \left( \frac{2H}{d} \right) + W \ln \left( \frac{2W}{d} \right) \right] \quad (21)$$

The current in the wound coil can be found by the series L-R circuit equation:

$$L_c \frac{di}{dt} + i (R_L + R_c) = V \quad (22)$$

where $R_L$ is the load resistance and $R_C$ the coil resistance, through which the power output of the harvester is measured, $L_c = L_{rect}$ is the inductance of the wound coil, and $V$ is the electromotive force obtained from sloshing. Finally, it is assumed that if a coil is wound along the length (i.e. horizontally wound) the number of turns would be half that of when it is wound along the height (i.e. vertically wound coil). It must be noted that for vertical winding (along height) the $x$ component of the magnetic flux would be used, and for horizontal winding (along length) the $y$ component of the magnetic flux would be used for calculation of the electromotive force.

4. Numerical Modeling and Validation

In this chapter the numerical modeling details are discussed. The combined Navier-Stokes and Maxwell equations are solved in COMSOL Multiphysics using its inbuilt multiphysics capacity. As discussed earlier, COMSOL is a finite element-based software, which solves partial differential equations using the weak form and shape functions. For computational fluid dynamics applications, especially where Navier Stokes Equations are involved, finite element-based codes need to account for stability errors in the cross wind and streamline direction due to numerical...
dispersion. This is especially significant when velocity and pressure fields are resolved by same order of elements. These stabilizations are inbuilt in COMSOL and are based on Streamline upwinding methods for both pressure and velocity fields[145], [146]. Further, as the problem is unsteady, the solution must be marched in time, to obtain the state of the system at each time of interest during the simulation. For this an implicit adaptive time stepping scheme is used.

The solution is advanced by solving segregated steps at each time step when the tolerance level (which is set to be 1e-4) is reached. This convergence criteria is for both solution and the residual. The following segregated steps of dependent variables are solved in the following order:

a) Level set variable
b) Velocity and pressure
c) Magnetic scalar potential.

In order to simplify and streamline the computations, first order discretization is used for the pressure and velocity fields. Similarly, for the level set variable linear elements are used. For the magnetic scalar potential, the element order is maintained at 2 everywhere in the domain.

Grid convergence studies and adaptive time step control studies were performed on two magnet configurations, and it was found that the mesh inside the sloshing domain is both, accurate and efficient for a grid size of 0.001 and for a maximum time step value of 2 milliseconds.

To validate COMSOL and the level set method used in the computations, a comparative study was run replicating the published experimental and computational results by Liu et al[24]. The combination 1H is simulated and the results are compared in Figure 36. The predictions from the numerical scheme adapted in the present work match very closely to the reported computational and experimental data in [24] as shown in Figure 36 b) and a) respectively. The peak voltage near the resonance frequency almost matches perfectly with the experimental data. However, since the
spectrum of frequencies in the frequency sweep performed in present work is not as closely spaced as reported by Liu et al, the internal energy pump, which occurs at around 1.5 Hz is not as prominent in our simulation of their configuration as shown in Figure 36 b).

![Figure 36](image)

**Figure 36** Comparison between a) 1H configuration of Liu[24] and b) present work

Based on this validation, it is inferred that the level-set formulation and the solvers chosen are capable of simulating the complexities involved in this flow. To advance the work on ferrofluid VEH a new tank design is proposed in this work, as mentioned in previous sections. This configuration is then subjected to a frequency sweep, with an array of combinations between the four fixed magnets, in which the north and south poles of one or more magnets are flipped to generate a new magnetic field distribution.

**Table 7** lists all the 16 cases which may arise with different combinations of north and south pole orientations of the magnets. The table lists South/North labels for the magnets, which depicts which pole of the magnet is facing the tank.

Two tanks are studied, one where L is 10 cm and other where L is 5 cm. The fill level is a fraction of the length scale and is set to be L/5. For the two tanks the frequency sweep is performed in such a way that the first resonance frequency is captured within the sweep.
Finally, to maintain energy application parity across tank sizes and frequencies, the external acceleration \((a)\) is kept as constant, equal to \(1 \, m/s^2\).

i.e. \(a = X_0 \omega^2 = 1\).

Hence when the frequency changes, the amplitude is adjusted in order to keep the acceleration constant.

**Table 7 Cases for Magnet orientation**

<table>
<thead>
<tr>
<th>Case</th>
<th>Magnet 1</th>
<th>Magnet 2</th>
<th>Magnet 3</th>
<th>Magnet 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>South (k1=-1)</td>
<td>North (k2 = -1)</td>
<td>South (k3 = -1)</td>
<td>North (k4 =-1)</td>
</tr>
<tr>
<td>2</td>
<td>South (k1=-1)</td>
<td>North (k2 = -1)</td>
<td>South (k3 = -1)</td>
<td>South (k4 =1)</td>
</tr>
<tr>
<td>3</td>
<td>South (k1=-1)</td>
<td>North (k2 = -1)</td>
<td>North (k3 = 1)</td>
<td>North (k4 =-1)</td>
</tr>
<tr>
<td>4</td>
<td>South (k1=-1)</td>
<td>North (k2 = -1)</td>
<td>North (k3 = 1)</td>
<td>South (k4 =1)</td>
</tr>
<tr>
<td>5</td>
<td>South (k1=-1)</td>
<td>South (k2 = 1)</td>
<td>South (k3 = -1)</td>
<td>North (k4 =-1)</td>
</tr>
<tr>
<td>6</td>
<td>South (k1=-1)</td>
<td>South (k2 = 1)</td>
<td>South (k3 = -1)</td>
<td>South (k4 =1)</td>
</tr>
<tr>
<td>7</td>
<td>South (k1=-1)</td>
<td>South (k2 = 1)</td>
<td>North (k3 = 1)</td>
<td>North (k4 =-1)</td>
</tr>
<tr>
<td>8</td>
<td>South (k1=-1)</td>
<td>South (k2 = 1)</td>
<td>North (k3 = 1)</td>
<td>South (k4 =1)</td>
</tr>
<tr>
<td>9</td>
<td>North (k1=1)</td>
<td>North (k2 = -1)</td>
<td>South (k3 = -1)</td>
<td>North (k4 =-1)</td>
</tr>
<tr>
<td>10</td>
<td>North (k1=1)</td>
<td>North (k2 = -1)</td>
<td>South (k3 = -1)</td>
<td>South (k4 =1)</td>
</tr>
<tr>
<td>11</td>
<td>North (k1=1)</td>
<td>North (k2 = -1)</td>
<td>North (k3 = 1)</td>
<td>North (k4 =-1)</td>
</tr>
<tr>
<td>12</td>
<td>North (k1=1)</td>
<td>North (k2 = -1)</td>
<td>North (k3 = 1)</td>
<td>South (k4 =1)</td>
</tr>
<tr>
<td>13</td>
<td>North (k1=1)</td>
<td>South (k2 = 1)</td>
<td>South (k3 = -1)</td>
<td>North (k4 =-1)</td>
</tr>
<tr>
<td>14</td>
<td>North (k1=1)</td>
<td>South (k2 = 1)</td>
<td>South (k3 = -1)</td>
<td>South (k4 =1)</td>
</tr>
<tr>
<td>15</td>
<td>North (k1=1)</td>
<td>South (k2 = 1)</td>
<td>North (k3 = 1)</td>
<td>North (k4 =-1)</td>
</tr>
<tr>
<td>16</td>
<td>North (k1=1)</td>
<td>South (k2 = 1)</td>
<td>North (k3 = 1)</td>
<td>South (k4 =1)</td>
</tr>
</tbody>
</table>

5. Results and Discussion

In this section, simulation results and the performance of the two energy harvesters are discussed. The two combinations are subjected to an impedance matching as well by solving equation 22. Matching impedace allows for the calculation of the maximum power that can be achieved in form of a resistive load on the system. The next two subsections deal with the two tanks.
5.1 Analysis of output from $L = 10$ cm tank

Figure 37 shows how the ferrofluid moves inside the tank at near the resonance frequency, for the magnet combination case 1. The rest of the 15 cases are displayed in Appendix A.

![Figure 37 Surface evolution and magnetic flux density arrow surface for case 1, near resonance frequency for L=10 cm tank](image)

The arrows in the above plot depicts the magnetic flux lines. The flux lines in a magnet originate from the north pole and terminate into the south pole. In the above plot, magnet 1’s south pole is facing the harvester, while magnet 2’s north, magnet 3’s south and magnet 4’s north, face the harvester. Now, for each of these 16 cases of magnet arrangement, a frequency sweep is performed. Each frequency sweep produces a voltage signal from the harvester. This is then transformed into RMS voltage, in order to quantify the performance characteristics of the harvester. Now in order to study the maximum performance that the harvester is capable of, nine coils are modeled with different number of turns. Also, the power harvested from the harvester cannot be the power that goes directly to the pick-up coil. A load resistor is attached to the circuit,
and the power through the load resistance is calculated in order to measure the performance of the harvester. This forms a series L-R circuit, and equation (20)-(22) are used to model this circuit. Secondly, in order to check the maximum power output in the load resistor for the same temporal variation in magnetic flux density, 25 load resistors are modeled. These resistors combined with 9 coils are used to estimate peak voltage (RMS) and peak power output (RMS). These two outputs are not necessarily linked to each other, as in, the peak power may or may not correspond to the peak voltage reported. This is done in order to analyze the voltage and power output potential from the two tanks separately. Of course, the ultimate performance can only be analyzed through the power output from the system, however, that is also a function of the kind of circuit one builds to harvest the energy from the system. In our case it is a series L-R circuit represented by equation 22. The calculation of the coil resistance is based on the number of turns the pickup coil has. The coil material is chosen to be Copper. Table 8 summarizes the properties of the pick-up coils modeled for L = 10cm tank.

<table>
<thead>
<tr>
<th>Coil number</th>
<th>Number of turns</th>
<th>Resistance of horizontal coil (ohm)</th>
<th>Resistance of vertical coil (ohm)</th>
<th>Inductance of horizontal coil (H)</th>
<th>Inductance of vertical coil (H)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>100</td>
<td>3.422</td>
<td>0.64</td>
<td>0.0083</td>
<td>0.0050</td>
</tr>
<tr>
<td>2</td>
<td>200</td>
<td>27.38</td>
<td>5.13</td>
<td>0.038</td>
<td>0.023</td>
</tr>
<tr>
<td>3</td>
<td>400</td>
<td>219.04</td>
<td>41.07</td>
<td>0.17</td>
<td>0.10</td>
</tr>
<tr>
<td>4</td>
<td>500</td>
<td>427.81</td>
<td>80.21</td>
<td>0.27</td>
<td>0.17</td>
</tr>
<tr>
<td>5</td>
<td>800</td>
<td>1752.30</td>
<td>328.55</td>
<td>0.75</td>
<td>0.47</td>
</tr>
<tr>
<td>6</td>
<td>1000</td>
<td>3422.47</td>
<td>641.71</td>
<td>1.20</td>
<td>0.77</td>
</tr>
<tr>
<td>7</td>
<td>1200</td>
<td>5914.02</td>
<td>1108.88</td>
<td>1.77</td>
<td>1.14</td>
</tr>
<tr>
<td>8</td>
<td>1500</td>
<td>11550.83</td>
<td>2165.78</td>
<td>2.85</td>
<td>1.84</td>
</tr>
<tr>
<td>9</td>
<td>2000</td>
<td>27379.74</td>
<td>5133.70</td>
<td>5.25</td>
<td>3.42</td>
</tr>
</tbody>
</table>

The coil properties are calculated by assuming that the tank depth is 10 cm and both the coils envelop the length along the winding direction completely. This gives the coil diameter for
the horizontal coil as $\frac{H}{N}$ and for the vertical coil as $\frac{L}{N}$, where $H$ is the height of the tank and $L$ is the length of the tank. The tank depth is maintained to be equal to the largest dimension of the tank, in order to discount 3-D effects on the 2-D simulation performed in this study. In order to calculate the inductance of the coil from equation (21) the relative permeability is calculated by taking a weighted average of the relative permeabilities of the ferrofluid and the air. This comes out to be 2, considering air as 1 and ferrofluid as 4.52 $(1 + \chi_m)$. Finally, to check the power output performance of each coil 25 load resistors ($R_L$) are used, which is usually known as impedance matching. The load resistances are varied from 1 to $10^5$ ohms, with an increment of $10^{0.25}$ ohms. This covers the total range of coil resistances shown in Table 8.

From Figure 38 the performance as measured by max RMS voltage output is displayed

![Figure 38 RMS voltage plots for Cases 1-16 while considering horizontally wound coil for L = 10 cm tank](image-url)
when a horizontally wound coil is used for voltage pickup from the tank. These plots are for all the 16 magnet configurations, and almost all the cases have low voltages, and have almost the same range. The max voltage noted is around 0.03 V and it is from magnet case 6 and magnet case 11, both seem identical. It must be noted that the cases seem to be symmetric in their behavior, hence making a pair of 8 cases, which must be true for an oscillatory motion. The RMS voltages are calculated after the first two time periods have elapsed, at which point it is assumed that the system has equilibrated from the initial jerk which propels the system in an oscillatory motion. The simulations were run for 5 time periods, and hence the RMS quantities used are from the last 3 time periods.

For, vertical winding the RMS voltages are shown in Figure 39. They are an order of

![Max RMS Voltage for vertical coil](image1)

![Max RMS Voltage for vertical coil](image2)

![Max RMS Voltage for vertical coil](image3)

![Max RMS Voltage for vertical coil](image4)

**Figure 39** RMS voltage plots for Cases 1-16 while considering vertically wound coil for L=10 cm tank
magnitude higher than the horizontal ones. Cases 7 & 10 achieved the highest RMS voltage output of around 0.15V. Upon close observation cases 7 & 10 look very similar to each other solely from the point of view of the placement of magnets. This is similar to what was observed for max RMS voltages for horizontal coil. This can be attributed to symmetric magnet placement in cases 7 & 10, and all the other pairs of cases. The symmetric magnet placement gives rise to magnetic field profiles inside the tank which are mirror images of each other, which can be deduced from the direction of the magnetic flux lines for these two cases. Secondly, it is observed that there is a secondary peak near 1.5 Hz in for both the horizontal and vertical windings. This is due to the internal coupling between modes, generating a non-linear internal energy pump[25], [128]. The peak is smeared off because the frequencies in our sweep are equidistant from each other.

In order to determine the power through the load resistor the RMS current is calculated by solving for instantaneous current from equation (22) for all the 9 coils and 25 load resistors. Then the RMS value of this current is taken and power through the load resistance in calculated using $I_{rms}^2 \times R_L$ using the value of rms current pertaining to that particular load resistor and that particular coil. Then the maxima of the power output for the above 225 cases (i.e. 9 coils and 25 load resistors) is taken for each of the 16 cases of magnet arrangements and all the 27 frequencies. In Figure 40 the maximum power through the horizontal winding for all the 16 cases and all the 27 frequencies is plotted. The maximum power obtained is 0.15 micro-watts ($\mu W$) or 0.015 ($\frac{\mu W}{g}$) for case 6 and case 11. Here too the symmetry observed for the max voltages is evident. The maximum power value is obtained for a frequency of 2.3 Hz, which points towards the shifting of peak from the first modal frequency of 2.0865 Hz. This can be attributed to the magnetic body force exerted on the fluid in the y direction, and since the magnetic field in the y direction is considered for electromotive force through the horizontal winding, the shift in the occurrence of
the peak power output from the modal frequency is very evident. Hence the frequency for peak power shifts to the right of the modal frequency for the horizontal winding.

For the vertical coil, the max RMS power is for all the 27 frequencies and 16 magnet cases is plotted in Figure 41. The maximum power is obtained at 2.05 Hz for case 7 and is almost near to 20 micro-watts ($\mu W$) or $2 \left(\frac{\mu W}{g}\right)$, which is two orders of magnitude higher than that from the horizontal coils. It must be noted that the frequency where the max power output is observed is almost near to the modal frequency of 2.0865 Hz. The shift in the peak occurs towards the left from the modal frequency and is very small as compared to that in the horizontal winding case. This can be attributed to the fact that the output voltage for the vertical coil is a function of the magnetic field in the x direction. The range of the max power extracted using different magnet
configurations is very high. The max power out is as low as 0.5 (\(\mu W\)) to the peak of 20 (\(\mu W\)). This indicates that placing magnets around the tank in a certain way facilitates the power output. It must be restated that the position of the magnets relative to the tank does not change, only the polarity changes. With that change almost two orders of magnitude of difference is observed in the max power harvested from the vertical winding of the device. This is also true for the horizontal winding case, but the gap between the lowest and highest max powers extracted is not as high as in the case of vertical winding. This provided additional design rules, to harness this work into enhancing designs for ferrofluid sloshing vibration energy harvesting systems.

![Max power output for vertical coils](image)

**Figure 41** Maximum power output from vertical coil for L = 10 cm tank
5.2 Analysis of Output from L = 5 cm tank

In this subsection, the tank which is half the length of the previously discussed tank is studied. For this tank, the frequencies are varied from 2.2 Hz to 3.5 Hz, which passes through the first modal frequency of 2.96 Hz. The 16 cases of magnet configuration as mentioned in orientation remain the same. Since, all the dimensions on the system are parametrized by the length scale L, the length of the whole system becomes half of what it was for the tank studied earlier. This way the present system becomes identical to the previous tank but with change in the significant length scale. Figure 42 illustrates the surface evolution of the ferrofluid for case 1, for frequency nearest to resonant frequency. For case 1, the north face of magnet 2 and 4 face the tank while the south face of magnet 1 and 3 face the tank. The plots for other 15 cases are placed in Appendix A.

![Surface evolution and magnetic flux density arrow surface for case 1, near resonance frequency for L = 5 cm tank](image)

**Figure 42** Surface evolution and magnetic flux density arrow surface for case 1, near resonance frequency for L = 5 cm tank
Now, for each of these 16 cases of magnet arrangement, a frequency sweep is performed. Each frequency sweep produces a voltage signal from the harvester. This is then transformed into RMS voltage, in order to quantify the performance characteristics of the harvester. Now in order to study the maximum performance that the harvester is capable of, nine coils are modeled with different number of turns. Also, the power harvested from the harvester cannot be the power that goes directly to the pick-up coil. A load resistor is attached to the circuit, and the power through the load resistance is calculated in order to measure the performance of the harvester. This forms a series L-R circuit, and equation (20)-(22) are used to model this circuit. Secondly, in order to check the maximum power output in the load resistor for the same temporal variation in magnetic flux density, 25 load resistors are modeled. These resistors combined with 9 coils are used to estimate peak voltage (RMS) and peak power output (RMS). These two outputs are not necessarily linked to each other, as in, the peak power may or may not correspond to the peak voltage reported. This is done in order to analyze the voltage and power output potential from the two tanks separately. Of course, the ultimate performance can only be analyzed through the power output from the system, however, that is also a function of the kind of circuit one builds to harvest the energy from the system. In our case it is a series L-R circuit represented by equation 22. The calculation of the coil resistance is based on the number of turns the pickup coil has. The coil material is chosen to be Copper. **Table 9** summarizes the properties of the pick-up coils modeled for \( L = 5 \) cm tank. Since, the dimension of the tank is halved, the resistance values and the inductance values of the 9 coils will also change. The only constants here is the number of turns in the coils and the properties of the magnets used. The coil properties are calculated by assuming that the tank depth is 5 cm, i.e. equal to the length (same as for \( L = 10 \) cm tank) and both the coils (Horizontal and Vertical) envelop the length along the winding direction completely. This gives
the coil diameter for the horizontal coil as $\frac{H}{N}$ and for the vertical coil as $\frac{L}{N}$, where $H$ is the height of the tank and $L$ is the length of the tank. In order to calculate the inductance of the coil from equation (21) the relative permeability is calculated by taking a weighted average of the relative permeabilities of the ferrofluid and the air. This comes out to be 2, considering air as 1 and ferrofluid as $4.52 \times (1 + \chi_m)$. Finally, to check the power output performance of each coil 25 load resistors ($R_L$) are used, which is usually known as impedance matching. The load resistances are varied from 1 to $10^5$ ohms, with an increment of $10^{0.25}$ ohms.

<table>
<thead>
<tr>
<th>Table 9 Summary of properties of coils for $L = 5$ cm tank</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Coil number</strong></td>
</tr>
<tr>
<td>----------------</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>6</td>
</tr>
<tr>
<td>7</td>
</tr>
<tr>
<td>8</td>
</tr>
<tr>
<td>9</td>
</tr>
</tbody>
</table>

From Figure 43 the performance as measured by max RMS voltage output is displayed when a horizontally wound coil is used for voltage pickup from the tank. These plots are for all the 16 magnet configurations, and almost all the cases have low voltages, and have almost the same range. The max voltage noted is around 0.008 V and it is from magnet case 6 and magnet case 11, like in the case of $L = 10$ cm tank. However, the harvested voltage is an order of magnitude smaller as compared to the previous tank. It must be noted that the cases seem to be symmetric in their behavior, hence making a pair of 8 cases, as was observed in the previous tank. The RMS voltages are calculated after the first two time periods have elapsed, at which point it is assumed that the
system has equilibrated from the initial jerk which propels the system in an oscillatory motion. The simulations were run for 5 time periods, and hence the RMS quantities used are from the last 3 time periods.

For, vertical winding the RMS voltages are shown in Figure 44. They are an order of magnitude higher than the max RMS voltage for horizontal coil, as was observed for L = 10 cm tank. Cases 7 & 10 achieved the highest RMS voltage output of around 0.038 V. The symmetric magnet placement in cases 7 & 10 causes for the max RMS voltage observed to be identical. As mentioned in the previous sub-section the symmetric magnet placement gives rise to magnetic field profiles inside the tank which are mirror images of each other, which can be deduced from the direction of the magnetic flux lines for these two cases. Similarly, this applies to other 14
configurations as well, where it can be observed from the plots of the voltages and power, that there are 8 pairs of cases which show identical behavior. This would be true for any such system subjected to oscillatory external excitation.

![Figure 44 RMS voltage plots for Cases 1-16 while considering vertically wound coil for L=5 cm tank](image)

Secondly, it is observed that there is a secondary peak that was observed for L=10 cm tank near 1.5 Hz in for both the horizontal and vertical windings, does not seem to appear for L=5 cm tank. This might be due to the inexistence of any non-linear coupling between the sloshing modes of the system, perhaps due to the reduction in size and the increase in the modal frequency from 2 Hz (for L = 10 cm tank) to 3 Hz (for L = 5 cm tank).

In order to determine the power through the load resistor the RMS current is calculated by solving for instantaneous current from equation (22) for all the 9 coils and 25 load resistors. Then
the RMS value of this current is taken and power through the load resistance in calculated using $I_{rms}^2 \times R_L$ using the value of rms current pertaining to that particular load resistor and that particular coil. Then the maxima of the power output for the above 225 cases (i.e. 9 coils and 25 load resistors) is taken for each of the 16 cases of magnet arrangements and all the 27 frequencies. In Figure 45 the maximum power through the horizontal winding for all the 16 cases and all the 27 frequencies is plotted.

The maximum power obtained is 0.005 micro-watts ($\mu W$) or $0.5 \left( \frac{nW}{g} \right)$ for case 6 and case 11. Here too the symmetry observed for the max voltages is evident. The maximum power value is obtained for a frequency of 2.5 Hz, which points towards the shifting of peak from the first
modal frequency of 2.96 Hz. This again can be attributed to the magnetic body force exerted on the fluid in the y direction. Here the frequency for peak power shifts to the left of the modal frequency for the horizontal winding, unlike the case of L=10 cm tank where the frequency shifted towards the right.

For the vertical coil, the max RMS power for all the 27 frequencies and 16 magnet cases is plotted in Figure 46. The maximum power is obtained at 2.8 Hz for case 7 (and case 10) and is almost near to 0.7 micro-watts (\( \mu W \)) or 70 \( \left( \frac{nW}{g} \right) \), which is two orders of magnitude higher than that from the horizontal coils. It must be noted that the frequency where the max power output is observed is nearer to the modal frequency of 2.95 Hz, as compared to the horizontal coils. The shift in the peak occurs towards the left from the modal frequency and is very small as compared to that in the horizontal winding case. This can be attributed to the fact that the output voltage for the vertical coil is a function of the magnetic field in the x direction. The range of the max power extracted using different magnet configurations is very high for the vertical winding, as was observed for L = 10 cm case. With that change almost two orders of magnitude of difference is observed in the max power harvested from the vertical winding of the device. This can also be attributed to the fact that the excitation provided to the system is in the x direction. This coupled with the gravity in the y direction, makes the harvesting of energy from changes in magnetic field in the y direction unattractive. This also makes the power harvested from horizontal windings from all the 16 cases of magnet arrangements, to have a narrow variance. This can be useful while designing systems which have both x and y excitations or perhaps angular excitation or a combination of all the three.
6. Conclusion

A completely new design for a ferrofluid sloshing vibration energy harvester is introduced in this work. The design is inherently symmetric, because the purpose of the design is to exploit symmetry which can be easy to manufacture. Two tanks one of length 10 cm and one of length 5 cm are observed by providing a constant external acceleration of 1 m/s$^2$. The tanks are then subjected to a frequency sweep for 16 different combinations of the 4 magnets, simply by changing their polarity.

The most important results are observed:

a) The maximum RMS voltages harvested reached almost 0.15 V
b) The maximum power after impedance matching was obtained from 10 cm tank, which is around a value of 20 µW or \(2 \left( \frac{\mu W}{g} \right)\).

c) For a 5cm tank, the highest power output was 0.7 µW which is higher than what was obtained from the horizontal winding for \(L = 10\) cm tank.

These observations will have a huge impact on the future design of Ferrofluid sloshing VEH’s. Usually sloshing motion decreases with the decrease in the significant length scale. At low scales, the flow converts into capillary flow. Hence, miniaturizing these sloshing energy harvesting systems after a particular extent would involve huge trade-offs. However, from the third observation, it can be concluded that miniaturization can still lead to good performance if done within the limits and the magnets are oriented properly, to yield highest result. Finally, these observations pave way for future research into miniaturizing the systems. Perhaps a regime like the ‘high frequency low amplitude’ etc. might be suitable for harvesting energy from miniaturized Ferrofluid VEH’s. Finally, it is also to be noted that for maintaining the viability of the 2-D simulation as an exact representation of a 3-D tank the depth of the tank was assumed to be equal to the longest edge of the tank. This increased the length of the wire used in winding around the tank as a coil, and hence reduced the harvested power. The power harvested can be increased significantly when the coil is optimized, or when a different ‘pick-up’ mechanism is used which is more efficient than an inductive circuit. Hence, an optimization into the electrical conditioning efficiency of such systems would be necessary for future studies, in order to arrive at the most optimal designs for the harvesters.
Chapter 3: Feasibility Study of a Hybrid Solid – Liquid Vibration Energy Harvester

1. Introduction

Vibration energy harvesting (VEH) systems convert ambient vibrations into electric power. The primary purpose of the VEH systems is to provide seamless power and eventually replace the need for batteries in electronic devices. Most VEH systems consist of an external excitation coupled to a transduction mechanism, which then supplies power to an external circuit. In most cases the transduction mechanism includes a solid-state transducer, which transforms the deformations into electric charge, for example piezoelectric devices, electro active polymers, etc. [147]–[149]. These solid-state VEH systems however have a major disadvantage; the energy harvesting potential is very narrow-band (i.e. the highest output from these devices is achieved at or around resonant frequency modes). The incongruency between ambient vibrations, which usually are very wide-band, and the resonant modes, further exacerbates the deficiencies in energy harvesting realized versus the potential. Recently, a novel VEH system was introduced with a ferrofluid as a liquid-state transduction mechanism[23], which was discussed in earlier sections. This system has a significant advantage over solid-state VEH systems, as the resonant modes for ‘sloshing’ are very tightly distributed, thus, it is more suited for harvesting energy from wide-band ambient vibrations[128], [150]. However, the power output from such a system depends heavily upon magnetic parameters[24] and thus can have limitations on their power output. In this chapter a combined sloshing and piezoelectric transduction vibration energy harvester is postulated. This system is then studied numerically to assess its feasibility. The principle behind such postulation
is to utilize the kinetic energy of the ferrofluid not only just as a liquid state transduction mechanism, but also as a liquid-solid coupled system with a piezoelectric as an additional transduction mechanism. In the next section the setup of the hybrid energy harvester is discussed and the third section presents details about governing equations and physical properties of the materials. In the fourth section the numerical modeling details are presented and fifth section discusses the results of the numerical analysis of the system.

2. Problem setup

Figure 47 shows the schematic representation of the hybrid energy harvester design used in this study. The design consists of a tank of length \( L \) and height \( H \) partially filled with a ferrofluid to a height \( h \). On the top wall of the tank a piezoelectric bimorph is affixed. The bimorph has piezoelectric beams of thickness \( t_p \) and height \( h_p \) attached to the base end of a steel beam of thickness \( t_b \) and height \( h_b \). The midplane of the bimorph coincides with the midplane of the tank. The piezoelectric bimorph has two piezoelectric patches of smaller length than the central beam attached at the base. The central beam is of structural steel and is used as a terminal for voltage produced in the piezo material.

Similarly, for the ferrofluid the electromotive force generated is assumed to be picked-up by an external pick-up coil with 2000 turns. For simplification it is assumed that the applied magnetic field over the harvester area is unidirectional in x-direction [25]. This system is excited through a lateral external excitation which is periodic in nature.
Figure 47 Configuration of the hybrid VEH system a) the tank and piezo bimorph and b) close-up of the piezo bimorph

The applied magnetic field applied to the harvester is shown in Figure 48.

Figure 48 Magnetic Field function
3. Governing Equations

The proposed system in the previous section would be governed by different physical phenomena inter-twined with each other. This makes the above system a multiphysics system. The following phenomena are observed:

1) Fluid mechanics (Navier-Stokes)
2) Free surface flow (Surface tension – Level set)
3) Wall wetting (Contact angle [151])
4) Fluid structure interaction
5) Ferrohydrodynamics (Maxwell’s equations)
6) Electrodynamics in piezoelectric (Maxwell’s equations), and
7) Finally, to track the deformation of the bimorph a moving mesh interface is used.

Here, the fluid mechanics of the ferrofluid is influenced by the Kelvin body force exerted by the magnetic field (or magnets like in previous chapter) on the ferrofluid. Secondly, the fluid flow interacts with the piezoelectric bimorph and displaces the beam, which in-turn influences the flow (fully-coupled). Thirdly, the free surface changes form, hence the interface between the air and the fluid keeps moving and needs to be tracked in order to obtain the correct distribution of force fields inside the harvester. Fourthly, the stresses induced in the bimorph transforms into strains in the piezoelectric material, which gives rise to charge displacement and hence a voltage/current. Finally, the ferrofluid wets the wall and inner surfaces, and hence the surface tension force changes. Wetting involves complicated physics and needs to be properly accounted for in order to define correct surface profile between ferrofluid and air. The governing equations pertaining to the above physical phenomena and their couplings are defined in the equations below.

a) Fluid Mechanics
Continuity:

\[ \rho \nabla \cdot \mathbf{V} = 0 \]  

(1)

Momentum:

\[ \rho \frac{\partial \mathbf{V}}{\partial t} + \rho (\mathbf{V} \cdot \nabla) \mathbf{V} = -\nabla p + \mu \nabla^2 \mathbf{V} + \mathbf{F}_m + \rho \mathbf{g} + \mathbf{F}_{st} + \mathbf{F}_{FSI} \]  

(2)

where, \( \mathbf{V} \) is the velocity vector, \( \mathbf{F}_m \) is the magnetic force, \( \mathbf{g} \) is the external acceleration on the system including the external excitation, \( \mathbf{F}_{st} \) is the force of the surface tension, and \( \mathbf{F}_{FSI} \) is the force applied by the piezoelectric bimorph beam on the fluid elements.

Here the external excitation is given as:

\[ x = X_0 \sin(\omega t) \]  

(4)

where \( X_0 \) is the amplitude of external excitation and \( \omega \) the angular frequency, which is related to the excitation frequency \( f \) as, \( 2\pi f \). In this study this \( f \) is varied from 0.8 to 1.2 Hz, to simulate low frequency high amplitude excitation.

b) Level-set equations for interface tracking:

\[ \frac{\partial \phi}{\partial t} + \mathbf{V} \cdot \nabla \phi = \gamma \nabla \cdot \left( \epsilon_{ls} \nabla \phi - \phi (1 - \phi) \frac{\nabla \phi}{|\nabla \phi|} \right) \]  

(5)

where, \( \phi \) is the level set variable, \( \gamma \) is the re-initialization parameter and \( \epsilon_{ls} \) is the parameter which controls the thickness of the fluid-air interface.

c) The equations for flow coupling of magnetic force and surface tension force are as follows

\[ \mathbf{F}_{st} = \sigma_m \delta \kappa \mathbf{n}_i + \delta \nabla_s \sigma_m \]  

(6)

where, \( \sigma_m \) is the surface tension coefficient, \( \delta \) is a Dirac delta function located at the interface, \( \kappa \) is the curvature of the surface, and \( \mathbf{n}_i \) is the normal vector of the liquid-gas interface and \( \nabla_s \) is the surface gradient operator.

The interface normal is given by:
The Dirac delta function is given by:

$$\delta = 6 |\nabla \phi| |\phi (1 - \phi)|$$  \hspace{1cm} (8)$$

The curvature of the surface is given by:

$$\kappa = -\nabla \cdot \vec{n}$$  \hspace{1cm} (9)$$

The surface gradient operator is given by:

$$\nabla_s = \left( I - \vec{n} \vec{n}^T \right) \nabla$$  \hspace{1cm} (10)$$

Also, the angle that the fluid makes with the wall while wetting is assumed to be 90°. This is a standard assumption, while solving sloshing flows[25].

For the fluid domain inside the tank the properties must be expressed in terms of the level set variable. Density is given as:

$$\rho = \rho_1 + (\rho_2 - \rho_1) \phi$$  \hspace{1cm} (11)$$

Viscosity is given as:

$$\mu = \mu_1 + (\mu_2 - \mu_1) \phi$$  \hspace{1cm} (12)$$

where indices 1 and 2 denotes fluid 1 and fluid 2, which in our case is the ferrofluid and air, respectively. Similarly, to calculate the Kelvin body force, the magnetic properties of the fluids must be expressed in terms of the level set variable.

$$\vec{F}_m = \vec{M} \cdot \nabla \vec{H}$$  \hspace{1cm} (13)$$

where, the magnetization \(\vec{M}\) is given by the constitutive relation:

$$\vec{M} = \chi_m \vec{H}$$  \hspace{1cm} (14)$$

where, \(\chi_m\) is the magnetic susceptibility and is obtained from the level set function for the whole domain as:
\[ \chi_m = \chi_{m1} + (\chi_{m2} - \chi_{m1})\phi \]  

(15)

The electromotive force from sloshing is picked up by an external coil with 2000 turns (N).

The electromotive force is given as:

\[ \epsilon = -N \frac{d\Phi}{dt} \]  

(16)

where, \( \Phi \) is the magnetic flux, obtained by integrating the magnetic flux density over the area.

d) Structural mechanics and piezoelectric:

\[ \rho \frac{\partial^2 u_{solid}}{\partial t^2} = \nabla \cdot \sigma + \bar{F}_V \]  

(17)

where \( u_{solid} \) is the displacement of the piezoelectric bimorph, \( \sigma \) is the Cauchy stress tensor, and \( \bar{F}_V \) is the external volumetric body forces acting upon the beam. The fluid structure interaction stresses are caused by the reaction forces caused by the fluid on the bimorph. The force experienced by the fluid is calculated in similar way and is then accounted for in mesh displacement to capture the effect of the fluid structure interaction.

The strain on the bimorph causes electric displacement in the piezoelectric material and generates power. We have considered the piezo material ‘z-x’ or ‘3-1’ as the material axis for our calculations. The piezoelectric interaction is described by the following equations:

\[ S = s_E \sigma + d' E \]  

(18)

\[ D = d \sigma + \epsilon^T E \]  

(19)

where, \( S \) is the strain tensor, \( s_E \) the elastic compliance matrix, \( d \) is the piezoelectric strain coefficient matrix, \( D \) is the electric displacement, \( \epsilon \) the dielectric permittivity matrix, \( E \) the electric field and \( \sigma \) the stress tensor.
A commercially available ferrofluid developed by FerroTec Corporation, named **EFH – 3** is used in the study. The two piezoelectric materials used for the bimorph are PZT-7A and PVDF. The properties of the three materials are listed in Appendix C.

### 4. Numerical Modeling

The governing equations are solved in COMSOL Multiphysics using its inbuilt modules and coupling interfaces for fluid-structure interaction, separated two phase flow with level set, piezoelectric effect, and internal wetted wall. **Figure 49** illustrates the meshing scheme used in COMSOL. The beam is meshed with very fine elements in order to track the movement of the mesh and Laplace mesh smoothing is used to move the mesh according to the velocity profile of the solid[152].

![Figure 49 Meshing of the domain of Energy harvester](image)

In order to analyze the performance of the hybrid energy harvester, a combination of 5 different parameters are varied, as shown in **Table 10**. For all these geometrical parameters, the
harvester is subjected to a frequency sweep at low frequencies, i.e. from 0.8 Hz to 1.2 Hz. The open circuit voltages are calculated using piezoelectric and sloshing equations.

**Table 10** Simulation cases for energy harvester

<table>
<thead>
<tr>
<th>Case</th>
<th>PVDF</th>
<th>PZT-7A</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(X_0 = L, H = \frac{L}{2}, h = 0.35, \frac{h_b}{L} = 0.7, h_p = \frac{h_b}{4})</td>
<td>(X_0 = L, H = \frac{L}{2}, h = 0.35, \frac{h_b}{L} = 0.7, h_p = \frac{h_b}{4})</td>
</tr>
<tr>
<td>2</td>
<td>(X_0 = L, H = \frac{L}{2}, h = 0.35, \frac{h_b}{L} = 0.7, h_p = \frac{h_b}{4})</td>
<td>(X_0 = L, H = \frac{L}{2}, h = 0.35, \frac{h_b}{L} = 0.7, h_p = \frac{h_b}{4})</td>
</tr>
<tr>
<td>3</td>
<td>(X_0 = L, H = \frac{L}{2}, h = 0.4, \frac{h_b}{L} = 0.7, h_p = \frac{h_b}{4})</td>
<td>(X_0 = L, H = \frac{L}{2}, h = 0.4, \frac{h_b}{L} = 0.7, h_p = \frac{h_b}{4})</td>
</tr>
<tr>
<td>4</td>
<td>(X_0 = L, H = \frac{L}{2}, h = 0.4, \frac{h_b}{L} = 0.7, h_p = \frac{h_b}{4})</td>
<td>(X_0 = L, H = \frac{L}{2}, h = 0.4, \frac{h_b}{L} = 0.7, h_p = \frac{h_b}{4})</td>
</tr>
</tbody>
</table>

The different physics interfaces are handled in COMSOL, using a single segregated iteration, with different steps solving for the dependent variables which are present in the step. The steps have the following dependent variables and are executed in this sequential order for each time step:

a) Velocity and pressure

b) Level-set variable

c) Displacement field for the solid

d) Moving mesh

e) Piezoelectric voltage and charge

These equations are solved using the in-built Streamline Upwind Petrov Galerkin (SUPG) method, which takes care of the stability of the solution[153]. Since this is an unsteady problem, the algorithm needs to solve for time marching of these variables and not just a steady-state solution. Hence, in order for the solution to progress all of the above steps need to be solved at each time step, and once the residual goes below the set tolerance, the solution converges at that
particular time. Furthermore, the time-stepping used is implicit adaptive time stepping, which adapts the time-step according to the non-linearity faced in each time step. The time marching method used here, is the backward differencing formula (BDF) of order 2 or 1. Since, the solver is implicit and adaptive, in order to obtain time step convergence, the maximum time step parameter is changed. A parameter of 0.005 sec was used as it was stable and much less expensive than a smaller time step.

Moreover, the PARDISO and MUMPS direct solvers are used to solve each segregated step, to obtain convergence at each time step. Finally, grid convergence studies were also performed, by altering the meshing parameter. In this case the maximum mesh dimension was altered, and a significantly fine mesh was generated in order to capture the physics correctly.

5. Results & Discussion

Figure 50 represents a flow solution for the two piezos with an excitation frequency of 1 Hz at time equals 0.47 seconds. These results are for case 2, where the piezoelectric material covers half the substrate. The RMS voltages from the two configurations for all four cases are shown in Figure 51. The piezoelectric energy harvesting circuit and the ferrofluid sloshing energy harvesting circuit are considered to be separate from each other. This approach was used to understand the true potential of the proposed system and obtain design guidelines to transform into practical designs. The observed voltages from the piezos are different from each other. The voltage from PZT 7A is approximately half of that from PVDF. This can be attributed to the order of magnitude lower stiffness of PVDF. Also, the simulations are run for 4 time periods, and the RMS voltage is calculated from the last three time periods (or cycles) data for the voltage.
Figure 50 Flow Evolution for a) PZT7A and b) PVDF for $f = 1$ Hz at $t = 0.47$ sec
The voltage evolution plots for all the cases and for both the piezoelectric materials is shown in Appendix B. It must be observed that just like the external excitation function, the voltage also evolves as a periodic function.

Since, the voltages from sloshing are very low, and PVDF produced the highest voltage, two more magnetic field functions are introduced. Case 1 using the PVDF is repeated with these two new magnetic field functions for five values of maximum magnetic field, varying from 10 kA/m to 24 kA/m. The two magnetic field functions are shown in Figure 52.
Figure 52 Graph for a) Magnetic field function 1 and b) Magnetic field function 2, for $H_{\text{max}} = 20\,[\text{kA/m}]$
The RMS voltages from both the magnetic field functions for case 1 are shown in Figure 53. The RMS voltage for PVDF is highest for the 10 kA/m case for both magnetic field functions. This can be attributed to an increase in the magnitude of the Kelvin body force, which by virtue of the two function shapes, will try to attract the ferrofluid towards the walls. Additionally, the voltage generated from sloshing increases with increasing maximum magnetic field.

Finally, in order to define the feasibility of the system, the output power must be optimized. In this chapter the output power from the piezo is prioritized in the sense that the parameters controlling the output power from piezo are embedded in the structure of the bimorph. Since, the simulation of the piezo was assumed to have very low coupling, the optimal impedance or
resistance can be obtained by considering a simple AC circuit, where the optimal resistance value is given as\cite{154}–\cite{156}:

\[ R_{opt} = \frac{1}{C_0 \omega} \]

where, \( C_0 \) is the parasitic capacitance of the piezoelectric and is given by:

\[ C_0 = \frac{\varepsilon_{33} A}{L} \]

where \( A \) is the area of the piezo and \( L \) the length of the piezo. Area is given as:

\[ A = t_p W \]

where, \( W \) is the width of the piezoelectric material. Calculating this from the material properties of PVDF and PZT-7A, the power comes out to be in nanowatts. This is because, the natural frequency of vibration of the bimorph is very high as compared to the excitation frequency used here.
6. Conclusion

A feasibility study is presented with regards to the design of a hybrid piezoelectric-ferrofluid VEH. In order to simplify the analysis a number of factors were relaxed. Notably, the magnetic field was imposed as a simple function rather than a defined magnetic field through the placement of external magnets. Also, the bimorph was assumed to be thick enough to not disrupt the flow field, and hence fluid loading on the structure becomes more significant. These factors helped establish the feasibility of a hybrid system such as this. However, an optimized system could not be established (i.e. the power output from the bimorph is very low). However, it can still be utilized for some applications which require low power. It must be noted that the present system has the capability to be established as a new alternative for renewable and seamless power. However, to achieve that extensive optimization studies need to be performed and the optimized system capabilities need to be established.
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APPENDICES

Appendix A: Surface Evolution for L = 10 cm tank

Figure 54 Case 2

Figure 55 Case 3
Figure 56 Case 4
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Appendix B: Voltage Evolution plots for different cases

1. For PZT7A

**Figure 69** Case1 time evolution for different frequencies with PZT7A
Figure 70 Case2 time evolution for different frequencies with PZT7A
Figure 71 Case3 time evolution for different frequencies with PZT7A
Figure 72 Case4 time evolution for different frequencies with PZT7A
2. For PVDF

Figure 73 Case 1 time evolution for different frequencies with PVDF
Figure 74 Case2 time evolution for different frequencies with PVDF
Figure 75 Case3 time evolution for different frequencies with PVDF
Figure 76 Case 4 time evolution for different frequencies with PVDF
Appendix C: Physical properties of materials

Properties of EFH3 FerroTec corporation:

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Viscosity</td>
<td>12 [mPa-s]</td>
</tr>
<tr>
<td>Density</td>
<td>1420 [kg/m³]</td>
</tr>
<tr>
<td>Surface Tension</td>
<td>24.15 [mN/m]</td>
</tr>
<tr>
<td>Magnetic susceptibility</td>
<td>3.52</td>
</tr>
<tr>
<td>Saturation magnetization</td>
<td>65 [mT]</td>
</tr>
</tbody>
</table>

Properties of Lead Zirconate Titanate (PZT-7A) are as follows:

The elastic compliance matrix is given by:

\[
\mathbf{s}_E = \begin{bmatrix}
10.7 & -3.58 & -4.6 & 0.00 & 0.00 & 0.00 \\
-3.58 & 10.7 & -4.6 & 0.00 & 0.00 & 0.00 \\
-4.6 & -4.6 & 13.9 & 0.00 & 0.00 & 0.00 \\
0.00 & 0.00 & 0.00 & 34.0 & 0.00 & 0.00 \\
0.00 & 0.00 & 0.00 & 0.00 & 34.0 & 0.00 \\
0.00 & 0.00 & 0.00 & 0.00 & 0.00 & 28.6
\end{bmatrix} \times 10^{-12} \left( \frac{1}{\text{Pa}} \right)
\]

The strain coefficient matrix is given by:

\[
\mathbf{d} = \begin{bmatrix}
0.00 & 0.00 & 0.00 & 0.00 & 36.0 & 0.00 \\
0.00 & 0.00 & 0.00 & 36.0 & 0.00 & 0.00 \\
-6.00 & -6.00 & 15.3 & 0.00 & 0.00 & 0.00
\end{bmatrix} \times 10^{-11} \left( \frac{\text{C}}{\text{N}} \right)
\]

The dielectric permittivity matrix is given by:

\[
\varepsilon^T = \begin{bmatrix}
930 & 0.00 & 0.00 \\
0.00 & 930 & 0.00 \\
0.00 & 0.00 & 425
\end{bmatrix} \times \varepsilon_0
\]
Where, $\epsilon_0$ is the permittivity of free space.

Properties of Polyvinylidene Flouride (PVDF) are as follows:

The elastic compliance matrix is given by:

$$s_E = \begin{bmatrix} 3.78 & -1.48 & -1.72 & 0.00 & 0.00 & 0.00 \\
-1.48 & 3.78 & -1.72 & 0.00 & 0.00 & 0.00 \\
-1.72 & -1.72 & 10.9 & 0.00 & 0.00 & 0.00 \\
0.00 & 0.00 & 0.00 & 14.3 & 0.00 & 0.00 \\
0.00 & 0.00 & 0.00 & 0.00 & 11.1 & 0.00 \\
0.00 & 0.00 & 0.00 & 0.00 & 0.00 & 11.1 \end{bmatrix} \times 10^{-10} \left( \frac{1}{Pa} \right)$$

The strain coefficient matrix is given by:

$$d = \begin{bmatrix} 0.00 & 0.00 & 0.00 & 0.00 & 0.00 & 0.00 \\
0.00 & 0.00 & 0.00 & 0.00 & 0.00 & 0.00 \\
13.58 & 1.476 & -33.8 & 0.00 & 0.00 & 0.00 \end{bmatrix} \times 10^{-12} \left( \frac{C}{N} \right)$$

The dielectric permittivity matrix is given by:

$$\varepsilon^T = \begin{bmatrix} 7.4 & 0.00 & 0.00 \\
0.00 & 9.3 & 0.00 \\
0.00 & 0.00 & 7.74 \end{bmatrix} \times \epsilon_0$$

Where, $\epsilon_0$ is the permittivity of free space.