ABSTRACT

LIEBELT, DONNA JEAN. Analysis of Temporal and Tissue Specific *Humulus lupulus* Isoforms by Long-Read Sequencing (Under the direction of Dr. Colleen Doherty).

The phytochemical composition in plants is dependent on environmental factors, both directly and through daily and seasonal rhythms. We attribute the value of many consumer products and pharmaceuticals to plant phytochemicals. As influential environmental factors continue to change, including the global rise in temperatures, and the feedback this has on extreme weather events, we must understand the role environmental factors have in signaling regulatory pathways within specialty crops. This understanding has the potential to aid decisions in agricultural management and plant breeding.

*Humulus lupulus* (hops) can be a model perennial specialty crop for studying the effects of the environment on metabolites as breeders consider composition carefully, and they are grown in diverse climates and regions. Hops, while most known for their role in beer production, are also a rich source of nutraceuticals, including antioxidants, antimicrobials, and essential oils. Though their metabolite profiles are extensive, there are restrictions in the tools available to further examine biochemical pathways due to a lack of detailed annotations. One way to address this challenge is to use long-read sequencing such as single-molecule real-time (SMRT) sequencing.

SMRT sequencing, a third-generation sequencing technology developed by Pacific Biosciences optimized to capture entire transcripts. Like any new technology of its kind, the bioinformatic analysis and compatible software for isoform processing are continuously evolving. PacBio's SMRT Analysis software and compatible packages for post-processing are enormously valuable in analyzing Iso-Seq and isoform data; however, they can be complicated and challenging to understand and troubleshoot for biological scientists without a history in coding and bioinformatics. With the advancement of sequencing applications as well as the rise in implementation of interdisciplinary teams, inexperienced researchers can either expect to have to learn some level of bioinformatics to analyze the data they generate or pay to outsource the analysis. Basic processes to analyze the data have been established. However, due to the diversity of available software, operating systems, and hardware, it is difficult for a non-bioinformatician to understand the end-to-end workflow. Herein we provide a beginner-friendly end-to-end workflow for Iso-Seq and isoform analysis. The workflow commentary can be used to both understand the coding required as well as the biological relevance of these steps, bridging the divide between them.

With this workflow applied, we analyzed long-read isoforms in *Humulus lupulus* Teamaker variety leaves, roots, and shoots sampled at dawn and dusk. We produced 373,555 full-length reads, which accounted for only ~40% of the total reads detected when mapped to the current Teamaker genome assembly. Over 5,000 isoforms are time-of-day or tissue-specific, and nearly 4,000 unique isoforms that
are dependent on both tissue type and time of day. Future directions include analyzing cone tissues, as well as environmental factors such as temperature.

While temperatures are steadily increasing, night temperatures are warming faster than day temperatures. Daily temperatures cycles are known to entrain endogenous rhythms in plants. The decreasing difference between day and night temperatures poses an interesting question of how plant composition will be affected by a change in this signal. As proof of principle, we examine the effects of three-degree warmer nights on the metabolite composition of broccoli and radish sprouts. Further exploration could reveal plant varieties and environmental conditions that maximize the desired phytochemical profiles to benefit human health. Additionally, we could gain insights into the impact of changing environments on the regulation of phytochemicals, which could be applied to other crop systems targeted for the production of pharmaceuticals and other consumer products.
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CHAPTER 1

TIMING IS EVERYTHING: THE IMPACT OF TEMPORAL RHYTHMS ON PHYTOCHEMICALS

1.1 Abstract

Daily and seasonal fluctuations in temperature, light, humidity, and precipitation directly influence the rhythmic regulation of plant molecular activity. These environmental inputs signal a complex network of interconnecting and overlapping elements that not only affect each other but also the plant’s endogenous circadian clock. The resulting regulatory network tightly coordinates a dynamic phytochemical composition to the plant’s immediate needs. Temporal control of metabolism ensures phytochemicals are in tune with the demands of the environment, including available resources.

Consequently, plant phytochemical composition varies both daily and seasonally (Figure 1.1). Therefore, experimental results and conclusions can be directly affected by the time in which the plant sample is analyzed. It is critical that we understand temporal variations in phytochemical composition to reveal underlying regulatory connections that can later be used in the improvement of phytochemical products.

This chapter will review the mechanisms underlying temporal variations in phytochemicals with examples across phytochemical classes, and the implications of climate change on plant quality and composition.
Figure 1.1 Temporal Regulation of Phytochemical Composition. Plant phytochemical composition is controlled by a complex amalgamation of environmental signals and endogenous circadian rhythms. Environmental signals can vary dramatically throughout the day and year. Daily cycles in environmental factors entrain the endogenous circadian clock which imposes additional regulation on the abundance and activity of many phytochemicals. This concerted effort to tune phytochemicals to the demands of the environment results in a temporally dynamic metabolome. As a result, misleading or inconsistent estimations of the composition and potency of phytochemical extractions can occur with a failure to consider the time of day and year of the extraction. Integrating temporal factors will improve our understanding of the underlying regulatory connections and ultimately improve the quality of phytochemical products. (Liebelt et. al 2019)

1.2 Introduction

The composition, relative concentration, and potency of bioactive molecules determine the perceived value of a plant as a source of phytochemicals. All of these factors can vary as highly plastic plant biochemistry responds dynamically to the environment. Research on specialty crops producing phytochemicals has shown that value-added phenotypes from aesthetics to flavor and texture vary with environmental changes. These variations can impact shelf life, food safety, and health benefits which in
turn drive value and consumer perception of quality (Ahmed and Stepp 2016). These variations can have a financial impact on producers and retailers, as well as impact food waste as devalued or unaesthetic products are discarded (Buzby et al. 2014). For example, consumers can taste the difference between tea leaves that are grown in the sun versus shade (Ahmed et al. 2010) or from the monsoon harvest season versus the dry spring harvest (Ahmed et al. 2014). Understanding environmental factors that alter the phytochemical composition of specialty crops can improve breeding and agricultural production.

Although variation in primary metabolism at different times of day or seasons of the year have been well-established (Farré and Weise 2012), little is known on the temporal regulation of specialized metabolites. Nutraceutical efficacy including phytochemical toxicity and potency can be altered by temporal changes to metabolite concentrations. Moreover, understanding the temporal variation in specialized metabolites can improve selection and breeding strategies, increasing the consistency of phytochemical production and research. This chapter will focus on the impact of recurring daily and seasonal cycles on phytochemical biochemistry through a general overview of the mechanisms that can drive daily and seasonal variation in phytochemicals with examples of compounds in various phytochemical classes that show daily and seasonal variation. A final discussion will review how current trends are changing these rhythmic environmental patterns and the impact this may have on phytochemical research and production.

Several plant species have shown either circadian, diel, or photoperiod-driven rhythmic expression of genes involved in specialized metabolite regulatory and biosynthetic pathways (Alabadi et al. 2002; Filichkin et al. 2011; Pavarini et al. 2012; Gyllenstrand et al. 2014; Soni et al. 2015; Fenske and Imaizumi 2016; Zeng et al. 2017; Greenham et al. 2017; Koda et al. 2017; Weiss et al. 2018; Yin et al. 2018; Yoshida and Oyama-okubo 2018). The correlation between changes in transcript and metabolite levels will depend on the environmental conditions and the specific pathway of interest.

1.3 Daily cycles drive variation in phytochemical production and processing

Plants coordinate their molecular activities by time to operate at optimum efficiency. Resource availability, primarily light and water, provide timing cues for plant growth, stomatal opening, photosynthesis, metabolism, nutrient, and water uptake (Nozue and Maloof 2006; Harmer 2010). Four factors (light intensity, light quality, temperature, and humidity) have a direct impact on nutrient uptake and photosynthesis which impacts the abundance and distribution of carbon and nitrogen in the plant within a 24 hour period (Rufty et al. 1989; Bläsing et al. 2005; Ruts et al. 2012), thus modulating the availability of the building blocks necessary to generate specialized metabolites. Diel environmental factors also directly influence the pathways that regulate specialized metabolite composition. For example, rhythmic fluctuations in temperature, humidity, light intensity, and quality also modulate the
plant’s circadian clock so that it is in sync with the local environment (McClung 2006, 2008; Harmer 2010; Mwimba et al. 2018). Production and processing of specialized metabolites are regulated by a plant’s endogenous circadian clock (Bläsing et al. 2005). Altogether, the complex pathways generated by these daily cycles help ‘gate’ physiological and molecular responses to abiotic and biotic stresses so that the potential for response is maximal when the stress stimulus is most likely to occur.

1.4 Regulation of Phytochemicals by Changes in Environment

For many phytochemicals, accumulation levels are directly affected by changes in light, temperature, and water availability. Variations in these environmental factors throughout the day and year can result in their altered phytochemical compositions depending on the time of day or year the plant is extracted.

1.4.1 Light quality

Earth's atmosphere can affect light intensity depending on the position of the sun as it moves through the sky both daily and seasonally. Additionally, inconsistent atmospheric filtering across wavelengths, as well as the angle of the sun, impact light spectrum availability to plants. Rayleigh scattering strongly affects blue light and other shorter wavelengths, resulting in a lower abundance of these in winter and at dawn and dusk, leading to comparatively increased amounts of the longer, red wavelengths. Red to far-red ratios impact developmental transitions such as flowering. In Arabidopsis, light quality sensitivity is achieved with phytochromes by a mechanism of switching between activity states (Ulijasz and Vierstra 2011; Ushijima et al. 2017; Sethe et al. 2017). These phytochromes impact photosynthesis and primary metabolism (Yang et al. 2016a, b; Kreslavski et al. 2018). Phytochrome loss increases sugars and amino acids, a change that is similar to abiotic stress responses. Specifically, the accumulation of proline and raffinose (Yang et al. 2016a, b). Phytochrome mutants also induce transcriptional response consistent with abiotic stress, suggesting a connection between light quality sensing and abiotic stress pathways.

Several phytochemical pathways are sensitive to changes in light quality. Both red and blue light enhance total antioxidant activity in the Chinese medicinal herb, Rehmannia glutinosa (Manivannan et al. 2015). Total phenol content and flavonoid levels were responsive to specific wavelengths. Blue light resulted in higher phenol content, while red-light favored an increase in flavonoid levels. Red light induction of flavonoids was also reported in Pisum sativum (Bottomley et al. 1966). However, in other species, flavonoid levels increase with blue light. In the medicinal plant, Cyclocarya paliurus total flavonoid levels were the most responsive to blue light (Liu et al. 2018). The levels of the flavonoids quercetin and 3-malonylglucoside and the phenylpropanoid chicoric acid increase under prolonged
enhanced blue light in red leaf lettuce and basil (Taulavuori et al. 2016). In Betula pendula (silver birch) seedlings, UV-B supplementation also increased levels of quercetins, kaempferols, and chlorogenic acids (Tegelberg et al. 2004). Total essential oils increased under blue and red light in Mentha piperita, M. spicata, and M. longifolia compared to white light or sunlight (Sabzalian et al. 2014). However, like flavonoids, the effect of light quality on essential oils tends to be species-specific. In the Sabzalian et al. (2014) study, the three Mentha species showed significantly higher levels of essential oils under red light compared to blue light. Red light also increased menthol levels, the primary essential oil compound in Mentha arvensis, higher than blue light (Nishioka et al. 2008). In Mentha piperita, menthol biosynthesis was reduced by 25% when supplemented with blue light and resulted in a significant decrease in essential oil and total phenol content (Maffei and Scannerini 1999). A recent review by Dou et al. (2017) provides other examples of light quality impacts on phytochemicals in herb species. The seasonal changes in light quality are the greatest farthest from the equator, suggesting that there will be an interaction between seasonal variability and latitude.

1.4.2 Temperature

The variation in temperature throughout the year, particularly in temperate climates, can be quite drastic. Perhaps less obvious is that the day to night temperature differential can also be significant, even in tropical climates. This variation in temperature across the time of day and season of the year can also result in a corresponding variability in phytochemical levels. Total glucosinolate and ascorbic acid levels increased in sprouts germinated at 30°C compared to those at 20°C or 10°C in broccoli (Brassica oleracea) and rocket sprouts (Eruca sativa) (Ragusa et al. 2017). Increasing temperature enhanced the total polyphenol content of broccoli sprouts but reduced the total polyphenol amount in rocket sprouts. Increasing temperature (20°C, 25°C, and 30°C) also resulted in significantly higher phenolic acid and flavonoid production in wheat (Triticum spp), irrespective of genotype (Shamloo et al. 2017). Campesterol levels decreased across genotypes, while other phytosterols in wheat were not significantly affected by the temperature change. St. John’s wort (Hypericum perforatum) harvested after 15 days of elevated temperatures (30°C or 35°C) show increased concentration of anthraquinones, hypericin and pseudohypericin, and the phloroglucinol, hyperforin (Zobayed et al. 2005). These are considered the active compounds in H. perforatum (Bauer et al. 2001) and their sensitivity to temperature may result in different potencies for harvested plant material.

In Zea mays (Christie et al. 1994), Arabidopsis (Leyva et al. 1995; Rowan et al. 2009), Nicotiana tabacum (Huang et al. 2012) and apple (Malus spp) (Ubi et al. 2006) anthocyanin levels are increased by lower temperatures and reduced in higher temperatures. Changes in phytochemical levels in response to temperature are dynamic processes and evaluating the response to temperature at a single time point may
not provide a clear picture of the full intersection between the changing temperature and the biochemical response. For example, in plum fruit (*Prunus salicina*), the initial response to high temperature is an increase in anthocyanin, however, after nine days at high temperatures, the total anthocyanin dropped below control levels (Niu et al. 2017). Monitoring the activity of a hydrogen peroxide-based degradation mechanism showed that the accumulation of anthocyanin is a balance between synthesis and degradation. The reactive oxygen-based degradation suggests other environmental factors may modulate the temperature-induced degradation of anthocyanin in plum fruit.

### 1.4.3 Water availability

For most plants, the availability of water varies daily and seasonally. Diel oscillations in water potential are driven by active photosynthesis and associated stomatal transpiration. At dawn, the humidity drops and simultaneously stomata open, resulting in increased water losses from aerial plant tissue (Klepper 1968). The water potential continues to drop throughout the day as the open stomata facilitate CO2 acquisition. In most species, water potential is the lowest in the late afternoon. Once the stomata close, the rate of water uptake exceeds the rate of water loss, and leaves and fruits regain their water potential. In some plant species, the increased water potential at night fuels the hydraulic redistribution of moisture in the soil (Richards and Caldwell 1987; Caldwell et al. 1998). This daily rhythm persists even with reduced water levels. Low water potential in the root environment, through the loss of soil moisture throughout the daytime period, can impact nutrient uptake and the transport of metabolites or the precursors needed to generate phytochemicals (Plaut and Reinhold 1965; Greenway et al. 1969).

Changes in water availability throughout the year have a higher amplitude than daily changes. In most locations, precipitation and water availability have a strong seasonal component with a wet and dry season (Snyder and Tartowski 2006; Taxak et al. 2014). Water availability affects the accumulation of several phytochemicals. In Coffea arabica leaves, irrigation reduced the levels of the quinone pheophytin, a photosynthetic pigment (Scheel et al. 2016). Tea (*Camellia sinensis*) harvested during the dry season had higher concentrations of desirable methylxanthines and polyphenols than in the monsoon season (Ahmed et al. 2014). Drought results in phenolic accumulation in *Amaranthus tricolor* (Sarker and Oba 2018) and *Zea mays* (Hura et al. 2008). However, phenolic content shows variability in response to water availability across plant species. In peanuts (*Arachis hypogaea L.*), phenolic content increased in leaves and stems in response to drought stress but decreased in the seeds (Aninbon et al. 2016). Using a rain-out shelter Cheruiyot et al. (2007) observed that tea cultivars had lower phenolic levels in drought conditions. There is a similar decrease in phenolic content in cotton leaves (Shah et al. 2011; Shallan et al. 2012), and under progressive water deficit, both Shiraz and Cabernet Sauvignon grape cultivars (*Vitis vinifera*) showed a decrease in flavonols and non-flavonoid phenolic compounds (Hochberg et al. 2013). In the
Shiraz cultivar, quercetin-3-O-galactoside and rutin increased under water deficit. Phenolic compounds decreased in drought-sensitive tomato (*Solanum lycopersicum L.*) cultivars, but increased in response to drought in Zarina, a tolerant cultivar (Sánchez-Rodríguez et al. 2011). The tolerant Zarina cultivar also showed an increase in rutin and flavonoid levels. In other plant species, drought induces the accumulation of flavonoids (Hernández et al. 2004; Yang et al. 2007; Ma et al. 2014; Shojaei et al. 2016). Under mild drought stress, the diel accumulation patterns of non-structural carbohydrates showed stress-induced changes in Brassica rapa plants, suggesting an interaction between diel regulation and abiotic stress responses (Greenham et al. 2017).

Under both mild and moderate water stress, the components of essential oils, geraniol, and citral increased in two species of lemongrass, *Cymbopogon nardus* and *Cymbopogon pendulus* (Singh-Sangwan et al. 1994). In medicinal plants, the concentration of desired phytochemicals can be increased by growth in water limiting conditions (Jaafar et al. 2012; Selmar and Kleinwächter 2013). For example, water-stress induced accumulation of hyperforin in St. John’s wort (*Hypericum perforatum*) (Zobayed et al. 2007) and ajmalicine in *Catharanthus roseus* (Jaleel et al. 2008).

Like changes in the pattern of temperature cycles, climate change is affecting the timing of precipitation events, with a seasonal component to even extreme precipitation events (Unal et al. 2012; Pal et al. 2013; Keggenhoff et al. 2014; Ganguli and Ganguly 2016; Gitau 2016; Rahimpour et al. 2016; Tye et al. 2016; Mallakpour and Villarini 2017; Roque-Malo and Kumar 2017). In the US Ohio/Missouri River valleys, the start of the dry season is altered by 2–3 weeks while the wet season in east New York arrives about three weeks earlier than a century ago (Pal et al. 2013). These disruptions to the seasonal patterns of water availability may alter the phytochemical composition of plants even if harvested at the same time of year.

Additional examples of the effects of light, temperature, water availability and other environmental factors on the accumulation of specialized metabolites are reviewed by Ramakrishna and Ravishankar (2011), Ncube et al. (2012), Verma and Shukla (2015), Borges et al. (2017), Yang et al. (2018).

### 1.5 Circadian Regulation of Phytochemicals

The plant’s endogenous circadian clock is crucial to the coordination and control of molecular activities in alignment with daily and seasonal variability of resources (Green et al. 2002; Dodd et al. 2005; Yerushalmi et al. 2011; Bendix et al. 2015). Evidence of diel variation in metabolism and environmental responses is mainly derived from transcriptional evidence that shows rhythmic diel or circadian-driven patterns of expression (Alabadi et al. 2002; Bläsing et al. 2005; Michael et al. 2008; McClung 2014). The relative accessibility of transcriptomics facilitates the evaluation of daily rhythmic
expression patterns across various plant species. While they are perhaps less well-studied, protein and metabolite levels also show daily rhythmic patterns of accumulation (Gibon et al. 2006; Graf et al. 2010; Hwang et al. 2011; Flis et al. 2016). Both primary and specialized metabolites in *Arabidopsis thaliana* such as maltose, fructose, GABA, and isoleucine show daily oscillation in their abundance (Stitt et al. 2007; Espinoza et al. 2010; Augustijn et al. 2016). Upon entrainment, the accumulation of some specialized metabolites shows a rhythmic pattern in the absence of light, temperature, or humidity cues implicating regulation by the circadian clock (Gibon et al. 2006), the disruption of which can significantly alter metabolism (Fukushima et al. 2009).

### 1.5.1 Gating Response to Environmental Signals

Biotic stressors from bacterial and fungal pathogens to herbivores have rhythmic daily activity (Hevia et al. 2015). Abiotic stressors can also have rhythmicity such as peaks in heat stress both at certain times of day and year. Plants respond to these stresses with temporal coordination, or ‘gating.’ This gating secures maximal molecular response at the time that coincides with the highest probability of the stress occurring. Circadian regulation occurs in part through gating the response to phytohormones such as auxin, abscisic acid, jasmonic acid, and salicylic acid (Covington et al. 2008; Goodspeed et al. 2012). At dawn, *Arabidopsis thaliana* shows decreased susceptibility to the pathogens *Pseudomonas syringae* pv. tomato DC3000 (Bhardwaj et al. 2011) and *Botrytis cinerea* (Ingle et al. 2015). Evidence of circadian regulation of basal defense mechanisms (Wang et al. 2011) suggests that this observation is not unique to these pathogens. Symbiotic relationships with beneficial species such as pollinators and parasitoids rely on coordination with the insects’ daily rhythms. The primary mediators of insect attraction, volatile organic compounds (VOCs), show variation in emissions throughout the day. Fig (Ficus racemosa) volatiles, for example, can be distinguished by their diel variation in temporal patterns (Borges et al. 2013). Fig plants offer a distinctive volatile profile to match the biological activity of parasitoid and pollinator populations.

Many of the metabolites induced by generalist herbivores peak in accumulation in target tissues at specific times of the day. For example, *Nicotiana attenuata* has a diel rhythm of jasmonic acid (JA) and 12-oxo-phytodienoic acid (OPDA) accumulation in roots, but not in leaves (Kim et al. 2011). Shoot-oscillating metabolites mostly peak during the day such as citric acid, tyrosine, phenylalanine, and lyciumoside. In contrast, the metabolites that oscillate in roots, such as disaccharides and JA mostly peak at dusk or night. Lyciumoside which is a precursor to diterpene glycosides, peaks at dusk and is more prevalent in sink leaves than in source leaves. Circadian-gated herbivory response alters the interaction between the plant and the herbivore. *Trichoplusia ni*, a cabbage looper insect, shows rhythmic feeding behavior that peaks in the afternoon (Goodspeed et al. 2012). *Arabidopsis* plants can defend against the T.
herbivory through concerted timing of jasmonate induction and reduced salicylates. However, disruption of the plant circadian clock or switching the phase of *T. ni* feeding reduces these justifications. Like jasmonates and salicylates, many phytochemicals have a role in plant defenses. Thus, this gating of defense responses combined with the effects of daily rhythms in primary metabolism, environmental factors and circadian regulation of specialized metabolites likely drive significant variation in phytochemical levels throughout the day.

Abiotic stress responses also show time-dependence, such as temperature (Fowler et al. 2005; Dong et al. 2011; Grenivich et al. 2019), UVB (Takeuchi et al. 2014; Horak and Farré 2015) and reactive oxygen species (Lai et al. 2012). The master regulators of low-temperature responses, CBF transcription factors, show the highest response to a 4°C cold shock in the morning and a reduced induction in response to the same stress at night. The CBFs control, in part, the rewiring of metabolism that occurs under low temperature (Cook et al. 2004). In Arabidopsis, low temperatures (4°C) provoke metabolic rewiring, including induction of phenylpropanoid levels (Kaplan et al. 2007). Constitutive expression of CBF3 recapitulates 79% of the metabolic changes observed under low temperature in control conditions (Cook et al. 2004). Circadian gating of CBF3 cold response suggests the induction of the low-temperature-responsive metabolites regulated by CBF3 is also likely gated.

1.6 Seasonal changes

Perhaps more drastic than daily changes, environmental factors vary in seasonally recurring patterns, including changes in precipitation, temperature, and daylength. Biotic and abiotic stresses also show seasonal variation. Also, developmentally regulated changes in phytohormones auxin, gibberellin, ethylene, and jasmonate alter the sensitivity of the plant to different stimuli depending on the time of year (Davies 2010; Footitt et al. 2011; Singh and Mas 2018).

1.6.1 Photoperiod

Both north and south of the equator there is an asymmetry to the amount of light or daylength throughout the year. The amplitude of the difference between the long days of summer and the shorter days of winter increases with the distance from the equator. Seasonal changes in photoperiod are concomitant with seasonal changes in light intensity and temperature. Therefore, when isolating the factor of photoperiod, chamber-based experiments comparing different day lengths are often performed. One challenge with these experiments is that the chamber-experiments are often performed with square waves where the changes in light intensity and light quality which also vary across the day and season are ignored. Ignoring these subtle changes can result in missing important mechanisms that control for the integration of signals (Liao et al. 2017). Most plant species are sensitive to changes in photoperiod and
respond by adjusting growth and developmental stages. For example, silver birch, *Betula pendula*, integrates both temperature and photoperiod cues to control the timing of bud burst (Linkosalo and Lechowicz 2006). The chilling requirement is met long before the modeled initiation date, suggesting a second cue is integrated to control the timing of bud burst. Linkosalo and Lechowicz compared the effects of a reduced red to far-red ratio throughout the day or only at dawn and dusk and demonstrated that the diurnal timing of the change in light quality is an important factor in this developmental transition. The integration of both light quality timing and temperature changes may protect some species from frost damage due to early budding associated with warm early-spring weather. These developmental changes can impact phytochemical composition and distribution in the plant (Degu et al. 2014; El Senousy et al. 2014). For example, in cherry radish (*Raphanus sativus L. var. ‘Changfeng’*) polyphenol and antioxidant content increased in the root, but not in the shoot when grown in a longer day period (Guo et al. 2019). Photoperiod changes impact the flavonoid, phenolic, amino acid, anthocyanin, alkaloid, and glucosinolate levels (Bernarth and Tetenyi 1979; Xu et al. 2011; Steindal et al. 2015). Phytochemical responses to photoperiod have been reviewed in Verma and Shukla (2015). In addition to these general impacts on phytochemicals, for many compounds, specific response to photoperiod have been described.

### 1.7 Polyphenols and phenolic compounds

Polyphenols are generally high molecular weight molecules derived from the shikimate, phenylpropanoid, flavonoid, anthocyanin, lignin (Mouradov and Spangenberg 2014) and polyketide pathways in plants. A large number of phenolic hydroxyl groups provide these compounds with unique metabolic properties and compounds in this class have a range of functions *in planta* including UV protectants, defense compounds, signaling molecules, antimicrobials, and antioxidants. Polyphenols have been confirmed as the source of biological activity in many medicinal plants, particularly those used to prevent and ameliorate metabolic diseases (Cvejić et al. 2017; Chen et al. 2018).

#### 1.7.1 Circadian, Diel, and Seasonal Effects on Total Polyphenols

The regulatory and protective functions of phenols in oxidative stress-induced signaling may explain the observed rhythmic accumulation in many plant species. In Arabidopsis, the response to reactive oxygen is circadian regulated (Lai et al. 2012). Consistent with this observation, antioxidant activity was found to be circadian regulated in other Brassicaceae (Soengas et al. 2018). However, the temporal signature of antioxidant activity was not consistent across diverse species. Coordinating antioxidant activity with the recurring timing of local stresses, other phenological activity, or breeding pressures could drive species-specific changes in the waveform of expression that could be locally adaptive. Soengas et al. (2018) observed circadian driven rhythmicity in the pattern of total phenolic...
compound accumulation in broccoli, cabbage, Chinese cabbage, and turnip greens. Although all species accumulated the highest total phenolic content in the period surrounding dawn, the specific phasing of the peak in accumulation varied between species. Broccoli and cabbage accumulation was the highest in the dark period before dawn while Chinese cabbage and turnip greens peaked in accumulation at dawn. Specific compounds also showed variability in their waveform of selection discussed below. Selection for desired traits or the need to meet the pressures of local environments may result in observed altered temporal profiles between species. We provide examples below where the time of day and season of year variation in accumulation has been observed for polyphenolic compounds.

1.7.2 Flavonoids

Flavonoids function as pigments, signaling molecules, UV-protectants, and antimicrobials. Daily rhythms of flavonoids have been reported in the tropical tree, Anacardium excelsum and the fern, Cryptogramma crispa (Veit et al. 1996). In grape berries, (Vitis vinifera) (Reshef and Agam 2019) the diel pattern of expression for some flavonoids was sensitive to the orientation of the berry in relationship to the sun. The flavonoid quercetin showed a rhythmic accumulation in all three orientations, however other flavonoids, such as cyan-3glu, were only arrhythmic in some positions but showed no change in signal across the day in others. The observable difference in flavonoid accumulation in response to the small change in solar irradiation due to the position of the berry relative to the large daily oscillatory light suggests that the sensitivity of the phytochemical response is attuned to account for this daily change in light intensity. Seasonal variation in anthocyanin levels can manifest if the plant is harvested at different times of the year. For strawberry fruit (Fragaria x ananassa), plants at the same ripening stage and harvested at different times of the year showed variation in anthocyanin accumulation levels (Pincemail et al. 2012; Ariza et al. 2015). Strawberries harvested earlier in the year had the lowest content of organic acids and antioxidant compounds, perhaps indicating a role for increasing day length in the accumulation of these phytochemicals (Ariza et al. 2015). Over all genotypes, strawberries in the mid to late harvest showed overall better health-related properties. There was an interaction between cultivar and the compound time of harvest suggesting that healthy harvesting could be achieved by staggering plantings by cultivar and should be a factor considered during breeding selection.

1.7.3 Phenylpropanoids, Phenolic acids, and Aldehydes

Both the time of day and time of season plants are harvested can impact the phenolic acid content for some plant species. Broccoli head (Brassica oleracea L.) harvested at the end of the day had higher phenolic content and antioxidant activity during storage than those harvested in the morning or at midday (Hasperué et al. 2011). The time of year plants are harvested can impact the nutritional quality of the
product as much as the genotypic variation. Four different cloudberry (Rubus chamaemorus) genotypes were examined throughout the year and seasonal variations were observed in gallic acid, ellagic acid, and anthocyanins (Hykkerud et al. 2018). Across all genotypes, cloudberry plants harvested early- and mid-season contained significantly higher ellagic acid levels than those harvested in late season (7.41, 7.03 and 6.35 mg/g dry weight, respectively). This pattern reflected the total phenol measurement, which was on average higher in early-season, decreasing in mid- and late-season (22.12, 20.97, 20.09 mg/g dry weight, respectively). Although the variation between genotype was more significant than the seasonal variation, ellagic acid was still significantly responsive to environmental variation. In an earlier study in Rubus species, raspberry fruits (Rubus idaeus), Mazur et al. (2014) compared ten genotypes of raspberry fruit for the effects of harvest season and genotype on phenolics, ellagic acid, anthocyanins, and ascorbic acid content. Only ascorbic acid content was consistent across harvest seasons. Phenolics, ellagic acid, and anthocyanins showed significant variation depending on the time of year the berries were harvested. The study concluded that the "quality of red raspberry fruits were significantly affected both by genotype and harvest season."

Total phenolic content and phenolic profile varied in globe artichoke (Cynara cardunculus L. var. scolymus (L.) Fiori) between plants harvested in the winter or spring (Lombardo et al. 2010). The phenolic content increased sixteen times in the later spring harvest. Several compounds, 1- and 3-O-cafeoylquinic acids, caffeic acid, narirutin, and naringenin 7-O-glucoside were only detected in the spring harvest, changing the overall polyphenol profile. The variation in total phenolic content of Vochysia divergens Poh., a pioneer tree species was greater across the season than between geographic areas in Brazil (Uriu et al. 2018). Harvest time also affected the total level of phenols and antioxidant activity in grape cultivars (Vitis vinifera) (Piazzolla et al. 2016). In this study, the harvest time of grapes was found to influence the distribution of volatiles including acetaldehyde, 2-butenal, Hexanal, ethyl acetate, ethanol, and D-Limonene resulting in an overall change in grape quality. In the Piazzolla et al. (2016) study, since the grapes were not at the same developmental stage, the effect observed is likely a combination of developmental and environmental effects.

1.7.4 Hydroxycinnamic acids

Leaf oils showed a time of day and time of year variation in Lippia origanoides Kunth (Ribeiro et al. 2014). Examining plants collected near a mine in Brazil, Ribeiro et al. identified many metabolites with significant variation throughout the year. The major specialized metabolites with a time of year change in concentration were (E)-methyl cinnamate, (E)-nerolidol, p-cymene, 1,8-cineole, carvacrol, a-pinene, (E)-caryophyllene and g-terpinene. Cinnamate levels also varied by time of year with no accumulation from March through June, followed by moderate accumulation in July, peaking in
concentration in August, and returning to moderate levels from September through February. Cinnamate also showed significant variation in concentration depending on the time of day samples were harvested. In kimchi (green Chinese cabbage (*Brassica rapa*) and red cabbage (*Brassica oleracea*)), fall and spring-sown cultivars were compared for two genotypes. The phenols caffeic acid, p-coumaric acid, ferulic acid, and sinapic acid and flavonols (quercetin and kaempferol) showed significant differences in levels between fall and spring in both red cabbage cultivars tested (Lee et al. 2018).

1.8 Naphthoquinones and Quinones

The medicinal plant, *Euclea undulata* produces epicatechin and α-amyrin-3O-β-(5-hydroxy) ferulic acid, both desired for their potential value in the treatment of diabetes. However, *E. undulata* also produces the naphthoquinone, 7-methyl-juglone, which is cytotoxic. Botha et al. (2018) evaluated the environmental and seasonal effects on the accumulation of these three compounds to determine if altering the harvest time could eliminate the presence of 7-methyl-juglone. Comparing plants harvested in the rainy (December) and dry (August) season, in three locations, they observed both geographic and seasonal effects on the metabolite profile. While the variation in metabolites between geographic locations was greater than the variation between seasons, at a given location, seasonal differences had a significant impact on the metabolic profile. In particular, the 7-methyl-juglone was not detectable in leaves in the rainy season in the summer rainfall region, while plants from the same region accumulated 7-methyl-juglone in the dry season. In this same region, the desired compounds epicatechin and α-amyrin-3O-β-(5-hydroxy) ferulic acid, also showed seasonal variation and the stems and leaves of *E. undulata* Thunb. var. myrtina contained both epicatechin and α-amyrin-3O-β-(5-hydroxy) ferulic acid and lacked 7-methyl-juglone only in the rainy season. Therefore, the authors concluded, “for the safe and effective use of *E. undulata* it would be best to collect leaf material during the dry season in the summer rainfall areas.” This example highlights the importance of considering not only the temporal profile of the phytochemicals of interest but also the temporal profile of any negative or even synergistic compounds (e.g., Figure 1.2).
Figure 1.2 *Time of day and season of the year impact the composition and abundance of phytochemical extracts.* This figure from Liebelt et al. 2019 shows extract composition quality is a combination of the relative concentration of the phytochemical of interest and the antagonistic or synergistic effects of the remaining profile. Time of day and seasonal variations in the target metabolite, toxins, and synergistic metabolites can be taken into consideration to determine the optimal growing season and time of day to harvest extracts. In the simplified graphic above an extract with the patterns shown would be optimally harvested during the middle of the day to account for diel variations.
Harvesting in the summer would provide the maximum efficacy at the lowest toxicity across the yearly seasonal variation.

1.9 Glucosinolates

Glucosinolates are amino acid-derived phytochemicals found in the Brassicaceae family of plants and have a role in defense against herbivory (Mithöfer and Boland 2012; Singh and Mas 2018). Much of this amino-acid derived phytochemical’s economic value is from its link to carcinogen detoxification properties of Brassica such as broccoli, cauliflower, cabbage, and Brussel sprouts when hydrolyzed to isothiocyanate upon consumption. These also contribute to taste and flavor profiles. Glucosinolates have been the object of numerous seasonal variation studies with sometimes conflicting findings. Studies mainly focus on the two relatively abundant types of glucosinolates: aliphatic glucosinolates derived from the amino acids’ alanine, valine, leucine, isoleucine, and methionine; and indoles derived from tryptophan.

Seasonal factors of higher mean temperatures and longer photoperiods were found to correlate with the highest concentrations of glucosinolate across ten Brassica oleracea cultivars (Charron et al. 2005). One study reports a sweeter and more desired taste correlated to lower temperatures (Mølmann et al. 2015) while higher glucosinolate levels generally correspond to warmer temperatures. Consumers reportedly selected the sweeter tasting broccoli perhaps at the detriment of the nutraceutical value of the plant. Despite the correlation between generally higher levels of glucosinolate in high temperature, not all glucosinolates were affected similarly within each condition. These results support the findings in another report showing differential accumulation of glucosinolates in broccoli (Brassica oleracea) between spring and winter seasons (Vallejo and Toma 2003).

1.10 Thermal Climate Trends

Temperature is often the main focus of climate change discussions. While in general, it is accepted that the world is warming, what is less known is that this warming is not happening equally. There is a disparity in the effects of global warming impacts by both season and latitude (Figure 1.3). Colder months in northern latitudes, in particular, are heavily impacted by warming temperatures.
Figure 1.3 Seasonal Warming between 1948 and 2010. This figure from Xia et al. (2014) illustrates global trends in seasonal warming for the annual mean temperature (a), temperature range (b), as well as seasonal trends by latitude (c-g).

Not only are we experiencing record-breaking temperatures around the world, but also the change in temperature between day and night is decreasing. A 1.5-2.0 degree global rise in temperature has a larger impact on the coldest nights than on hottest days (Xia et al. 2014). Night temperatures are also increasing at a faster rate than day temperatures (Easterling et al. 1997, Vose et al. 2005) (Figure 1.4), leading us to wonder what phytochemical profile changes we should expect as a major component of the circadian clock is disappearing.
Figure 1.4 Diurnal Warming between 1948 and 2010. This graph shows global warming trends in °C per decade for mean maximum (a), minimum (b), diurnal temperature range (c), as well as temperature of a-c by latitude (d). (Xia et al. 2014)

Plant response to temperature changes at night are distinct from temperature perturbations during the day (Grinevich et al. 2019). The difference between day and night temperature impacts the overall growth of tomato (*Lycopersicum esculentum*), fruit quality, and the secretion of low molecular weight organic acids from the root which can impact nutrient uptake (Papadopoulos and Hao 2000; Yang et al. 2014, 2016). A mild increase in nighttime temperature appears to impact primary metabolism resulting in reduced yield and grain quality in rice and wheat (Ziska and Manalo 1996; Peng et al. 2004; Counce et al. 2005; Lobell and Ortiz-Monasterio 2007; Kanno et al. 2009; Mohammed and Tarpley 2009; Welch et al. 2010; Glaubitz et al. 2015; Laza et al. 2015; Shi et al. 2017; Impa et al. 2018). An enrichment for stress-responsive and reactive oxygen scavenging proteins was observed specifically under increased night temperatures in rice grains (Li et al. 2011). If these altered changes occur in other plant species, the impacts of changes in night temperature on specialized metabolites could be distinct from the impacts of changes in temperature during the day. Most studies to date investigate the response of specialized metabolites to increasing temperatures by employing higher daytime temperatures or a consistent increase in both day and night temperatures. Ibrahim et al. (2010) investigated the specific role of altered night temperatures on VOCs and found that increasing night temperatures increased the VOC emissions.
detected during the day. Most VOCs examined showed a linear relationship between increasing night temperature and emission levels. However, in contrast to previous studies that examined daytime temperature changes, isoprene emission was not correlated with rising temperatures at night (Gouinguene and Turlings 2002; Tarvainen et al. 2005; Helmig et al. 2007; Sharkey et al. 2008; Copolovici et al. 2012). The VOC isoprene may provide an adaptive role in protecting plants from heat-induced damage (Sharkey et al. 2008). Therefore, understanding if isoprene emission is differentially responsive between night and day temperatures could impact our understanding of how the perception and response to stress vary across time. The asymmetric pattern of global warming (IPCC 2018 and Xia et al. 2014) suggests that it will be essential to understand the impacts of warming nights on specialized metabolite production.

1.11 Discussion

Environmental inputs play a vital role in phytochemical composition. Plant attunement to their environment can be seen on the scale of the positioning of a berry on a vine (Rashef et al. 2019) to seasonal variations in accumulation such as artemisinin in sweet wormwood (Ferreira et al. 2018). The value of specialty crops is attributed in part to their phytochemical composition. Transcriptomic and metabolomic databases can be bridged to structure a complex whole-genome metabolic network that can aid in candidate gene or pathway discovery. A lack of high-quality genomes or detailed annotations restricts the tools available to examine biochemical pathways further. Isoform analysis using long-read sequencing is one way to address this issue. Integrating interdisciplinary tools from genomics and biochemistry to bioinformatics aids in research efforts to understand the complexity of environmental influence on regulatory pathways in plants.

Temperatures are a central research topic globally in nearly every field as interdisciplinary teams of researchers and policymakers are attempting to come together to implement climate adaptation strategies to combat the consequences we are now experiencing. Global warming has brought several changes that directly affect agriculture from extreme weather anomalies (e.g., hurricane intensity and frequencies, length of drought and fire season) to the often-overlooked factor of warming nights. Minimized daily temperature fluctuations pose an interesting question of how plant composition will be affected by a change in this signal. Research on warming nights could be used to identify varieties and environmental conditions that maximize the desired phytochemical profiles to benefit human health. Additionally, when applied to specialty crop systems, we could gain insights into the environmental regulation of phytochemicals targeted for the production of pharmaceuticals and other consumer products.
CHAPTER 2

LONG READ SEQUENCING ISOFORM ANALYSIS: END TO END ISO-SEQ ANALYSIS WORKFLOW

2.1 Abstract

Single-molecule real-time sequencing, a third-generation sequencing technology developed by Pacific Biosciences optimized to capture entire transcripts, is revolutionizing isoform analysis. While the uses of these long-read sequences continue to grow, they are being used throughout the plant research community to provide insight into alternative splicing and improve the accuracy of genome annotations. Like any new technology of its kind, the bioinformatic analysis and compatible software for isoform processing is constantly evolving. PacBio’s SMRT Analysis software and compatible packages for post-processing are enormously valuable in analyzing Iso-Seq and isoform data, however, they can be complicated and difficult to understand and troubleshoot for biological scientists without a history in coding and bioinformatics. With the advancement of sequencing applications as well as the rise in implementation of interdisciplinary teams, inexperienced researchers can either expect to have to learn some level of bioinformatics to analyze the data they generate or pay to outsource the analysis. Basic processes to analyze the data have been established, but due to the diversity of available software, operating systems, and hardware, it is difficult for a non-bioinformatician to understand the end-to-end workflow. Herein we provide a comprehensive end-to-end guide to isoform analysis of PacBio Iso-Seq data and provide compatible R source scripts for isoform data visualization.

2.2 Introduction

Iso-Seq is set apart from other sequencing technologies by its capability of sequencing full-length transcripts. Pacific Biosciences (PacBio) achieves these long-reads by closing linear double-stranded cDNA with 5’ and 3’ hairpin adapters to generate a circular molecule, referred to as a SMRTbell template, that will be loaded into the SMRTcell (Rhoads et al. 2015). Within each SMRTcell are 150,000 Zero Mode Waveguides (ZMW). Waveguides are a physical structure that manipulate a signal, to establish constraints on the area and frequency thresholds that can be detected. Using nanophotonic ZMW, PacBio has constrained the area where signal can be detected to a zeptoliter. Within this volume, a polymerase is fixed to the bottom of each ZMW and binds one SMRTbell molecule. Fluorescent tagged base-pairs come into range of the detector as the polymerase adds them to the replicating molecule and the fluorophore emission is detected at a wavelength unique to a specific base (Figure 2.1). One template is sequenced repeatedly as the polymerase continues around the circularized molecule with multiple
passes that have the coding and complementary strand separated by the adapters all on one long single stranded molecule or concatenated read (Figure 2.2). The fluorophores are detected in real time and recorded as a movie.subreads.bam file, which stores the kinetics of the read in a way that can be used to determine other features of the transcript such as methylation state.

This comprehensive guide covers the general workflow from receiving a subreads.bam file from PacBio through Iso-Seq and post-clustering isoform analysis. Further computational analysis of the data will be able to draw complex comparisons between isoform states associated with specificity of tissue or time of day, expanding the applications of Iso-Seq from its original purpose of de novo genome assembly into answering potent questions regarding gene regulation.

Figure 2.1 SMRT Sequencing. This figure from Rhoads et al. (2015) depicts the Zero-Mode Waveguide (ZMW) containing the fixed polymerase in the zeptoliter detection space (A) and illustrates the pulse detection of fluorophores emitting a base-specific wavelength when in range of the detector as it is added to the nascent chain (B).

2.3 Results

2.3.1 Single v. Cluster Server

Due to the demands for memory and computational power required to process Iso-Seq data, all analysis was done through a remote server. Access to a server can be granted by most universities’ IT or Data Management departments. Analysis can be performed on a standalone server or a cluster. Remote servers are incredibly valuable in data analysis largely due to their core processing power. A core is often colloquially referred to as the “brain” of the computer and the more cores available the greater the number of simultaneous processes. The standalone server used to model the analysis is a RStudio virtual machine operating on Ubuntu 18.04. The software layer of the virtual machine was designed to use 16 of the cores provided by the real machine which has a total of 24 hyper-threaded cores. Hyper-threading
makes it appear like double the cores are present to double the number of simultaneous processes. The virtual machine therefore runs 16 out of 48 cores. While clusters can provide advantages in project distribution, load balancing and a higher processing power, standalone servers like the one described above are sufficient for Iso-Seq analysis.

2.3.2 Terminal Coding Environments

The minimum software requirements were examined in light of our goal to increase accessibility of Iso-Seq analysis workflow. The server’s RStudio software layer provides both a console and Terminal workspace. All analysis was done in Terminal using Linux commands and visuals were performed in both Terminal and Console.

The SMRTLink SMRT Tools package provided by PacBio is developed to be used through a Bioconda platform, or as a standalone software for clustering and aligning reads to a reference genome. As a standalone, installing SMRT Tools loads the command scripts from the package without the graphic user interface. Not only is the user expected to understand and execute the commands in the proper sequence and correct syntax, but also to manually manage file paths and directories in Linux.

While the SMRT Tools platform is enough to process Iso-Seq raw subreads files up to clustering and mapping to a reference genome, the compatible post-Iso-Seq isoform analysis software requires Bioconda and bx-python. Docking SMRTLink SMRT Tools commands through the Bioconda platform not only provides a foundation for future analysis software but also processes faster circular consensus sequence calling per ZMW (https://github.com/PacificBiosciences/ccs).

2.3.4 Clustering - Iso-Seq Analysis

This stage of the analysis is generally referred to as Iso-Seq. In order to understand the clustering workflow, it is important to have a grasp of the contents of the raw files. In the case used to model this workflow, eight raw data files were received from PacBio after sequencing the samples collected and processed in Waddell (2017). Each file contains data of size separated cDNA sequences multiplexed from six samples representing three tissues at two times of day (Figure 2.2). Due to the nature of PacBio sequencing, each read has multiple passes concatenated into a long-read single molecule.
2.2 Sample Origin Schematics. Hops plants were sampled in Waddell (2017). In summary, three tissues at two times of day were sampled and RNA extracted. A universal 5’ adaptor was added and with unique 3’ primers they circularize the reverse transcribed cDNA. The cDNA is then pooled, and size separated into eight subsamples. Each of these samples were sequenced to generate the eight files used in data analysis.

2.3.4-1 Circular Consensus Sequence Calling

The first step in processing the raw files is to take each multi-pass ZMW concatenated sequence and generate a single circular consensus sequence (CCS) (Figure 2.3A). This step in processing the raw data is the most time-consuming step of the workflow. In earlier versions the CCS script could take anywhere from days up to a week to process, though with the newer versions 4.0.0 and 4.2.0 this step can be done within several hours (https://github.com/PacificBiosciences/ccs). This step also benefits from using a server with more cores as you can open multiple Terminals and run each data file through CCS in parallel to reduce the total amount of time that this step consumes.
The CCS report shows the total number of recognized ZMWs as well as a count of those that generated a CCS or were filtered out. Of the reads that were filtered, 95-97% were due to lacking full passes (Table 2.1). In the latest versions of CCS script, setting a minimum predicted accuracy at 0.9 polishes reads so it would be redundant to polish again after clustering. Each file represents multiplexed data set so no comparative biological information can be gained from this step.

Table 2.1 CCS Percent Attributed Error Analysis. Percent ZMW generating CCS and ZMW’s filtered are normalized to the total input ZMW’s recognized. Of the filtered ZMW’s the majority were sorted due to lacking full passes. Minor errors include a draft generation error, heteroduplexes, and minimum coverage violation.

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>ZMWs input (%)</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>ZMWs generating CCS (%)</td>
<td>72.46</td>
<td>71.93</td>
<td>77.07</td>
<td>34.91</td>
<td>27.54</td>
<td>36.78</td>
<td>77.20</td>
<td>42.96</td>
</tr>
<tr>
<td>ZMWs filtered (A) (%)</td>
<td>27.54</td>
<td>28.07</td>
<td>22.93</td>
<td>65.09</td>
<td>72.46</td>
<td>63.22</td>
<td>22.80</td>
<td>57.04</td>
</tr>
<tr>
<td>Lacking full passes (% of A)</td>
<td>96.42</td>
<td>96.58</td>
<td>95.87</td>
<td>97.28</td>
<td>96.65</td>
<td>96.92</td>
<td>96.02</td>
<td>96.35</td>
</tr>
<tr>
<td>Heteroduplexes (% of A)</td>
<td>1.04</td>
<td>0.97</td>
<td>0.93</td>
<td>0.37</td>
<td>0.25</td>
<td>0.37</td>
<td>0.92</td>
<td>0.43</td>
</tr>
<tr>
<td>Min coverage violation (% of A)</td>
<td>0.94</td>
<td>0.94</td>
<td>1.17</td>
<td>0.53</td>
<td>0.47</td>
<td>0.56</td>
<td>1.12</td>
<td>0.64</td>
</tr>
<tr>
<td>Draft generation error (% of A)</td>
<td>1.57</td>
<td>1.46</td>
<td>1.98</td>
<td>1.75</td>
<td>2.58</td>
<td>2.08</td>
<td>1.86</td>
<td>2.52</td>
</tr>
<tr>
<td>CCS below minimum RQ (% of A)</td>
<td>0.03</td>
<td>0.05</td>
<td>0.05</td>
<td>0.06</td>
<td>0.05</td>
<td>0.06</td>
<td>0.07</td>
<td>0.06</td>
</tr>
</tbody>
</table>

2.3.4-II Classifying reads - Demultiplexing

Depending on the author and year of publication the next part of the workflow is identified as either classifying reads or demultiplexing. Demultiplexing runs the primers used to barcode the samples against the CCS reads generated in the previous step to linearize the sequence and separate based on sample identity (https://github.com/PacificBiosciences/barcoding). Sequences are identified and sorted based on the match between the universal primer and unique 3’primer. Although there are several script options available to complete this step, for the sake of consistency and a streamlined approach, we chose to use SMRT Tools ‘lima’ command.
The primer fasta file formatting may require troubleshooting. The format is highly dependent on the version of the script being used. In this case lima 1.10.0 (commit SL-release-8.0.0) is used therefore the requirements are that the universal 5’ primer, or left adapter, can only be listed once and the 3’ primers are the reverse complement of the sequence including the right adapter and the unique primer. In the model used for this workflow the right and left adapter are the same.

The output sequences are the full length reads for each sample. Some reads may still be concatemers, so refining is needed to remove repeating sequences (Figure 2.3B). Once refined the full length non-concatemer reads can be pooled by tissue and time of day to eliminate separation by size in preparation for clustering. At this point the files have been pooled with six representing a specific tissue at a time A or time B, three that represent each tissue at all time points, two that are all tissues at either time A or time B and one that pools all tissues at all times of day. This can be streamlined by first creating corresponding directories within an umbrella analysis directory. All files that apply were copied to each descriptive directory before merging into one flnc.fofn file for clustering.

2.3.4-III Clustering

This algorithm groups sequences based on their biological relevance so that isoforms of a single gene origin are clustered. Notable products of this step are the hq.fasta.gz and cluster_report.csv. The hq.fasta file is required for aligning reads to the genome and the cluster report is used when calculating the abundance of unique isoforms.

Once clustered, Iso-Seq is finished and the files are ready for alignment and isoform analysis using compatible open source software.
Figure 2.3 *CCS generation and Iso-Seq Workflow.* This figure adapted from Pacific Biosciences Iso-Seq guide and GitHub repositories, respectively, show A) SMRTbell concatenated subreads collapse into a consensus read and B) the midlevel workflow illustrating sequence manipulation at each stage of Iso-Seq analysis.

2.3.5 Mapping Reads

There are several methods for aligning clustered Iso-Seq reads, some even applicable without a reference genome. Splice aligners are constantly being updated, therefore when referencing a previous publication, it is increasingly important to understand the limitations of the aligner used at the time of publication and at the very least, what improvements and capabilities current aligners have. Current recommendations for “best practices” of aligning Iso-Seq data include minimap2, GMAP, deSALT, BLAT and STAR (https://github.com/Magdoll/cDNA_Cupcake/wiki/). We chose to compare minimap2 and GMAP in this workflow.

Minimap2 is analyzed in this workflow because it is included in the SMRT Tools command suite, so it does not require any added software. The command line is relatively easy and intuitive to use which is another advantage for someone who has no background in bioinformatics. The input reference genome
does not require preprocessing and even works in .gz zipped format. There is an option within this algorithm to index the genome first. In order to compare with Genome Mapping Alignment Program (GMAP) which requires indexing, we ran the alignment with both the original genome as well as the “.mmi” indexed genome. Indexing the genome with minimap2 reduces the alignment run time with only minor changes in abundance of unique reads (Figure 2.4).

Figure 2.4 Count Abundance of Indexed Reference Comparison of Minimap2 Aligner. A comparison of full-length unique reads aligned to the raw reference genome (blue) and the minimap2 indexed reference genome (purple) show minor differences in count abundance calls.

GMAP was chosen to compare to minimap2 due to its prevalence in related research. GMAP has been used in high-profile plant isoform analysis papers (e.g. Abdel-Ghany et al. 2016 and Wang et al. 2016). Before the GMAP algorithm can be applied, the input genome requires pre-processing using the “GMAP_build” feature that indexes the genome to a format compatible with the alignment algorithm. Comparing the collapsed full-length count abundance grouped by pbid of minimap2 and GMAP showed that the majority of reads are similar with the exception of a few extreme reads (Figure 2.5). While we chose minimap2 moving forward for streamlined workflow and greatly reduced alignment run time, the results from GMAP are also compatible with the following steps.
Figure 2.5 *Count Abundance Comparison of Minimap2 vs. GMAP aligners.* Minimap2 (blue) and GMAP (red) have majority similar unique full length read count calls with the exception of count maximums.

### 2.3.6 Isoform Analysis

Cupcake ToFu scripts collapse redundant reads and calculate abundance of unique FL transcripts. The text files generated from getting the abundance of collapsed reads “abundance.txt” and “read_stat.txt” can be used to evaluate the percent of reads that were mapped to the genome, full length counts associated with each PacBio identifier (pbid), as well as identifying overlap in isoform composition between samples. Of the total isoforms detected, 60% were unmapped.

### 2.4 Materials and Methods

#### 2.4.1 Hardware

Analysis was completed using a MacOS laptop with access to a remote server, in this case a virtual machine, running on 16 cores of 48 (24 hyperthreaded) cores available on the hardware. The MacBook used has a 1.1 GHz Intel Core m3 processor and 8 GB 1867 MHz LPDDR3 memory.
2.4.2 Software

2.4.2-I SMRT Tools Command Suite - Standalone

This protocol is used to install the SMRT Tools commands from SMRT Analysis suite without Bioconda. If Bioconda is installed first, then the package can be installed with conda run. The following assumes SMRT Tools will be added as a standalone software suite. Bioconda can be installed later, so the order isn’t essential, however, once Bioconda is installed adding other packages becomes streamlined and is more intuitive than the following protocol.

SMRT Analysis software was obtained via Pacific Biosciences website and retrieved to a labeled folder in the MacOS desktop (https://www.pacb.com/support/software-downloads). Remote access to the server was established in Google Chrome, and a new folder labeled “paclio” was added to the user's home directory. All commands were executed in Terminal running on 64-bit Linux. The file was transferred to the remote server using the secure copy protocol, “scp,” command in a new Terminal on the MacBook. This command can be used whenever transferring files from a local computer to a server, or vice versa with minor changes to the command line. Here we use the path to the file on the local computer with the target file name at the end of the string and “~” in Linux represents the home directory.

MacBook:~ user$ scp ~/Path/to/local/file/smrtlink_8.0.0.80529.zip
user@remote.server.edu:~/pacbio

The following code is automatically generated in Terminal to log in to the remote server that will be accepting the file. The password must be entered carefully as the characters cannot be seen while they are being typed.

user@remote.server.edu's password:

Alternatively, the computer can be bypassed completely using the command “wget” in the Terminal window on the server. This command downloads the file directly from the provided link to the current directory, which can be navigated to in the command line using the “cd,” call directory command:
2.4.2-II Installing SMRT Tools as a Standalone

Navigate to the directory that contains the software package and unzip the file.

```
$ cd pacbio
$ unzip smrtlink_8.0.0.80529.zip
```

Make the “.run” file an executable command using chmod.

```
$ chmod +x smrtlink_8.0.0.80529.run
```

SMRTLink installation instructions provide a --smrttools only option, the command line was retrieved from https://www.pacb.com/wp-content/uploads/SMRT-Link-Software-Installation-v8.0.pdf. Before this command line can be executed, “SMRT_ROOT” needs to be defined. SMRT_ROOT tells the system where to create the folder “smrtlink.” It is important that this file does not exist at the time the command is executed since the installation software is designed to create the directory.

```
$ SMRT_ROOT=~/pacbio/smrtlink/
```

Next we run the SMRTLink --smrttools-only installation with a command modified from PacBio’s instructions by adding “./” in front of the file name so that Linux recognizes it as executable.

```
$ ./smrtlink_8.0.0.80529.run --rootdir $SMRT_ROOT --smrttools-only
```

Once SMRT Tools are installed the “export PATH” command is used to tell the system where to find the package. This code can be executed at the start of every session or “~/.bashrc” can be added to the end of the file.
$ export PATH=~/.pacbio/smrtlink/smrtcmds/bin:SPATH

### 2.4.2-III Bioconda and compatible Packages

Conda is a package management system that streamlines the installation of software independent of programming language and operating systems. Bioconda is a channel of conda designed specifically for bioinformatics (Grüning et al. 2018). The channel is added to Miniconda which was retrieved and installed per instructions in the “Getting Started” github provided by The Bioconda Team (https://bioconda.github.io/user/install.html).

Once the Bioconda channel is established, the following commands can be executed in the command line to install packages including SMRT Tools, if not already installed through the standalone method, and downstream analysis softwares. All installation commands can be found at https://anaconda.org/ and executed in Terminal. While installation commands can be found at multiple locations, we used the following to add Biopython and Bx-Python to the system (Table 2.2).

**Table 2.2 Conda Run Commands.** Conda executable command lines for installing SMRT Tools, GMAP, Biopython, and Bx-Python and their corresponding source.

<table>
<thead>
<tr>
<th>Package</th>
<th>Conda Install Command</th>
<th>Origin</th>
</tr>
</thead>
<tbody>
<tr>
<td>SMRT Tools</td>
<td>$ conda install -c hcc smrtlink-tools</td>
<td><a href="https://anaconda.org/hcc/smrtlink-tools">https://anaconda.org/hcc/smrtlink-tools</a></td>
</tr>
<tr>
<td>GMAP</td>
<td>$ conda install -c bioconda gmap</td>
<td><a href="https://anaconda.org/bioconda/gmap">https://anaconda.org/bioconda/gmap</a></td>
</tr>
<tr>
<td>Biopython</td>
<td>$ pip install biopython</td>
<td><a href="https://biopython.org/wiki/Download">https://biopython.org/wiki/Download</a></td>
</tr>
<tr>
<td>Bx-Python</td>
<td>$ conda install -c bcbio bx-python</td>
<td><a href="https://anaconda.org/bcbio/bx-python">https://anaconda.org/bcbio/bx-python</a></td>
</tr>
</tbody>
</table>

### 2.4.2-IV cDNA Cupcake

Cupcake is a compilation of supporting scripts downstream of Iso-Seq analysis. Within the Cupcake repository is ToFu, which can be used to collapse redundant reads and obtain the associated count information, or abundance, of unique reads. Installing cDNA-Cupcake was completed following a guide provided by Elizabeth Tseng with some minor modifications as follows (https://github.com/Magdoll/cDNA_Cupcake/wiki/Cupcake:-supporting-scripts-for-Iso-Seq-after-clustering-step#count).

First, activate the anaCogent environment and download the software package onto the server.
$ conda activate anaCogent

(anaCogent)$ git clone https://github.com/Magdoll/cDNA_Cupcake.git

Next, the python scripts need to be compiled to be able to use ToFu. This step assumes that the user has python 3.7.

(anaCogent)$ cd cDNA_Cupcake
(anaCogent)$ python setup.py build
(anaCogent)$ python setup.py install

Scripts location in the users bin can be confirmed using the “which” command. The output is a file path that displays where the system retrieves the target command. If the command is not found, use “export PATH” to define the directory path where the target script is located.

2.4.2- V Cloning GitHub Repositories

Several github repositories contain scripts that can be used to visualize reports and data generated throughout the Iso-Seq workflow. One of the easiest ways to access these scripts in RStudio is to clone the desired repository into the RStudio workspace through creating a new project. To navigate to git go to file, new project, version control, then git and paste the repository clone url obtained from the github page above. Check if the scripts are recognized in Terminal using “which” command; if not, then use “export PATH” to define the directory where the script is located. One possible step in troubleshooting the script is to use the “chmod +x” command to change mode and make the file accessible as an executable command. To run a R script in the Terminal command line use “Rscript --vanilla.”

2.4.3 Iso-Seq Analysis

Iso-seq Analysis was completed using SMRT Tools commands from PacBio’s SMRT Analysis software suite SMRT Link v8.0. Command lines were retrieved from the low-level-workflow in Pacific Biosciences Iso-Seq/isoseq-clustering.md GitHub repository based on Gordon et al. (2015). All versions were reported with --version option, for example:

$ ccs --version
If the system produces an error “command ‘ccs’ not found” then double check the “export PATH” command used after installation, or if using in a new Terminal window the export PATH command will need to be re-executed anyway.

Raw subreads.bam movie files include a prefix that begins with “m” followed by a string of unique numbers. In this example, the asterisk is a metacharacter recognized in Linux code as ‘any character’ at that position in the pattern. When generating one representative circular consensus sequence we set the minimum predicted accuracy, “--min-rq,” to 0.9 using ccs 4.0.0 (commit SL-release-8.0.0):

```bash
$ ccs m*.subreads.bam m*.ccs.bam --min-rq 0.9
```

The primer file format requirements are specific to the version of the lima command used. We used lima 1.10.0 (commit SL-release-8.0.0), each line in the primer fasta file must contain a unique sequence. Since a universal forward primer was used in barcoding this means there was simply one line that has the suffix “5p” to indicate a 5’ primer with the corresponding sequence, also referred to as the left adapter. The other six lines have the suffix “3p” and list the reverse complement of a concatenated sequence consisting of the universal adapter and unique tissue-time-of-day dependent primer. The prefix for the primers was annotated “time_tissue.” With a properly formatted primer.fasta the following command can be invoked to demultiplex the data. This command uses the options “--isoseq” and “--peek-guess” to activate specialized Iso-Seq scripts and to remove false positive barcode hits, respectively. Input m*.ccs.bam from the previous step to output full length reads, m*.fl.5p--tissue_3p.bam.

```bash
$ lima m*.ccs.bam barcoded_primers.fasta m*.fl.bam --isoseq --peek-guess
```

One of the outputs from lima is “lima.report.” This file can be passed through detail_report.R scripts obtained from https://github.com/PacificBiosciences/barcoding for quality control and troubleshooting. The scripts were cloned into RStudio workspace following the “Cloning GitHub Repositories” guide above.

Some full-length reads may still have concatemers. The next command refines the reads to full length non-concatemers (flnc) using isoseq3 3.2.2 (commit SL-release-8.0.0) for every tissue-time combination in all eight samples. Use the same primer set from the previous lima command.
At this point all of the samples are still separated into the eight size-dependent folders. Next, samples need to be collected and merged based on tissue and time of day. One way to manage the files for this step is to make a directory for each sample type being analyzed. For example, two directories will be labeled with either time A or time B, three directories with tissue 1, 2, and 3 and six directories corresponding with tissue and time. Next, the “cp” command can be executed to transfer all corresponding flnc files to the directories above. The code below copies all source arguments to the target directory in the syntax: destination source. The command line assumes the user has navigated to the directory where the above directories are located and can therefore use “.” in the path to the target directory; in this case the directories were created under ~/smrtanalysis/cluster/.

# collecting all flnc reads
$ cp -t ./all/ ~/ngs/*/*flnc.bam
# time dependent reads
$ cp -t ./timeA/ ~/ngs/*/*timeA*.flnc.bam
# tissue dependent reads
$ cp -t ./tissue1/ ~/ngs/*/*tissue1.flnc.bam
# time and tissue dependent
$ cp -t ./timeA_tissue1/ ~/ngs/*/*timeA_tissue1.flnc.bam

All flnc files are copied and sorted based on their biological relevance and can now be merged using the “ls” command.

$ ls m*.flnc.bam > prefix.flnc.fofn

Once the files have been merged, they can be clustered into consensus sequences by invoking “isoseq3 cluster,” an iterative cluster algorithm. The options “verbose” and “use-qvs” provide process details and use CCS quality values with a partial order alignment algorithm set to 100.

$ isoseq3 cluster prefix.flnc.fofn prefix.bam --verbose --use-qvs

S isoseq3 refine m*.fl.5p--tissue_time_3p.bam primers.fasta m*_tissue.flnc.bam
2.4.4 Mapping to a Reference Genome

The reference genome can be downloaded into the workspace using the “wget” with the url in the Terminal command line. In this model, *Humulus lupulus* v. Teamaker is used and the full genome is retrieved from HopBase. Notice that the file is gzipped “gz” to save space. Both Minimap2 and GMAP can be fed the .gz file directly without the need to unzip first. The file retrieved will be referred to as “ref.fasta.gz” in the command lines provided in this section.

```
$ wget http://hopbase.org/content/Teamaker/hopbase.teamaker.v1.0.20150713.fasta.gz
```

2.4.2-1 Minimap2

The minimap2 script is included in SMRT Tools so no further installation is required. This algorithm inputs the reference genome and hq.fasta from isoseq3 clustering to generate a SAM file that can later be collapsed into unique reads. The hq.fasta file generated in the clustering step contains the suffix “.gz” then it will need to be unzipped before it can be used. This can be done with the Linux “gunzip” command followed by the file name.

Indexing the reference genome with minimap2 is an option that can reduce the run time of the alignment algorithm. To index the reference genome in minimap, use the “-d” option to output the “.mmi” minimap-indexed reference genome from the fasta.gz raw reference genome.

```
# index the reference genome
$ minimap2 -d prefix.mmi ref.fasta.gz
# align hq.fasta reads to the indexed genome
$ minimap2 -ax splice -uf --secondary=no prefix.mmi hq.fasta > prefix.sam
```

To align reads without indexing the reference genome use the following command line.

```
$ minimap2 -ax splice -uf --secondary=no ref.fasta.gz prefix.hq.fasta.gz > prefix.sam
```

Whether the reference genome is indexed or not the same options can be used. The first “-ax splice” tells the minimap2 algorithm: “-a” to generate a CIGAR and output alignments in SAM format and “x splice” specifies that it is mapping long read spliced alignment so that the CIGAR denotes long
deletions with “N” to indicate an intron. CIGAR stands for Concise Idiosyncratic Gapped Alignment Report and uses a string of numbers and letters in shorthand to indicate position alignment of the query fasta file with the reference genome. To find canonical splicing sites, GT-AG, on the transcript strand use “-uf.” The “--secondary=no” option prevents the output of secondary alignments, a step that is required for the output SAM file to be compatible with the cDNA_Cupcake post-processing scripts.

2.4.4-II GMAP

Once GMAP is installed using the Conda Install Command, the first step is to index the reference genome with “gmap_build.” In the following command line “-D” tells the software what directory the reference genome is in, “-d” is the genome name, and “-g” indicates that the reference genome fasta file is gzipped.

$ gmap_build -D ~/path/to/ref/ -d ref -g ref.fasta.gz

The output of this command is a directory with the name indicated after “-d.” Next the clustered hq.fasta can be aligned to the indexed genome. Be sure to use “gunzip” to unzip the hq.fasta file if it contains a “.gz” suffix. Both “-D” and “-d” are the same as in the indexing step above. To generate a SAM file as the output format use “-f samse.” Setting “-n” as 0 gets both single and chimeric alignments. The user can set the number of worker threads designated to the alignment using “-t.” This number is determined by the cores available on the server. It is recommended to use as many as possible to reduce the time it takes to align reads, however, if the server is needed to run other processes or if it is shared among multiple users it is beneficial to leave a few cores available for other projects. The option “--cross-species” increases the algorithm's canonical splice search sensitivity. Max length for first or last intron default is set to 10000 and can be increased to the recommended 200000 with the “--max-intronlength-ends” option. Iso-Seq analysis outputs sequences in the sense direction so “-z sense_force” is used to indicate cDNA direction to the algorithm.

$ gmap -D ~/path/to/ref -d ref -f samse -n 0 -t 13 --cross-species --max-intronlength-ends 200000 -z sense_force cluster.hq.fasta > prefix.sam

2.4.5 Isoform Analysis

After the Iso-Seq fasta files have been aligned to the reference genome the resulting SAM file can be processed for isoform analysis. Third-party Python and R scripts compatible with clustered and aligned
isoforms have been compiled by Elizabeth Tseng into one GitHub repository named cDNA_Cupcake. This repository also contains the scripts for ToFu which has been referenced in both maize and sorghum Iso-Seq studies (Abdel-Ghany et al. 2016, Wang et al. 2016). Instructions on the invocation and use of these scripts can be retrieved from https://github.com/Magdoll/cDNA_Cupcake/wiki.

2.4.6 Visualizing Isoform Data in RStudio

The following scripts can be used to visualize isoform data from “abundance.txt” and “read_stat.txt” files obtained from Isoform Analysis.

This source script can be executed in RStudio console to visualize the number of collapsed isoforms that were mapped to an annotation during alignment, referred to as unique reads, as compared to the unmapped reads across six samples. The user inputs information including the path to the directory that contains all sample “read_stat.txt” files. The Sample prefix prompt assumes the user will input “A_Tissue1” for the source to locate the file “A_Tissue1.collapsed.read_stat.txt” by parsing the user inputs together and importing “~/smrtanalysis/clustered/read_stat.txt/A_Tissue1.collapsed.read_stat.txt” as a dataframe that can then be analyzed and plotted. The data is appended to a table, plotted on a bar graph, and all outputs are saved to the sample directory. The source code can easily be customized to add or reduce the number of samples as the source code relies on a numbering template that is consistent throughout (see Appendix).
#load the source script to the console
source('/~path/to/6_stat.analysis.R')

#example user inputs
path to SAMPLE directory: ~/smrtanalysis/clustered/read_stat.txt
SAMPLE 1 prefix: A_Tissue1
SAMPLE 2 prefix: B_Tissue1
SAMPLE 3 prefix: A_Tissue2
SAMPLE 4 prefix: B_Tissue2
SAMPLE 5 prefix: A_Tissue3
SAMPLE 6 prefix: B_Tissue3

# example console output
[1] "A_Tissue1 Count Unmapped:  53198 Count Unique:  59633 Percent Unique reads: 52.8516099298951"
[1] "B_Tissue1 Count Unmapped:  68818 Count Unique:  61225 Percent Unique reads: 47.0805810385795"
[1] "B_Tissue3 Count Unmapped:  91411 Count Unique:  76145 Percent Unique reads: 45.444508104753"
[1] "Analysis complete. All files saved to ~/smrtanalysis/clustered/read_stat.txt"

The user can cross check output by matching “Unique” count numbers obtained from the source above to “Total Number of FL reads:” in the corresponding “abundance.txt” file.
2.5 Discussion

Iso-Seq analysis and post-cluster processing can be a daunting undertaking for beginners in bioinformatics. Not only does it require competency across multiple coding languages and familiarity with layering software requirements, but also proficient understanding of the algorithms used to select appropriate options, arguments, and syntax; the explanations of which are often overlooked in available workflows which often cater to developers and IT personnel.

Biologically relevant comparisons between samples can be obtained as early as the demultiplexing stage of Iso-Seq analysis. Though there are several long-read compatible alignment software available, we found that minimap2 is the most accessible for a streamlined end-to-end workflow. Managing package downloads and software installation through Conda, Miniconda, or Bioconda provides a considerable advantage for beginners with consistent syntax and compatibility.

Herein we provide an end-to-end workflow from processing raw data files obtained from PacBio SMRT sequencing through alignment to a reference genome and isoform count analysis. With the tools and tips provided, interdisciplinary and non-bioinformatician users can process Iso-Seq reads and develop skills that will increase accessibility to downstream analysis. We also provide two Rscript source codes that can be used in RStudio Console to output visuals of abundance.txt and read_stat.txt files obtained from collapsing aligned reads. The files obtained from this workflow can also be used in genome annotation as well as in-depth isoform classification.
CHAPTER 3

TEMPORAL AND TISSUE SPECIFIC HOPS ISOFORMS ANALYSIS USING LONG-READ SEQUENCING

3.1 Abstract

Isoforms are proteins of similar functionality with differing amino acid sequences. While some may arise from entirely separate loci in the genome, many originate from the same gene that has undergone alternative splicing. The latter illustrates biology's ability to amplify its complexity from a simple fragment of DNA to vast biochemical networks. The complexity of these networks aids plant survival despite their mobility constraints by orchestrating detection and response to changes in the environment.

Hop plants, while most known for their role in beer production, are a rich source of nutraceuticals, including antioxidants, antimicrobials, and essential oils. Though their metabolite profiles are extensive, there are restrictions in the tools available to further examine biochemical pathways due to a lack of a high-quality genome. One way to address this challenge is to use long-read sequencing. Here we analyze long-read isoforms through PacBio's Iso-Seq in *Humulus lupulus* Teamaker variety leaves, roots, and shoots sampled at dawn and dusk. We produced 373,555 full-length reads from three tissues at two times of day that mapped to the current Teamakers genome assembly, accounting for only ~40% of the total reads detected. Herein we found that over 5,000 isoforms are time of day or tissue specific, and nearly 4,000 unique isoforms that are dependent on both tissue type and time of day.

3.2 Introduction

Hops plants have extensive medicinal and cultural histories. Medieval European cures used the cones as a primary ingredient to treat various ailments from blood impurities to liver, spleen, and skin diseases. Ironically, hops are now known to cause acute dermatitis in 1 of every 30 handlers. The physical record of their cultivation dates back circa 760 CE, where Germanic records indicate Charlemagne's father, Pepin le Bref, donated a hops garden to the Monastery of St. Denis (Edwardson et al. 1952). The origin of the scientific name *Humulus lupulus* is debated by etymologists still today. However, some argue it may be an homage to these Germanic roots, *Humulus* being similar to the low German word for hops. Monasteries were well known for their brews, and within 300 years of Pepin le Bref's donation, hops overtook previous bittering agents used in brews and are now predominantly used in crafting beer. Initially valued for their flavoring profile, hops also contain antimicrobial phytochemicals that increase the shelf life of the brew, thus opening the gates to commercialization. Before the monastery
commercialization of breweries, women were the majority in this now male-dominated field. Often referred to as ale-wives, their pointed hats, large cauldrons, and reputation would later be associated with witches and witchcraft, a perception that has survived millennia. Another perception that prevailed upon commercialization of hops cultivation was the poor work ethic of hops farmers. Farmers at the time were known to fall asleep in the fields as they were collecting cones. Later, dried hops cones would become a recommended sleep aid; a property eventually attributed primarily to the metabolite lupulin. Sleeping on a hops-stuffed pillow is a remedy that even King George III is said to have used.

Despite its rich history, commercial and medicinal value, and complex composition, functional genomics and biochemical research on hops are just breaking the surface. The disparity in research progress is due in part to a lack of a high-quality, well-annotated genome. In the era of data mining, high-quality genome assemblies are an invaluable resource for proposing biochemical regulatory networks and specialized metabolite biosynthetic gene identification. Candidate biochemical reactions can be pulled from matched genome assemblies and metabolic databases to draft whole-genome metabolic models (reviewed in Rai et al. 2019). Another challenge in biochemical research of specialized metabolite-rich plants like hops is the high plasticity in metabolite composition. The phytochemical composition is dynamically affected by diel and seasonal variations in environmental inputs, including light cycles (Liebelt et al. 2019). On a transcriptional level, these variations can be connected in part back to alternative splicing and the generation of isoforms. Tissue specificity of isoforms involved in metabolite biosynthesis pathways has been identified, such as lignifying cell-type-specific isoform expression of 4-coumarate:CoA ligase in phenylpropanoid metabolism (Li et al. 2015). Isoforms also show differential expression throughout the day. Typically, cell composition can be broken down into the three layers: transcriptome, proteome, and metabolome. Typically, biochemical interactions such as targeted degradation explain fluctuations in cellular abundance of observed proteins or metabolites. A steady rise in research on alternative splicing has revealed several examples of isoform involvement in diurnal regulatory pathways. For example, the abundance of CONSTANS (CO), involved in triggering photoperiodic flowering, has recently shown self-modulation using two distinct isoforms in addition to canonical regulation by sequential E3 ubiquitin ligases (Gil et al. 2017).

A unified hops genome assembly database, HopBase, ushered this plant species into the age of functional genomics in 2017 (Hill et al. 2017). While recent progress has been notable, Teamaker genome assemblies, and more critically, gene annotations can still be improved. Long-read sequencing technologies, such as Pacific Biosciences (PacBio) small-molecule real-time sequencing, can be applied to improve even high-quality genome assemblies like Zea mays (Wang et al. 2016).

Herein we use PacBio SMRT Analysis Iso-Seq to analyze Teamaker isoforms in leaves, roots and shoots at dawn and dusk. The processed Iso-Seq data can be used further to improve the precision of the
current Teamaker genome assembly, identify tissue, and time of day specific gene networks and has the potential to be used in drafting a whole-genome metabolic model for *Humulus lupulus*.

3.3 Results.

3.3.1 Iso-Seq bioinformatics pipeline

We analyzed sequenced subreads from eight libraries of barcoded cDNA obtained from reverse-transcribed high-quality RNA, extracted from three tissues of the *Humulus lupulus* Teamaker variety at two times of the day in Waddell (2018). We obtained a total of 3,456,715 reads from raw sequences. Of those, less than half generated circular consensus sequences (1,460,128 reads which equate 42%), and nearly all reads discarded were filtered due to a lack of full pass (1,931,961 reads which equate 97%). The majority of CCS full-length (FL) reads range between 100-4,000 bp (Fig. 3.1A). Demultiplexed reads showed similar distribution across all libraries and barcoded pairs (Fig. 3.1B). Barcode scores are an indicator of how well the pairs match the sequence by taking the average of both the forward and reverse primer match to the sequence (Armin Töpfer 2018), overall barcodes scored high across all libraries (Fig. 3.2). FL demultiplexed reads were merged by barcode identifiers. After removing concatemers and applying the Isoseq3 iterative clustering algorithm, we yielded a total of 924,361 reads with 108,271 high-quality (HQ) transcript sequences.
Figure 3.1 *SMRT Cell Read Length Distribution*. A) FL CCS library size range. B) Summarized count distribution by read length and barcoded pair. All subread samples consistently show the highest density of reads of less than 5000 base pairs.
3.3.2 Genome Alignment

HQ Transcripts were mapped to the Teamaker Genome using Minimap2 aligner included in the SMRT Tools software suite. Reads were then collapsed using cDNA Cupcake ToFu (https://github.com/Magdoll/cDNA_Cupcake). In total we yielded 14,801 mapped, non-redundant transcripts with a total of 373,555 FL reads. Samples collected at dusk generally yielded a higher number of isoform transcripts overall as well as in leaves and shoots, excepting dawn root samples (Table 3.1). Between 30-50% of the FL reads were mapped to the reference genome. Despite yielding a lower number of isoforms, dawn samples had a higher percent match than dusk, with leaves having the highest percent mapped and roots the lowest (Table 3.2). Dusk samples had consistently higher total FL counts by tissue.
type, however, upon collapsing the counts associated with non-redundant isoforms dawn root samples retained more counts and surpassed dusk counts per unique read (Figure 3.3).

**Table 3.1 HQ and Non-Redundant Isoform Sequences by Tissue and Time of Day.** HQ transcripts represent the number of transcripts obtained after clustering, and unique transcripts are the number of non-redundant isoforms yielded upon collapsing mapped HQ transcripts.

<table>
<thead>
<tr>
<th>Time of day</th>
<th>HQ Transcripts</th>
<th>Unique Transcripts</th>
</tr>
</thead>
<tbody>
<tr>
<td>AM</td>
<td>57746</td>
<td>9337</td>
</tr>
<tr>
<td>PM</td>
<td>62338</td>
<td>9813</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Tissue</th>
<th>HQ Transcripts</th>
<th>Unique Transcripts</th>
</tr>
</thead>
<tbody>
<tr>
<td>Leaf</td>
<td>37192</td>
<td>6986</td>
</tr>
<tr>
<td>Root</td>
<td>37844</td>
<td>6038</td>
</tr>
<tr>
<td>Shoot</td>
<td>47876</td>
<td>8173</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Sample</th>
<th>HQ Transcripts</th>
<th>Unique Transcripts</th>
</tr>
</thead>
<tbody>
<tr>
<td>AM Leaf</td>
<td>17489</td>
<td>3963</td>
</tr>
<tr>
<td>AM Root</td>
<td>20985</td>
<td>4072</td>
</tr>
<tr>
<td>AM Shoot</td>
<td>22950</td>
<td>4516</td>
</tr>
<tr>
<td>PM Leaf</td>
<td>21730</td>
<td>4612</td>
</tr>
<tr>
<td>PM Root</td>
<td>18030</td>
<td>3166</td>
</tr>
<tr>
<td>PM Shoot</td>
<td>27813</td>
<td>5614</td>
</tr>
</tbody>
</table>

**Table 3.2 Abundance of Unmapped and Unique Isoforms.** Abundance of unmapped and unique isoform transcripts by tissue and time of day aligned to the Teamaker reference genome and percent counts retained after collapsing aligned transcripts.

<table>
<thead>
<tr>
<th>Time of Day</th>
<th>Count</th>
<th>Mapped</th>
<th>Percent Match</th>
</tr>
</thead>
<tbody>
<tr>
<td>AM</td>
<td>223388</td>
<td>189209</td>
<td>46</td>
</tr>
<tr>
<td>PM</td>
<td>273555</td>
<td>199688</td>
<td>42</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Tissue</th>
<th>Count</th>
<th>Mapped</th>
<th>Percent Match</th>
</tr>
</thead>
<tbody>
<tr>
<td>Leaf</td>
<td>133096</td>
<td>129558</td>
<td>49</td>
</tr>
<tr>
<td>Root</td>
<td>169082</td>
<td>99915</td>
<td>37</td>
</tr>
<tr>
<td>Shoot</td>
<td>179350</td>
<td>148776</td>
<td>45</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Sample</th>
<th>Count</th>
<th>Mapped</th>
<th>Percent Match</th>
</tr>
</thead>
<tbody>
<tr>
<td>AM Leaf</td>
<td>53198</td>
<td>59633</td>
<td>53</td>
</tr>
<tr>
<td>AM Root</td>
<td>71895</td>
<td>49486</td>
<td>41</td>
</tr>
<tr>
<td>AM Shoot</td>
<td>71983</td>
<td>62618</td>
<td>47</td>
</tr>
<tr>
<td>PM Leaf</td>
<td>68818</td>
<td>61225</td>
<td>47</td>
</tr>
<tr>
<td>PM Root</td>
<td>86015</td>
<td>43027</td>
<td>33</td>
</tr>
<tr>
<td>PM Shoot</td>
<td>91411</td>
<td>76145</td>
<td>45</td>
</tr>
</tbody>
</table>
3.3.3 Tissue and Time of Day Isoforms

Non-redundant isoforms were compared across all samples to determine overlapping reads (Table 3.3). Nearly half of the transcripts were time of day specific (5,882 47%) with 3,179 transcripts unique to dusk and 2,703 unique to dawn (Figure 3.4A). We found 5,279 transcripts that are tissue dependent with leaf and shoot isoforms having ~3x more overlap with each other than with root isoforms (Figure 3.4B). We discovered that 3,917 transcripts were dependent upon both tissue and time of day, particularly dusk shoot samples which contained 1,537 unique isoforms (Figure 3.4C). Interestingly, PM Shoots had twice as many common isoforms with PM Leaf than AM Shoot.

Figure 3.3 Abundance of Unique and Unmapped Transcripts by Tissue and Time of Day. A) Total abundance of unique and unmapped HQ transcripts aligned to the Teamaker genome. B) Abundance of non-redundant collapsed transcripts.
Figure 3.4 Overlap of Non-Redundant Isoforms by Tissue and Time of Day. A) Time of day dependent isoforms. B) Tissue dependent isoforms. C) Time of day and tissue dependent isoforms.
Table 3.3 Isoform Specificity. A comparison of the number of isoforms unique to the sample type versus those that are common across all types by time of day, tissue, and sample type.

<table>
<thead>
<tr>
<th>Time of day</th>
<th>Isoforms</th>
<th>Shared</th>
</tr>
</thead>
<tbody>
<tr>
<td>AM</td>
<td>2703</td>
<td></td>
</tr>
<tr>
<td>PM</td>
<td>3179</td>
<td>6634</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Tissue</th>
<th>Isoforms</th>
<th>Shared</th>
</tr>
</thead>
<tbody>
<tr>
<td>Leaf</td>
<td>1498</td>
<td></td>
</tr>
<tr>
<td>Root</td>
<td>1161</td>
<td>4204</td>
</tr>
<tr>
<td>Shoot</td>
<td>2620</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Sample</th>
<th>Isoforms</th>
<th>Shared</th>
</tr>
</thead>
<tbody>
<tr>
<td>AM Leaf</td>
<td>449</td>
<td></td>
</tr>
<tr>
<td>AM Root</td>
<td>463</td>
<td></td>
</tr>
<tr>
<td>AM Shoot</td>
<td>594</td>
<td></td>
</tr>
<tr>
<td>PM Leaf</td>
<td>570</td>
<td>2441</td>
</tr>
<tr>
<td>PM Root</td>
<td>304</td>
<td></td>
</tr>
<tr>
<td>PM Shoot</td>
<td>1537</td>
<td></td>
</tr>
</tbody>
</table>

3.4 Materials and Methods

3.4.1 Data Acquisition and Iso-Seq Analysis

All data analyzed herein were obtained from the RNA extracted by Eric Waddell from three-month old hops tissues grown in a 15-hour photoperiod just after dawn and dusk (Waddell 2018). Iso-seq Analysis was completed using SMRT Tools based on Gordon et al. (2015). Samples were processed and visuals presented as described in Chapter 2 above.

3.4.2 Barcoding Library

All samples were barcoded using a universal forward primer, or left adapter, (5’-AAGCAGTGGTATCAACGCAGTAC -3’) and a sample specific reverse primer (Table 3.4).
Table 3.4 **cDNA Barcodes.** 3’-cDNA tissue specific barcodes containing the universal right adapter concatenated with sample specific primer.

<table>
<thead>
<tr>
<th>3’-cDNA Barcodes</th>
</tr>
</thead>
<tbody>
<tr>
<td>AM Leaf</td>
</tr>
<tr>
<td>AM Root</td>
</tr>
<tr>
<td>AM Shoot</td>
</tr>
<tr>
<td>PM Leaf</td>
</tr>
<tr>
<td>PM Root</td>
</tr>
<tr>
<td>PM Shoot</td>
</tr>
</tbody>
</table>

### 3.4.3 Mapping PacBio Data

Clustered isoforms were aligned to the hops Teamaker genome assembly using Minimap2. Aligned reads were then collapsed and abundance was calculated using scripts from cDNA Cupcake ToFu (https://github.com/Magdoll/cDNA_Cupcake).

### 3.4.4 Tissue and Time of Day Dependent Isoforms Quantification

Sample transcript overlap was calculated by comparing assigned PBIDs. The visual models were created using VennDiagram (Chen 2018) and the R script generated in chapter 2 above (see Appendix) for comparisons by time of day and by tissue. Due to a five-sample limit in VennDiagram, IntearciVenn was used to visualize the six-sample comparison (Heberle et al. 2015).

### 3.5 Discussion

Functional genomics in hops is just scratching the surface. Numerous plant species have shown either circadian, diel, or photoperiod-driven rhythmic expression of genes involved in specialized metabolite regulatory and biosynthetic pathways (Alabadi et al. 2002; Filichkin et al. 2011; Pavarini et al. 2012; Gyllenstrand et al. 2014; Soni et al. 2015; Fenske and Imaizumi 2016; Zeng et al. 2017; Greenham et al. 2017; Koda et al. 2017; Weiss et al. 2018; Yin et al. 2018; Yoshiida and Oyama-okubo 2018). With the introduction of next-generation long-read sequencing tools, we can now capture entire full-length transcripts to detect alternatively spliced isoforms accurately. With the availability of a high-quality genome and a metabolite database, isoform data can bridge the two to draft a genome-wide metabolic model.

In this study, we examine isoforms in three-month-old *Humulus lupulus* Teamaker leaves, roots, and shoots just after dawn and dusk in a 15-hour photoperiod. We found that non-redundant isoforms overall were influenced dramatically by both tissue-type and time of day. Using the current Teamaker genome assembly, PM shoot samples had the highest number of unique isoforms. While there is a
possibility that this is indicating some biologically significant regulation that is happening in the shoot at dusk, it is essential to note that the current state of the Teamaker genome is not considered high-quality. Thus, the majority of full-length isoform transcripts detected were discarded after alignment to the genome due to low mapping. The clustered transcripts generated from Iso-Seq analysis in this study can be used to improve the quality of the Teamaker genome and to build a more accurate annotation.
CHAPTER 4

PRELIMINARY ANALYSIS OF BROCCOLI AND RADISH MICROGREEN METABOLIC RESPONSE TO WARM NIGHTTIME TEMPERATURES

4.1 Abstract.

Fluctuations of internal phytochemical composition optimize plants to their surroundings at any given time. Phytochemicals are not only essential to plant survival but also are a vital contributor to the world's nutraceutical supply. Consumer products from food to pharmacy rely on plant derivatives. The production and accumulation of many phytochemicals are tightly controlled based on environmental conditions; therefore, the yield and quality of these chemicals are at the mercy of a dynamic environment. As demand for plant derivatives continues to grow, producers face challenges of inconsistent products due to fluctuating environmental inputs.

The effects of temperature is a major topic in plant research. Many of these studies focus on extremes such as heat or cold stress. Plants, however, are sensitive to less extreme changes in temperature in their environment. Daily temperature cycles can even be used to entrain the circadian clock. There is a disparity in the way the world is warming; while temperatures are steadily increasing all around, nights are warming faster than day temperatures. Warming nights as a result of climate change pose an interesting question of how plant compositions may change in response to the reduction of the differences in daily temperature. As proof of principle, we examine the effects of three-degree warmer nights on metabolite composition of broccoli and radish sprouts. Further exploration could reveal plant varieties and environmental conditions that maximize the desired phytochemical profiles to benefit human health. Additionally, we will gain insights into the impact of changing environments on the regulation of phytochemicals, which could be applied to other crop systems targeted for the production of pharmaceuticals and other consumer products.

4.2 Introduction

The coordination between plants and the daily and seasonally recurring environmental changes has been optimized through millennia of evolution. However, these environmental patterns are changing. Nights are warming (Peng et al. 2004; Vose et al. 2004; Welch et al. 2010; Kumar et al. 2017), seasonal patterns are shifting (reviewed in Parmesan 2006), and patterns of precipitation are changing (Easterling et al. 2017; Unal et al. 2012; Pal et al. 2013; Keggenhoff et al. 2014; Ganguli and Ganguly 2016; Gitau 2016; Rahimpour et al. 2016; Tye et al. 2016; Mallakpour and Villarini 2017; Roque-Malo and Kumar 2017; González-Zeas et al. 2019). Management and harvesting practices refined to optimize
phytochemical production may no longer be suitable to the altered patterns of a changing environment. Yet it is challenging to predict how these changes will impact the phytochemical profile. The changing environmental patterns are complex and may have antagonistic effects on phytochemical profiles, making the combined impact challenging to predict. For example, an increase in CO₂ can lead to an increase in phenolics and a decrease in terpenoids in forest trees in the northern hemisphere while warmer weather leads to an increase in terpenoids and a decrease in phenolics. The combined changes overall are predicted to result in an increase in phenolics in foliage and decrease in woody tissue (Holopainen et al. 2018). How these changes in temperature and CO₂ combine with changes in precipitation patterns on phytochemicals has not yet been explored. Understanding how phytochemicals are affected by daily and seasonal cycles in current conditions and integration of the timing of these events will improve the accuracy of these predictions.

Changes in environmental cycles could also impact the plant’s temporal balance with the environment. For example, new climate patterns could allow a herbivore to move into a different temporal niche (Belesky and Malinowski 2016; Porqueddu et al. 2016). If a plant produces defense compounds at a specific time of day or season coincident with the historical highest activity of the herbivores the plant’s defenses may not be sufficient to protect the plant in the new conditions. As plants respond and adapt to changing environments, their phytochemical profiles will likely change and can ripple through an entire ecosystem starting with the changes in chemicals that deter herbivores or attract pollinators (Akula and Ravishankar 2011).

Variation in temperature daily and seasonally have been shown to influence phytochemical levels in Brassica. Sprouts germinated at 30°C show higher total glucosinolate and ascorbic acid than 20°C or 10°C germinated broccoli (Brassica oleracea) and rocket sprouts (Eruca sativa) (Ragusà et al. 2017). The total polyphenol content of broccoli sprouts increases in higher temperatures but decreases in rocket sprouts under the same conditions. Protective functions of phenols in oxidative stress-induced signaling may explain the observed rhythmic accumulation in many plant species. Coordinating antioxidant activity with the recurring timing of local stresses, other phenological activity, or breeding pressures could drive species-specific changes in the waveform of expression that could be locally adaptive. Soengas et al. (2018) observed circadian driven rhythmicity in the pattern of total phenolic compound accumulation in broccoli, cabbage, Chinese cabbage, and turnip greens. Although all species accumulated the highest total phenolic content in the period surrounding dawn, the peak phasing varied between species. Broccoli and cabbage accumulation were the highest in the dark period before dawn, while Chinese cabbage and turnip greens peaked in accumulation at dawn. Other studies, however, show broccoli head (Brassica oleracea L.) harvested at the end of the day had higher phenolic content and antioxidant activity during storage than those harvested in the morning or at midday (Hasperué et al. 2011).
4.3 Results

Seven-day old Broccoli sprouts grown under a three-degree higher night temperature had significantly higher Total Phenolic Content (TPC), an average of 62.1 mg GAE/100 g fresh weight (FW) compared to the 31.7 mg GAE/100 g FW of those grown under normal night conditions (Figure 4.1A). Radish sprouts, however, showed no significant differences in TPC between normal night (NNT) and warm night (WNT); 57.0 and 55.8 mg GAE/100 g FW, respectively. UV-HLPC at 280 nm was used to compare specialized metabolite composition across NNT and WNT samples. Both broccoli and radish samples show differences in peak intensities and retention times between NNT and WNT conditions. Broccoli sprouts show variation in peaks at retention times of 14, 14.5, 23, and 33 min (Figure 4.1B, D). Radishes show notable differences in peaks at 23.5, 27, 32, 32.5 and 33-35 min (Figure 4.1C); specifically, between 33 and 35 min WNT radishes have an additional peak compared to NNT.

![Graph A: Total Phenolic Content (TPC) Broccoli and Radish in Normal and Warm Night Temperatures](image)

![Graph B: UV-HPLC at 280 nm](image)

![Graph C: UV-HPLC at 280 nm](image)

![Graph D: UV-HPLC at 280 nm](image)

Figure 4.1 Comparison of Normal and Warm Night treated Broccoli and Radish Sprout Phytochemical Composition. (A) Total Phenol Content (TPC) in mg GAE per 100 g FW between NNT and WNT Broccoli de Cicco and Radish French Breakfast varieties. NNT vs WNT (B) Broccoli sprout and (C) Radish sprout UV-HPLC at 280 nm. (D) A second UV-HPLC chromatogram of NNT vs. WNT Broccoli shows some variability within WNT Broccoli at 23 min when compared to B. ** significance determined with students t-test (p<0.001).
4.4 Materials and Methods

4.4.1 Plant Material and Growth Conditions
Broccoli (De Cicco) and Radish (French Breakfast), both in the Brassicaceae family, were chosen for this experiment due to the value of their metabolite profiles with applications to microgreen cultivation as well as prior evidence of high day-temperature responsive specialized metabolite profiles. Each variety was planted in potting soil at ¼ in. depth in a randomized grid within a 48 -ell planting tray and grown in a Percival chamber under a 12-hour photoperiod. The normal night temperature (NNT) group was grown with cycling day and night temperatures of 22°C and 16°C whereas warm night temperature (WNT) group was three degrees warmer at night. Six biological replicates for each variety and experimental condition were harvested six hours after dawn (midday) on the 7th day after sowing and flash frozen in liquid nitrogen for processing (Figure 4.2).
Figure 4.2 Plant growth and metabolite analysis workflow. Broccoli and Radish sprouts were sampled normal and warm-night conditions at midday and flash frozen in liquid nitrogen to be processed for UV-HPLC and total phenolic analysis.
4.4.2 Total Phenolic Content

Total Phenolic content is determined using a methanol-based extraction modified from Lester et al. 2013 and Xiao et al. 2019. First, lyophilized (freeze dried) powder is washed with hexane to reduce chlorophyll. Once metabolites are extracted, 0.1% Fast Blue BB salt and 5M Sodium Hydroxide are added and react with phenolic compounds to form a diazo dye complex (Medina 2011). This absorbance at 420nm is presented in Gallic Acid Equivalents (GAE) and normalized by weight.

4.4.2 UV-HPLC Analysis

UV-HPLC analysis was completed using an Eclipse XDB-C18 (5uM) column. Data was analyzed using Agilent MassHunter Qualitative analysis B.05.00 Software. Analysis was run by Yue Zhu with methods previously described in Yuzuak et al. (2018).

4.5 Discussion

While it is clear that three-degree warmer nights alter the phytochemical composition of both Broccoli de Cicco and Radish sprouts, as detectable by UV-HPLC, only Broccoli sprouts show significantly different TPC. This supports our hypothesis that total phytochemical concentrations are not enough to determine the effects of incremental increases in night temperatures. Understanding the variation in total concentrations, while still useful, may mask changes in composition.

The temporal variation of phytochemicals across time of day and time of year appears to occur in a diverse species of plants. Cognizance of this temporal control can improve efforts to enhance the production of select phytochemicals. When engineering or selecting plants for enhanced phytochemical activity it will be critical to consider that the timing of the target may vary throughout the day and year. During selection, testing candidates for breeding will require monitoring the desired phytochemical at consistent times as harvesting at different times can result in different results (Hasperué et al. 2011; Pincemail et al. 2012; Ariza et al. 2015). The plant’s endogenous clock continues to cycle post-harvest (Goodspeed et al. 2013), and interactions between harvest time and storage length and conditions (Hasperué et al. 2011) will be important to consider during selection.

Temporal and environmental variation can be used to researchers’ advantage as a tool to identify regulatory and biosynthetic pathways of desired phytochemicals. Using environmental perturbations to identify regulatory relationships between genes and metabolites has been a successful approach to elucidating the biosynthetic and regulatory components of specialized metabolites. Genes in glucosinolate metabolism were identified by pairing transcriptional and metabolic responses to sulfur depletion (Hirai et al. 2005, 2006). In a study by Li et al. (2018) that used Dimocarpus longan Lour. embryonic calli, to evaluate the impact of photoperiod, light intensity, and light quality on flavonoid content, they mapped
the variation across these environmental perturbations to identify regulatory components correlated (or anti-correlated) with the changes in flavonoid content, identifying candidate mechanisms for miRNA as regulators of flavonoid accumulation. This approach can be used to exploit variation that extends across time of day and year to identify biosynthetic components and regulatory pathways for a specific metabolite. The temporal resolution also provides enhanced separation in clustering approaches.

Clustering volatiles across time has been used to identify their potential environmental sensitivity (Borges et al. 2013). Knowing the sensitivity of each group can be used to interrogate their relationships, their potential regulation mechanisms, and how each group may respond to changes in climate; making temporal variation a powerful tool for identifying regulatory relationships. Not only is the accuracy of identifying transcriptional regulators through gene networks improved by the addition of temporal information (Madar et al. 2009; Desai et al. 2017; Sanchez-Castillo et al. 2018; Yang et al. 2018), but also can be extended to identifying regulators of metabolite accumulation (Hannah et al. 2010; Pérez-Schindler et al. 2017).

Engineering phytochemical accumulation may also be facilitated by analyzing the daily and seasonal flux in the phytochemical profile. For example, efforts to engineer plants to enhance artemisinin production or other compounds for pharmaceutical or industrial use requires increasing the concentration, storage, deliverability, stability, purity, and performance of the desired phytochemical (Pulice et al. 2016, De Martinis et al. 2016). Each of these steps can be affected by environmental factors, and production of phytochemicals can be improved by considering environmental stresses (reviewed in Rai et al. 2011; Naeem et al. 2017; Aftab et al. 2017). As plants tightly control the timing of their metabolism and stress responses, working within the framework of this temporal regulation will aid efforts to enhance production. Strategies to enhance production through altering environmental stimuli (Fujiuchi et al. 2016; Huang et al. 2016) will likely benefit from considering the native rhythm of environmental stresses and the endogenous plant response to maximize the effectiveness of the treatments. Designing molecular and biochemical strategies that integrate the temporal variation in primary and specialized metabolism may improve the success in optimizing phytochemical production.

For some medicinal products, whole-plant extracts have added benefits over single-molecule products (Adwan and Mhanna 2009; Deharo and Ginsburg 2011; Herranz-López et al. 2018). Inconsistencies in whole-extract profiles can impact their efficacy and acceptance as a viable alternative to single products. Considering the temporal variation in both the primary bioactive product and synergistic molecules may reduce variation between producers, which could lead to improved acceptance. To ensure the efficacy of the product, producers will need to understand the best time to grow and harvest the crop to optimize the concentration of the target metabolite while also quantifying active metabolites in the overall profile with antagonistic or synergistic effects.
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**Script Source Code**

**Unique and Unmapped Counts**
The following source code can analyze six isoform samples using “read_stat.txt” file outputs from the count abundance step of cDNA_cupcake.

```r
library(ggplot2)

#input
wd2 <- readline(prompt = "path to SAMPLE directory: ")
name1 <- readline(prompt = "SAMPLE 1 prefix: ")
name2 <- readline(prompt = "SAMPLE 2 prefix: ")
name3 <- readline(prompt = "SAMPLE 3 prefix: ")
name4 <- readline(prompt = "SAMPLE 4 prefix: ")
name5 <- readline(prompt = "SAMPLE 5 prefix: ")
name6 <- readline(prompt = "SAMPLE 6 prefix: ")

#switch working directory
wd0 <- getwd()
setwd(wd2)

#sample 1 analysis
path1 <- paste(wd2, "/", name1, ".collapsed.read_stat.txt", sep = "")
stat1 <- read.delim(path1)
Unmapped <- sum(stat1$stat == "unmapped", na.rm = TRUE)
Unique <- sum(stat1$stat == "unique", na.rm = TRUE)
Count <- c(Unmapped, Unique)
Id <- c("Unmapped", "Unique")
Sample <- rep((name1), 2)
stat1.data <- data.frame(Id, Count, Sample)
write.table(stat1.data, file = name1)
total.perc <- Unique/(Unique+Unmapped)*100
print(paste(name1, "Count Unmapped: ", Unmapped, "Count Unique: ", Unique, "Percent Unique reads: ", total.perc))

#sample 2 analysis
txt2 <- paste(name2, "txt", sep = ".")
path2 <- paste(wd2, "/", name2, ".collapsed.read_stat.txt", sep = "")
stat2 <- read.delim(path2)
Unmapped <- sum(stat2$stat == "unmapped", na.rm = TRUE)
Unique <- sum(stat2$stat == "unique", na.rm = TRUE)
Count <- c(Unmapped, Unique)
Id <- c("Unmapped", "Unique")
Sample <- rep((name2), 2)
```

77
stat2.data <- data.frame(Id, Count, Sample)
write.table(stat2.data, file = name2)
total.perc <- Unique/(Unique+Unmapped)*100
print(paste(name2, "Count Unmapped: ", Unmapped, "Count Unique: ", Unique, "Percent Unique reads: ", total.perc))

#sample 3 analysis
txt3 <- paste(name3, "txt", sep = ".")
path3 <- paste(wd2, "/", name3, ".collapsed.read_stat.txt", sep = """)
stat3 <- read.delim(path3)
Unmapped <- sum(stat3$stat == "unmapped", na.rm = TRUE)
Unique <- sum(stat3$stat == "unique", na.rm = TRUE)
Count <- c(Unmapped, Unique)
Id <- c("Unmapped", "Unique")
Sample <- rep((name3), 2)
stat3.data <- data.frame(Id, Count, Sample)
write.table(stat3.data, file = txt3)
total.perc <- Unique/(Unique+Unmapped)*100

#sample 4 analysis
txt4 <- paste(name4, "txt", sep = ".")
path4 <- paste(wd2, "/", name4, ".collapsed.read_stat.txt", sep = """)
stat4 <- read.delim(path4)
Unmapped <- sum(stat4$stat == "unmapped", na.rm = TRUE)
Unique <- sum(stat4$stat == "unique", na.rm = TRUE)
Count <- c(Unmapped, Unique)
Id <- c("Unmapped", "Unique")
Sample <- rep((name4), 2)
stat4.data <- data.frame(Id, Count, Sample)
write.table(stat4.data, file = txt4)
total.perc <- Unique/(Unique+Unmapped)*100

#sample 5 analysis
txt5 <- paste(name5, "txt", sep = ".")
path5 <- paste(wd2, "/", name5, ".collapsed.read_stat.txt", sep = """)
stat5 <- read.delim(path5)
Unmapped <- sum(stat5$stat == "unmapped", na.rm = TRUE)
Unique <- sum(stat5$stat == "unique", na.rm = TRUE)
Count <- c(Unmapped, Unique)
Id <- c("Unmapped", "Unique")
Sample <- rep((name5), 2)
stat5.data <- data.frame(Id, Count, Sample)
write.table(stat5.data, file = txt5)
total.perc <- Unique/(Unique+Unmapped)*100
print(paste(name5, "Count Unmapped: ", Unmapped, "Count Unique: ", Unique, "Percent Unique
reads: ", total.perc))

#sample 6 analysis

txt6 <- paste(name6, "txt", sep = ".")
path6 <- paste(wd2, "/", name6, ".collapsed.read_stat.txt", sep = "")
stat6 <- read.delim(path6)
Unmapped <- sum(stat6$stat == "unmapped", na.rm = TRUE)
Unique <- sum(stat6$stat == "unique", na.rm = TRUE)
Count <- c(Unmapped, Unique)
Id <- c("Unmapped", "Unique")
Sample <- rep((name6), 2)
stat6.data <- data.frame(Id, Count, Sample)
write.table(stat6.data, file = txt6)
total.perc <- Unique/(Unique+Unmapped)*100
print(paste(name6, "Count Unmapped: ", Unmapped, "Count Unique: ", Unique, "Percent Unique
reads: ", total.perc))

#merge and plot
name.all <- paste(name1, name2, name3, name4, name5, name6, sep = ",")
namex <- paste(name1, name2, name3, name4, name5, name6, "txt", sep = ",")
all.stat.data <- rbind(as.data.frame(stat1.data), as.data.frame(stat2.data), as.data.frame(stat3.data),
as.data.frame(stat4.data), as.data.frame(stat5.data), as.data.frame(stat6.data))
write.table(all.stat.data, file = namex)
all.stat.plot <- ggplot(data = all.stat.data, mapping = aes(x = Sample, y = Count)) + geom_col(aes(fill = Id), width = 0.3)
all.stat.plot + coord_flip()

#save plot
namey <- paste(name.all, "png", sep = ",")
ggsave(namey, width = 15, height = 4, units = c("cm"))

#revert back to original working directory
setwd(wd0)

#end
print(paste("Analysis complete. All files saved to", wd2, sep = " "))
Venn Diagram
The following source code generates a Venn diagram comparing isoform overlap between three samples.

```r
library(VennDiagram)
grid.newpage()

# input prompts
wd.2 <- readline(prompt = "path to SAMPLE directory (abundance.txt): ")
name.1 <- readline(prompt = "SAMPLE 1 prefix: ")
name.2 <- readline(prompt = "SAMPLE 2 prefix: ")
name.3 <- readline(prompt = "SAMPLE 3 prefix: ")
print(paste("Choose sample color representation in the Venn Diagram."))
col1 <- readline(prompt = "SAMPLE 1 color: ")
col2 <- readline(prompt = "SAMPLE 2 color: ")
col3 <- readline(prompt = "SAMPLE 3 color: ")

# switch working directory
wd.0 <- getwd()
setwd(wd.2)

# sample 1
path.1 <- paste(wd.2, "/", name.1, ".collapsed.abundance.txt", sep = "")
ab1 <- read.delim(path.1)
area.1 <- nrow(ab1)
pbid1 <- ab1[c(1:area.1),c(1)]
print(paste(name.1, " area1: ", area.1))

# sample 2
path.2 <- paste(wd.2, "/", name.2, ".collapsed.abundance.txt", sep = "")
ab2 <- read.delim(path.2)
area.2 <- nrow(ab2)
pbid2 <- ab2[c(1:area.2),c(1)]
print(paste(name.2, " area2: ", area.2))

# sample 3
path.3 <- paste(wd.2, "/", name.3, ".collapsed.abundance.txt", sep = "")
ab3 <- read.delim(path.3)
area.3 <- nrow(ab3)
pbid3 <- ab3[c(1:area.3),c(1)]
print(paste(name.3, " area3: ", area.3))

# intersect values
```
na <- length(intersect(pbid1, pbid2))
print(paste("n12 =", na, ", a sum of", name.1, ",", name.2, "overlap"))
nb <- length(intersect(pbid1, pbid3))
print(paste("n13 =", nb, ", a sum of", name.1, ",", name.3, "overlap"))
nc <- length(intersect(pbid2, pbid3))
print(paste("n23 =", nc, ", a sum of", name.2, ",", name.3, "overlap"))
n123a <- (intersect(pbid1, pbid2))
nd <- length(intersect(n123a, pbid3))
print(paste("n123 =", nd, ", a sum of", name.1, ",", name.2, ",", name.3, "overlap"))

#append data to table
all.txt <- paste(name1, name2, name3, "txt", sep = ".")
Venn <- c("area1", "area2", "area3", "n12", "n13", "n23","n123")
Value <- c(area.1, area.2, area.3, na, nb, nc, nd)
all.data <- data.frame(Venn, Value)
write.table(all.data, file = all.txt)

#print venn diagram
all.venn <- draw.triple.venn(area1 = area.1, area2 = area.2, area3 = area.3, n12 = na, n13 = nb, n23 = nc, n123 = nd, category = c(name.1, name.2, name.3), fill = c(col1, col2, col3), lty = "blank")

#save venn diagram
all.jpg <- paste(name1, name2, name3, "jpg", sep = ".")
jpeg(all.jpg)
grid.draw(all.venn)
dev.off()

#revert to first working directory
setwd(wd.0)

#end
print(paste("Analysis complete. All files saved to", wd.2, sep = " "))