Abstract

CHRISTIDIS, KONSTANTINOS. Blockchain-Based Local Energy Markets. (Under the direction of Michael Devetsikiotis and Srdjan Lukic.)

A growing customer base for solar-plus-storage at the grid edge has resulted in stronger interest at the regulatory level towards energy markets at the distribution level. Blockchains — systems that have been popularized recently by technologies such as Bitcoin and Ethereum — allow us to establish transparent marketplaces without the need for a central authority. This thesis investigates the feasibility of local energy markets (LEMs) running on blockchains, and also introduces a canonical framework for designing and evaluating blockchain-based LEMs — a first in this space. We begin by examining whether existing blockchain implementations are capable of supporting such markets. We dissect blockchains into their core components, perform an analytical survey on the space, and introduce a taxonomy for blockchain systems. Our findings suggest an impedance mismatch for our use case; we identify a number of integration issues for IoT applications, and offer workarounds where possible. Shifting back into the original goal of designing a realistic blockchain-based LEM, a common theme we find across all relevant literature is the treatment of the blockchain component as a black box. Armed with a proper understanding of the blockchain space from our earlier analysis, we make the case that this approach is flawed because the choices in this layer affect the market’s performance significantly. First, we explicitly identify the design space that the blockchain layer introduces, and analyze how the design choices made therein affect the performance, governance, and degree of decentralization of these markets. We then create a model, configurable blockchain-based LEM: we design and present in detail the underlying smart contract architecture, the operational parties, and their roles. We also design and implement the market mechanism that sits atop the blockchain layer; to the best of our knowledge, our work is the first to explicitly identify how a closed-order book double auction can be implemented on a blockchain-based LEM. A numerical evaluation demonstrates the
applicability of our model to a real-world case, and its ability to provide insights on parameter choices during both market infrastructure planning and day-to-day LEM operation. Our case study, based on residential electricity usage data, shows how a change in the blockchain data model can decrease the market efficiency by approximately 90%, or — as another example — how a change in the way bids are encrypted can result in further market improvements, but at the risk of subverting the proper operation and resilience of the market. The simulations for our case study are conducted via a framework that we developed and open-sourced as part of this work.
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Chapter 1

Introduction

1.1 Context

1.1.1 Solar PV and Battery Storage Markets Keep Growing

For the past year through Q3, solar photovoltaics (PV) accounted for 39% of all new electricity-generating capacity installed in the US [174]. In Q3, 2.6 GW\textsubscript{dc} of capacity was added — up 45% from the quarter one year-ago —, and the residential sector had its largest quarter ever with 700 MW\textsubscript{dc} — up 20% year-over-year. In addition, throughout 2018, the median installation price (USD/W) across all market segments fell by 5%, continuing a 5-year trend [22] (Fig. 1.1a).

The story for battery storage technology is similar: in Q3, 264.6 MWh of battery storage was deployed in the US, marking a 59% quarter-over-quarter increase [222]. Moreover, the residential sector had a record-breaking quarter, with 40 MW\textsubscript{dc} of newly installed capacity [207]. Across the entire US market, annual storage deployments are expected to reach 5.4 GW\textsubscript{dc} in 2024, with the market reaching a size of 5.4Bn USD, growing more than 8x from 2019 (645M USD) [222]. Price-wise, costs for lithium-ion battery packs have fallen 85% from 2010 to 2019, to 176 USD/kWh [100], driven mostly by mass production of batteries for electric vehicles.

PV panels and battery storage make a powerful combination; a battery can store excess
(a) Residential PV installation price from 2000 to 2018 [22].

(b) Percentage of annual residential solar-plus-storage installation relative to annual residential plain solar installation [22].

Figure 1.1 Trends in the residential solar-plus-storage sector.
energy generated by the PV panels during daytime, and make it available to its owner during off-peak hours. As an example, a 5 kWp (kiloWatt peak) PV installation with a 4 kWh battery can double a household’s consumption of PV power from 30% to 60% [136]. Fig. 1.1b tracks the increasing percentage of households that opt for both solar and storage across 6 US states.

1.1.2 Effect on Utilities

A growing customer base for solar-plus-storage ultimately means less electricity consumed from the grid. Even under the least optimistic modeling scenarios [35], the levelized cost of energy (LCOE) for solar-plus-storage that can meet 100% of a site’s load will be cheaper than grid electricity for millions of commercial ratepayers in New York and California by the end of the decade, with grid parity reaching residential customers several years later.

Grid parity aside, demand for power is already slowing down. Utilities are already seeing minimal, stagnant, or even negative load growth in their service territories [208]. The reference case (AEO2020) from the most recent Annual Energy Outlook released by the EIA, projects an annual growth in electricity demand that averages just about 1% throughout the projection period (2019-2050) [13].

These trends call for a redesign of the electricity business model. Under the existing regulation, the revenue that utilities make depends directly on the volume of retail sales\(^1\)—reduced power consumption translates to less profits and the risk of stranded investment costs [188]. This leaves the utilities at a dead-end; if they do nothing, their revenues decay; if they penalize the solar customers — by means of lowering net metering payments or imposing additional fixed charges [123] —, they may delay revenue loss temporarily, but ultimately will only accelerate the solar-plus-storage trend. Changes in net metering and time-of-use rates increase the value of solar energy stored in batteries and discharged later in the day, a dynamic that is already driving battery adoption in Hawaii and Arizona for instance [207].

\(^1\)Remember that the retail rate charged by utilities is a bundle of two components: one that covers the utility’s investment costs, and one that covers the fuel costs. The latter is revenue neutral, i.e., the utilities do not make money on the actual energy they sell [137], but their fixed costs are recovered through charges based on how much electricity their customers use [168].
1.1.3 Transactive Energy and Performance-Based Regulation

Proposed business models heavily revolve around two concepts; that of transactive energy (TE) [109], and performance-based regulation (PBR). In TE, we take advantage of the deployment of two-way communications capabilities and intelligent, communicating sensors and devices and use market-based constructs to dynamically balance supply and demand, while considering grid reliability constraints [204, 218].

With PBR, profits are based on performance goals set by the local Public Utilities Commission (PUC), emphasizing results for customers and system efficiency [221], rather than capital expenditures [146]. Example goals include: reliability (System Average Frequency and Interruption Duration Indexes\(^2\)), peak reduction, power balancing, environmental impact (CO\(_2\)/kWh), total cost per customer [114], and customer satisfaction[49].

Smart grid technologies then, turn the utilities into distribution wires companies that become platform service providers. They facilitate the transaction of independent, distributed agents in the electric network, enable experimentation at the grid edge, and lower transaction costs [137].

This is not merely a theoretical proposition. On the regulatory front, this is the direction that the New York Public Service Commission (PSC) is setting with their “Reforming the Energy Vision” (REV) [49] program. There, utilities operate a retail electricity market where third parties — commonly refered to as third-party grid service providers (GSPs) or energy service companies (ESCOs) — can compete to provide products and services on the retail side, such as energy storage, demand response, and distributed generation [187]. The utilities themselves are rewarded in a PBR fashion\(^3\).

\(^2\)Referred to as SAIFI and SAIDI in the utility industry respectively [3]. SAIFI measures the average number of interruptions per customer per year, while SAIDI measures the average length of each interruption.

\(^3\)Within the REV context this is captured by the Earnings Impact Mechanisms (EIMs) [48] concept.
1.1.4 The Case for Blockchain-Based Energy Markets

One direction we seem to be headed then, is that of energy markets at the distribution level, that operate on a varying degrees of decentralization. The question that arises is: how does the underlying transaction management platform\textsuperscript{4}(TMP) look like? As we will see in Chapter 2 (and our work in [56]), blockchains allow us to build transparent digital marketplaces with verifiable processes.

Transparency is important because third-party vendors need access to a detailed market load profile and grid utilization data [144]; this allows them to optimize the placement of their resources (DERs), and make an informed choice on whether or not they should be participating in a certain market to begin with. SolarCity, a GSP that manages and deploys DERs, has expressed this exact request [2]. Community-choice aggregators in the San Francisco Bay Area shared anonymized customer data with the vendors for that same reason, when soliciting 30 MW of storage-plus-solar capacity last year [206].

Ultimately, transparency lowers the barrier to entry for GSPs and allows them to build more competitive businesses. Verifying the integrity of market processes assuages fears of maladministration by the market operators. As an example\textsuperscript{5}, if we are dealing with auctions, we can verify that no late bids were included when they are all published to a blockchain, even if they are encrypted [39].

\textsuperscript{4}Recall that this is the layer that handles all market-clearing functions in a way that balances supply and demand in the local market [144].

\textsuperscript{5}As another example, consider the case in 2016, where a datacenter operator based in Austin, TX, filed a complaint [156] against the local utility, Austin Energy, accusing them of trying to recover the production costs of its wholesale generating business through retail base rates [156]. According to the arguments presented in the complaint, Austin Energy attempted to recover the variable production costs associated with its wholesale endeavors twice: once from base rates, and then again from wholesale revenue. The utility would refuse to provide exact revenue figures for its generating business, or a sufficient justification for including its costs in the rate base. As the complaint noted — “AE has the burden of proof, and it failed to carry that burden.”
Figure 1.2 Conceptual diagram for a blockchain-based local energy market that spans the area served by a distribution substation. Third-party energy service companies (ESCOs) sell services such as distributed generation, storage, or voltage regulation to consumers. [204] contains an extensive list of transaction-based energy services that can be exchanged on the distribution level, along with technical requirements to fulfil them, and a qualitative description of benefits to participating stakeholders. In this depiction, each participant in the system is represented by their own blockchain node. Black lines form the communication network that connects all nodes in the system.
1.2 Thesis Structure and Summary of Contributions

The questions that ultimately drive the rest of this work, then, are —

*How does a realistic blockchain-based local energy market (LEM) look like?*

*What should we factor in when designing and implementing such a market?*

*How do we assess whether one design is better than the other?*

In general, we find that a canonical framework for designing and evaluating blockchain-based LEMs is missing. The work presented here is an attempt to fill this gap.

We begin by examining whether existing blockchain implementations are capable of supporting such markets, in Chapter 2. We dissect blockchains into their core components, and perform an analytical survey on the space; we also introduce a taxonomy for blockchain systems (Section 2.2). We then study the impedance mismatch that comes up when considering a blockchain-based IoT application (Section 2.3); we explicitly identify integration issues, and offer workarounds where possible (Section 2.4). The work backing this chapter has been cited more than 2,000 times as of the time of this writing.

We then move into building a blockchain system that can be more readily adapted for energy applications. In the work that we have contributed to in Appendix A, we advance the state of the art (Section A.2) by designing a system that is both fast — in terms of throughput —, and flexible — in terms of the trust models it can accommodate, since it decouples the application trust model from the consensus trust model (Section A.3.5). Existing blockchains traditionally follow a *order-execute* model, which dictates that all nodes need to execute every transaction, and all transactions need to be deterministic — otherwise the ledger copies on each node may diverge (“fork”). With the design in Appendix A however, we switch to a *execute-order-validate* model (Section A.3), where it suffices to execute the transaction in a subset of nodes, then communicate the result of this execution to the rest of the network. Our
work is centered on the ordering part (Section A.4.2). This new blockchain platform achieves a throughput of 3,000 TPS compared to 7 TPS for Bitcoin, or 12 TPS for Ethereum (Section A.5). The work backing this chapter has been cited more than 1,000 times as of the time of this writing.

In Chapter 3, we identify a common theme with the state of the art in the blockchain-based local energy market space; all pieces of existing work in this area focus mostly on the local energy market part, and treat the blockchain component as, more or less, a black box (Section 3.2). As we note in Section 3.1.1, when setting up a blockchain-based system, a number of basic and important questions have to be considered and answered. Depending on the blockchain stack that is used, not all of these questions may apply directly, but the general observation stands: none of the answers to these questions are given, and it is the answers to these questions that dictate whether the proposal makes sense as a blockchain-based application, how that application performs in terms of throughput, and how this affects the market that is provisioned on top of it. Put differently, blockchains reify protocols, and the configuration options offered draw a pretty wide design space. Questions along the lines stated above must be answered, and the answers should also be considered for second-order effects. In Chapter 3 then, we design a blockchain-based local energy market by carefully considering the questions above, and reasoning over their implications (Section 3.3). Our work sets precedence on the blockchain design space definition (Section 3.3.2), and explicitly analyzes its impact on the performance, governance, and decentralization of the LEM. We utilize the open-source blockchain platform developed in Appendix A for the blockchain layer of our market (Section 3.3.2), and design and present in detail the underlying smart contract architecture (Section 3.3.2), the operational parties, and their roles (Section 3.3.2). We also design and implement the market mechanism that sits atop the blockchain layer; to the best of our knowledge, our work is the first to explicitly identify how a closed-order book double auction can be implemented on a blockchain-based LEM (Section 3.3.2). Finally, a numerical evaluation (Section 3.4.1) demonstrates the applicability of our model to a real-world case,
and its ability to provide insights on parameter choices during both market infrastructure planning and day-to-day LEM operation. Our case study, based on residential electricity usage data, showed (Section 3.4.2) how a change in the blockchain data model can decrease the market efficiency by approximately 90% (switch from Configuration 2 to Configuration 1), or — as another example — how a change in the way bids are encrypted can result in further market improvements, but at the risk of subverting the proper operation and resilience of the market (switch from Configuration 2 to Configuration 3). The simulation framework that we developed for the numerical evaluation has been open-sourced and is available in [60].

Before wrapping up this work, we consider yet another application for smart contracts in the energy domain (Chapter 4). Compared to our work from the previous chapter, our focus here shifts away from the blockchain component and towards the algorithmic side of the problem. Specifically, we look into a cluster of buildings within proximity that share a large-capacity battery for peak-shaving purposes, and draw power from the grid at a premium once they reach a certain threshold (Section 4.3). We then identify a resource allocation policy that can be implemented via a smart contract, which minimizes the amount of energy the cluster draws at a premium, while also ensuring fair access to all of its members (Section 4.4). This adaptive policy allows for maximum energy savings when the network load is low, and ensures fairness when the aggregate power level is high (Section 4.5); this makes it suitable for a network where equal weight is given to both cluster-wide cost minimization and fairness among all customers.

We conclude this thesis by identifying a few possible directions for future work in Chapter 5.
Chapter 2

Blockchains and Smart Contracts for IoT Markets

An edited version of this chapter was originally published in [56].

2.1 Introduction

Blockchains have recently attracted the interest of stakeholders across a range of industries: from finance [132] and healthcare [130, 210], to the energy sector [147], real estate [164, 171], and the government sector [102].

The reason for this surge of interest is that with a blockchain in place, certain applications that could previously run only through a trusted intermediary, can now work the same way without them — this was simply not possible before. The removal of trusted middlemen means decreased operating costs and faster reconciliation for transactions. Practically every interaction in a blockchain network requires the use of cryptography — this brings authentication and integrity to the table, and it is what allows non-trusting parties to transact with each other. Trust has a financial cost, and blockchains allow us to decrease it. Finally, smart contracts —self-executing scripts that reside on the blockchain— integrate these concepts and allow us
to automate entire processes, or sequences of transactions.

That said, blockchains are not a silver bullet; for most business applications a blockchain either does not make sense to begin with, or it is unable to fulfill existing business requirements. The goal of this work is to allow readers to identify when such an integration makes sense, and how exactly they would go about doing this integration — both areas that, at the time of writing this, have remain unexplored in the literature.

The chapter is structured as follows. In Section 2.2 we review the underlying mechanisms of blockchains, and identify how blockchain networks and smart contracts work; we conlude the section with an emerging taxonomy for blockchains. In Section 2.3, we examine the applicability of blockchains in the IoT sector, and — based on our own experience in the field — we identify potential issues and workarounds for such applications in Section 2.4. We conclude with our thoughts on the integration of IoT applications in the blockchain domain in Section 2.5.

2.2 Preliminaries

2.2.1 How Blockchains Work

Technically, a blockchain is a data structure. It is a linked list, where each node:

1. Contains a batch (a ‘block’) of transactions, and

2. Establishes a link to the previous node by referring to the hash of that node’s contents, i.e. by using a hash pointer [113].

As we see in Fig. 2.1, this gives us a chain of blocks — hence the blockchain name.

References to this concept date back to more than 2 decades ago [167]. The interest on blockchains today however is primarily due to the popularity of Bitcoin [166]. The peer-to-peer electronic cash system relies on the blockchain construct, along with the proof-of-work (PoW) mechanism and the ‘heaviest chain’ rule (see Section 2.2.2) to solve the double-spending
Figure 2.1 Each block in the chain carries a list of transactions and a hash to the previous block. The exception to this is the first block of the chain (not pictured); it is known as the *genesis block*, and has no parent.

Problem [14], i.e. the attempt to spend the same token on more than one transaction. As a result of how the nodes on the Bitcoin network append validated, mutually agreed-upon transactions to the blockchain, the network’s blockchain is the authoritative ledger of transactions which establishes who owns what. Any node with access to this ordered, back-linked list of blocks [14] can go over it and eventually reconstruct the “state of the world”. Thus, *practically*, a blockchain is both a data structure and an associated protocol.

We get a better understanding of how a blockchain works, when we examine how a blockchain network runs. A network is comprised of nodes, all holding a copy of the same blockchain. A node acts as the entry point for blockchain users into the network; this is usually a one-to-many relationship, but for simplicity we can assume that each user has their own node. These nodes then form a peer-to-peer network where they perform the following sequence ad infinitum:

1. Users interact with the blockchain via a pair of private/public keys [78]. They use their private key to sign their own transactions, and they are addressable on the network via their public key\(^1\). The use of asymmetric cryptography brings authentication, integrity, and non-repudiation into the network. Every signed transaction is broadcasted by the ingress node to its one-hop peers.

2. The neighboring peers make sure this incoming transaction is valid before relaying it further; invalid transactions are discarded. Eventually this transaction is propagated across the entire network.

\(^1\)Depending on the implementation, the address can be the public key itself or (usually) a hash of it.
3. The transactions that have been collected and validated by the network using the process above during an agreed-upon time interval, are ordered and packaged into a timestamped candidate block by a node that leads that round\(^2\). The leader node broadcasts the candidate block to the network.

4. The nodes verify that the suggested block carries valid transactions and the proper hash pointer, i.e. it references the current tip (most recent block) of the blockchain. If that is the case, they add the block to their local copy of the blockchain, apply the included transactions, and update their world view. If that is not the case, the proposed block is discarded. This marks the end of a round.

With this sequence, the blockchain copies at each node are kept in sync. When we refer to the blockchain in a network then, we refer to this logical construct that every node essentially replicates.

When each node in the network follows the steps listed above, the underlying blockchain contains an authenticated and timestamped activity log for the network. Since every transaction is cryptographically signed, the nodes do not blindly trust what they see; instead they verify that the transactions are properly authenticated. This is why we often talk about reducing trust when we describe blockchains; trust is not granted but achieved as an emergent property from the interactions of different participants in the system [14].

Perhaps the most useful model for a blockchain network is that of a database with shared write-access [106]. In a blockchain network, this database is the blockchain, and the writers — who do not trust each other — modify its rows\(^3\). Each row of the database is mapped to a public key (or address) that dictates its editor.

\(^2\)The choice of the leader node, as well as the contents of the block, depend on the consensus mechanism used by the blockchain network — see Section 2.2.2.

\(^3\)Technically, they can only append new rows and invalidate existing ones by referencing them in the new rows.
2.2.2 Consensus Mechanisms

Nodes must agree on the blocks that get appended to the blockchain, otherwise we get forks, i.e. conflicting blockchains, and the utility of the network breaks down; nodes cannot progress. This means of agreement is encapsulated in what is referred to as a consensus mechanism. It consists of rules that are programmed into the protocol and used by each node on the network to decide on:

1. The validity of a proposed transaction \(^4\)

2. The validity of a proposed block

3. The order with which valid proposed blocks get appended to the blockchain

What makes a proposed transaction valid?

In the shared write-access database model (Section 2.2.1), a transaction is deemed valid if it comes with a signature which matches the public key of the row it wishes to modify. The protocol may require that the content of the transaction satisfies additional, application-dependent predicates based on the row-to-be-modified. Nodes will propagate/gossip an incoming transaction that is deemed valid, and drop invalid ones. A node can only assess whether an incoming transaction is valid based on its current state, as described by its local copy of the blockchain; a transaction \(x\) attempting to modify row \(r\) may well be deemed valid by node \(n\) at time \(t\) and propagated into the network, but it may become invalid at time \(t'\) (\(t' > t\)) if a block is appended to the blockchain that does not include \(x\) but modifies \(r\).

What makes a proposed block valid?

A proposed block is deemed valid if its hash pointer references the current tip of the blockchain, i.e. its most recent block at the time of the proposal, and it includes valid transactions. Nodes drop proposed blocks that are deemed invalid.

\(^4\) We touched on this in Step 2 of Section 2.2.1 as well.
How do nodes agree on the order of valid proposed blocks?

First, it is useful to see why such an agreement is needed. Based on the rules we have established so far, we may well end up with a situation where blocks $b_1$ and $b'_1$ are both valid (see Section 2.2.2) and get proposed by the network at the same time; then, a subset of the network may append $b_1$ to its blockchain, while the rest of the network will go with $b'_1$ — we then have a fork, and the network breaks down.

A blockchain network avoids forks by deciding [201]:

- Who gets to vote, and
- How these votes are tallied

These decisions depend on the network’s performance goals and security characteristics (Section 2.2.5).

For instance, if the membership of the network is controlled, i.e. the nodes are known and whitelisted, every node can be given the right to vote. Then, the group can reach consensus even if certain nodes act maliciously (Byzantine nodes) if we pick a vote-tallying mechanism from the domain of Byzantine fault-tolerant (BFT) state-machine replication (SMR) protocols [225]. Practical Byzantine Fault Tolerance (PBFT) [52] is the first and perhaps most popular algorithm of that family. It provides a solution to the Byzantine Generals Problem [148] for asynchronous environments like the Internet, assuming that less than one third of the nodes in the network are malicious. PBFT is a leader-based protocol. The leader (“primary”) proposes blocks to the network, which get appended to the network’s log, if they gather enough votes by the rest of the network (“replicas”). If the leader crashes or behaves maliciously, the protocol provides a mechanism (“view-change”) that allows the replicas to elect a new leader.

---

5 Or resolves temporary forks, as is the case with Bitcoin for example.

6 Let $N/f$ be the number of all/faulty nodes in the network. The PBFT algorithm works only if $N \geq 3f + 1$. When $N = 3f + 1$ the quorum/vote thresholds listed in [52] are correct. When $N > 3f + 1$ however, those thresholds may lead to forks and those in [42] should be used instead. This is the case for our PBFT implementation in v0.6 of Hyperledger Fabric [41].
Sieve [43] builds on the PBFT algorithm and filters out non-deterministic client requests. Such requests are not allowed in blockchain networks because they may lead to forks: if transaction $t$ modifies node $n_1$’s state in a different way than it does for node $n_2$, these two nodes may not agree on the appending of subsequent blocks to their ledger; their states have diverged. Sieve filters out those transactions by adding speculative execution and verification phases to the protocol, as in the execute-verify architecture of [128]. It therefore enables the network to not only consent on the input order of the transactions, but also on their outputs.

In an open network where unvetted nodes can come and go as they please and Sybil attacks [73] are a valid threat, a single actor may join with multiple identities/nodes, cast multiple votes, and thus steer the network in a direction that serves their own interests. In other words, a minority could seize control of the network. In such networks, classical BFT approaches will not work.

Bitcoin works around the Sybil attack problem by making this vote casting computationally expensive — a concept first proposed in [76] as a means to combat spam. Then, even if one wishes to impersonate multiple entities, they are bound by the computing resources available to them. Specifically, a Bitcoin node can propose a block if they solve a cryptographic puzzle\(^7\) — the solution computation for that puzzle is expensive, but the solution verification is cheap. The solution to this puzzle is the node’s proof-of-work [166] and grants it the right to propose this mined block to the network for appending to the blockchain.

Proof-of-work alone does not suffice to solve the original problem, i.e. agreeing on the order of valid proposed blocks, because we may still have more than one valid blocks mined/proposed by competing nodes at the same time. The Bitcoin protocol dictates that nodes should adopt the chain with the highest cumulative difficulty (‘heaviest’ chain) as the

---

\(^7\) A node (i) picks any valid, non-committed transactions it wishes to append to the candidate block, then (ii) tries to calculate a random number (nonce) that will make the block header’s hash ($SHA - 256^2$) have the right amount of leading zeroes. The right amount is decided by the network every 2,016 blocks. The number of leading zeroes adjusts the puzzle’s difficulty: the more leading zeroes required, the more difficult the solution to the puzzle is. The network then adjusts the amount of zeroes so as to account for changes in the network’s collective CPU hash power – it wishes to have 1 block generated approximately every 10 minutes.
source of truth. The way this plays out in practice is: two nodes $n_A$ and $n_B$ propose a valid block of the same difficulty around the same time, and the network is temporarily forked with one subset of it siding with the $n_A$ block, and the other with the $n_B$ one. This fork is resolved automatically by the next block via the heaviest chain rule. One of the two forks will almost certainly mine the next block first, so its chain becomes the heavier one, forcing the other fork to switch over.

Proof-of-stake (PoS) [40] is an alternative to proof-of-work. As is the case with PoW, it dictates who gets to vote, or propose a block. Unlike PoW, proposing a block does not require solving cryptographic puzzles. A node simply has to “lock” a certain amount of tokens (issued in the blockchain’s base cryptocurrency — see Section 2.2.3) into a deposit before they are able to propose blocks to the network. This process is called staking, and we say that the staking node is now eligible to become a validator. The higher the stake, the higher the probability with which this validator proposes blocks to the network, and collects rewards. If a validator behaves maliciously however, their deposit is forfeited by the network — staking then is a means to incentivize honest behavior.

The two most common ways [179] for a PoS-based network to reach agreement on the order of proposed blocks are:

- Chain-based, where the algorithm pseudo-randomly selects a validator during each time slot, e.g. based on the hash of the most recently added block and how this maps to the current validator set. That validator is then tasked with proposing a valid block.

- BFT-style, where the validators are randomly assigned the right to propose blocks, but a multi-round voting process by all validators ensues before the network agrees to append the proposed block to the blockchain.

Proponents of PoS-based consensus mechanisms point to its reduced energy consumption
compared to PoW-based approaches, among other benefits [40]. The very fact that block proposal is not computationally costly however, exposes PoS to so-called Long Range attacks [67], wherein new nodes or nodes that have been offline for a significant amount of time may be tricked into adopting a chain different to the main one, as the source of truth.

Our own experience in the field is aligned with the conclusions of [44]; consensus protocol development should not be undertaken in an ad-hoc manner, and protocols that do not come with a formal proof of correctness should be dismissed. Consider the case of Tangaroa [63] a consensus protocol that is in use even though it violates basic consensus properties [44].

[45] compares the consensus protocols of permissioned blockchain platforms, with respect to their fault models and resilience against attacks. [225] compares PoW-based and BFT SMR-based blockchains in terms of scalability. [220] evaluates several proof-of-X mechanisms.

### 2.2.3 Tokens and Digital Assets

In Section 2.2.1, we modeled the blockchain as a database with shared write-access. Every row in that database carries a value and is mapped to the public key of its owner. That value can range from gibberish, to a string that has special meaning in the “real” word according to a legal contract that has been signed by the blockchain network participants before their onboarding, to a set of tokens issued in the blockchain’s native cryptocurrency, or even to a script that reacts to whatever it sent to it, in the case of blockchains supporting smart contracts (see 2.2.4).

In either case, the value is simply a digital piece of data; what makes it valuable is the fact that it is unique. Bob may own a row with value \texttt{foo}, and Alice may own a row with value \texttt{foo} as well, but \texttt{foo} in both cases is unique; we are dealing with two separate pieces of data here, that can also be tracked separately; \texttt{foo} that originated from Bob, and \texttt{foo} that originated from Alice.

As a consequence of the fact that all of these values are created and then manipulated on the chain, we have a mechanism in place that allows us to create scarcity of digital things [93]
— and that is intrinsically valuable [153]. We therefore use blockchains to issue digital assets and we can even split those assets into tokens and track them all separately.

Then, since a blockchain network allows appropriately authorized clients to modify existing rows or create new ones, we also have an asset/token trading mechanism in place. So blockchains enable the tokenization of digital assets, and the creation of deeper markets around them, thereby increasing the liquidity of those assets [158].

2.2.4 Smart Contracts

So far we described how blockchains can be used as distributed ledgers, tracking the provenance of digital assets (Section 2.2.3). Blockchains however, can be extended to perform general-purpose computations. They do so when they support smart contracts. These are scripts that clients deploy on the blockchain. As is the case with a standard blockchain transaction that moves assets on the blockchain:

1. The contents of these deployment transactions are public; any client wishing to interact with a smart contract then, can inspect its source code in advance.

2. Any tampering of the transaction’s contents (i.e. the source code of the smart contract) will be evident, since the signature of the tampered source code will not match the signature the client provided upon deployment.

A successful deployment transaction results in the smart contract getting installed in all (or, as is the case with our work in [11], a select subset) of the nodes in the network. Going back to the shared database model (Section 2.2.1), every contract is a row in that database; as such, it has its own address and can maintain its own balance of assets. The difference with a regular account (row), is that a contract reacts to transactions clients sent to its address, based on the logic encoded in it and the contents of the incoming transactions.

The code of a smart contract is executed on nodes across the blockchain network, and affects what each node records on their local copy of the blockchain. It is imperative then
that the contract’s behavior is deterministic; for the same input, it should generate the same output. Otherwise, nodes may end up updating their local ledgers differently, the network forks, and its functionality is crippled. Blockchains traditionally achieve this determinism by only supporting domain-specific programming languages for smart contracts that lack non-deterministic constructs; for example, there is no random generator function in Ethereum’s Solidity language. Our work in [11] takes a different approach. It supports general-purpose programming languages, complete with their non-deterministic functions, but filters out non-determinism by separating the ordering phase from the smart contract execution phase, and reversing their order; the nodes order smart contract execution results.

A smart contract is generally also constrained to work with public state, i.e. data that resides on the blockchain; that can be data already appended to the ledger, or what is included in the invocation transaction as an input argument. This is needed both for auditability and fork-prevention.

Consider, for example, a smart contract that accepts any transaction attempting to transfer tokens to it, only if the temperature in Raleigh, NC is above 40°Fahrenheit, according to weather.com, for the point in time that the transaction references. The external variable here is the temperature lookup. The temperature on 1/29/2015 at 15:00 EST was indeed above 40°F. A transaction referencing that date attempts to send 1 token to the contract. After executing this transaction, every node on the network should update their local copy of the ledger by incrementing the balance of the smart contract by 1 token. If a certain node however is subject to a BJP hijacking attack during transaction execution and the corresponding temperature lookup with the weather.com API, they may get a temperature reading that is lower than 40°F. That incorrect reading will result in that node’s ledger being forked; clients interacting with that node will be operating on incorrect data. Similar concerns apply to an auditor, or a node that wishes to catch up with the rest of the network. In both of these cases, they should be able to verify that the copy of the ledger they are given is legitimate, simply by replaying all the transactions in it. If a transaction were to reference an external variable, the value of that
variable could be tampered during replay time, and deceive the auditor or the onboarding node.

A properly written smart contract can be thought of as a replacement of a trusted third party (TTP), computationally constrained with public state [157]. Counterparties to a transaction can inspect its source code, be certain that it will perform its function honestly and accurately, and use its services to solve coordination problems in a predictable, certain manner. As an example of that, consider a smart contract that holds tokens in escrow and redistributes them according to a set of terms agreed upon by a group of participants. These terms are encoded in the contract by the contract’s author, and can be verified without any calls to external variables. If the terms are not met, a function in the contract allows the original depositors to withdraw their tokens. The presence this smart contract solves the complex coordination problem that its users would have otherwise. The users do not have to deal with multi-party atomic exchanges, or blindly trust a TTP to help with the redistribution of tokens. Smart contracts ensure that logic is accurately executed across untrusted entries [150], and give us processes of verifiable integrity.

2.2.5 Taxonomy

We identify three main axes for classifying blockchain networks.

1. Who can participate in the network? A network that allows only whitelisted participants is called permissioned or private. In contrast, a network that anybody can join is called permissionless or public. There are distinct characteristics caveats associated with each of these types.

• A public network is susceptible to Sybil attacks, and as such, it looks to proof-of-work (or stake) for reaching consensus — see Section 2.2.2 for more detail. Since such mechanisms are computationally expensive, the networks incentivize participation by introducing the concept of native cryptocurrency. The nodes that
enforce consensus are eventually benefited by a reward in the form of native
cryptocurrency tokens. Bitcoin and Ethereum are the largest public blockchain
networks to date. In permissioned networks, the Sybil attack vector is not there,
because we fall back to the slower, “analog”, real-word process of vetting and
whitelisting participants. This replacement of one costly process (of mining blocks)
for another (vetting new applicants), allows us to employ less costly BFT protocols
to reach consensus, and do without cryptocurrency-backed incentives, presumably
because the value derived out of the permissionless network surpasses the cost
of vetting new applicants. As we will see in Section 2.4, attention should be paid
to the governance mechanisms of permissioned networks; we need to ensure that
the vetting of new applicants is not centralized, and that there is a protocol for
enforcing eviction of malicious participants.

• When a user or application pushes data to a public blockchain network, they do
not control where this data is replicated; any node across the world has access to it.
This can be a deal-breaker for applications that are required by regulation to limit
where the data processing takes place [65].

• The consensus mechanisms used in public networks affect the consistency of the
data that users operate on. As we described in Section 2.2.2, we may get temporary
forks because two or more nodes propose a valid block at around the same time. A
network partition [21] can also result in a fork; the nodes in the two disconnected sets
will extend their blockchains differently. At the root of this problem is the fact that
an unknown number of participants can come and go, thus the precise number of
participants is not known. This presents public blockchain-based applications with
two problems: one, they do not know when a fork is in progress, and consequently
when they may be operating on “unsafe” data. Two, when the fork eventually gets
resolved and the network converges to a single “truth”, we end up with a group of
users — those exposed on the “wrong” side of the fork — operating on data that
is retroactively labeled as “inaccurate”. The workaround for this is to ignore the latest $X$ blocks, where $X$ is a function of the probability of observing a deviation\(^9\), as these are the blocks most susceptible to a fork. This gives, for instance, rise to the oft-used “wait for six blocks to confirm a Bitcoin transaction” advice. The problem with this is that all operations of an application interfacing with a public blockchain incur a non-trivial delay by default; the application designer has no control over which operations are allowed to be inconsistent, and by how much. In permissioned blockchains on the other hand, we have the option of working protocols that deliver strong consistency; applications can be built on top of private blockchains with the guarantee that the data they operate on now will not be retroactively labeled as forked by the network.

2. **Among the participants, who can do what?** On the one hand, we see blockchain implementations that do not support fine-grained permission controls at the base level — there is one tier of participants, and they are allowed to read ledger, write to the ledger, deploy smart contracts and interact with them, or participate in the consensus process. Permission controls in these cases are implemented at the application level. Public blockchain implementations usually follow this model. On the other had, we see protocols ([11, 104]), with built-in support for different roles and permissions. In our work in [11], we distinguish between nodes that participate in the consensus process (“orderers”), nodes on which smart contracts are deployed and executed (“peers”), and clients who interact with the orderers and peers in the network. Clients can be restricted to simply reading from the network, or writing to it via the enforcement of signature-based policies that are supported at the base level. This model of permissions management is usually supported by private blockchain implementations. There is no right or wrong approach on this. Ultimately, we can have an access control layer (ACL) or governance structure whether the blockchain supports it as a built-in feature or not, because in all blockchain

---

\(^9\)Itself a function of the network’s aggregate hashrate.
implementations, every action is cryptographically signed. As we noted earlier, this is the case for the first category, where ACL can be implemented via the whitelisting of addresses, or the usage of tokens — i.e. you can interact with a smart contract, as long as you have access to the tokens that this contract generated and distributed at an earlier stage.

3. **Are smart contracts supported?** Support for smart contracts does not come in all blockchain implementations. One might argue that Bitcoin supports smart contracts because it does use a scripting system for transactions, but that system is intentionally not Turing-complete, and does not support loops [195]. By any practical definition then, the most well-known blockchain network lacks smart contract support. If such functionality is desired (see Section 2.2.4), applications should consider other blockchain implementations. The criticism against smart contracts focuses on transaction throughput. Each block contains a list of transactions. The faster the nodes can process these transactions, the higher the transaction throughput. The simplest way of speeding this process up is by executing transactions concurrently on each node. This is possible on blockchains that lack smart contract support, because they follow a model where every new transaction explicitly identifies the transactions it depends on; going back to the shared database model introduced in Section 2.2.1, transactions create new rows by invalidating existing rows (transactions) in the database, and this dependency relationship is explicitly identified in the incoming transactions. Nodes can then process transactions that do not depend on the same rows concurrently, and only serialize the execution of transactions that touch on the same rows. This model is called Unspect Transaction Output, or UTXO — it was introduced by Bitcoin. With a basic smart contract implementation however, as is the case with Ethereum, the dependencies of a transaction that invokes a smart contract are *not* clear, unless the smart contract function in question is executed. As noted in [105], Bitcoin transactions form a directed acyclic graph, which is only partially ordered, whereas Ethereum transactions *must* be strictly totally ordered. This means that
all nodes in the network process smart contract invocations serially, and this translates to the network’s transaction throughput taking a hit. Our work in [11] addresses this problem with a three-step approach:

(a) It allows smart contracts to be installed on subsets of nodes. Put differently, this means that every node does not have to have process every smart contract transaction. This is effectively a sharding technique.

(b) As noted previously (see Section 2.2.4), it orders smart contract execution results, in contrast to smart contract invocations.

(c) It uses a versioned key-value model for its state, and requires that each transaction identifies the keys that it modifies, and the versions at which these keys were read.

This allows us to process and validate transactions within a block concurrently, and achieve a throughput of more than 4,000 transactions per second (TPS) [11].

2.3 Blockchains and IoT

The following cases can be made for blockchains in the IoT sector:

1. Long-term sustainability/serviceability of IoT devices. This is an argument originally raised in [34]. Consider an IoT device for which a firmware update has been issued by the manufacturer. The manufacturer is obligated to keep this update available in its servers for years to come. As the number of IoT devices being put into the market increases, this distribution of software updates incurs a non-trivial cost to the manufacturer. Additionally, consider the case where the manufacturer shuts down; any IoT device that has not been updated to the latest firmware has now forever lost its opportunity to do so. Such issues can be solved with an architecture that operates transparently via a peer-to-peer model and distributes data securely. Consider the following setup, as an example of how this could work. All IoT devices of a manufacturer communicate with
Figure 2.2 An asset tracking example using smart contracts and IoT. On the left, a container leaves the manufacturing plant (A), gets transported to the closest port (B), is then shipped to the destination port (C), where it gets transported to the distributor’s facilities (D), until it finally reaches the retailer’s site (E). On the right, we focus on the B-C stage. The container carrier performs a digital “handshake” with the dock at the destination port (C) to confirm that the container is delivered to the expected location. Once that handshake is completed, it posts to a smart contract to sign the delivery. The destination port follows along to confirm reception. If the node at C does not post to the contract within an acceptable timeframe, the shipping carrier will know and can initiate an investigation right away.

each other via the Internet and form a blockchain network. The manufacturer deploys a smart contract — in it, it stores the hash of the latest available network. The devices are shipped with that contract’s address baked into their blockchain client, or find out about it via a discovery service mechanism (see Section 2.4). They can then query the contract, find out about the new firmware, and request it by its hash via a distributed peer-to-peer filesystem such as IPFS [25]. The first requests for this file will be served by the manufacturer’s own node (also taking part in the network). However, after the binary has propagated to enough nodes [24], the manufacturer’s node can stop serving it. Assuming the devices are configured so as to share the binary they got10, a device that joins the network long after the manufacturer has stopped participating in it, can still retrieve the sought-after firmware update and be cryptographically assured that it is the right file. All of this coordination happens automatically, without user intervention. In the classic centralized scenario, if the manufacturer shuts down or simply stops serving
the update, the device will get a 404 error code [91] when requesting the firmware update.

2. A backend for a marketplace of services between devices. This is the case for cryptocurrency-driven blockchain networks. Going back to the previous example, devices that store a copy of the binary may charge for serving it, in order to either sustain their infrastructure costs, or profit. Other examples along the same lines include Filecoin [180] which allows devices on the Internet to “rent their disk space”, or 21.co [103, 154] which monetizes API calls; the caller has to provide a micropayment in bitcoin before issuing an API request. Blockchains provide a common, easily-accessible billing layer. They allow devices to expose their resources and get compensated for them via microtransactions. This marketplace can extended to transactions between devices and users. As an example, slock.it’s [69] electronic locks can be unlocked with a device carrying the “right” token. These tokens are bought on the Ethereum blockchain. The owner of a smart lock can rent their house or car by setting a price for timed access to that lock. An interested party can use a mobile app to identify the lock, pay the requested amount in Ethers, then communicate with the lock via a properly signed message\textsuperscript{11} to unlock it. In the energy sector, the integration of IoT with blockchains allows for peer-to-peer marketplaces where machines buy and sell energy with each other automatically, according to user-defined criteria. This is exactly what LO3 Energy is experimenting with in a neighborhood in Brooklyn, NY; solar panels record their excess output on the blockchain, and sell it to neighboring parties via smart contracts [190].

3. Improved tracking and visibility in supply chains. A typical supply chain flow looks somewhat like Fig. 2.2: a pack of containers leaves the manufacturing plant (point A), gets transported to the closest port (point B), is then shipped to the destination port (point C), where it gets transported to the distributor’s facilities (point D), until it

\textsuperscript{10}For example, via a tool such as ipfs-cluster [23].

\textsuperscript{11}Using a peer-to-peer communication protocol for distributed apps, like Whisper [227].
finally reaches the retailer’s site (point E). This process involves several stakeholders and checks. Each stakeholder usually maintains their own database to track the asset, and updates that database based on inputs from the other parties along the supply chain. In a blockchain-based setup for the same scenario, there is one shared database to monitor across all stakeholders, ledger updates are cryptographically verifiable, get propagated along the network automatically, and build up an auditable trail of activity. Then, when the shipping carrier reaches the destination port for example, they can send a signed message to a predetermined and agreed-upon smart contract to allow everyone on the chain to know that the container is now at point C (Fig. 2.2). Since the transaction is signed, it constitutes a cryptographically verifiable claim from the shipping company that the container has reached the destination port. The receiver at the port posts to same smart contract to confirm that it is in possession of the container. The same process can be implemented via atomic token exchanges [107] on blockchains that lack support for smart contracts and follow the Bitcoin transactional model (Section 2.2.5). We propose the following flow, though alternatives can also work. For every container or set of container that flow through the supply chain, the participants collectively approve of the issuance of two types of token:

(a) The container-carrier token.

(b) The container-receiver token.

The first is issued to the manufacturer’s public key. Tokens of the second kind are issued to the remaining stakeholders. When the manufacturer hands off the container to the freight transportation company that will move it from point A to point B, it creates a transaction that does the following:

(a) Assigns the container-carrier token to the transportation company’s public key, effectively passing ownership to it.
(b) Assigns the transportation company’s container-receiver token to its own public key

Going back to the shared database “row” model of Section 2.2.1, this amounts to deleting two rows (the one where the container-carrier token belongs to the manufacturer, and the one where the container-receiver token belongs to the transportation company), and creating two new ones (where the tokens are swapped). This transaction needs two signatures in order to be valid; one from the manufacturer for token transfer #3a, and one from the transportation company for token transfer #3b. The manufacturer signs their part, then sends this incomplete transaction to the transporter who signs their own part, then pushes it to the blockchain. When this transaction is added to blockchain, the manufacturer has received the “I have received the container” token from the transportation company, and the transportation company now holds the “I have the container token.” A similar atomic exchange will take place at point B between the transporter and the shipping company, until the retailer finally receives the container-carrier at point E. At this point there is a complete, cryptographically verifiable, timestamped trail that tracks the asset. The process, as described above, constitutes an upgrade over existing practices. The integration of IoT improves it further as follows. Assume that every stakeholder owns a smart tracker with:

(a) A Bluetooth Low Energy (BLE) radio for connectivity with neighboring devices
(b) A GSM or LTE radio for Internet connectivity
(c) A blockchain client

Containers are also equipped with identical trackers. When two stakeholders interact at any of the meeting points A to E, and the containers are also present, the stakeholder trackers can send signed transactions to the blockchain automatically without any user input. The process automatically moves to the next stage as soon as the required tokens have been exchanged. In our setup the BLE radio is needed so that the devices can
identify when they are in proximity of each other, and when that happens they can transact on the blockchain via the Internet. This is just one possible configuration out of many. Filament [79], for instance, manufactures sensors with long-range radios called “Taps”. Taps form mesh networks via the telehash protocol [125], and interact with each other using smart contracts on a shared blockchain. The sensors themselves do not connect to the Internet to cut down on costs, but can connect to gateway nodes that provide Internet connectivity.

2.4 Deployment Considerations

Our own experience from building proofs-of-concept for the past 2 years has allowed us to compile a list of issues that designers of blockchain-based IoT applications should keep in mind. Where applicable, we note possible workarounds, or highlight the ongoing work being done to address these issues.

1. Performance. Compared to a properly configured centralized database, a blockchain will be slower, both in terms of transaction processing throughput and latency. This performance difference is particularly pronounced in (i) public networks using proof-of-work for consensus (see Section 2.2.2), and (ii) blockchain stacks that support smart contracts because of the concurrency issues noted in Section 2.2.5. Proposals, such as the Bitcoin-NG protocol [83], allow for better performance. In general however, a performance hit compared to good centralized solutions is to be expected; this is the “penalty” paid for reduced trust and increased resiliency.

2. Privacy, for the identity of the participants and/or the contents of the transactions. In a blockchain network, each participant/device is identified by their public key¹², and participants only need to know the public keys of transacting counterparties. All transactions however are posted for all the participants to see; a shared log of the network’s activity is at the backbone of the blockchain concept. By analyzing this data,
attackers can identify patterns between addresses, and make informed inferences about the real-world identities of participants [159, 189]. The issue can be mitigated by:

(a) Having all participating devices use new, unique keys per transactions. Schemes, such as the one proposed in [230] on hierarchical deterministic wallets for Bitcoin, allow the derivation of an infinite number of public keys in a manageable and safe manner. The problem with this approach is that new keys need to be communicated to the counterparties of the transaction — a potentially cumbersome and time-consuming process.

(b) Creating separate networks per application instance. Going back to the asset tracking example in Section 2.3, that would mean a network that is used only for a specific set of containers and their transportation from point A to point E; beyond that point the network can be archived and/or disbanded. This technique applies to private blockchains, where a participant of the consortium may get a competitive advantage by tracking another device’s activity.

[220] provides an additional look into methods of blockchain analysis, and into ways to prevent them from succeeding. For transactional privacy, i.e. obfuscation of a transaction’s contents, the safest approach is to communicate the actual contents of a transaction only to the involved counterparties via a side-channel, and publicize only the hash of that transaction to the wider network. This is the concept behind private data collections and SideDB [177], which was added as a feature to version 1.2 of our work in [11]. Zero-knowledge proofs [140], a cryptographic primitive that allows one party to prove to another the validity of a statement without revealing its content, are a promising solution with limited applicability at the moment; zero-knowledge techniques are resource-intensive and on an exploratory stage, while IoT devices are resource-constrained.

3. Censorship. Cryptographic signatures attached to each message on a blockchain network

\[12\] Or its hash.
ensure that no node can fake another node’s transaction. However, a node that is tasked with “cutting” a new block (see Section 2.2.2), can choose to ignore another node’s submitted transaction on purpose. Time sensitivities aside, in the long run this should be OK, because this form of censorship is only temporary; assuming a properly configured protocol that periodically rotates the leader\textsuperscript{13}, the censored transaction will eventually be included in a block by a non-malicious node. However, every BFT consensus protocol has a certain threshold for malicious actors; PBFT, for instance, can guarantee correctness when less than one third of the participants are acting in a Byzantine manner concurrently. For Bitcoin, that threshold increases to 49% (i.e. we just need the majority to be honest). Under the presence of a properly-coordinated mining pool (“selfish mining pool”), that threshold can drop down to less than one third for Bitcoin as well \cite{82}. When that happens the risk of permanent censorship increases. When building a blockchain-based IoT application, ensure that the set of nodes enforcing consensus are chosen so that the chances of collusion among them are minimized. In private networks in particular, legal contracts should be put in place so that detected collusions are penalized appropriately.

4. Legal enforceability of smart contracts. This applies to smart contracts that dictate that if their state is modified according to a certain manner (for example, sensor at location B sends a signed transaction to the contract attesting to the reception of a container), there are “real-world” consequences (the receiving entity at location B is now liable for anything that happens to this container). Using smart contracts to track and manage processes in the physical world is a private network use case; participants should be whitelisted and their real-world identities should be known. The problem occurs when an affected entity arbitrarily disputes the outcome of a smart contract, despite its verifiability. The goal then is to establish a mapping between a smart contract and the corresponding legal contract in the real world. With dual integration \cite{74}, one deploys a smart contract, records its address, and includes that address in the corresponding, real-world legal

\textsuperscript{13}Do note that this is not the default in PBFT\cite{52}.
They then hash the legal contract, record its hash digest, store the digitized version of the contract in a safe space, and then send the legal contract’s hash to the smart contract. Another way to mitigate this problem is to use smart contracts derived from templates that are built specifically for this purpose. The Accord Project [5] is an industry-led specification for smart legal contracts; Cicero [62] is an open-source implementation of that specification. It allows for the creation of templates for executable natural-language legal contracts and clauses.

5. Expected value of tokenized assets. Blockchains are used to trade these tokens because they are associated with some value. If that value is expected to be redeemable in the physical world, participants need to examine beforehand who stands behind the exchanged assets, and assess the assurances they have about their value. This is tangential to the problem of legal enforceability for smart contracts (see item 2 in this list). For tokens that are generated and managed by a smart contract then, the solution is identical; dual integration, or a smart contract that is generated by a template that follows an industry standard. For blockchains that do not support smart contracts however, the closest equivalent is hashing a real-world legal contract, and embedding this hash as metadata on the traded token. This is essentially notarization by hash [178].

6. Bugs in smart contracts. Smart contracts are programs, and as their complexity grows, so does the probability of introducing bugs into their logic. A good example of that is the hack of “The DAO” [75]. The DAO, whose name stands for decentralized autonomous organization, was an attempt to create a crowdfunded venture capital fund using a smart contract on the Ethereum blockchain. Participants could buy into the fund by buying tokens that the smart contract had generated, and could participate in deciding which Ethereum-based projects The DAO would subsequently fund, using the governance mechanisms that the contract had introduced in its code. In June 2016 however, an attacker exploited a bug in the contract’s code and moved out of it 3.6M Ethers, valued
at $50M USD at the time of the attack. Besides the obvious recommendation of vetting the contract’s code carefully, we propose the following:

(a) Keeping the smart contract logic as simple as possible. In general only the parts of the business logic that need to be captured in a blockchain belong to the smart contract; everything else should be computed off-chain.

(b) Introducing fail-safe mechanisms such as time-locked vaults for token transfers and administrative functions. A smart contract can be written so that its behavior changes based on user input; this gives us the ability to create administrative functions that effectively undo bad actions (e.g. a malicious withdrawal of tokens), by applying the opposite action (“cancel-withdrawal”). These can be invoked by a privileged set of users, using rules that are clearly outlined in the contract’s logic and therefore known in advance to all of its participants. For example, in the case of a smart contract that acts as a deposit box for tokens, we would need to ensure that every attempt to withdraw, places the tokens temporarily in a joint escrow account before they can be taken by the withdrawer. When the funds are in the escrow account, M out N whitelisted keys can sign a “cancel-withdraw” invocation, and cancel a malicious attempt to move tokens out of the contract illegally, in case the original “withdraw” function had a flaw in its implementation.

7. Secure off-band communication and file exchange. As we noted earlier, transactions in the blockchain can be read by every network participant — this is by design. Whenever a private communication channel is needed, protocols such as telehash [125] or Whisper [227] should be used instead. The network’s file-sharing needs may be addressed by a content-addressed peer-to-peer file system such as IPFS [25].

2.5 Conclusions

Our findings suggest that:
• There are use cases (Section 2.3) in which a blockchain fits in the IoT application stack. These all revolve around the technology’s ability to create digital scarcity for assets in a provable way.

• The blockchain layer is not one-size-fits-all. Its design (Section 2.4) dictates the performance, privacy guarantees, and resilience against smart contract bugs that an IoT application built on top of it can offer to its users.

The technology is nascent. Based on the progress and interest in the space we have witnessed during the past 24 months, we expect substantial improvements in both the protocol and the tooling level; these should accelerate the emergence of more blockchain-based IoT applications.
Chapter 3

A Framework for Designing and Evaluating Realistic Blockchain-Based Local Energy Markets

An extended version of this chapter has been submitted to Applied Energy [17]. Dimitrios Sikeridis, from the Department of Electrical & Computer Engineering, University of New Mexico, and Yun Wang, from the Department of Electrical & Computer Engineering, North Carolina State University, have contributed to this work. The work in this chapter has been partially supported by the US National Science Foundation under the New Mexico SMART Grid Center - EPSCoR cooperative agreement Grant OIA-1757207.

3.1 Introduction

3.1.1 Motivation

In Section 1.1.4, we made the case for blockchain-based markets at the distribution edge. We are not the first ones to suggest that such markets (LEMs) (Fig. 1.2) may work; in Section 3.2 we analyze all relevant work in the space. The problem however with all pieces of existing
work in the blockchain-based local energy market space is that they focus mostly on the local energy market part, treating the blockchain component as, more or less, a black box.

When setting up a blockchain-based system, a number of questions have to be considered and answered. To name a few:

1. Who runs blockchain nodes, and how are they deployed?

2. Who has read/write-access to the blockchain?

3. What consensus mechanism makes sense? Do all nodes run it?

4. What is the frequency with which blocks are cut? Is the block-cutting frequency configurable? If so, what is its value?

5. Who deploys the smart contracts that expose market primitives, such as “buy” and “sell” orders, and who is allowed to invoke a given smart contract?

6. How is the smart contract designed?

7. What, if any, are the conditions under which the proposed design is subject to tampering by byzantine actors in the market?

8. In case of auctions, what dictates the cut-off time for bids?

9. In case of closed-order book auctions, how are the encrypted bids processed for the market-clearing price to be calculated? How is this price communicated to the market participants?

Depending on the blockchain stack that is used, not all of these questions may apply directly, but the general observation stands: none of the answers to these questions are given, and it is the answers to these questions that dictate whether the proposal makes sense as a blockchain-based application, how that application performs in terms of throughput, and how this affects the market that is provisioned on top of it.
Put differently, blockchains reify protocols, and the configuration options offered draw a pretty wide design space. Questions along the lines stated above must be answered, and the answers should also be considered for second-order effects; we identify this as a gap in all relevant work (see Section 3.2.1).

3.1.2 Contribution

In this chapter, we design a blockchain-based local energy market by carefully considering the questions above, and reasoning over their implications. Specifically:

- We build this market on top of the open-source blockchain platform that we developed and presented in [11].

- We discuss the design of the smart contract that backs the market operations; we identify who deploys the contract, who can invoke it, what its endorsement policy is, what is the considered data model and how it affects performance.

- Given the above, we consider a double auction with closed-order book, and analyze the options available for implementing this mechanism on a blockchain — something that is noticeably absent in the relevant literature.

- We explicitly demonstrate how these design choices matter, by creating three distinct configurations for our local-energy market. Each configuration occupies a different point in the design space: we explain the implications in terms of performance, governance, and degree of decentralization.

- We validate this by performing a case study on the considered configurations, and perform a joint analysis on the performance of both the blockchain and the market layers.

Note that the work in this chapter is not meant to be the be-all, end-all work in the space. In addition, we do not perform a sensitivity analysis across all parameters exposed to us by
the underlying framework, nor are we presenting the preferred configuration (Configuration 2 covered in Section 3.3) as the golden standard for blockchain-based LEMs.

Our hope is that the work presented here serves as a guiding framework for designing and evaluating realistic blockchain-based local energy markets. Thus, we have explicitly chosen to focus on how specific blockchain implementation options impact the performance, governance, and degree of decentralization of a next-generation LEM. To that effect, all of the code we have developed and used for this work, including the simulation framework and the local energy market configurations, has been open-sourced [57–61].

Structure This chapter is structured as follows: We cover related work in Section 3.2. In Section 3.3 we design the blockchain-based LEM. We define three distinct configurations for the proposed local energy market, run a case study on them, and and compare and analyze the results in Section 3.4. In Section 3.5 we note our concluding observations.

3.2 Related Work

3.2.1 Literature Review

The authors in [161] present a preliminary economic evaluation of a blockchain-based local energy market. They consider 100 residences with solar panels. The market participants can sell energy to each other at random prices between the feed-in tariff and the grid electricity price. Excess supply and demand can be balanced by the grid. The agents adopt a zero-intelligence bidding strategy, and trade once every 15 minutes. The market mechanism is a closed double auction, settled every 15 minutes, at a uniform clearing price. The simulation covers one year. It is performed on a private Ethereum blockchain network. As the authors themselves note, this implementation runs a PoW-based consensus mechanism, which is unnecessary for this application.

In addition, there is no technical evaluation of the blockchain as an ICT (information and
communications technology) platform for local energy markets. In [160], the same authors describe the simulations that were conducted during the project planning phase of LAMP (Landau Microgrid Project), a real-world deployment of a blockchain-based local energy market in Landau, Germany. The market runs on a time-discrete double auction mechanism, and consists of 20 households that produce energy via solar panels. Participants can place an order once every 15 minutes, and use a smartphone app to set maximum (minimum) prices for their bids (asks).

For the simulations, the authors assume perfect forecast for next slot’s generated energy, and model the participants as agents that learn from their past trades and adjust their bidding strategies accordingly. They find that the marketplace increases self-consumption by 16%. However, the details of the blockchain implementation behind this experiment were not shared, and thus the influence of the blockchain setup on the simulation results cannot be assessed.

In [141] a blockchain-based solar energy production and distribution network is presented. The service area the authors focus on is the local area power distribution system. Smart meters measure the energy prosumers inject into the system and reward them with tokens. Prosumers can then transfer these tokens to each other in exchange for energy. However, there seem to be unnecessary centralization points such as the proposed single middleware controller instance for all agents involved in the system, and the single smart contract owned by the controller (Section V).

In addition, the coins remain at the contract owner’s address and are considered spent, when talking about transfers (Section V), which contradicts the semantics of a transfer. Finally, there is a single controller node in this network, on which the contract is to be deployed; that node is the only one that can transfer coins from one user to another. The deployment and management of the controller node should be done collaboratively by a consortium consisting of all the nodes in the system. The authors seem to be using the blockchain exactly as one would use a centralized database. If we are guaranteed that all the nodes will interact properly with the controller — as the paper effectively suggests —, we should be using a centralized
The work in [144] presents “PETra”, a blockchain-based transaction management platform for transactive energy systems (TES). The stated goals of this platform are to protect the privacy of its participants, and the safety of the system by ensuring it operates within stable bounds. However the proposed solution lacks in two fronts:

1. On the privacy front, the authors merely propose the standard and widely-adopted practice in blockchain platforms that has participants using a new private/public key-pair for every transaction.

2. On the system safety front, the underlying concern is valid only in the absence of a proper market mechanism, i.e. one that would collateralize the sale, for the low supply case. For the oversupply case, slack buses are there to absorb to extra load.

The author in [127] design a blockchain-based system that allows electric vehicles (EVs) to exchange energy with each other. They utilize a consortium blockchain, where the validating nodes are the local aggregators that run a double auction mechanism for clearing the market. However, the usefulness of a proof-of-work consensus mechanism is unclear given that the Sybil attack vector is not there; see our work in [56] for more on this. In addition, the use of an auctioneer defies the claim that this trading happens “without reliance on a trusted third party” — since the auctioneer is exactly that —, while the same functionality can be easily facilitated by a smart contract. Finally, similar to other works there are no specifics regarding the blockchain platform’s configuration. Therefore, it is unclear how the blockchain’s configuration affects the experiment and the results; this seems like yet another application for a centralized database.

The work in [139] presents a blockchain-based protocol that allows electric vehicle owners to choose a tariff dynamically via Pedersen commitments [172] without being tracked over time. Charging stations post offers on the blockchain, and EVs issue a binding and hiding commitment to one of the bids by pushing a hash value to the blockchain. That commitment is ultimately redeemed when the EV reaches the station for charging. However, if privacy
is a concern, using a different key-pair every time a tariff query is sent will suffice; this is standard practice in most blockchain setups, and is acknowledged in passing in Section 4.1 of this work. In addition, under no reasonable market assumption, will multiple charging station owners reserve exclusively a charging slot for a customer that may ultimately not show up. Thus, the applicability of the presented solution is questionable. Section 4.2 in their paper is an admission of this impracticality.

A local energy marketplace designed as part of “NOBEL”, a European project, is presented and simulated in [122]. The market’s design follows the stock exchange model with “sell” and “buy” order books, with the difference that the trading periods are discrete fixed-size time slots. Unlike what we saw in [161], there is no single clearing price per slot. For the evaluation scenario, the authors use “zero intelligence” agents because their behavior can help reach a high level of order matching, therefore the equilibria of the market can be found, and we can try to understand what the outcome of the market model is. This was also the case in [161].

The market is comprised of 50 producers and 50 consumers. The agents choose order prices uniformly from a common, arbitrarily chosen price range, and predict their production/consumption with perfect accuracy. Time is divided into fixed 15-min time slots because this is the typical smart metering measurement frequency. The bidding for each slot closes 2 hours before that slot is about to become active; bidding is open for 2 days.

In [94], the authors test out four variations of a smart contract, all implementing a uniform-price, double-auction mechanism for a decentralized energy market. Their setup consists of a private Ethereum network made up of 306 nodes, one for each of the 240 houses, 60 solar panels, 3 wind turbines, and 3 miners. Their simulations run for 4 days (February 1st to 3rd, 2018 in Seattle, WA) in real-time and use the IEEE-13 bus test feeder (“a short and relatively highly loaded feeder that contains a substation voltage regulator, overhead and underground lines, with variety of phasing, shunt capacitor banks, in-line transformer, and unbalanced spot”). The market clears every 15 minutes.

Each smart contract is testing a different way to calculate the market-clearing price (covering
the spectrum from off-chain to on-chain calculations) and the focus is on the number of blocks generated during the simulation runs, the number of transactions packed in each block (presumably as the index for effectiveness), and on the gas cost for each transaction. Given that this is a private Ethereum network it is unclear why so much gravity is given to gas costs; there is even a breakdown on monthly gas cost for bidders. This is an externality that ultimately should not matter in private networks — all of the interactions happen with one well-vetted contract, and consumers should be able to “refill” their gas balance as needed.

The only security-related reference in the implementation section has to do with the fact that transactions are signed which is (a) pretty much a given for a blockchain network, and (b) does not constitute the basis of any security comparison. Besides the criticism above, two major differences compared to our work are that we tackle the scenario of a closed-order book (addressing the privacy concerns that the [94] would presumably cover), and we also track how the effectiveness of the market (i.e., its allocative efficiency [122]) is affected by the underlying blockchain implementation.

Another work by the same authors, that is closer to our line of work, is [95]. When it comes to experiments, the main (but not only) difference compared to [94] is in the sensitivity analysis that is performed during the simulations; the number of market participants (540 to 1,000 residential houses), the auction period (5 to 15 minutes), and the block generation time (1 to 5 to 15 minutes) are not fixed. What brings this paper closer to our line of work however, is that for every experiment conducted they track the effectiveness of the market, unlike what is done in [94].

Specifically, the authors compare the clearing price and quantity of each market clearing over the time horizon of one day (i.e. 96 market clearings for 15-minute auction periods, and 288 market clearings for 5-minute auction periods) with those same numbers for the centralized scenario, by using the scaled $L^2$ ($L_2$ or Euclidean) and $L^\infty$ ($L$-infinity) norm. They visualize the difference in clearing price and quantity in order to track the effectiveness of the distributed systems they have implemented, compared to the corresponding centralized
system. They find that the more stressed the decentralized system is, the worse its market effectiveness.

The same applies for tight clock synchronization — 5-minute auction periods relying on a blockchain with 5-minute block generation periods give bad results. Their natural conclusion is that blockchain-based systems designed for applications with high demand on synchronization need to have a block generation times $x$ times smaller compared to a full application round. The difference to our work is that we do closed-order book auctions, and our experiments cover both the decentralization and the data contention (or concurrency) axes.

In [31] the authors run simulations of a day-ahead and real-time local energy market on a private Ethereum blockchain network with a focus on gas usage. Gas is effectively the cost that users need to pay for a transaction or smart contract operation; the more complex the operation, the higher the gas cost. The underlying thinking in [31] then, is that measuring gas usage gives us a sense of the scalability of the system because any given block has a cap on gas costs, which translates to an upper bound for transactions per block.

However, in a purpose-built private network with vetted participants and a select number of smart contracts, gas is an artificial constraint, and while the authors acknowledge that the gas limit can be adjusted, their concern that “by setting the gas limit too high, the blockchain could suffer from technical disadvantages” is ill-placed. The sensitivity analysis revolves around changing the number of participants (150, 300, 600) and the trading frequency (1, 5, 10, 15 minutes per slot). All the results follow a linear relationship. 600 participants means we need 10 transactions per second in the 5-minute slot scenario, or 5 times that amount for 1-minute slots.

The authors in [36] deploy an agent-based simulation framework to simulate blockchain-backed energy marketplaces. The agents in their framework are economically rational (their bids are bound between the utility’s wholesale and retail price), and follow a zero-knowledge strategy (their bids are always randomly set within those bounds). The energy traces come from 200 households in Lille, France, sampled at 1-minute intervals. On the blockchain side
of things, a private blockchain network that runs on Ethermint [53] (i.e., an Ethereum VM and the Tendermint consensus engine [37]) and cuts blocks every 5 seconds is deployed on a 20-GB, 6-vCPU Openstack VM. Every household is represented by a node on that network, and the marketplace runs a double auction.

There are two distinct sensitivity analyses going on during the experiments. In the first one, the authors vary the period under inspection (summer, winter), and the proportion of prosumers in the grid (from 0 to 100% in 25% increments), and track the gains of the market participants and the efficiency of the market, in terms of the local overproduction sold in the market. They find that the marketplace is more efficient, i.e. a higher percentage of locally-produced excess energy is sold, when the offer and demand volumes are bigger. In the second analysis, they vary the number of validating nodes, bids sent per second, and the period between successive bids.

Their findings show that the higher the number of validators used, the longer it takes for a single transaction to get validated; the average validation time per transaction grows from less than 20 seconds on a 3-validator network, to approximately 2 minutes for a network with 20 validators. We note that the two analyses are, unfortunately, decoupled; we cannot see, for instance, how the blockchain parameters affect the market’s efficiency in this integrated system.

We also note that the validator-related findings offer no new insight; we know that increasing the number of validators decreases the throughput of the system because Tendermint is a rebranded PBFT protocol, and the PBFT algorithm [51] has quadratic communication complexity ($O(n^2)$ where $n$ is the number of validators in the network). On a final note, it is unclear why setups with, say, 20 validating nodes are examined — in a PBFT network, $n$ is picked such that $n = 3f + 1$ where $f$ is the number of faulty nodes we wish to tolerate. A 20-validator network has the same fault tolerance as a 19-validator network (the value of $n$ for $f = 6$), but worse performance because the additional validator needlessly participates in the consensus process.
The work in [169] is a prime example of what motivates our work in this chapter. The authors introduce a game-theoretic model for demand-side management, and conduct a case study with residential loads in a microgrid. In it, they introduce a blockchain, but treat it as a black box, without any reference to its configuration, and how this may affect the flow of bids into the system. For instance, they use the blockchain implementation that we have built in [11], but there is no reference to the block periods, or who is running the nodes.

Our work does not consider additional privacy-related measures, other than the standard practice of using a hierarchical deterministic wallet [230] and unique key-pairs for each transaction. This approach may not be tamper-proof, and a malicious actor with enough resources may eventually be able to link all transactions back to the same identity. We deem it as good enough for the privacy model adopted in the work presented here.

Our thesis on the privacy front is that energy storage and reputation-based markets will eventually render the privacy concerns irrelevant.

As energy storage gets cheaper, the consumers’ load profile will be decoupled from their presence on premise, so a malicious actor will be unable to detect when the customers are home\(^1\). Furthermore, as some blockchain-based networks inevitably move to reputation-based markets, participants in the market will actually want to have their bids coupled to their identity in return for lower rates or higher quality of service.

For a privacy-friendly approach to local energy trading, we direct the reader to the work of [4]; it proposes a protocol that guarantees the confidentiality of bids and the privacy of the auction winner by using secure, multiparty computations. The work does not consider a blockchain implementation, but integration with blockchain-based systems should be feasible. The protocol can handle 2,500 bids in less than five minutes in the on-line phase.

\(^1\)[7] writes that “consumers worry that intelligent monitoring devices, which transmit power-usage information to the utility as frequently as every 15 minutes, would make them vulnerable to thieves, annoying marketers, and police investigations.” If we fast forward a few years ahead, when solar panels and battery storage are prevalent, and where smart electric devices can have their operation time-shifted, what does the fact that a customer draws energy in the middle of night can tell you about their whereabouts? Nothing.
3.2.2 Blockchain Performance Evaluation

[71] introduces a benchmarking framework called “BlockBench”, and a set of workloads for evaluating private blockchain systems. Their benchmarks are derived from database workloads and are essentially smart contracts that exercise a certain component of the blockchain system, or the whole stack. They use two macro-benchmarks to assess the performance of the application layer, and micro-benchmarks to evaluate the performance of the three layers found in each blockchain system: consensus, data, and execution.

They compared Ethereum with Parity and Hyperledger Fabric (v0.6). Their evaluation metrics generally are: throughput (successful transactions per second), latency (response time per transaction), scalability (changes in throughput and latency when increasing number of nodes/workloads), and fault tolerance (throughput and latency changes during node failures — crashes, network delays, and random responses). Specifically, they measure:

1. Peak throughput and latency (y-axis) for their two macro-benchmarks (x-axis) and a testbed consisting of 8 servers, 8 concurrent clients and trial lasting for 300 seconds.

2. Average throughput and latency (y-axis) for their two macro-benchmarks when the request rate changes from 8 to 1024 tps.

3. Average queue length (y-axis: number of requests) over time (x-axis) for two request rates (8 and 512 tps).

4. Average throughput and latency (y-axis) by varying the number of clients and servers (x-axis) from 8 to 32 (i.e. 8 on the x-axis means 8 clients and 8 servers), or only the number of servers from 1 to 32.

5. The average throughput (y-axis) when they kill 4 servers 250 seconds in the trial, and they range the number of servers from 12 to 16 (x-axis). The number of clients is fixed to 8. This allows us to assess the performance of the system in the presence of faults.
6. Execution time and peak memory usage (y-axis) by varying the size of the array from 1 MB to 100 MB in the micro benchmark on execution. (The smart contract has to quicksort an array.)

7. Average write throughput, average read throughput, and disk usage (y-axis) when the number of keys/values that are read/written varies from 0.8 to 12.8M. We are dealing with fixed-size keys and values (20 and 100 bytes respectively).

8. Throughput (y-axis) when the “do-nothing” smart contract is executed. This allows us to infer the overhead incurred by the rest of stack sitting on top of consensus.

In our previous work [11], we evaluate the performance of our open-source blockchain implementation, Hyperledger Fabric, using a simple cryptocurrency that follows the Bitcoin UTXO model. We begin our experiments by deploying 3 ordering service nodes (the nodes that package transactions into blocks and disseminate them to the network), and peer nodes (the nodes that execute chaincode according to client requests, and maintain the state of the blockchain) in VMs in one datacenter.

The VMs are interconnected with network links rated at 1 Gbps. For all experiments, we use clients that issue concurrent requests to the peers; we increase the number of these clients until the system end-to-end (E2E) throughput is saturated, and focus on the throughput and E2E latency (as observed by the peer nodes) just below saturation. Our sensitivity analysis unfolds as follows:

1. Block size: we vary the block size from 0.5 to 4 MB, tracking average throughput and E2E latency, as measured at the peers. We find that the throughput does not significantly improve beyond a block size of 2 MB, but latency gets worse. We therefore adopt a 2 MB block for all subsequent experiments; this gives us an E2E latency of 500ms.

2. Number of vCPUs per node: we vary the number of vCPUs from 4 to 32. The peak observed throughput is approximately 3,500 transactions per second for 32 vCPUs.
However, we observe that scaling beyond 16 vCPUs gives us diminishing returns; non-parallelizable stages in the block validation process (read-write check, ledger access) dominate the latency.

3. Stable storage medium: we switch from SSD to RAM disks for stable storage at all peer VMs, and notice limited benefits — a sustained peak throughput that is 9% improved over the SSD case at approximately 3,900 transactions per seconds (32 vCPUs).

4. Scalability over a local area network: we fix the number of endorsing peer nodes to 10, and increase the number of non-endorsing peers from 10 to 90; all of the peers are in the same datacenter, and all of them connect directly to the 3 ordering service nodes (the nodes that cut the blocks). We observe a negligible drop in the throughput. This goes against our intuition, as we would expect the bandwidth of the 3 ordering service nodes to be consumed by the peer connections. It turns out that while the nominal rate for the network links is 1 Gbps, the actual rate (as measured by netperf between pairs of nodes) is 5 - 6x that number.

5. Scalability over two datacenters and impact of gossip: we place the 3 ordering service nodes, 10 endorsing peer nodes, and all clients in the IBM Cloud Tokyo datacenter. We place 20 to 80 non-endorsing peers in the Hong Kong datacenter; all non-endorsing peers maintain direct connecting with the ordering service nodes and the endorsing peers. The throughput between the two datacenters (as measured by netperf) is 240 Mbps on average. Our findings show that the throughput (Fabric transactions per seconds) remains the same as in the single-datacenter case for up to 30 peer nodes total. Beyond that, the network connections of the ordering service nodes in the Tokyo datacenter are saturated. For a total of 90 nodes (10/80 endorsing/non-endorsing peers), the throughput falls by about one third compared to the single-datacenter case, to approximately 2200 transactions/second. If we enable gossip mode, and group the 80 peers in the Hong Kong datacenters in groups of 10 each, with only the leader of each group connecting to
the ordering service, the throughput rises to approximately 2800 transactions/second.

6. Scalability over multiple datacenters: we repeat the previous experiment, and keep the setup of the Tokyo datacenter the same, but now spread 100 non-endorsing peers across 5 datacenters (Tokyo, Hong Kong, Melbourne, Sydney, and Oslo), with each datacenter carrying 20 nodes.

In [211] the authors focus on the consensus stage in networks running Hyperledger Fabric with PBFT, and use Stochastic Reward Nets to model it. With the resulting model in hand, they:

1. Compute the mean time to reach consensus for networks of up to 100 peer nodes, and
2. Perform sensitivity analyses that allow them to quantify the effect of message transmission delays, or delays at a certain stage in the consensus process, on the overall time to reach consensus.

3.2.3 Real-world Deployments

In September 2017, the Department of Energy awarded $2.5M to the Pacific Northwest National Lab [86, 155] along with project partners Guardtime, Washington State University, TVA, Siemens, and DoD Homeland Defense and Security Information Analysis Center (HDIAC), so as to “develop block-chain (sic) cybersecurity technology for distributed energy resources at the grid’s edge, such as transactive energy exchanges that can be expected to create new markets”.

The work in [162] discusses the Brooklyn Microgrid (BMG) project. It is a blockchain-based local energy market, covering a 10-by-10 housing blocks area, and spanning three distribution grid networks. Participating households can buy/sell energy from one another. The market mechanism is a closed-order book with a time-discrete double auction in 15-min time slots. The network can operate in island mode when power outages occur; critical facilities such as hospitals receive energy at fixed rates, while residences and business have to bid on
the microgrid’s remaining power. The system is a private blockchain network that runs on Tendermint.

Grid+ [108, 163] is a utility provider that uses the Ethereum blockchain and a protocol/system built on top of it to sell energy to its customers, or let its customers sell energy to each other. Its customers will own a piece of hardware called “Smart Agent” (now renamed to “Lattice1” [143]). This device can store cryptocurrencies, buy/sell electricity on behalf of the user in real-time, and manage smart loads. Customers buy custom tokens (BOLT tokens) using US dollars, and have them automatically transferred to their Smart Agent. The BOLT token is issued and backed by Grid+ and it is stable; i.e., it will always be redeemable for 1 USD. A stable token is needed to avoid speculation and liquidity slips. Transactions take place on payments channels to avoid the network congestion and comparatively high transaction fees of the main Ethereum network (mainnet). Customers pay for their electricity either in the day-ahead market (DAM), or in real-time (every 15 minutes or 1 hour, depending on the local Independent System Operator, or ISO).

From the description provided\(^2\) it seems that the customer pays \textit{after} consumption in the real-time market (RTM). The company’s mission stems from its belief that Ethereum can enable lower cost electricity via disintermediation and user agency. Their revenue will be generated from markup on wholesale energy prices, transaction fees, interest on capital backing BOLT tokens, and sales of Smart Agents. Grid+ expects to charge 20% above the wholesale plus distribution cost. For the Texas market this would provide a customer savings of 38%. The mandatory use of deposits results in the complete removal of bad debt expenses, which creates a competitive advantage over incumbent retailers. The Smart Agent will predict usage for the customer and try and find the most efficient split between the day-ahead and real-time markets. The company is considering adding a firm fixed option.

Swedish utility Vattenfall launched “Powerpeers”, a blockchain-based energy trading platform for prosumers. It charges a subscription fees to traders, and plans to expand the

\(^2\)See [163, Fig. 8].
platform to other countries in the region [118]. Their executives see this platform as enabling “the exchange of goods versus money in real time” [119].

Belgium-based energy technology company Ferranti developed a blockchain-based DSO (Distribution System Operator) application, allowing trades on next-day energy positions. They shifted from Ethereum to Fabric, citing the fact that “the platform doesn’t depend on miners releasing cryptocurrencies into the network, and thus allowing for faster contract validation with less computation power” as one of their reasons for doing so [30].

A utility in Fukushima, Japan debuted a blockchain-enabled microgrid last year [191] to experiment with energy exchanges between the 1,000 participating households. The participants were also given smart power strips by the utility that can be disabled based on signals from the backing blockchain — this is, for instance, the case when the supply cannot keep up with demand.

Vienna-based startup Grid Singularity has conducted trials where customers pay-as-they-go for the energy that they need [147]. Their target is developing countries [117]; pre-paid metering in South Africa for instance is important since 80% of its population is unbanked.

Liton is a licensed energy supplier in Germany with a blockchain-based marketplace that connects consumers directly with energy producers. 700 households have used it to bid on energy. They use Ethereum because they want a permissionless blockchain, but the long transaction times are a paint point (“20 to 30 seconds to tell a customer whether they can buy energy or not” [116]).

Finally, we point the reader to the survey work done in [10]; the authors have identified more than 140 blockchain projects and research initiatives in the energy space, breaking them down by field of activity and blockchain platform used.
3.3 System Model

3.3.1 The Energy Market

Market Participants

The local energy market spans the service area of a distribution substation. It consists of $N$ households. All of them are equipped with solar panels, and can therefore produce their own energy (prosumers). The prosumers will sell that excess energy to a neighbor, if there is demand; otherwise they will sell it back to the grid for a lower price. For simplicity, and without lack of generality, we do not consider a residential energy storage mechanism.

Market Mechanism

Energy is exchanged using a double auction market, implemented via a closed order book, with discrete market closing times, and price-time precedence, as is the case in [144, 161]. A uniform market-clearing price (MCP) is determined for each time slot\(^3\); the lowest bid price that can still be served given the aggregated supply determines the market clearing price [161]. Fig. 3.1 shows an example of how the MCP is calculated.

Smart Meters

Bids are placed and received by the households via their TE-enabled smart meters, inline with the setup adopted in [144]; each smart meter is equipped with substantial on-board computational resources, and can also communicate with other smart meters. Besides their standard functionality — ability to measure line voltages, power consumption and production, and communicate these to the distribution system operator —, the smart meters carry an energy generation/consumption forecast module, and a market agent module (see Fig. 3.2).

For simplicity, we assume that the forecast module has perfect accuracy for the next slot,

\(^3\)We refer the reader to [61], for an open-source library we developed for MCP calculation.
Figure 3.1 An example market clearing price (MCP) calculation in a double auction. Consumers A and B have placed bids for 1 and 2 kWs with reservation prices of $11/kWh and $7/kWh respectively. Producers C and D have placed offers for 1 kWh each, with reservation prices of $5/kWh and $6/kWh respectively. We sort the demand and supply according to their reservation prices — highest (lowest) reservation price for bids (offers) goes first. We choose as MCP the price that maximizes the amount of tradeable energy. When more than one price satisfies this condition, we use the average. In our case, the market clears at $6.5 since the amount of tradeable energy is maximized in the [6,7] interval. 2 kWh are traded at this price.

Figure 3.2 Main modules in the transactive energy enabled (TE-enabled) smart meters that all prosumers use in our system model (Section 3.3.1).
as in [160]. Whenever the agent generates a bid, the encompassing meter posts it on the blockchain that underpins the market — it therefore doubles as a blockchain node.

**Bidding**

On a given slot, each market participant can place a maximum of one bid (“buy” order) and one offer (“sell” order). Each order consists of the quantity of energy being bought or sold, the slot it applies to, and a reservation price\(^4\).

The bidders are rational: the reservation prices they pick for their bids are greater than the low price that the grid is offering to them for their surplus (the feed-in tariff [88]), and smaller than the high price that the grid is selling energy to them for (the retail rate). The MCP then is bound between the feed-in tariff [88], and the retail rate offered by the grid.

Prosumers sell all of their output on a given slot, instead of using it to satisfy their own needs first. This assumption does not necessarily work in favor of the individual generator, as they may end up buying energy for a higher price than the one they sell their own production for, but it contributes positively to the welfare of the local market. Our motivation for this choice is purely practical: we want to increase the opportunities for matching bids by increasing the tradeable energy, since one of our goals is to evaluate the trade clearing performance of the platform.

All unmet energy needs are balanced by the grid; excess production is returned to the grid using the feed-in tariff [88], and unmet demand is satisfied at the retail rate. This is also the case when the market cannot clear for a slot due to issues with the backing transaction management platform.

**Time-frame of Trading**

Bidding for slot \(s_i\) lasts for a fixed duration \(D\) and closes a certain amount of time \(B\) before that slot is about to become active. For simplicity, we adopt \(D = B\) as in [4], i.e., bidding for slot \(s_i\)

\(^4\)The maximum (minimum) price at which the buyer (seller) is willing to trade [144].
In the example shown here, bidding for slot $s_5$ takes place during slot $s_3$. In general, bidding for slot $s_i$ takes place during slot $s_{i-2}$ (Section 3.3.1).

takes place during slot $s_{i-2}$, and the market clearing price is calculated and communicated to the market participants at the end of $s_{i-2}$, allowing them to adjust their deficit or surplus for the upcoming slot with the grid, as seen in Fig. 3.3.

### 3.3.2 The Blockchain Layer

**Blockchain Stack**

The blockchain network in our model is *permissioned*$.^5$ This happens for two reasons. One, the participants in the LEM *must* be vetted and whitelisted to ensure they belong to the same distribution service area. This “Know Your Customer” (KYC) task is handled by the overseer of the market — the utility (see Section 3.1). Two, we want to minimize exposure of the blockchain nodes to the public Internet for security reasons; the power grid can [203] and has been hacked [149], but electricity is a public good — its uninterrupted delivery to customers should not be taken lightly.

A permissioned network configuration means we do not need Proof-of-Work (PoW), as it solves a problem (Sybil attack [73]) we do not have. Consequently, we have no need to incentivize the miners financially, which translates to *no need for cryptocurrency support*. Instead,

---

$^5$As opposed to public or permissionless; see our taxonomy of blockchains in [56].
we resort to classic Byzantine fault tolerant (BFT) solutions, and can use a mechanism such as BFT-SMART [27] as our consensus engine\textsuperscript{6}.

We choose Hyperledger Fabric, the system we developed in [11], as the blockchain implementation for the LEM’s TMP. Besides supporting the choices above (BFT using the ordering service developed in [28]), it allows us to write smart contracts in a standard, general-purpose programming language, and supports a fine-grained trust model\textsuperscript{7}. We leverage both of these features in the text that follows.

**Network Configuration**

There are three key roles in Fabric:

1. Ordering nodes, which package incoming requests (transactions) into blocks and disseminate them to the rest of the network.

2. Peer nodes, which execute transaction proposals, validate incoming transactions, and maintain the ledger.

3. Client nodes, which submit transaction proposals to the peers, and transactions to the ordering nodes, once the appropriate endorsements have been collected.

In our model, the ordering service is delegated to the utility and the ESCOs. The usual BFT caveats apply; these nodes are vetted by the utility so that the probability of one third (or more) of them simultaneously colluding are minimized. In any other case, the network stops producing new batches of bids\textsuperscript{8} and the market stops.

We expect participation in the ordering service to be backed by contracts that require a deposit; in case of malicious behavior, the deposit is seized by the utility. Preventing such behavior ensures the network’s *liveness*; it is not however enough to prevent censorship of bids.

\textsuperscript{6}Refer to our previous work in [56] for an exposition into the terms used here.

\textsuperscript{7}Via endorsement policies at the application (smart contract) level. This allows us to dictate who can invoke what.

\textsuperscript{8}In blockchain terms: blocks.
(transactions). The ordering service node that leads the current view can still selectively ignore bids, and will maintain its leadership for as long as it produces new blocks in a timely manner.

To prevent that behavior, the market needs to ultimately switch to a BFT protocol that follows the rotating coordinator paradigm [9]. Then, leaders are rotated periodically, and since not all leaders are Byzantine, any censored transactions will eventually go through.

As we will see in Section 3.4.1, energy transactions rarely happen on scales shorter than five minutes, and physical limitations may not allow this length to get any shorter. Such timeframes — which map to auction periods in our LEM — are, for now, long enough for the ordering service to rotate through at least a third of its members, thus eliminating the possibility of censorship.

Peer nodes are maintained by all entities in the system (utility, ESCOs, prosumers). When computing resources are scarce, peer nodes are maintained at a minimum across the same subset as the ordering service, and ESCOs are created with the sole purpose of acting as the ingress point for the prosumers’ client nodes into the blockchain network. Hereinafter we refer to peer nodes maintained by the utility and the ESCOs as organizational peers, to distinguish them from the individual peers that may be run by prosumers.

Table 3.1 shows which Fabric roles a LEM entity (depicted in Fig. 1.2) can assume.

Smart Contract Design

Purpose Market participants use the smart contract to post orders for the auction. A closed order book means that these orders need to be encrypted. Furthermore, the auction having discrete market closing times means we need a way to communicate these time barriers to

---

9N.B. that there is no such implementation for Fabric as of the time of this writing.
10“Timescale for energy market services transactions: auctions or agreements for energy exchanges are typically made minutes to day ahead in advance.” [204]
11The need for ancillary services (regulation, flexibility, ramping) is expected to increase with increased penetration of renewables [204] and as these trends develop, we will be moving towards shorter periods. The Transactive Energy Framework [109] notes that interfaces with existing market structures should be considered within the seconds-to-minutes time band.
12Not to be confused with the concept of an organization in Fabric.
13In the text that follows, we use the terms “market participants”, “agents”, or “nodes” interchangeably.
Table 3.1 Association between Fabric roles and market roles in the system model in Section 3.3.2. *can* means that the LEM entity *can* assume that role but is *not required* to; *must* means that this Fabric role *must* be assumed by the entity if it wants to participate in the blockchain-based LEM. Concretely here: the utility *can* participate in the network with orderer or peer nodes, but cannot operate as client since it is not expected to post orders. ESCOs *will* be assigned with running ordering service nodes, and peers. Optionally they may act as clients if the energy service they provide requires them to bid into the market. Finally, prosumers *cannot* deploy their own ordering service nodes, can deploy peer nodes if they want to, and *must* act as Fabric clients since that allows them to bid into the market.

<table>
<thead>
<tr>
<th>market role</th>
<th>Fabric role</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>orderer</td>
</tr>
<tr>
<td>utility</td>
<td>can</td>
</tr>
<tr>
<td>ESCO</td>
<td>must</td>
</tr>
<tr>
<td>prosumer</td>
<td>cannot</td>
</tr>
</tbody>
</table>

the participants, effectively coming up with a rough synchronization primitive. All of these considerations need to be taken into account for the smart contract(s) that make the LEM work. We proceed with the following design.

**Methods** For the auction in slot $s_i$, each market participant $n_j$ posts in slot $s_{i-2}$ (see Section 3.3.1) an order encrypted with the public key $pk_{j,i}$ that corresponds to private key $vk_{j,i}$. Then the participant $n_j$ follows up by posting their private key $vk_{j,i}$ to the blockchain. They do this, so that their order can be decrypted and a market-clearing price can be calculated for slot $s_i$. This suggests that every slot is actually broken into two phases (sub-slots): *bid*, followed by *reveal*. These are denoted with subscripts BP and RP respectively. We describe how the agents discern the active slot and active phase within the slot in Section 3.3.2.

On a high-level then, the smart contract\(^{14}\) exposes the following methods:

1. **buy**(encryptedOrder)\(^ {15}\). During the bidding phase of a slot, the invoker creates an order object defining the amount of energy they are willing to buy, as well as their maximum reservation price per unit (ppu). The invoker then encrypts this order locally using a key pair generated strictly for that particular order, then passes the resulting...
byte array (the encryptedOrder) to the contract’s buy method. If the order is posted successfully to the blockchain, it returns a transaction ID (transactionId).

2. sell(encryptedOrder): Works identically to the buy case. Used for selling locally produced energy.

3. postKey(transactionId, privateKey): Invoked during the reveal phase of a slot, so as to reveal the private key (privateKey) that decrypts the encryptedOrder that corresponds to transactionId.

If a smart contract invocation fails — for instance, because of a network partition, or an MVCC conflict (Section 3.3.2) — agents retry a finite number of times. The wait time between retries follows an exponential backoff algorithm, as opposed to retrying immediately, for better flow control.

The only way for participants to know if their order — or more generally, their invocation of a smart contract method — has been submitted successfully: if it has, it will eventually show up in the ledger. When a participant is able to read their write, they know that their transaction has been recorded. This applies to every blockchain network, regardless of underlying implementation.

**Endorsement policy** The smart contract is deployed on a single channel by the regulated entity that overlooks the network, the utility. The simplest, most reasonable endorsement policy for this contract requires the majority of peers on the network to sign off on a transaction proposal before it can be considered valid — see “Transaction Flow” in Section 3.3.2.

**Time-slotting**

As explained in Section 3.3.2, the closed book requirement translates into each slot consisting of two phases; bid (BP), and reveal (RP). The problem we need to solve then is that of communicating to the agents the current slot and phase.
In Fabric, the ordering service nodes batch incoming transactions and eventually cut them into blocks. Specifically, a block is cut either (a) after a certain amount of time\textsuperscript{16} has elapsed after the first transaction of a new batch comes in, or (b) when at least a certain amount of data\textsuperscript{17} have been accumulated in the new batch — whichever comes first.

Under perfect network conditions then, we could ensure that a new block is cut precisely every $batchTimeout$ seconds by issuing a transaction with that exact same frequency ($1/batchTimeout$). Given that the network is unreliable however [21], we are better off issuing transactions at a higher frequency, and this is exactly the approach we adopt. Specifically, we introduce a new clock method to the smart contract that is meant to be as lightweight as possible, so as to minimize transmission latency, processing requirements, and disk space effects on the blockchain — it is practically a “no-op” transaction that primes the creation of new blocks.

![Figure 3.4](image)

Figure 3.4 Each slot consists of two phases; bid (BP), and reveal (RP) — see Section 3.3.2. In the normal case, each phase consists of a fixed number of blocks. Depicted above, a ledger with 754 blocks. If each phase runs for 50 blocks, this means that blocks 751-800 contain all the reveal activity for the 8th slot.

Any agent can invoke this method at whichever frequency they choose; practically we expect the utility and ESCO nodes to undertake this task, and opt for a frequency that is a single-digit multiple of $1/batchTimeout$. Given a steady, deterministic rate of incoming blocks, every node in the system can then inspect the blockchain ledger $height$ to “tell time”. For example, if a slot corresponds to 100 blocks, and a phase (subslot) corresponds to 50 blocks, a

\textsuperscript{16}In Fabric terms: $batchTimeout$.

\textsuperscript{17}In Fabric terms: $batchSize.preferredMaxBytes$. 
blockchain that is 754 blocks long means we are now at the reveal phase (RP) of the 8th slot — see Fig. 3.4. Under the conditions described above, the blockchain ledger height acts as a logical clock for each node.

However, this is a best-effort, non-foolproof approximation of a solution; the fundamental problem here is that we are trying to effect synchrony and run a time-sensitive protocol (the LEM) on a medium that is distributed and asynchronous. Consider the case where a network partition prevents the ordering service from reaching a quorum; during that time, no blocks can be cut\(^{18}\) even if the agents in a partition post transactions to the ordering service within batchTimeout.

When network connectivity is eventually restored, and the ordering service reaches a quorum, the current block height (our logical clock) will be offset from the actual, current slot (the wall clock that moves forward regardless of block height progress). Any attempt to resynchronize the two clocks is inevitably non-deterministic. For completeness, we describe one such corrective process below.

**Resynchronizing blockchain height with market slot**  
The two clocks could be re-synced via a `reset(slotNumber)` method that links the beginning of `slotNumber` with the block that encapsulates this call. This method would be exposed via a separate smart contract on the same channel. We would use a separate smart contract because we would require a different endorsement policy compared to the methods of the existing smart contract. Specifically, the new endorsement policy would require signatures from the majority of the organizational peers present on the network, at a minimum. An application-level (i.e. non-blockchain) process would monitor the wall-clock and the current block height; in absence of new blocks coming in after `batchTimeout + slackThreshold` seconds, it would invoke the `reset(slotNumber)` method on the second smart contract, with the new, appropriate `slotNumber` value according to the what the invoking node’s wall-clock reads. The invoking node would then issue a

\(^{18}\)Remember that in accordance to Section 3.3.1, all energy needs during this timeframe will be satisfied by the grid.
transaction proposal to the organizational peers, and each peer would endorse after checking that the proposed slotNumber corresponds to the local wall-clock value, plus or minus a certain slack.

This corrective process is yet again best-effort\(^\text{19}\), because we do not know if the local clock of the invoking node is right. Receiving peers may not endorse the proposal because their own clock skews make them think that the proposal is incorrect, or because the proposal does not reach them in time. This is Segal’s law\(^\text{20}\), and we attempt to get to the truth by applying a stricter endorsement policy, i.e. by polling more peers.

Data Slicing

When a client posts an offer or a key, they update the state maintained by the smart contract. At first pass, configuring the keys that a smart contract writes to may seem like a nit; however — as we will see in Section 3.4.2 — it can have a significant effect in the performance of the blockchain layer.

Transaction flow In Fabric, recall that state is maintained in a versioned key-value store (KVS), and the state created by a chaincode is scoped exclusively to that chaincode. At a high level\(^\text{21}\), a successful state update requires the following sequence of steps: a client constructs a transaction proposal — a request to invoke a chaincode method with specific parameter values —, then sends it to as many peers as needed in order to satisfy the chaincode’s endorsement policy.

Each targeted peer simulates the proposal by executing it against its local state; it does not commit the results of this proposal. Instead it returns to the client a proposal response that contains the readset and writeset for that proposal, i.e., the set of keys that were read during

\(^{19}\)Technically this reset proposal is also non-deterministic, which makes this an anti-pattern. We rely on the fact that Fabric can handle non-deterministic proposals without issues because it orders their result — in this case whether the slot number is reset or not.

\(^{20}\)“A man with a watch knows what time it is. A man with two watches is never sure.”

\(^{21}\)For a detailed explanation, see [11, Sec. 3].
the simulation of the proposal along with the version of those keys, and the set of keys that were updated during the simulation along with their new values.

When the client collects enough endorsement responses to satisfy the chaincode’s endorsement policy, it assembles them into a *transaction*, and sends that to the ordering service. Eventually every (committing) peer receives this transaction from the ordering service and runs it through the *validation phase*; it checks if it satisfies the endorsement policy of the associated chaincode, and also *checks if the versions in the readset match its current state*. If both checks pass, the transaction is marked as valid, and its writeset is used to update the peer’s local ledger.

![Figure 3.5](image)

**Figure 3.5** High-level overview of the typical sequence followed by a transaction in Fabric. In this example the endorsement policy of the chaincode requires endorsements from peers 1 and 2.

This transaction flow is depicted in Fig. 3.5.
The key-per-slot approach: all activity for a given slot is recorded in the same key in the smart contract’s KVS. In this example, the block contains two transactions that reference the same readset but different writesets, because each contains a different bid. The transaction that gets ordered first (5fd72) passes the validation check on the committing peers, and has its writeset applied to their ledger. When the other transaction (d8a93f) gets processed by the committing peers it fails the readset check due to version mismatch, and gets rejected.

The key-per-transaction approach: all activity for a given transaction is recorded in its own key in the smart contract’s KVS. In this example, both transactions pass the validation check on the committing peers, as their readsets are current during commit time.

Figure 3.6 Two possible ways of storing the data in the key-value store (KVS) of the smart contract that backs the local energy market auction — see Section 3.3.2.
The key per slot approach  Given the above, consider the case where we design the LEM’s smart contract so that all offers for slot $s_i$ get posted under the same chaincode key $k_i$. Let us assume the best case scenario where, at the start of $s_{i-2}$, all endorsing peers in the network are up-to-date; each peer carries the exact same keys and values in their ledger, at the exact same versions.

Then, when two or more agents post offers, their simulation proposals will have the same readset — since $k_i$ is at the same version across all peers —, and a different writeset — as each participant aims to update $k_i$ with their own offer. Each agent will follow the flow described earlier in this section, by assembling a transaction and submitting it to the ordering service. We now have a race condition; inevitably one of the pending transactions will be processed first by all peers; this transaction will pass the validation checks, and will have its writeset adopted as the new state for $k_i$. All other transactions will fail the validation because their readset is no longer current — we call this an MVCC\textsuperscript{23} conflict. This is depicted in Fig. 3.6a.

The submitters of the failed transactions need to repeat the process from scratch, and hope that they both pick up an endorsement from a peer whose state is current (so that the included readset is current), and that their own transaction goes through the validation phase before any other transaction that writes to the same key.

The key per transaction approach  In our model, we prevent these conflicts by having each smart contract operation — be it an offer, or the posting of a private key — write to a unique key in the contract’s key-value store. Specifically, we make it so that each transaction gets posted under a key following the naming pattern $\text{slotNumber-transactionID}$, where $\text{transactionID}$ is a universally unique identification number (UUID) that the submitting client generates. Since all transactions reference unique keys in their readsets and writesets, race conditions are avoided, and the read-write conflict check at the committing peers passes. This is depicted in Fig. 3.6b.

\textsuperscript{22}This is the slot during which participants bid for slot $s_i$.

\textsuperscript{23}Multiversion concurrency control.
Bid Encryption Alternatives

Participants in our model are responsible for encrypting and decrypting their own bids (see Section 3.3.2). Besides being the most straightforward implementation for a closed order book auction, this is also the option that maximizes user agency.

On the other end of this axis, we would find the single (fixed or rotating) auctioneer mode. In it, the market assigns the decryption of bids to a single ESCO, or a set of rotating ESCOs. Then, for the auction in slot $s_i$, all market participants would post in slot $s_i-2$ orders encrypted with the public key $pk_i$. This corresponds to the private key $vk_i$ of the ESCO that is tasked with running the auction for that slot. At the end of $s_i-2$, the ESCO posts $vk_i$ on the blockchain via a newly-added `markEnd(privateKey)` smart contract method.

Each participant is now able to decrypt all bids, and calculate the market-clearing price for $s_i$ locally. The advantage of such an approach is that we no longer need to split the slot into bidding and key-revelation phases (Section 3.3.2) — the slot in its entirety now can be used for posting bids. Likewise, the number of transactions needed for $N$ agents to communicate (i.e., commit and later on, reveal) their bids decreases from $N \cdot 2$ to $N + 1$.

3.4 Case Study

3.4.1 Setup

Market Layer

We use a set of 63 single-family houses with solar panels in Austin, TX. We focus on their electricity generation and consumption during the first two months of 2013. The data is sourced from [66], a repository of residential electricity usage datasets. Our methodology for extracting, transforming, and loading (ETL) the traces in [66] is captured in our open-sourced Jupyter Notebooks [58]. We also open-sourced the utility that allowed us to identify overlapping traces

---

24It marks the end of a slot.
across all candidate houses in [59].

All households in our set participate in the LEM described in Section 3.3 via a zero-intelligence agent [99, 122, 161]. This provides a lower bound on market efficiency [161].

Each slot in the double auction is 15-minutes long [95], and bidding closes 15 minutes before that slot is about to become active, i.e., $D = B = 15m$ (Section 3.3.1).

![upper bound for bids in our case study](image)

**Figure 3.7** Average retail price of electricity (¢/kWh) for residential customers in Austin, TX throughout 2013 [77]. This defines the upper bound for all bids placed in the local energy market presented in Section 3.4.

The *upper bound for bids* is equal to the grid electricity tariff, as is the case with all related works in the literature (Section 3.2.1). We track this via the average retail electricity price for residential customers in Texas [77], shown in Fig. 3.7.

For the *lower bound*, we use the wholesale real-time energy market price from the South zone [1] of ERCOT. We do so because, since they converted to a nodal market for energy in 2010, ERCOT became the singular massive pool through which all energy sales flow [115]. The feed-in tariff [88] — the standard choice for a lower bound — cannot work in Texas. The closest thing to such a rate in the state — the VOST rate is actually *higher* than the average residential rate (our upper bound). In 2012 for instance, the residential rate for 1 kWh in Texas was approximately 11¢, while the VOST rate was 12.8¢.

---

25 There are four competitive load zones [80] in Texas, and Austin belongs in the South zone.

26 There are no net metering policies in effect in the state of Texas [89]. The closest thing to such a policy, is the
Table 3.2 Market layer parameters for the case study in Section 3.4.

<table>
<thead>
<tr>
<th>parameter</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>location</td>
<td>Austin, TX</td>
</tr>
<tr>
<td>number of households</td>
<td>63</td>
</tr>
<tr>
<td>time span</td>
<td>Jan 1st – Mar 1st, 2013</td>
</tr>
<tr>
<td>market agent strategy</td>
<td>zero intelligence</td>
</tr>
<tr>
<td>slot duration</td>
<td>15 minutes</td>
</tr>
<tr>
<td>lower bound of bids</td>
<td>wholesale real-time rate</td>
</tr>
<tr>
<td>upper bound of bids</td>
<td>retail rate</td>
</tr>
</tbody>
</table>

All the parameters chosen for the market are summarized in Table 3.2.

Blockchain Layer

Table 3.3 The three blockchain layer variants under consideration in our case study (Section 3.4.1). Under “key per transaction” column, every buy/sell/postKey transaction gets posted in a unique key in the smart contract’s KVS. In the “key per slot” column, all transactions for a given slot get posted in the same smart contract key. The “common key” row carries configurations where each bidder encrypts their bids using their own public key; in “individual keys”, each bidder encrypts their bids using a rotating common entity’s public key. Configuration 2 constitutes the sensible default. Configurations 1 and 3 are considered for comparison purposes. Only the data slicing and bid encryption columns are shown here, as these contain the decision variables. All other dimensions are set as described in Section 3.3.2.

<table>
<thead>
<tr>
<th>data slicing</th>
<th>bid encryption</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>individual keys</td>
</tr>
<tr>
<td>key per slot</td>
<td>configuration 1</td>
</tr>
<tr>
<td>key per transaction</td>
<td>configuration 2</td>
</tr>
<tr>
<td></td>
<td>configuration 3</td>
</tr>
</tbody>
</table>

We consider the following configurations (Table 3.3):

1. In *Configuration 1*, the agents encrypt and decrypt their own bids (Section 3.3.2) but post

Value of Solar Tariff (VOST) program adopted by Austin Energy in 2012. Residential PV customers under VOST are given credit for each kWh they produce, according to the utility’s calculated value of solar. This rate may be adjusted annually. It was set to 12.8¢/kWh in 2012 [214]; in 2017, it was set to 10.6¢/kWh [12].
to the same smart contract key for a given slot (Section 3.3.2, “key per slot” option).

2. **Configuration 2** is the one presented in Section 3.3.2 for our system model. It differs from **Configuration 1** in that the agents create a unique smart contract key per slot (Section 3.3.2).

3. In **Configuration 3**, the agents post to unique smart contract keys as in **Configuration 2**, but their bids are encrypted using the public key of a common, rotating auctioneer (Section 3.3.2, “single (fixed or rotating) auctioneer” option).

**Simulation**

As part of this work, we developed and open-sourced **island** [60], a simulation framework specifically geared for blockchain-based local energy markets.

**Table 3.4** Parameters used when running **island** for the case study in Section 3.4.1. N.B. The exponential backoff (see parameter **Alpha**) applies only to **Configuration 1**. It is used in order to minimize contention between the bidders, since they all attempt to post to the same key in the smart contract.

<table>
<thead>
<tr>
<th>parameter</th>
<th>value(s)</th>
<th>description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ExpNum</td>
<td>1–3</td>
<td>blockchain configuration (Section 3.4.1)</td>
</tr>
<tr>
<td>RetryCount</td>
<td>2</td>
<td>maximum number of retries an agent may repeat a failed smart contract invocation</td>
</tr>
<tr>
<td>Alpha</td>
<td>10</td>
<td>exponential backoff factor; agents wait for ([0, \alpha \cdot 2^{n-1})) blocks before attempt (n)</td>
</tr>
<tr>
<td>TraceLength</td>
<td>5760</td>
<td>process the first TraceLength entries in the trace; each entry corresponds to a 15-minute slot</td>
</tr>
<tr>
<td>BlocksPerSlot</td>
<td>140</td>
<td>how many blocks comprise a slot</td>
</tr>
<tr>
<td>BlockOffset</td>
<td>70</td>
<td>the reveal phase starts this many blocks into a slot (Section 3.3.2)</td>
</tr>
<tr>
<td>ClockPeriod</td>
<td>100 ms</td>
<td>dictates the frequency with which agents invoke the clock method (Section 3.3.2)</td>
</tr>
<tr>
<td>BatchTimeout</td>
<td>200 ms</td>
<td>dictates the frequency with which the ordering service cuts blocks if there is activity on the network, and the file size limits have not been exceeded</td>
</tr>
</tbody>
</table>
We used island with the parameter values listed in Table 3.4, against version 1.4.4 of Fabric. We executed the simulations in virtual machines leased at DigitalOcean [70], using their Standard plan (8 GBs of RAM, 4 vCPUs). In order to speed up the execution time, we set BatchTimeout to 200 ms effectively moving us from 15-minute slots \( (D — \text{see Section 3.4.1}) \) to 28-second slots.

### 3.4.2 Results

**Blockchain Layer Performance Analysis**

The first part of our analysis focuses on the performance of the blockchain layer, as a function of the chosen blockchain configuration (Section 3.4.1). The questions we seek to answer are *how many transactions does this TMP let go through*, and *how fast does it do so*, the latter being a metric also explored in [144]. N.B. that we talk about *transactions* that get posted successfully; these are not necessarily successful *bids*, i.e. bids that got matched. Our focus here is on what happens on the transport layer with regards to effective throughput.

![Transaction Outcome](image1.png)

**Figure 3.8** Effect of blockchain configuration on transaction success rate.

(a) Percentage of transactions that got posted successfully. The success percentage for Configuration 1 is 27.72%.

(b) Breakdown of successful transactions by the attempt number that got the transaction through. The numbers for Configuration 1 are 19.09, 35.18, and 44.79% for the first, second, and third attempt respectively.
Fig. 3.8a shows that when running under Configuration 1, 72.28% of the time, agents are unable to post a bid (or the decryption key for that bid) to the network in time, and ultimately fail. All failures are due to MVCC conflicts (Section 3.3.2); the readset that these transactions carry is no longer current. In fact, as we see in Fig. 3.8b, out of the successful set, almost half of these successes (43%) register on the very last attempt — recall from Table 3.4 that each agent can retry a transaction up to 2 times, for a total of 3 attempts. Contrast this with Configurations 2 and 3 where all transactions clear (Fig. 3.8a), and do so at the first attempt (Fig. 3.8b).

(a) Cumulative distribution function for the latency of successfully posted transactions across all considered configurations during the bid phase. Median (95th percentile) values are 774.4 (1395), 477 (585), 609 (737) milliseconds for Configurations 1, 2, and 3 respectively.

(b) Cumulative distribution function for the latency of successfully posted transactions across all considered blockchain configurations during the reveal phase. Median (95th percentile) values are 637 (1328), 479.5 (731.5), 303.5 (420) milliseconds for Configurations 1, 2, and 3 respectively.

Figure 3.9 Latency distribution for successfully posted transactions across all considered configurations in our simulations. Higher and to the left is better. The phases are described in Section 3.3.2; the blockchain configurations in (Section 3.4.1).

In Fig. 3.9, we break down the latency distribution of successfully posted transactions, grouping them by phase (Section 3.3.2). Half of the bids get posted in under 477 ms in Configuration 2, or 609 ms for Configuration 3. When switching to Configuration 1, this number spikes to 775 ms; that is 62% up compared to Configuration 2. The degradation in
quality of service incurred by Configuration 1 becomes more pronounced when looking at the 95th percentiles — its latencies practically doubled compared to Configurations 2 and 3 (Fig. 3.9a).

In the reveal phase, we confirm that Configuration 3 outperforms Configuration 2 — the 95th percentiles are 420 and 731.5 ms respectively. We expect this because the reveal phase consists of a single markEnd transaction (Section 3.3.2) in the Configuration 3 case, versus \( N \) postKey transactions in the Configuration 2 one.

Overall these results validate the problem with the key per slot approach (Section 3.3.2) that is codified in Configuration 1. Under this data model, assuming a common state across peers, we expect only one transaction proposal to go through successfully among all concurrent transaction proposals; every other proposal has to be repeated. This is a waste of computing and network resources, and increases the risk that the market participants will not get their offers in on time. Note that this contention occurs twice per slot; both during the bid and the reveal phase. Having the agents default to backing off exponentially even before their first attempt to post a bid mitigates this contention, but not substantially.

**Energy Market Impact Analysis**

Next, we evaluate the impact of each configuration on the energy market, with an eye towards maximizing the welfare of the community. As such, we focus on the community as a whole, instead of looking at differences between individual agents within the community.

Fig. 3.10 shows the amount of demand that is met internally, that is, the energy needs that were settled within the local market between prosumers. In Fig. 3.11 this is translated into the metric that ultimately matters most from a welfare-maximizing perspective; the aggregate financial obligations (“external cost”) of the community towards the grid. As both plots show, Configuration 1 performs the worst; a move away from it results in the amount of energy that is traded internally to more than double (Fig. 3.10). This is accompanied by a 13% drop in external costs (Fig. 3.11).
Figure 3.10 Cumulative energy demands met within the local energy market, plotted over time. Any excess demand is satisfied from the grid at a higher price (Section 3.3.1), so the higher the plotted the line, the better. At the end of the simulation run, the community had 8,402 MWh settled internally under Configuration 1, versus 17,140 and 17,240 MWh with Configurations 2 and 3 respectively.

Figure 3.11 Aggregate financial obligation towards the grid service provider for the community. This quantity is the aggregate of the amount paid to the grid from the community at the retail rate for excess demand, minus the amount earned from the grid at the feed-in tariff for excess production. We do not factor in the internal demand since any transactions related to that amounts to money that stays within the community, and as such as it is welfare-maximizing. When running under Configuration 1, the community’s obligations towards the grid at the end of the 2-month run amount to $5,009, versus $4,352 for Configuration 2, and $4,344 for Configuration 3. All prices in 2013-USD.
Figure 3.12 Cumulative external cost with and without a local energy market. Lower is better. The local energy market is running Configuration 3, the best-performing configuration from Fig. 3.11. Without a local market, the community pays $7,497 to the grid. With a local market, that number drops by 42%. All prices in 2013-USD.

Configurations 2 and 3 run comparably, with Configuration 3 performing better at the margin. For reference, we compare the external cost of the best-performing configuration (Configuration 3) against what we would get if there was no local energy market and the community’s energy needs in their entirety were satisfied by the grid. According to Fig. 3.12, at the end of the 2-month run, the community’s external cost drops by almost half (42% decrease). N.B. that this difference is not equal to cost savings, since we do not account for the money that is exchanged within the community whenever the local market clears. This difference, however, translates directly to aggregate welfare enhancement, since it corresponds to either money that is not spent — because prices in the internal market are lower than the grid’s retail rate —, or money that changes hand inside the community, from one prosumer to another.

Finally, we examine the market and allocative efficiencies under each configuration, as is the case in [144] and [122] respectively.

The market efficiency (Eq. 3.1) is defined as the ratio of energy demand met internally over the energy demand imported from the grid for a given slot. For slot $s_i$: 
The allocative efficiency (Eq. 3.2) is defined as the energy that was traded internally ($E_{trd,i}$) divided by all the energy that could have been traded in that slot. For slot $s_i$, assuming $E_{buy,i}$ ($E_{sell,i}$) is the aggregate energy requested (offered) across all buy (sell) orders for that slot, we have:

$$A_i = \frac{E_{trd,i}}{\min(E_{buy,i}, E_{sell,i})}$$  \hspace{1cm} (3.2)

Figure 3.13 Indexes used to assess the health of the local energy market: market, and allocative efficiency. These are averaged over the course of the case study. Higher is better. Regardless of index we observe that the efficiency of the market is worse under Configuration 1, and comparable between Configurations 2 and 3.

We consider both the averages (Fig. 3.13) and the L2-norms of these metrics (Table 3.5). The L2-norm (Eq. 3.3) is defined as:
Table 3.5 L2-norms $\|x\|_2$ for the market and allocative efficiencies (higher is better), the total energy cost for the community (lower is better), as well as the energy trade (higher is better). “imported” energy stands for energy that is bought from the grid, “exported” is surplus energy that is sold to the grid, and “traded” stands for energy that is traded internally between prosumers. The market efficiency of Configuration 1 is approximately $10 \times$ smaller than the competition. Same goes for the energy that is traded internally, where the L2-norm is approximately half of that of Configurations 2 and 3. Configurations 2 and 3 perform comparably.

<table>
<thead>
<tr>
<th>configuration</th>
<th>efficiency</th>
<th>energy cost ($\times 10^7$)</th>
<th>energy ($\times 10^3$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>market</td>
<td>allocative</td>
<td>imported</td>
</tr>
<tr>
<td>1</td>
<td>26.86</td>
<td>49.09</td>
<td>2.382</td>
</tr>
<tr>
<td>2</td>
<td>252.40</td>
<td>59.90</td>
<td>2.110</td>
</tr>
<tr>
<td>3</td>
<td>261.53</td>
<td>59.94</td>
<td>2.105</td>
</tr>
</tbody>
</table>

$$\|x\|_2 = \sqrt{\frac{1}{S} \sum_{j=1}^{S} (x_j)^2}$$ (3.3)

where $S$ is the total number of 15-minute slots evaluated in this case study with $S = 5758$ for our 2-month timeframe. For completeness, Table 3.5 is expanded with the L2-norms of the total energy cost for all the households in the community, and the energy quantities that were imported (bought from the grid), exported (sold to the grid), or traded internally.

Across all metrics, the common theme is that of Configuration 1 having a substantially negative impact on the performance of the energy market, compared to the rest of the configuration. For instance, its market efficiency is approximately 7 times lower on average (Fig. 3.13), or 10 times worse when comparing L2-norms (Table 3.5). The L2-norm on energy traded internally is approximately half of that of the competition.

Intuitively, these results make sense and build upon the analysis of the previous section (Section 3.4.2). When the market runs on a TMP with decreased effective throughput, as is the case with Configuration 1, it observes less bids and offers per slot. This translates to the market clearing at a suboptimal point. We know this is a suboptimal operation point, because of Configurations 2 and 3 confirm there is room to grow; a LEM running under either of these configurations sees the demand that can be met internally increasing, and its external costs
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decreasing.

When it comes to comparing Configurations 2 and 3, we find both to be comparable across the board; Configuration 3 is only performing marginally better.

However, this improvement comes with an asterisk; the design (Section 3.3.2) is excessively centralized and makes the key-carrying node — the single auctioneer that invokes the \texttt{markEnd} call — a single point of failure. Even if we set ideological objections to centralization aside, the downsides of such an approach are concrete and practical:

1. This node’s private key $vk_i$ for slot $s_i$ can be stolen by an adversary, or shared privately with them in the case of bribery. The adversary then would have an assymetrical market advantage during the bidding for $s_i$, as all the encrypted bids would be known to them.

2. To a lesser degree, the market under Configuration 3 also runs the risk of the key-holding ESCO node deciding to “not show up”, i.e., not invoke the \texttt{markEnd} call for $s_i$. When that happens, no trading takes place during $s_i$ since all the bids remain sealed. Even though in practice, such a risk would be mitigated via collateralization\textsuperscript{27}, it is still worth noting.

### 3.5 Conclusions

In this work, we design and analytically evaluate an auction-based local energy market on a permissioned blockchain. This is a departure from the current related literature that studies the intersection of blockchains and energy markets by treating the blockchain layer as a black box. As our work demonstrates, the design choices in the blockchain layer of a blockchain-based LEM should be explicitly called out and evaluated for possible trade-offs, because they affect both the welfare of the community, and the network’s usage of computing resources.

Our work sets precedence on the blockchain design space definition, and explicitly analyzes its impact on the performance, governance, and decentralization of the LEM. We utilize the

\textsuperscript{27}The ESCOs that assume the key-holding service would sign a deposit-backed contract, as is the case with the ordering service nodes in Section 3.3.2
open-source blockchain platform Hyperledger Fabric [11] for the blockchain layer of our market, and design and present in detail the underlying *smart contract* architecture, the operational parties, and their roles. We also design and implement the market mechanism that sits atop the blockchain layer; to the best of our knowledge, our work is the first to explicitly identify how a closed-order book double auction can be implemented on a blockchain-based LEM.

Finally, a numerical evaluation demonstrates the applicability of our model to a real-world case, and its ability to provide insights on parameter choices during both market infrastructure planning and day-to-day LEM operation. Our case study, based on residential electricity usage data, showed (Section 3.4.2) how a change in the blockchain data model can decrease the market efficiency by approximately 90% (switch from Configuration 2 to Configuration 1), or — as another example — how a change in the way bids are encrypted can result in further market improvements, but at the risk of subverting the proper operation and resilience of the market (switch from Configuration 2 to Configuration 3). The simulation framework that we developed for the numerical evalution has been open-sourced and is available in [60].

We consider that the presented work can be adopted as a canonical framework for designing and evaluating blockchain-based LEMs. Part of our future work includes extending our model to evaluate the use of intelligent market agents, and analyze the market gains that can be had out of this change.
Chapter 4


An edited version of this chapter was originally published in [55].

4.1 Introduction

Utility tariffs that employ time-of-use pricing schemes or demand charges are becoming the norm for high-demand customers, in an effort to keep their demand under control ([84, 181, 209, 216]). On the customer side, an often used solution is to deploy a large capacity battery, charge it during off-peak hours when the electricity is cheap, and have it absorb part of the building’s needs during the on-peak period of the day. Most of the time however, it is not economical for a single customer to deploy such a solution on their own, due to the high battery cost that outweighs the incurred energy cost savings.
Therefore, several buildings within proximity of each other may partner and collectively buy a single battery to serve the needs of the whole cluster. An energy consumption controller deployed in the cluster, along with smart meters with bidirectional connectivity in each building are used to ensure that the battery is (i) used optimally for the cluster, and (ii) shared fairly among its members.

![System diagram](image)

**Figure 4.1** System diagram.

We consider a group of customers that share a battery for peak-shaving purposes, and also sign a group contract with the utility where they effectively get a lower energy unit price in exchange for guaranteeing their power consumption won’t exceed a certain threshold. The lower the threshold (the tighter the constraint), the lower the contract price. If the load exceeds the contract rate, the cluster is paying a premium for every unit above the threshold. Our goal is to minimize the amount of energy drawn at a premium.

From the utility’s point of view, the cluster is treated as a single, atomic entity for billing purposes. However, when it comes to the group, each participant is charged separately for
their own usage. This necessitates the need to monitor the intra-group demand on a per building/stakeholder basis, and motivates us to examine the issue of fair resource sharing. We group the cluster customers into high- and low-demand tiers based on a stochastic characterization of their demand profiles. Our second, parallel goal then is to ensure that the delta between the unit price that each customer is paying is as small as possible.

In order to achieve these goals, we examine two standard resource allocation policies with complementary benefits. We then introduce our own hybrid adaptive policy which allows us to find a sweet spot between the two previous policies. We compare all three and perform sensitivity analysis to identify trends.

We begin with an overview of related and motivating work in Section 4.2. In Sections 4.3 and 4.4 we present our model formulation, and resource-allocation policies respectively. We proceed with the performance evaluation of those policies in Section 4.5, and go over our conclusions in Section 4.6.

4.2 Related Work

Caron et al. [47] consider customers within a local distribution network that have access to the instantaneous total load on the grid, and introduce a distributed ‘time/slackness’ stochastic strategy that reduces the total cost for the customers and makes the overall load profile flatter. Koutsopoulos et al. [142] develop two online scheduling policies where demands are queued if the current load is higher than a threshold, and activated again either right before their deadline expires, or when there is enough residual energy. Using Jensen’s inequality they also derive a lower bound on the average cost performance of all considered scheduling policies. Samadi et al. [192] consider a utility function for the customers and treat this as a welfare maximization problem, solved using a distributed pricing algorithm. Kim et al.[138] assume a time-varying price of electricity and a scheduler with statistical knowledge of future prices, and solve the resulting cost minimization problem by means of a Markov decision process. Alizadeh et al. [8] consider a neighborhood scheduler that queues the energy requests of
'deferrable' loads and optimizes the time at which they are served, so as to lower the overall cost and allow distributed energy resources to contribute. Fahrioglu et al. [87] look into how the utilities could design incentive-compatible contracts for effective demand management, using game theory principles.

Finally, we see parallels to this problem with the one examined by Goudarzi et al. [101] in multi-tier cloud computing systems, where the clients have Service Level Agreements (SLAs) and the system’s profitability depends on the resource allocation that will allow these SLAs to be met.

4.3 Model Formulation

In [19], the behavior of a power consumer is modeled as a $k$-state continuous time Markov Chain, since it is the random superposition of different appliances, themselves considered as multi-level on-off sources, according to [185]. We adopt the modeling assumptions presented in [142] because (i) they capture the bursty nature of arriving requests, as well as (ii) the fact that the chances of having large durations decrease fast, and (iii) they allow for mathematical tractability. We do not introduce any new assumptions.

In our model, a cluster (or ‘network’) comprised of $M$ buildings generates power requests (or jobs). During a peak consumption period $T$, each building $n \in [1, M]$ issues requests (or jobs) according to a homogeneous Poisson process with an arrival rate $\lambda_n$. The time duration of each demand $\tau_{n,j}$ (where $j \in \mathbb{N}^+$ is a request counter), is exponentially distributed with parameter $\mu_n$. The power requirement $p_{n,j}$ of each request is also considered exponentially distributed with parameter $\kappa_n$, and is measured in kW. Each customer request is then characterized by the tuple:

\[ (\alpha_{n,j}, \tau_{n,j}, p_{n,j}) \]
Table 4.1 Notation.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T$</td>
<td>Duration of peak period. Measured in hours.</td>
</tr>
<tr>
<td>$M$</td>
<td>Number of buildings in cluster.</td>
</tr>
<tr>
<td>$n$</td>
<td>Building identifier. $n \in [O, M]$.</td>
</tr>
<tr>
<td>$\lambda_n$</td>
<td>Interarrival rate for power requests of building $n$. (Rate of a homogeneous Poisson process.)</td>
</tr>
<tr>
<td>$\mu_n$</td>
<td>Service rate for power requests of building $n$. (Rate of a homogeneous Poisson process.)</td>
</tr>
<tr>
<td>$\kappa_n$</td>
<td>Rate that determines the power level of the requests of building $n$. (Rate of a homogeneous Poisson process.)</td>
</tr>
<tr>
<td>$j$</td>
<td>Request identifier. $j \in \mathbb{N}^+$.</td>
</tr>
<tr>
<td>$\alpha_{n,j}$</td>
<td>Arrival instant of request $j$ of building $n$. Measured in hours. $\alpha_{n,j} \in [O, T]$.</td>
</tr>
<tr>
<td>$\tau_{n,j}$</td>
<td>Time duration of request $j$ of building $n$. Measured in hours. $\tau_{n,j} \in [O, T]$.</td>
</tr>
<tr>
<td>$p_{n,j}$</td>
<td>Power level of request $j$ of building $n$. Measured in kW. $p_{n,j} \in \mathbb{R}^+$.</td>
</tr>
<tr>
<td>$W$</td>
<td>Nominal power rating of battery. Measured in kW.</td>
</tr>
<tr>
<td>$H$</td>
<td>Discharge duration of battery at its nominal power rating $W$. Measured in hours.</td>
</tr>
<tr>
<td>$\eta$</td>
<td>Charging efficiency of battery. Unitless.</td>
</tr>
<tr>
<td>$C$</td>
<td>Battery capacity. Measured in kWh.</td>
</tr>
<tr>
<td>$RAF_n$</td>
<td>Resource allocation factor for building $n$. Unitless.</td>
</tr>
<tr>
<td>$AUC_n$</td>
<td>Average unit cost of energy for building $n$. Measured in $/kWh$.</td>
</tr>
<tr>
<td>$d_{n,j}(t)$</td>
<td>Demand profile of request $(n, j)$. Measured in kW.</td>
</tr>
<tr>
<td>$L(t)$</td>
<td>Aggregate instantaneous load on the cluster. Measured in kW.</td>
</tr>
<tr>
<td>$J(t)$</td>
<td>Number of active requests on the network at time $t \in [O, T]$.</td>
</tr>
<tr>
<td>$L_{CAP}$</td>
<td>Power threshold set in contract for discounted electricity. Measured in kW.</td>
</tr>
<tr>
<td>$E(t)$</td>
<td>Quantity by which $L(t)$ exceeds $L_{CAP}$. Measured in kW.</td>
</tr>
<tr>
<td>$L_{GC}(t)$</td>
<td>Load served by the grid at the contract rate. Measured in kW.</td>
</tr>
<tr>
<td>$L_{BAT}(t)$</td>
<td>Load served by the battery at the contract rate. Measured in kW.</td>
</tr>
<tr>
<td>$L_{GP}(t)$</td>
<td>Load served by the grid at the premium rate. Measured in kW.</td>
</tr>
<tr>
<td>$p_1$</td>
<td>Unit cost for every kWh drawn from grid-contract. Measured in $.</td>
</tr>
<tr>
<td>$p_2$</td>
<td>Unit cost for every kWh drawn from the battery. Measured in $.</td>
</tr>
<tr>
<td>$p_3$</td>
<td>Unit cost for every kWh drawn from grid-premium. Measured in $.</td>
</tr>
<tr>
<td>$p_{BAT}$</td>
<td>Factor by which $p_2$ is greater than $p_1$. Unitless.</td>
</tr>
<tr>
<td>$p_{GP}$</td>
<td>Factor by which $p_3$ is greater than $p_1$. Unitless.</td>
</tr>
</tbody>
</table>
where $\alpha_{n,j}$ is the interarrival time of requests in hours (hence exponentially distributed with parameter $\lambda_n$), $\tau_{n,j}$ is the duration of the request in hours, and $p_{n,j}$ is the instantaneous power consumption in kW, considered constant throughout $\tau_{n,j}$.

Adopting the notation introduced in [47], the demand profile of each customer request is defined as:

$$d_{n,j}(t) := p_{n,j} \times 1_{\{\alpha_{n,j} \leq t \leq \alpha_{n,j} + \tau_{n,j}\}}$$

where $1$ is the indicator function and $t \in [0, T]$.

Likewise, the aggregate instantaneous load on the network is defined as:

$$L(t) := \sum_{n=1}^{M} \sum_{j} d_{n,j}(t)$$

The number of active requests on the network at any given time $t \in [0, T]$ is:

$$J(t) := \sum_{n=1}^{M} \sum_{j} 1_{\{\alpha_{n,j} \leq t \leq \alpha_{n,j} + \tau_{n,j}\}}$$

The cluster signs a ‘tight guarantee’ contract with the utility for a threshold of $L_{CAP}$ kW. The unit cost for every kWh consumed when the power demand is equal to or less than $L_{CAP}$ kW, is $p_1$. The integral over time of every kW of demand beyond $L_{CAP}$ kW is priced at a premium $p_2 = p_{BAT} \times p_1$ per kWh (i.e. $p_{BAT}$ is a factor of the contract rate).

The grid is equipped with a battery rated at $W$ kW, a discharge duration of $H$ hours at its nominal power rating, and a charging efficiency $\eta$ [98]. At the beginning of $T$ it is fully charged with a capacity of: $C := W \times H$ kWh.

Now, let $E(t)$ be the remainder of the cluster’s aggregate instantaneous load beyond the contract cap of $L_{CAP}$ kW, that is:

$$E(t) := \max(0, L(t) - L_{CAP})$$
Further, let $L_{BAT}$ be the load served by the battery, and $L_{GC}, L_{GP}$ be the loads served by the grid at the contract and premium rate respectively. During peak hours, the cluster’s power requests are served in the following order:

1. When $L(t) \leq L_{CAP}$ all the demands are satisfied by the grid at the low, contract rate of $p_1$ per kWh.

2. When $L_{CAP} < L(t) \leq L_{CAP} + W$:

$$L_{BAT} = E(t)$$

This is the demand served by the battery at a rate of $p_2$ per kWh.

3. When $L(t) \geq L_{CAP} + W$, $E(t)$ is greater than the battery’s nominal rate ($W$ kW), there will be a remainder that is served by the grid at a premium $p_3 = p_{GP} \times p_1$ per kWh.

![Figure 4.2 The three servers/bands in our system.](image)

Note that, in the policy that we consider in this work, the charge $p_2$ of drawing from the battery is higher than the contract rate $p_1$, even though the battery is charged during off-peak
hours when the unit cost of electricity is cheaper. The difference is the self-imposed charge by the cluster in order to pay off the amortized procurement and investment battery costs. The cluster could also settle on a price-point $p_2$ that is less than $p_1$ (i.e. $p_2 < p_1$), depending on the discount rate, the amortization period, and the agreed upon payback period of the investment (book life). The former option constitutes a more aggressive policy, and is the one we focus on here. At any rate, the unit cost $p_2$ for drawing from the battery should be lower than that of drawing from the grid at a premium ($p_3$), otherwise one could just skip the battery in this setup altogether. We therefore have:

\[ p_1 < p_2 < p_3 \]

As shown in Fig. 4.2, we are effectively dealing with three servers that we access in order of increasing cost: grid at the contract rate (grid-contract), battery, and grid at a premium (grid-premium). Each energy request from the buildings is serviced immediately, i.e. there is no deferral. As noted in [142], when each request is served upon arrival, $J(t)$ can be thought of as the occupation process of an $M/M/\infty$ service system; it is therefore a continuous time Markov chain whose steady-state probabilities can be derived from equilibrium equations [26]. The adopted notation is summarized in Table 4.1.

### 4.4 Resource Allocation Policies

We consider the following scheduling policies, all of them put into effect by a network-wide controller that regulates the power flows for every member of the cluster; see Fig. 4.1 for a conceptual system diagram. If we assume that all of the members in the cluster participate in a private blockchain network, the function of this network-wide controller can be regulated by a smart contract that is audited by all members of the network.

In the 'strict bounds' policy (Fig. 4.4), we use the stochastic characteristics of the requests generated by each building, to define a factor proportional to its estimated power needs. We
Figure 4.3 An example of how the ‘strict’ policy works for a given time point \( t \). Buildings 1 and 2 are the only active customers in the cluster at \( t \). Buildings 1 and 2 draw power from grid-contract at a rate defined by their RAF. They can draw energy from the battery server up to a quantity defined by their RAF; the rate at which the draw from the battery however is fixed at \( W/M \). Any excess demand is served by grid-premium.

call this the resource allocation factor and it is defined as follows:

\[
RAF_n := \frac{\lambda_n \mu_n}{\sum \frac{\lambda_n \mu_n}{\lambda_n \mu_n}}
\]  

(4.1)

We then use this quantity to establish bounds for each building when drawing from the grid or the battery. Specifically, each building can draw up to \( RAF_n \times L_{\text{CAP}} \) kW from the grid, and up to \( RAF_n \times C \) kWh of the battery’s initial charge at a maximum rate of \( W/M \) (kW). Any demand above these thresholds is accommodated by the grid at a premium.

In the ‘no bounds’ policy (Fig. 4.4), all customer jobs are queued according to a first-come, first-served (FCFS) logic. The grid-contract server picks up jobs from the head of the queue until \( L(t) \) reaches \( L_{\text{CAP}} \) kW, then the battery comes into play until it becomes full; finally, the grid-premium server picks up any outstanding requests.

The ‘adaptive bounds’ policy (Fig. 4.5) is a hybrid of the previous two; when the aggregate
Figure 4.4 An example of how the ‘no bounds’ policy works for a given time point \( t \). Buildings 1 and 2 are the only active customers in the cluster at \( t \), and their requests are served in first-come, first-served basis. As a result of coming in first, Building 1’s power needs are served by the lower-priced tiers, grid-contract and battery. Compare and contrast with Building 2, whose needs are served exclusively by the battery server, and grid-premium at this point in time.

instantaneous load on the network is less than the grid contract cap \( L_{\text{CAP}} \), access to the grid-contract resource is not constrained. If the about-to-be-admitted job’s power level is such that the total load will exceed the cap, the controller switches to a strict bounds regime. If the overall demand \( L(t) \) drops under \( L_{\text{CAP}} \) again, the ‘no bounds’ policy is put into effect again, and any throttling at the grid-contract level is ceased.

Note that contrary to most of the work presented in Section 4.2, we do not defer load requests; we attempt to identify a resource allocation policy that improves the cluster’s welfare, while serving its requests without delays.

To that effect, we track two output performance measures. One, the amount of energy that the cluster draws from the grid at a premium; this is a quantity that we wish to minimize so as to decrease the utility charges. Two, the average unit cost of energy per server for each customer. We expect this to be higher for a building that cannot tap into the grid-contract
Figure 4.5 An example of how the ‘adaptive’ policy works for two given time point $t_1$ and $t_2$. Buildings 1 and 2 are the only active customers in the cluster at both time points. At $t_1$, the aggregate demand is below $L_{\text{CAP}}$, so the requests are accommodated according to the ‘no bounds’ policy. At time $t_2$, the overall demand exceeds $L_{\text{CAP}}$, so the controller switches to the ‘strict’ policy for serving requests.

In a fair resource allocation regime, the server with the same frequency as another building. In a fair resource allocation regime, the relative difference (or standard deviation) of the average unit costs per server for all buildings should be minimal.

Our expectation is that the ‘strict bounds’ rule will be the fairest of all considered policies, since each customer has uncontended access to their own ‘power’ band in the grid-contract and battery servers\(^1\). This is conditional on our definition of the resource allocation factor, and its appropriateness as an index for each building’s energy consumption throughout the peak period.

The ‘no bounds’ policy is expected to perform well in terms of peak shaving for the whole cluster, since it stacks the incoming jobs on top of each other, without leaving any unused resources in the lower-priced servers (grid-contract and battery).

---

\(^1\)Note that there is no point in assigning bounds for the grid-premium server, since its resources are effectively infinite.
Finally, we expect our ‘adaptive bounds’ policy to combine the positive characteristics of both previous policies to some degree; the fairness of the ‘strict bounds’ policy, and the load compacting of the ‘no bounds’ one. The underlying algorithm behind our ‘adaptive’ policy is shown in Algorithm 1.

Algorithm 1 Adaptive algorithm.

1: \( t \leftarrow 0 \)
2: 
3: \( \text{for } n \in [0, M] \text{ do} \)
4: \( UC_n \leftarrow 0 \) (kWh) \( \triangleright \) UC := usage counter
5: 
6: \( \text{while } t \in (0, T] \text{ do} \)
7: \( \text{if } L(t) < L\text{CAP} \text{ then} \)
8: \( P \leftarrow NB \) \( \triangleright \) P := policy, NB := no bounds policy
9: \( Q_n \leftarrow L\text{CAP} \) (kW) \( \triangleright \) Q := quota
10: \( \text{else} \)
11: \( P \leftarrow SB \) \( \triangleright \) SB := strict bounds policy
12: \( Q_{n@gc} \leftarrow L\text{CAP} \cdot RAF_n \) \( \triangleright \) Units: kW
13: 
14: \( \text{while } UC_n \leq C \cdot RAF_n \text{ do} \)
15: \( Q_{n@bat} \leftarrow W / M \) \( \triangleright \) Units: kW
16: \( Q_{n@bat} \leftarrow 0 \) \( \triangleright \) Units: kW

4.5 Performance Evaluation

All the results below are the averages of 100 replications with 95% confidence intervals.

We consider 10 buildings in our cluster; all of them share the same stochastic characteristics when it comes to the power requests they generate. On average, jobs arrive once per minute, last 50 seconds, and have a power level that we gradually increase in each batch of replications from 20 to 120 kW (this is the x-axis of Fig. 4.6). For the battery we wish to pick a capacity that (a) prevents the cluster from reaching to the grid-premium server when we’re at the lower range of the cluster’s capacity, and (b) does push the cluster toward grid-premium otherwise,
so that we can investigate the interaction of the cluster with all three bands, as the aggregate power demands of the cluster increase. We therefore assume that a 1.5 MWh Lithium-ion battery with 90% round-trip efficiency [90] is shared by the cluster, i.e. $W=500\text{ kW}, H=3\text{ hrs}, C=1500\text{ kWh}, \eta=0.9$. This is the rounded maximum capacity at which the cluster does not draw power from the grid-premium server.

Fig. 4.6a and Fig. 4.6b quantify how well each policy can utilize the available resources, as the load on the network increases. The goal is to minimize the cluster’s exposure to the costly grid-premium server, so we want the energy drawn from it to be as small as possible.

![Figure 4.6](image)

**Figure 4.6** Utilization of premium-priced resources as the network load increases. (a) Top: Energy the cluster draws from grid-premium. (b) Bottom: Percentage of the initial battery charge $C$ that the cluster has used by the end of $T$. 
In that regard, as Fig. 4.6a shows, the ‘strict bounds’ policy performs the worst, and the ‘no bounds’ policy the best, due to its ability to “stack” the jobs on top of each other and fully use the resources of the grid-contract server, before moving to the more expensive battery server, and then to the most expensive grid-premium server. The ‘adaptive bounds’ policy lies in between those two. In the beginning, it stays close to the performance of the ‘no bounds’ policy; the instantaneous load on the network is such that the policy can accommodate within the grid-contract server. As the load increases, the number of times the adaptive policy switches over to the strict policy increases; this is when the distance between the ‘no bounds’ and the ‘adaptive’ curve begins to grow in Fig. 4.6a. Finally, the load becomes so large that the adaptive policy effectively degenerates to the strict one; this corresponds to the rightmost side of the figure.

The adaptive policy is overall closer to the performance of the ‘no bounds’ policy than the strict one, i.e. it does not just perform as the average of these two. Given that the ‘no bounds’ policy here is the optimal one, this result is highly desirable. Notice how all three strategies begin at the same starting point; when the demand is low enough that access to the grid-premium server is minimized, all policies perform the same when it comes to absorbing the cluster’s demand via the grid-contract and battery servers.

Fig. 4.6b complements Fig. 4.6a by showing how the battery server is used. Beginning with the leftmost side of the figure, we see that the strict rule is the first one to access the battery server; as soon as any building hits the ceiling of their allocated band in grid-contract, it moves on the battery server, regardless of any unused resources in the rest of grid-contract. On the contrary, both the ‘no bounds’ and adaptive policies defer access to the battery server until grid-contract is full. The results on the rightmost end will also be interpreted in conjunction with our observations on Figure 3 below. Given that access to grid-premium is inevitable due to the high aggregate load, the fact that the ‘no bounds’ policy uses up most of the battery charge is a desirable quality; the more it draws from the battery, the longer it delays its transition to the premium band. The adaptive policy uses the battery less than the strict
rule, but this is because it utilizes grid-contract in a far more optimal manner.

Figure 4.7 Small buildings: relative unit energy cost difference compared to large buildings. The units in the x-axis are measured in multiples of 20 kW, the mean power level of small buildings.

In Fig. 4.7 we are switching our focus to fairness. Let us consider 9 large buildings and 1 small one in our 10-building cluster. A building falls into the ‘large’ tier if its average power level is at least an order of magnitude larger than a building from the ‘small’ tier. In this example, the small building generates requests with an average power level of 20 kW. For the large buildings in the cluster, this number begins at 200 kW, or 10 times the level of a small building, and eventually grows to 400 kW (this is the x-axis of Fig. 4.7). The mean interarrival and service time rates remain fixed for all buildings at \( \frac{1}{60 \text{ seconds}} \) and \( \frac{1}{50 \text{ seconds}} \) as before. (Note that tiers could have also been drawn by changing how often the buildings generate requests, or how long their requests need to be serviced for, i.e. by modifying the \( \lambda \) or the \( \mu \) parameter.
in the \((\lambda, \mu, \kappa)\) tuple and keeping all other values fixed.

Going back to the considered setup, this is a network where the requests coming from large buildings dominate the network when it comes to using its resources, and as we increase their power level, this phenomenon becomes even more prevalent. It is therefore a good stress test for the fairness performance of all policies. We evaluate fairness as follows: at the end of each run, we multiply the amount of energy each building drew from each of the three servers by their unit cost. We add up these products, and divide the result by the overall energy usage of the building:

\[
AUC_n := \frac{p_1 \times \int_0^T L_{GC,n}(t)dt}{\sum_j p_{n,j} \times t_{n,j}} + \frac{p_2 \times \int_0^T L_{BAT,n}(t)dt}{\sum_j p_{n,j} \times t_{n,j}} + \frac{p_3 \times \int_0^T L_{GP,n}(t)dt}{\sum_j p_{n,j} \times t_{n,j}}
\]

This gives us the average unit cost of energy (notated as \(AUC\) in the formula above) for each building.

In a fair policy, the standard deviation between the unit costs of all buildings should be as small as possible. In our case, since we are dealing with 9 large buildings which have similar unit costs due to their identical stochastic characteristics, we focus on the relative difference between the two tiers as a less biased metric of fairness:

\[
\frac{AUC_{small} - AUC_{large}}{AUC_{small}}
\]

As with the standard deviation, we wish to keep that difference as small as possible.

Examining Fig. 4.7 we observe that, as the network becomes saturated with power requests, all policies eventually settle to a steady state, but the levels at which they settle are different. The
strict strategy performs the best, with the relative difference remaining within 5% throughout the entire range of scenarios considered. The adaptive policy is slightly worse, due to its operation at times as ‘no bounds’; it settles at a relative difference in unit costs of around 7%. However, it constitutes a significant improvement over ‘no bounds’, improving its fairness by a factor of two.

For the adaptive policy, also observe that under heavy load, the unit cost for small buildings is slightly higher than that of large buildings. This happens because in the adaptive regime, when access to grid-contract happens on a first-come, first-serve basis (i.e. when it is effectively operating as ‘no bounds’) there will be instances that this server’s resources are used entirely by the dominant traffic generator on the network, that is, the ‘large building’ tier. Such occurrences bring the tier’s average unit cost down. This is not possible in the ‘strict’ regime since the large buildings are always limited to their own allocated bands and cannot capture grid-contract in its entirety; this is why the strict policy practically tends to zero.

Finally, we examine how sensitive the policies are to changes in the access costs of the premium-priced servers (battery and grid-premium), and whether they pass along this cost difference to the large and small customers in the cluster in a proportional manner. This is always tied directly to the aggregate load on the cluster; performing this sensitivity analysis on a different operating point will bring about different results. However, for a given operating point, this evaluation allows us to identify how each policy utilizes the premium-priced resources (battery and grid-premium) and whether it passes along the cost increases fairly (i.e. does the relative unit cost difference stop increasing as we move to the right in Fig. 4.8?).

In our considered setup, the ‘large building’ tier now generates requests with a fixed average power level of 300$ kW. All other building-related parameters remain the same as before. This is a heavily loaded network that keeps all servers busy.

In Fig. 4.8a, we are gradually increasing the cost parameter $p_{GP}$ that applies when accessing grid-premium (this is the x-axis of Fig. 4.8a). This corresponds to the scenario where the cluster is willing to sign a contract with tighter guarantees, and thus a higher premium if
Figure 4.8 Small buildings: relative unit energy cost difference compared to large buildings. (a) Top: $p_{GP}$ ranges from 3 to 7; $p_{BAT}$ remains fixed at 1.5. The strict policy drew 910 kWh from the battery and 8,952 kWh from grid-premium. Those numbers are 1,500/6,047 for the ‘no bounds’ policy, and 643/7,303 for the adaptive one. (b) Bottom: $p_{BAT}$ ranges from 1.5 to 5. $p_{GP}$ remains fixed at 7. The strict policy drew 910 kWh from the battery and 8,952 kWh from grid-premium. Those numbers are 1,500/6,047 for the ‘no bounds’ policy, and 643/7,303 for the adaptive one.
these guarantees are not honored. (The reward is cheaper access to grid-contract.) In Fig. 4.8b, we keep the cost of accessing grid-premium fixed, and instead gradually increase the cost of drawing from the battery (while keeping it below the grid-premium unit cost at all times). This could correspond to the case when the cluster increases the self-imposed fee of accessing the battery in an attempt to pay off the battery installation costs sooner, or invest in more capacity.

We observe (Fig. 4.8a) that the relative difference between unit costs of small and large customers gradually increases in the ‘strict’ policy. This happens because the large customers are, in relative terms, more exposed to the grid-premium band than the small customer. (Remember that access to the grid-premium server is unrestricted in all policies.) Therefore, the average unit cost of the ‘large-building’ tier increases more than that of the small building. Conversely, and following the same logic, the relative difference decreases when the battery costs increase (Fig. 4.8b); for the power level that we picked for the small building, the percentage of its jobs served by the battery server compared to grid-premium is higher than that of the large buildings, where a sizeable portion is served at grid-premium. A similar argument can be made for the increase that the adaptive rule demonstrates in Fig. 4.8b; the percentage of small building jobs served at the battery is higher than that of large buildings jobs (a considerable portion of which is now served at grid-contract).

Notice that for the adaptive policy, as Fig. 4.8a shows, a cost increase in grid-premium leaves the relative unit cost difference between small and large buildings unaffected. Part of the large building jobs that were served in grid-premium under the strict regime, are now served in grid-contract (in those time instances when the instantaneous total load falls below grid-contract threshold). This leaves the same percentage of ‘grid-premium’-served jobs for both types of buildings, so the cost increase affects them both in equal measure. This is, again, a side-effect of the way the adaptive policy utilizes the lower-priced servers (when operating under a ‘no bounds’ rule), and its advantage over the strict strategy. We note that in both scenarios, the adaptive policy remains a fairer policy than the ‘no bounds’ one, in consistence
with what we saw in the previous section (Fig. 4.7).

The analysis above focuses on (a) the relative ease of access that each type of customer (small/large) has to the grid-contract server, and (b) to the effect the price increases on premium-priced servers have across policies, both by means of the relative unit energy cost difference of small buildings compared to big buildings. Future extensions of this work may also wish to consider the frequency with which each customer accesses the battery when assessing fairness, as extensive battery usage leads to more charging cycles and eventually a degradation of the battery’s life.

4.6 Conclusions

The adaptive policy combines the benefits of both the strict and the ‘no bounds’ policy. In light-load conditions, fairness is not an issue since the lower-tier power resources (grid-contract, and battery) are not congested, and all requests can be accommodated by them. The adaptive policy operates similarly to the ‘no bounds’ rule, thus allowing a cluster to utilize its own resources (grid-contract and battery) optimally, and to avoid premium charges from the utility. When the network is heavily loaded with power requests, fairness does become an issue; we want to ensure that the unit costs for grid-contract and battery for each building are comparable; no one resource should be dominated by a single building or group of buildings. For that reason, the adaptive rule evolves into a strict regime, limiting each customer’s requests per server to their own properly-sized band. The width of these bands is calculated using the resource allocation factor formula introduced (Eq. 4.1).

Because the adaptive policy alternates between these two regimes when it most makes sense, it performs better than an average of the two base policies would. Our sensitivity analysis demonstrates that premium energy usage is closer to the ‘no bounds’ policy –the optimal in that regard–, than to the strict one. Similarly, its fairness is closer to the ‘strict’ strategy than to the ‘no bounds’ one. It is therefore an optimal combination of the two policies, suitable for a microgrid operator where equal weight is given to both cluster-wide cost
minimization and fairness among all customers.
Chapter 5

Directions for Future Work

5.1 Time-lock Puzzles for Encrypted Bids

The market mechanism in our work in Chapter 3 is a double auction market, implemented via a closed order book (Section 3.3.1), in accordance to what similar lines of work in the literature have considered. Unlike those lines of work, we actually described in detail how the closed order book specification would be implemented on a blockchain, and also implemented this in [60]. We considered two ways of achieving a closed order book: the preferred, standard way (Section 3.3.2), in which the bidders post bids encrypted with their own key in the bid phase, then decrypt those bids by posting their private key during the reveal phase, and an alternative way (Section 3.3.2) in which the bidders use the key of a rotating auctioneer, as a means to achieve better performance, but at the risk of subverting the resilience of the market (Section 3.4.2).

In the preferred way of encrypting, we still rely on the bidder to “show up” during the reveal phase and post their private key; without it, the bid remains locked. There is no incentive for the bidder not to do this, because the reservation price they set in their bids (Section 3.3.1) acts as a safeguard against their entering a bad trade. But bids may remain encrypted, either because the bidder’s node crashed and didn’t recover in time, or because their bid wasn’t
posted in the network in time due to a temporary network partition (Section 3.3.2) — when that happens, we have a market clearing price for that slot that is calculated on incomplete data.

What we ultimately want then, is a system where the bids can be decrypted by anyone after a certain time, and not before\(^1\). [33] examines this problem in detail. It will be useful to explore an implementation of our work in Chapter 3 that treats the bids as “time-lock puzzles” [186] created via chained hashes.

Time-lock puzzles are computational problems that require a certain amount of time to solve. They need to be sequential, so that the CPU time needed to solve them approximates real time; otherwise an attacker can use multiple computers in parallel and find the solution before the desired time. With chained hashes, we can achieve just that; for example in [217], an encryptor with 32 computers available running for 8 hours, can create a $\sim 256$ hour timelock (32 8-hour chains).

Do note that the length of a timelock is only an approximation, and as such, a timelock scheme would not work when we want the information released at a precise time-point. As long as the slots in the energy markets are such that allow for some slack in the timed-release of the bids, this scheme could work.

### 5.2 Effect of Communication Links

In our model in Chapter 3, we assume broadband links between the nodes in our system (Section 3.3.1); this is the norm for smart inverters that use the consumer’s own Wi-Fi network to communicate with the utility’s system. However, that is not always the case.

Consider the Solar Partner Program (SPP) [18, 182, 212] in Phoenix, AZ – a project where the regional utility has deployed PV panels across 1,670 rooftops – uses cellular links for communication. Also consider that not all consumers have broadband Internet access — and in some cases, they may not have Internet access at all. Yet utilities are required in certain

\(^1\)That time for our case would be the end of a slot, when we calculate the market clearing price.
jurisdictions to provide equal access to all customers [199].

In general, there is a range of backhaul technologies and bandwidths available for interconnecting the nodes in the distribution grid; broadband (bandwidth: 10s of Mbps), cellular AMI (100s of kbps), or mesh advanced metering infrastructure (AMI) (10s of kbps) are a few of the options available.

It is worth investigating how a blockchain-based LEM scales under different bandwidth settings. For instance, can a set of nodes carrying cellular kits (example [202]) sustain a blockchain-based LEM? For comparison, “normal” latency for cellular links is in the hundreds of milliseconds (200 to 600 ms), while for DSL modems it is an order of magnitude smaller (10 to 70 ms) [226]. Related to this is a latency and bandwidth analysis of LTE for smart grid applications published in [231]. Taking this a step further, what happens when 5G — with even bigger improvements in latency (20-30 ms in the real world) — come into the picture?

Finally, it is also worth looking into what kind of hit the market efficiency takes when losses in packets are taken into account. Tangentially related to this is the work in [229], where the authors look into DER coordination when the communication links between generators are lossy.

5.3 Reputation-Based Markets

We covered atomic exchanges in Chapter 2. These work great when we exchange purely digital assets. As we saw in Section 2.3, blockchains are the perfect instrument for orchestrating atomic exchanges; they give complete, cryptographically-backed assurances that the exchange will be performed atomically and at the end of it, counterparty A will find themselves holding B’s digital asset, and vice-versa.

The problem with all blockchain-based energy markets, however, is that we effectively exchange promises; commitments for something that will happen in future. These commitments may not materialize; the buyer in a transaction may become insolvent by the time the market actually clears, or the seller may be unable to meet the output they promised due to, say,
a forecasting error, or an issue with their generator. In all of these cases, we can mitigate the damage by using the exact same tools we use in traditional energy markets; deposits, collaterals, and corrections of the day-ahead market prediction errors in the real-time market.

Concretely, we can collateralize the sale by having the seller put money in escrow until the production actually takes place. When that happens, the seller gets paid back the escrow, plus the agreed-upon price for the amount of energy they produced. Otherwise, the escrow money is used to cover the part of the contract that the seller was unable to fulfill, by purchasing it from the real-time market. As an example: consider a seller that commits to producing $M$ kWh of electricity during slot $s_i$ for $\$3$. There is a risk that the real-time price at that time is going to be significantly higher than $\$3$. So, when they make the contract for the sale, the seller sends to a smart contract function that acts as an escrow $\$10$. If they end up producing $M$ kWh, they get back the escrow amount plus the $\$3$ for the sale. If not, the escrow amount is used to cover the seller’s contract by purchasing out of real-time markets. If this is, for example, $\$8$, the remainder ($\$2$) is returned to the seller, along with the $\$3$ of the sale. So the seller ends up paying for not fulfilling the contract\(^2\).

While all of this can work, there is still a risk that the real-time market price is higher than the escrow; or that a buyer completely depletes their deposit. N.B. that this problem persists even if we introduce cryptocurrencies into the system, because commitments for production of energy are still a part of the equation.

How can one, then, leverage the real-time auditing capabilities that blockchains give us, in order to minimize or mitigate such edge cases of outstanding debt, in order to make “safer” trades. Put differently, how does overlaying a trust system on the local energy market look like? In [151, 233] the authors address the issue of decentralized trust when buying from anonymous vendors, by designing a Bitcoin wallet where people use shared accounts to take calculated risk towards their friends. Treating this as a maximum flow problem, they use the Ford-Fulkerson method [92] and calculate the total risk exposure of a buyer towards a vendor;

\(^2\)As a sidenote, this right there is the economic disincentive for not accurately predicting energy usage.
the buyer can buy up to a calculated allowance amount without exposing themselves to any more risk than they were willing exposing themselves to before. It is worth examining how such a work can be applied to energy markets.
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Appendix A

Hyperledger Fabric: A Distributed Operating System for Permissioned Blockchains

An edited version of this chapter was originally published in [11]. This is a joint work with IBM and IBM Research. K. Christidis was supported by an IBM PhD Fellowship award during part of this work. His main contribution is on the ordering service component (Section A.4.2). K. Christidis has also served as a core maintainer of the Hyperledger Fabric open source project [85].

A.1 Introduction

A blockchain can be defined as an immutable ledger for recording transactions, maintained within a distributed network of mutually untrusting peers. Every peer maintains a copy of the ledger. The peers execute a consensus protocol to validate transactions, group them into blocks, and build a hash chain over the blocks. This process forms the ledger by ordering the transactions, as is necessary for consistency. Blockchains have emerged with Bitcoin [29] and
are widely regarded as a promising technology to run trusted exchanges in the digital world.

In a public or permissionless blockchain anyone can participate without a specific identity. Public blockchains typically involve a native cryptocurrency and often use consensus based on “proof of work” (PoW) and economic incentives. Permissioned blockchains, on the other hand, run a blockchain among a set of known, identified participants. A permissioned blockchain provides a way to secure the interactions among a group of entities that have a common goal but which do not fully trust each other, such as businesses that exchange funds, goods, or information. By relying on the identities of the peers, a permissioned blockchain can use traditional Byzantine-fault tolerant (BFT) consensus.

Blockchains may execute arbitrary, programmable transaction logic in the form of smart contracts, as exemplified by Ethereum [81]. The scripts in Bitcoin were a predecessor of the concept. A smart contract functions as a trusted distributed application and gains its security from the blockchain and the underlying consensus among the peers. This closely resembles the well-known approach of building resilient applications with state-machine replication (SMR) [194]. However, blockchains depart from traditional SMR with Byzantine faults in important ways: (1) not only one, but many distributed applications run concurrently; (2) applications may be deployed dynamically and by anyone; and (3) the application code is untrusted, potentially even malicious. These differences necessitate new designs.

Many existing smart-contract blockchains follow the blueprint of SMR [194] and implement so-called active replication [54]: a protocol for consensus or atomic broadcast first orders the transactions and propagates them to all peers; and second, each peer executes the transactions sequentially. We call this the order-execute architecture; it requires all peers to execute every transaction and all transactions to be deterministic. The order-execute architecture can be found in virtually all existing blockchain systems, ranging from public ones such as Ethereum (with PoW-based consensus) to permissioned ones (with BFT-type consensus) such as Tendermint [145], Interstellar [124] and Quorum [183]. Although the order-execute design is not immediately apparent in all systems, because the additional transaction validation step may
blur it, its limitations are inherent in all: every peer executes every transaction and transactions must be deterministic.

Prior permissioned blockchains suffer from many limitations, which often stem from their permissionless relatives or from using the order-execute architecture. In particular:

- Consensus is hard-coded within the platform, which contradicts the well-established understanding that there is no “one-size-fits-all” (BFT) consensus protocol [200];

- The trust model of transaction validation is determined by the consensus protocol and cannot be adapted to the requirements of the smart contract;

- Smart contracts must be written in a fixed, non-standard, or domain-specific language, which hinders wide-spread adoption and may lead to programming errors;

- The sequential execution of all transactions by all peers limits performance, and complex measures are needed to prevent denial-of-service attacks against the platform originating from untrusted contracts (such as accounting for runtime with “gas” in Ethereum);

- Transactions must be deterministic, which can be difficult to ensure programmatically;

- Every smart contract runs on all peers, which is at odds with confidentiality, and prohibits the dissemination of contract code and state to a subset of peers.

In this chapter we describe Hyperledger Fabric or simply Fabric, an open-source [85] blockchain platform that overcomes these limitations. Fabric is one of the projects of Hyperledger [120] under the auspices of the Linux Foundation [215]. Fabric is used in more than 400 prototypes, proofs-of-concept, and in production distributed-ledger systems, across different industries and use cases. These use cases include but are not limited to areas such as dispute resolution, trade logistics, FX netting, food safety, contract management, diamond provenance, rewards point management, low liquidity securities trading and settlement, identity management, and settlement through digital currency.
Fabric introduces a new blockchain architecture aiming at resiliency, flexibility, scalability, and confidentiality. Designed as a modular and extensible general-purpose permissioned blockchain, Fabric is the first blockchain system to support the execution of distributed applications written in standard programming languages, in a way that allows them to be executed consistently across many nodes, giving impression of execution on a single globally-distributed blockchain computer. This makes Fabric the first distributed operating system [213] for permissioned blockchains.

The architecture of Fabric follows a novel execute-order-validate paradigm for distributed execution of untrusted code in an untrusted environment. It separates the transaction flow into three steps, which may be run on different entities in the system: (1) executing a transaction and checking its correctness, thereby endorsing it (corresponding to “transaction validation” in other blockchains); (2) ordering through a consensus protocol, irrespective of transaction semantics; and (3) transaction validation per application-specific trust assumptions, which also prevents race conditions due to concurrency.

This design departs radically from the order-execute paradigm in that Fabric typically executes transactions before reaching final agreement on their order. It combines the two well-known approaches to replication, passive and active, as follows.

First, Fabric uses passive or primary-backup replication [38, 54] as often found in distributed databases, but with middleware-based asymmetric update processing [133, 134] and ported to untrusted environments with Byzantine faults. In Fabric, every transaction is executed (endorsed) only by a subset of the peers, which allows for parallel execution and addresses potential non-determinism, drawing on “execute-verify” BFT replication [129]. A flexible endorsement policy specifies which peers, or how many of them, need to vouch for the correct execution of a given smart contract.

Second, Fabric incorporates active replication in the sense that the transaction’s effects on the ledger state are only written after reaching consensus on a total order among them, in the deterministic validation step executed by each peer individually. This allows Fabric to respect
application-specific trust assumptions according to the transaction endorsement. Moreover, the ordering of state updates is delegated to a modular component for consensus (i.e., atomic broadcast), which is stateless and logically decoupled from the peers that execute transactions and maintain the ledger. Since consensus is modular, its implementation can be tailored to the trust assumption of a particular deployment. Although it is readily possible to use the blockchain peers also for implementing consensus, the separation of the two roles adds flexibility and allows one to rely on well-established toolkits for CFT (crash fault-tolerant) or BFT ordering.

Overall, this *hybrid replication* design, which mixes passive and active replication in the Byzantine model, and the *execute-order-validate* paradigm, represent the main innovation in Fabric architecture. They resolve the issues mentioned before and make Fabric a scalable system for permissioned blockchains supporting flexible trust assumptions.

To implement this architecture, Fabric contains modular building blocks for each of the following components:

- An *ordering service* atomically broadcasts state updates to peers and establishes consensus on the order of transactions.

- A *membership service provider* is responsible for associating peers with cryptographic identities. It maintains the permissioned nature of Fabric.

- An optional *peer-to-peer gossip service* disseminates the blocks output by ordering service to all peers.

- *Smart contracts* in Fabric run within a container environment for isolation. They can be written in standard programming languages but do not have direct access to the ledger state.

- Each peer locally maintains the *ledger* in the form of the append-only blockchain and as a snapshot of the most recent state in a key-value store.
The remainder of this chapter describes the architecture of Fabric and our experience with it. Section A.2 summarizes the state of the art and explains the rationale behind various design decisions. Section A.3 introduces the architecture and the execute-order-validate approach of Fabric in detail, illustrating the transaction execution flow. In Section A.4, the key components of Fabric are defined, in particular, the ordering service, membership service, peer-to-peer gossip, ledger database, and smart-contract API. Results and insights gained in a performance evaluation of Fabric with a Bitcoin-inspired cryptocurrency, deployed in a cluster and WAN environments on commodity public cloud VMs, are given in Section A.5. They show that Fabric achieves, in popular deployment configurations, throughput of more than 3500 tps, achieving finality [225] with latency of a few hundred ms and scaling well to over 100 peers. In Section A.6 we discuss a few real production use cases of Fabric. Finally, Section A.7 discusses related work.

A.2 Background

A.2.1 Order-Execute Architecture for Blockchains

All previous blockchain systems, permissioned or not, follow the order-execute architecture. This means that the blockchain network orders transactions first, using a consensus protocol, and then executes them in the same order on all peers sequentially.¹

For instance, a PoW-based permissionless blockchain such as Ethereum combines consensus and execution of transactions as follows: (1) every peer (i.e., a node that participates in consensus) assembles a block containing valid transactions (to establish validity, this peer already pre-executes those transactions); (2) the peer tries to solve a PoW puzzle [166]; (3) if the peer is lucky and solves the puzzle, it disseminates the block to the network via a gossip protocol; and (4) every peer receiving the block validates the solution to the puzzle and all transactions in the block. Effectively, every peer thereby repeats the execution of the lucky

¹In many blockchains with a hard-coded primary application, such as Bitcoin, this transaction execution is called “transaction validation.” Here we call this step transaction execution to harmonize the terminology.
peer from its first step. Moreover, all peers execute the transactions *sequentially* (within one block and across blocks). The order-execute architecture is illustrated by Fig. A.1.

![Order-execute architecture in replicated services.](image)

**Figure A.1** Order-execute architecture in replicated services.

Existing permissioned blockchains such as Tendermint, Chain, or Quorum typically use BFT consensus [44], provided by PBFT [51] or other protocols for atomic broadcast. Nevertheless, they all follow the same order-execute approach and implement classical *active* SMR [54, 194].

### A.2.2 Limitations of Order-Execute

The order-execute architecture is conceptually simple and therefore also widely used. However, it has several drawbacks when used in a general-purpose permissioned blockchain. We discuss the three most significant ones next.

**Sequential execution.** Executing the transactions sequentially on all peers limits the effective throughput that can be achieved by the blockchain. In particular, since the throughput is inversely proportional to the execution latency, this may become a performance bottleneck for all but the simplest smart contracts. Moreover, recall that in contrast to traditional SMR, the blockchain forms a universal computing engine and its payload applications might be deployed by an adversary. A denial-of-service (DoS) attack, which severely reduces the performance of such a blockchain, could simply introduce smart contracts that take a very long time to execute. For example, a smart contract that executes an infinite loop has a fatal effect, but
cannot be detected automatically because the halting problem is unsolvable.

To cope with this issue, public programmable blockchains with a cryptocurrency account for the execution cost. Ethereum [228], for example, introduces the concept of gas consumed by a transaction execution, which is converted at a gas price to a cost in the cryptocurrency and billed to the submitter of the transaction. Ethereum goes a long way to support this concept, assigns a cost to every low-level computation step, introducing its own VM for controlling execution. Although this appears to be a viable solution for public blockchains, it is not adequate in the permissioned model for a general-purpose system without a native cryptocurrency.

The distributed-systems literature proposes many ways to improve performance compared to sequential execution, for instance through parallel execution of unrelated operations [173]. Unfortunately, such techniques are still to be applied successfully in the blockchain context of smart contracts. For instance, one challenge is the requirement for deterministically inferring all dependencies across smart contracts, which is particularly challenging when combined with possible confidentiality constraints. Furthermore, these techniques are of no help against DoS attacks by contract code from untrusted developers.

**Non-deterministic code.** Another important problem for an order-execute architecture are non-deterministic transactions. Operations executed after consensus in active SMR must be deterministic, or the distributed ledger “forks” and violates the basic premise of a blockchain, that all peers hold the same state. This is usually addressed by programming blockchains in domain-specific languages (e.g., Ethereum Solidity) that are expressive enough for their applications but limited to deterministic execution. However, such languages are difficult to design for the implementer and require additional learning by the programmer. Writing smart contracts in a general-purpose language (e.g., Go, Java, C/C++) instead appears more attractive and accelerates the adoption of blockchain solutions.

Unfortunately, generic languages pose many problems for ensuring deterministic execution.
Even if the application developer does not introduce obviously non-deterministic operations, hidden implementation details can have the same devastating effect (e.g., a map iterator is not deterministic in Go). To make matters worse, on a blockchain the burden to create deterministic applications lies on the potentially untrusted programmer. Only one non-deterministic contract created with malicious intent is enough to bring the whole blockchain to a halt. A modular solution to filter diverging operations on a blockchain has also been investigated [43], but it appears costly in practice.

**Confidentiality of execution.** According to the blueprint of public blockchains, many permissioned systems run all smart contracts on all peers. However, many intended use cases for permissioned blockchains require confidentiality, i.e., that access to smart-contract logic, transaction data, or ledger state can be restricted. Although cryptographic techniques, ranging from data encryption to advanced zero-knowledge proofs [193] and verifiable computation [140], can help to achieve confidentiality, this often comes with a considerable overhead and is not viable in practice.

Fortunately, it suffices to **propagate the same state** to all peers instead of running the same code everywhere. Thus, the execution of a smart contract can be restricted to a subset of the peers trusted for this task, that vouch for the results of the execution. This design departs from active replication towards a variant of passive replication [38], adapted to the trust model of blockchain.

### A.2.3 Further Limitations of Existing Architectures

**Fixed trust model.** Most permissioned blockchains rely on asynchronous BFT replication protocols to establish consensus [225]. Such protocols typically rely on a security assumption that among \( n > 3f \) peers, up to \( f \) are tolerated to misbehave and exhibit so-called **Byzantine faults** [32]. The same peers often execute the applications as well, under the same security assumption (even though one could actually restrict BFT execution to fewer peers [232]).
However, such a quantitative trust assumption, irrespective of peers’ roles in the system, may not match the trust required for smart-contract execution. In a flexible system, trust at the application level should not be fixed to trust at the protocol level. A general-purpose blockchain should decouple these two assumptions and permit flexible trust models for applications.

**Hard-coded consensus.** Fabric is the first blockchain system that introduced pluggable consensus. Before Fabric, virtually all blockchain systems, permissioned or not, came with a hard-coded consensus protocol. However, decades of research on consensus protocols have shown there is no such “one-size-fits-all” solution. For instance, BFT protocols differ widely in their performance when deployed in potentially adversarial environments [200]. A protocol with a “chain” communication pattern exhibits provably optimal throughput on a LAN cluster with symmetric and homogeneous links [112], but degrades badly on a wide-area, heterogeneous network. Furthermore, external conditions such as load, network parameters, and actual faults or attacks may vary over time in a given deployment. For these reasons, BFT consensus should be inherently reconfigurable and ideally adapt dynamically to a changing environment [20]. Another important aspect is to match the protocol’s trust assumption to a given blockchain deployment scenario. Indeed, one may want to replace BFT consensus with a protocol based on an alternative trust model such as XFT [152], or a CFT protocol, such as Paxos/Raft [170] and ZooKeeper [126], or even a permissionless protocol.

**A.2.4 Experience with Order-Execute Blockchains**

Prior to realizing the execute-order-validate architecture of Fabric, we gained experience with building a permissioned blockchain platform in the order-execute model, with PBFT [51] for consensus. Namely, previous versions of Fabric (up to v0.6, released in September 2016) have been architected following the ‘traditional’ order-execute architecture.

From feedback obtained in many proof-of-concept applications, the limitations of this
approach became immediately clear. For instance, users often observed diverging states at
the peers and reported a bug in the consensus protocol; in all cases, closer inspection revealed
that the culprit was non-deterministic transaction code. Other complaints addressed limited
performance, e.g., “only five transactions per second,” until users confessed that their average
transaction took 200ms to execute. We have learned that the key properties of a blockchain
system, namely consistency, security, and performance, must not depend on the knowledge
and goodwill of its users, in particular since the blockchain should run in an untrusted
environment.

A.3 Architecture

In this section, we introduce the three-phase execute-order-validate architecture and then explain
the transaction flow.

A.3.1 Fabric Overview

Fabric is a distributed operating system for permissioned blockchains that executes distributed
applications written in general-purpose programming languages (e.g., Go, Java, Node.js). It
securely tracks its execution history in an append-only replicated ledger data structure and
has no cryptocurrency built in.

Fabric introduces the execute-order-validate blockchain architecture (illustrated in Fig. A.2)
and does not follow the standard order-execute design, for reasons explained in Section A.2.
In a nutshell, a distributed application for Fabric consists of two parts:

- A smart contract, called chaincode, which is program code that implements the application
  logic and runs during the execution phase. The chaincode is the central part of a distributed
  application in Fabric and may be written by an untrusted developer. Special chaincodes
  exist for managing the blockchain system and maintaining parameters, collectively called
  system chaincodes (Section A.4.6).
• An endorsement policy that is evaluated in the validation phase. Endorsement policies cannot be chosen or modified by untrusted application developers. An endorsement policy acts as a static library for transaction validation in Fabric, which can merely be parameterized by the chaincode. Only designated administrators may have a permission to modify endorsement policies through system management functions. A typical endorsement policy lets the chaincode specify the endorsers for a transaction in the form of a set of peers that are necessary for endorsement; it uses a monotone logical expression on sets, such as “three out of five” or “\((A \land B) \lor C\)” Custom endorsement policies may implement arbitrary logic (e.g., our Bitcoin-inspired cryptocurrency in Section A.5.1).

Figure A.2 Execute-order-validate architecture of Fabric (rw-set means a readset and writset as explained in A.3.2).

A client sends transactions to the peers specified by the endorsement policy. Each transaction is then executed by specific peers and its output is recorded; this step is also called endorsement. After execution, transactions enter the ordering phase, which uses a pluggable consensus protocol to produce a totally ordered sequence of endorsed transactions grouped in blocks. These are broadcast to all peers, with the (optional) help of gossip. Unlike standard active replication [194], which totally orders transaction inputs, Fabric orders transaction outputs combined with state dependencies, as computed during the execution phase. Each peer
then validates the state changes from endorsed transactions with respect to the endorsement policy and the consistency of the execution in the validation phase. All peers validate the transactions in the same order and validation is deterministic. In this sense, Fabric introduces a novel hybrid replication paradigm in the Byzantine model, which combines passive replication (the pre-consensus computation of state updates) and active replication (the post-consensus validation of execution results and state changes).

A Fabric blockchain consists of a set of nodes that form a network (see Fig. A.3). As Fabric is permissioned, all nodes that participate in the network have an identity, as provided by a modular membership service provider (MSP) (Section A.4.1). Nodes in a Fabric network take up one of three roles:

- **Clients** submit transaction proposals for execution, help orchestrate the execution phase, and, finally, broadcast transactions for ordering.

- **Peers** execute transaction proposals and validate transactions. All peers maintain the blockchain ledger, an append-only data structure recording all transactions in the form of a hash chain, as well as the state, a succinct representation of the latest ledger state. Not all peers execute all transaction proposals, only a subset of them called endorsing peers (or, simply, endorsers) does, as specified by the policy of the chaincode to which the transaction pertains.

- **Ordering Service Nodes (OSN)** (or, simply, orderers) are the nodes that collectively form the ordering service. In short, the ordering service establishes the total order of all transactions in Fabric, where each transaction contains state updates and dependencies computed during the execution phase, along with cryptographic signatures of the endorsing peers. Orderers are entirely unaware of the application state, and do not participate in the execution nor in the validation of transactions. This design choice renders consensus in Fabric as modular as possible and simplifies replacement of consensus protocols in Fabric.
A Fabric network actually supports multiple blockchains connected to the same ordering service. Each such blockchain is called a channel and may have different peers as its members. Channels can be used to partition the state of the blockchain network, but consensus across channels is not coordinated and the total order of transactions in each channel is separate from the others. Certain deployments that consider all orderers as trusted may also implement by-channel access control for peers. In the following we mention channels only briefly and concentrate on one single channel.

In the next three sections we explain the transaction flow in Fabric (depicted in Fig. A.4) and illustrate the steps of the execution, ordering, and validation phases. Then, we summarize the trust and fault model of Fabric (Section A.3.5).
A.3.2 Execution Phase

In the execution phase, clients sign and send the transaction proposal (or, simply, proposal) to one or more endorsers for execution. Recall that every chaincode implicitly specifies a set of endorsers via the endorsement policy. A proposal contains the identity of the submitting client (according to the MSP), the transaction payload in the form of an operation to execute, parameters, and the identifier of the chaincode, a nonce to be used only once by each client (such as a counter or a random value), and a transaction identifier derived from the client identifier and the nonce.

The endorsers simulate the proposal, by executing the operation on the specified chaincode, which has been installed on the blockchain. The chaincode runs in a Docker container, isolated from the main endorser process.

A proposal is simulated against the endorser’s local blockchain state, without synchronization with other peers. Moreover, endorsers do not persist the results of the simulation
to the ledger state. The state of the blockchain is maintained by the peer transaction manager (PTM) in the form of a versioned key-value store, in which successive updates to a key have monotonically increasing version numbers (Section A.4.4). The state created by a chaincode is scoped exclusively to that chaincode and cannot be accessed directly by another chaincode. Note that the chaincode is not supposed to maintain the local state in the program code, only what it maintains in the blockchain state that is accessed with GetState, PutState, and DelState operations. Given the appropriate permission, a chaincode may invoke another chaincode to access its state within the same channel.

As a result of the simulation, each endorser produces a value writeset, consisting of the state updates produced by simulation (i.e., the modified keys along with their new values), as well as a readset, representing the version dependencies of the proposal simulation (i.e., all keys read during simulation along with their version numbers). After the simulation, the endorser cryptographically signs a message called endorsement, which contains readset and writeset (together with metadata such as transaction ID, endorser ID, and endorser signature) and sends it back to the client in a proposal response. The client collects endorsements until they satisfy the endorsement policy of the chaincode, which the transaction invokes (see Section A.3.4). In particular, this requires all endorsers as determined by the policy to produce the same execution result (i.e., identical readset and writeset). Then, the client proceeds to create the transaction and passes it to the ordering service.

Discussion on design choices. As the endorsers simulate the proposal without synchronizing with other endorsers, two endorsers may execute it on different states of the ledger and produce different outputs. For the standard endorsement policy which requires multiple endorsers to produce the same result, this implies that under high contention of operations accessing the same keys, a client may not be able to satisfy the endorsement policy. This is a new consideration compared to primary-backup replication in replicated databases with synchronization through middleware [133]: a consequence of the assumption that no single
peer is trusted for correct execution in a blockchain.

We consciously adopted this design, as it considerably simplifies the architecture and is adequate for typical blockchain applications. As demonstrated by the approach of Bitcoin, distributed applications can be formulated such that contention by operations accessing the same state can be reduced, or eliminated completely in the normal case (e.g., in Bitcoin, two operations that modify the same “object” are not allowed and represent a double-spending attack [166]). In the future, we plan to gradually enhance the liveness semantics of Fabric under contention, in particular to support CRDTs [198] for complementing the current version dependency checks, as well as a per-chaincode lead-endorser that would act as a transaction sequencer.

Executing a transaction before the ordering phase is critical to tolerating non-deterministic chaincodes (see also Section A.2). A chaincode in Fabric with non-deterministic transactions can only endanger the liveness of its own operations, because a client might not gather a sufficient number of endorsements, for instance. This is a fundamental advantage over order-execute architecture, where non-deterministic operations lead to inconsistencies in the state of the peers.

Finally, tolerating non-deterministic execution also addresses DoS attacks from untrusted chaincode as an endorser can simply abort an execution according to a local policy if it suspects a DoS attack. This will not endanger the consistency of the system, and again, such unilateral abortion of execution is not possible in order-execute architectures.

A.3.3 Ordering Phase

When a client has collected enough endorsements on a proposal, it assembles a transaction and submits this to the ordering service. The transaction contains the transaction payload (i.e., the chaincode operation including parameters), transaction metadata, and a set of endorsements. The ordering phase establishes a total order on all submitted transactions per channel. In other words, ordering atomically broadcasts [42] endorsements and thereby establishes consensus
on transactions, despite faulty orderers. Moreover, the ordering service batches multiple transactions into blocks and outputs a hash-chained sequence of blocks containing transactions. Grouping or batching transactions into blocks improves the throughput of the broadcast protocol, which is a well-known technique used in fault-tolerant broadcasts.

At a high level, the interface of the ordering service only supports the following two operations invoked by a peer and implicitly parameterized by a channel identifier:

- \textit{broadcast}(tx): A client calls this operation to broadcast an arbitrary transaction \(tx\), which usually contains the transaction payload and a signature of the client, for dissemination.

- \(B \leftarrow \textit{deliver}(s)\): A client calls this to retrieve block \(B\) with non-negative sequence number \(s\). The block contains a list of transactions \([tx_1, \ldots, tx_k]\) and a hash-chain value \(h\) representing the block with sequence number \(s - 1\), i.e., \(B = ([tx_1, \ldots, tx_k], h)\). As the client may call this multiple times and always returns the same block once it is available, we say the peer \textit{delivers} block \(B\) with sequence number \(s\) when it receives \(B\) for the first time upon invoking \textit{deliver}(s).

The ordering service ensures that the delivered blocks on one channel are totally ordered. More specifically, ordering ensures the following safety properties for each channel:

\textbf{Agreement:} For any two blocks \(B\) delivered with sequence number \(s\) and \(B'\) delivered with \(s'\) at correct peers such that \(s = s'\), it holds \(B = B'\).

\textbf{Hash chain integrity:} If some correct peer delivers a block \(B\) with number \(s\) and another correct peer delivers block \(B' = ([tx_1, \ldots, tx_k], h')\) with number \(s + 1\), then it holds \(h' = H(B)\), where \(H(\cdot)\) denotes the cryptographic hash function.

\textbf{No skipping:} If a correct peer \(p\) delivers a block with number \(s > 0\) then for each \(i = 0, \ldots, s - 1\), peer \(p\) has already delivered a block with number \(i\).

\textbf{No creation:} When a correct peer delivers block \(B\) with number \(s\), then for every \(tx \in B\) some client has already broadcast \(tx\).
For liveness, the ordering service supports at least the following “eventual” property:

**Validity:** If a correct client invokes `broadcast(tx)`, then every correct peer eventually delivers a block $B$ that includes $tx$, with some sequence number.

However, every individual ordering implementation is allowed to come with its own liveness and fairness guarantees with respect to client requests.

Since there may be a large number of peers in the blockchain network, but only relatively few nodes are expected to implement the ordering service, Fabric can be configured to use a built-in *gossip service* for disseminating delivered blocks from the ordering service to all peers (Section A.4.3). The implementation of gossip is scalable and agnostic to the particular implementation of the ordering service, hence it works with both CFT and BFT ordering services, ensuring the modularity of Fabric.

The ordering service may also perform access control checks to see if a client is allowed to broadcast messages or receive blocks on a given channel. This and other features of the ordering service are further explained in Section A.4.2.

**Discussion on design choices.** It is very important that the ordering service does not maintain any state of the blockchain, and neither validates nor executes transactions. This architecture is a crucial, defining feature of Fabric, and makes Fabric the first blockchain system to totally separate consensus from execution and validation. This makes consensus as modular as possible, and enables an ecosystem of consensus protocols implementing the ordering service. The *hash chain integrity* property and the chaining of blocks exist only to make the integrity verification of the block sequence by the peers more efficient. Finally, note that we do not require the ordering service to prevent transaction duplication. This simplifies its implementation and is not a concern since duplicated transactions are filtered in the read-write check by the peers during validation.
A.3.4 Validation Phase

Blocks are delivered to peers either directly by the ordering service or through gossip. A new block then enters the validation phase which consists of three sequential steps:

1. The endorsement policy evaluation occurs in parallel for all transactions within the block. The evaluation is the task of the so-called validation system chaincode (VSCC), a static library that is part of the blockchain’s configuration and is responsible for validating the endorsement with respect to the endorsement policy configured for the chaincode (see Section A.4.6). If the endorsement is not satisfied, the transaction is marked as invalid and its effects are disregarded.

2. A read-write conflict check is done for all transactions in the block sequentially. For each transaction it compares the versions of the keys in the readset field to those in the current state of the ledger, as stored locally by the peer, and ensures they are still the same. If the versions do not match, the transaction is marked as invalid and its effects are disregarded.

3. The ledger update phase runs last, in which the block is appended to the locally stored ledger and the blockchain state is updated. In particular, when adding the block to the ledger, the results of the validity checks in the first two steps are persisted as well, in the form of a bit mask denoting the transactions that are valid within the block. This facilitates the reconstruction of the state at a later time. Furthermore, all state updates are applied by writing all key-value pairs in writeset to the local state.

The default VSCC in Fabric allows monotone logical expressions over the set of endorsers configured for a chaincode to be expressed. The VSCC evaluation verifies that the set of peers, as expressed through valid signatures on endorsements of the transaction, satisfy the expression. Different VSCC policies can be configured statically, however.
Discussion on design choices. The ledger of Fabric contains all transactions, including those that are deemed invalid. This follows from the overall design, because ordering service, which is agnostic to chaincode state, produces the chain of the blocks and because the validation is done by the peers post-consensus. This feature is needed in certain use cases that require tracking of invalid transactions during subsequent audits, and stands in contrast to other blockchains (e.g., Bitcoin and Ethereum), where the ledger contains only valid transactions. In addition, due to the permissioned nature of Fabric, detecting clients that try to mount a DoS attack by flooding the network with invalid transactions is easy. One approach would be to black-list such clients according to a policy that could be put in place. Furthermore, a specific deployment could implement transaction fees (using our currency implementation from Section A.5.1 or another approach) to charge for transaction invocation, which would render a DoS attack prohibitively expensive.

### A.3.5 Trust and Fault Model

Fabric can accommodate flexible trust and fault assumptions. In general, any client is considered potentially malicious or Byzantine. Peers are grouped into organizations and every organization forms one trust domain, such that a peer trusts all peers within its organization but no peer of another organization. The ordering service considers all peers (and clients) as potentially Byzantine.

The integrity of a Fabric network relies on the consistency of the ordering service. The trust model of the ordering service depends directly on its implementation (see Section A.3.3). As of release v1.0.6, Fabric supports a centralized, single-node implementation, used in development and testing, and a CFT ordering service running on a cluster. A third implementation, a proof of concept based on BFT-SMaRt [27], tolerates up to one third of Byzantine OSNs [205].

Note that Fabric decouples the trust model for applications from the trust model of consensus. Namely, a distributed application can define its own trust assumptions, which are conveyed through the endorsement policy, and are independent from those of consensus
implemented by the ordering service (see also Section A.3.4).

### A.4 Fabric Components

Fabric is written in Go and uses the gRPC framework [111] for communication between clients, peers, and orderers. In the following we describe some important components in more detail. Fig. A.5 shows the components of a peer.

<table>
<thead>
<tr>
<th>Peer</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Endorser</td>
<td>Chaincode execution, containers</td>
</tr>
<tr>
<td>Committer</td>
<td>Validation, configuration, sys. chaincode</td>
</tr>
<tr>
<td>Ledger</td>
<td>Block store, peer trans. manager (PTM)</td>
</tr>
<tr>
<td>KVS</td>
<td>LevelDB, CouchDB</td>
</tr>
<tr>
<td>Gossip</td>
<td>Peer-to-peer block gossip</td>
</tr>
</tbody>
</table>

**Figure A.5** Components of a Fabric peer.

### A.4.1 Membership Service

The *membership service provider* (MSP) maintains the identities of all nodes in the system (clients, peers, and OSNs) and is responsible for issuing node credentials that are used for authentication and authorization. Since Fabric is *permissioned*, all interactions among nodes occur through messages that are authenticated, typically with digital signatures. The membership service comprises a component at each node, where it may authenticate transactions, verify the integrity of transactions, sign and validate endorsements, and authenticate other blockchain operations. Tools for key management and registration of nodes are also part of the MSP.
The MSP is an abstraction for which different instantiations are possible. The default MSP implementation in Fabric handles standard PKI methods for authentication based on digital signatures and can accommodate commercial certification authorities (CAs). A stand-alone CA is provided as well with Fabric, called Fabric-CA. Furthermore, alternative MSP implementations are envisaged, such as one relying on anonymous credentials for authorizing a client to invoke a transaction without linking this to an identity [46].

Fabric allows two modes for setting up a blockchain network. In offline mode, credentials are generated by a CA and distributed out-of-band to all nodes. Peers and orderers can only be registered in offline mode. For enrolling clients, Fabric-CA provides an online mode that issues cryptographic credentials to them. The MSP configuration must ensure that all nodes, especially all peers, recognize the same identities and authentications as valid.

The MSP permits identity federation, for example, when multiple organizations operate a blockchain network. Each organization issues identities to its own members and every peer recognizes members of all organizations. This can be achieved with multiple MSP instantiations, for example, by creating a mapping between each organization and an MSP.

### A.4.2 Ordering Service

The ordering service manages multiple channels. On every channel, it provides the following services:

1. Atomic broadcast for establishing order on transactions, implementing the broadcast and deliver calls (Section A.3.3).

2. Reconfiguration of a channel, when its members modify the channel by broadcasting a configuration update transaction (Section A.4.6).

3. Optionally, access control, in those configurations where the ordering service acts as a trusted entity, restricting broadcasting of transactions and receiving of blocks to specified clients and peers.
The ordering service is bootstrapped with a *genesis block* on the *system channel*. This block carries a *configuration transaction* that defines the ordering service properties.

The current production implementation consists of *ordering-service nodes (OSNs)* that implement the operations described here and communicate through the system channel. The actual atomic broadcast function is provided by an instance of Apache Kafka [16] which offers scalable publish-subscribe messaging and strong consistency despite node crashes, based on ZooKeeper. Kafka may run on physical nodes separate from the OSNs. The OSNs act as proxies between the peers and Kafka.

An OSN directly injects a newly received transaction to the atomic broadcast (e.g., to the Kafka broker). OSNs *batch* transactions received from the atomic broadcast and *form blocks*. A block is *cut* as soon as one of three conditions is met: (1) the block contains the specified maximal number of transactions; (2) the block has reached a maximal size (in bytes); or (3) an amount of time has elapsed since the first transaction of a new block was received, as explained below.

This batching process is *deterministic* and therefore produces the same blocks at all nodes. It is easy to see that the first two conditions are trivially deterministic, given the stream of transactions received from the atomic broadcast. To ensure deterministic block production in the third case, a node starts a timer when it reads the first transaction in a block from the atomic broadcast. If the block is not yet cut when the timer expires, the OSN broadcasts a special *time-to-cut* transaction on the channel, which indicates the sequence number of the block which it intends to cut. On the other hand, every OSN immediately cuts a new block upon receiving the *first* time-to-cut transaction for the given block number. Since this transaction is atomically delivered to all connected OSNs, they all include the same list of transactions in the block. The OSNs persist a range of the most recently delivered blocks directly to their filesystem, so they can answer to peers retrieving blocks through *deliver*.

The ordering service based on Kafka is one of three implementations currently available. A centralized orderer, called *Solo*, runs on one node and is used for development. A proof-
of-concept ordering service based on BFT-SMaRt [27] has also been made available [205]; it ensures the atomic broadcast service, but not yet reconfiguration and access control. This illustrates the modularity of consensus in Fabric.

A.4.3 Peer Gossip

One advantage of separating the execution, ordering, and validation phases is that they can be scaled independently. However, since most consensus algorithms (in the CFT and BFT models) are bandwidth-bound, the throughput of the ordering service is capped by the network capacity of its nodes. Consensus cannot be scaled up by adding more nodes [64, 225], rather, throughput will decrease. However, since ordering and validation are decoupled, we are interested in efficiently broadcasting the execution results to all peers for validation, after the ordering phase. This, along with state transfer to newly joining peers and peers that were disconnected for a long time, is precisely the goal of the gossip component. Fabric gossip utilizes epidemic multicast [68] for this purpose. The blocks are signed by the ordering service. This means that a peer can, upon receiving all blocks, independently assemble the blockchain and verify its integrity.

The communication layer for gossip is based on gRPC and utilizes TLS with mutual authentication, which enables each side to bind the TLS credentials to the identity of the remote peer. The gossip component maintains an up-to-date membership view of the online peers in the system. All peers independently build a local view from periodically disseminated membership data. Furthermore, a peer can reconnect to the view after a crash or a network outage.

Fabric gossip uses two phases for information dissemination: during push, each peer selects a random set of active neighbors from the membership view, and forwards them the message; during pull, each peer periodically probes a set of randomly selected peers and requests missing messages. It has been shown [68, 131] that using both methods in tandem is crucial to optimally utilize the available bandwidth and to ensure that all peers receive all messages.
with high probability. In order to reduce the load of sending blocks from the ordering nodes to the network, the protocol also elects a leader peer that pulls blocks from the ordering service on their behalf and initiates the gossip distribution. This mechanism is resilient to leader failures.

### A.4.4 Ledger

The ledger component at each peer maintains the ledger and the state on persistent storage and enables simulation, validation, and ledger-update phases. Broadly, it consists of a block store and a peer transaction manager.

The ledger block store persists transaction blocks and is implemented as a set of append-only files. Since the blocks are immutable and arrive in a definite order, an append-only structure gives maximum performance. In addition, the block store maintains a few indices for random access to a block or to a transaction in a block.

The peer transaction manager (PTM) maintains the latest state in a versioned key-value store. It stores one tuple of the form \((key, val, ver)\) for each unique entry \(key\) stored by any chaincode, containing its most recently stored value \(val\) and its latest version \(ver\). The version consists of the block sequence number and the sequence number of the transaction (that stores the entry) within the block. This makes the version unique and monotonically increasing. The PTM uses a local key-value store to realize its versioned variant, with implementations using LevelDB (in Go) [219] and Apache CouchDB [15].

During simulation the PTM provides a stable snapshot of the latest state to the transaction. As mentioned in Section A.3.2, the PTM records in readset a tuple \((key, ver)\) for each entry accessed by GetState and in writeset a tuple \((key, val)\) for each entry updated with PutState by the transaction. In addition, the PTM supports range queries, for which it computes a cryptographic hash of the query results (a set of tuples \((key, ver)\)) and adds the query string itself and the hash to readset.

For transaction validation (Section A.3.4), the PTM validates all transactions in a block sequentially. This checks whether a transaction conflicts with any preceding transaction (within
the block or earlier). For any key in readset, if the version recorded in readset differs from
the version present in the latest state (assuming that all preceding valid transactions are
committed), then the PTM marks the transaction as invalid. For range queries, the PTM
re-executes the query and compares the hash with the one present in readset, to ensure that no
phantom reads occur. This read-write conflict semantics results in one-copy serializability [135].

The ledger component tolerates a crash of the peer during the ledger update as follows. After receiving a new block, the PTM has already performed validation and marked
transactions as valid or invalid within the block, using a bit mask as mentioned in Section A.3.4.
The ledger now writes the block to the ledger block store, flushes it to disk, and subsequently
updates the block store indices. Then the PTM applies the state changes from writeset of
all valid transactions to the local versioned store. Finally, it computes and persists a value
savepoint, which denotes the largest successfully applied block number. The value savepoint
is used to recover the indices and the latest state from the persisted blocks when recovering
from a crash.

A.4.5 Chaincode Execution

Chaincode is executed within an environment loosely coupled to the rest of the peer, which
supports plugins for adding new chaincode programming languages. Currently Go, Java, and
Node are supported.

Every user-level or application chaincode runs in a separate process within a Docker
container environment, which isolates the chaincodes from each other and from the peer.
This also simplifies the management of the lifecycle for chaincodes (i.e., starting, stopping,
or aborting chaincode). The chaincode and the peer communicate using gRPC messages.
Through this loose coupling, the peer is agnostic of the actual language in which chaincode is
implemented.

In contrast to application chaincode, system chaincode runs directly in the peer process.
System chaincode can implement specific functions needed by Fabric and may be used in
situations where the isolation among user chaincodes is overly restrictive. More details on system chaincodes are given in the next section.

### A.4.6 Configuration and System Chaincodes

Fabric is customized through channel configuration and through special chaincodes, known as system chaincodes.

Recall each channel in Fabric forms one logical blockchain. The configuration of a channel is maintained in metadata persisted in special configuration blocks. Each configuration block contains the full channel configuration and does not contain any other transactions. Each blockchain begins with a configuration block known as the genesis block which is used to bootstrap the channel. The channel configuration includes: (1) definitions of the MSPs for the participating nodes, (2) the network addresses of the OSNs, (3) shared configuration for the consensus implementation and the ordering service, such as batch size and timeouts, (4) rules governing access to the ordering service operations (broadcast, and deliver), and (5) rules governing how each part the channel configuration may be modified.

The configuration of a channel may be updated using a channel configuration update transaction. This transaction contains a representation of the changes to be made to the configuration, as well as a set of signatures. The ordering service nodes evaluate whether the update is valid by using the current configuration to verify that the modifications are authorized using the signatures. The orderers then generate a new configuration block, which embeds the new configuration and the configuration update transaction. Peers receiving this block validate whether the configuration update is authorized based on the current configuration; if valid, they update their current configuration.

The application chaincodes are deployed with a reference to an endorsement system chaincode (ESCC) and to a validation system chaincode (VSCC). These two chaincodes are selected such that the output of the ESCC (an endorsement) may be validated as part of the input to the VSCC. The ESCC takes as input a proposal and the proposal simulation results. If the
results are satisfactory, then the ESCC produces a response, containing the results and the endorsement. For the default ESCC, this endorsement is simply a signature by the peer’s local signing identity. The VSCC takes as input a transaction and outputs whether that transaction is valid. For the default VSCC, the endorsements are collected and evaluated against the endorsement policy specified for the chaincode. Further system chaincodes implement other support functions, such as chaincode lifecycle.

A.5 Evaluation

Even though Fabric is not yet performance-tuned and optimized, we report in this section on some preliminary performance numbers. Fabric is a complex distributed system; its performance depends on many parameters including the choice of a distributed application and transaction size, the ordering service and consensus implementation and their parameters, the network parameters and topology of nodes in the network, the hardware on which nodes run, the number of nodes and channels, further configuration parameters, and the network dynamics. Therefore, in-depth performance evaluation of Fabric is postponed to future work.

In the absence of a standard benchmark for blockchains, we use the most prominent blockchain application for evaluating Fabric, a simple authority-minted cryptocurrency that uses the data model of Bitcoin, which we call Fabric coin (abbreviated hereafter as Fabcoin). This allows us to put the performance of Fabric in the context of other permissioned blockchains, which are often derived from Bitcoin or Ethereum. For example, it is also the application used in benchmarks of other permissioned blockchains [184, 197].

In the following, we first describe Fabcoin (Section A.5.1), which also demonstrates how to customize the validation phase and endorsement policy. In Section A.5.2 we present the benchmark and discuss our results.
A.5.1 Fabric Coin (Fabcoin)

**UTXO cryptocurrencies** The data model introduced by Bitcoin [166] has become known as “unspent transaction output” or *UTXO*, and is also used by many other cryptocurrencies and distributed applications. UTXO represents each step in the evolution of a data object as a separate atomic state on the ledger. Such a state is created by a transaction and destroyed (or “consumed”) by another unique transaction occurring later. Every given transaction destroys a number of *input states* and creates one or more *output states*. A “coin” in Bitcoin is initially created by a *coinbase* transaction that rewards the “miner” of the block. This appears on the ledger as a *coin state* designating the miner as the owner. Any coin can be *spent* in the sense that the coin is assigned to a new owner by a transaction that atomically destroys the current coin state designating the previous owner and creates another coin state representing the new owner.

We capture the UTXO model in the key-value store of Fabric as follows. Each UTXO state corresponds to a unique KVS entry that is created once (the coin state is “unspent”) and destroyed once (the coin state is “spent”). Equivalently, every state may be seen as a KVS entry with logical version 0 after creation; when it is destroyed again, it receives version 1. There should not be any concurrent updates to such entries (e.g., attempting to update a coin state in different ways amounts to double-spending the coin).

Value in the UTXO model is transferred through transactions that refer to several input states that all belong to the entity issuing the transaction. An entity owns a state because the public key of the entity is contained in the state itself. Every transaction creates one or more output states in the KVS representing the new owners, deletes the input states in the KVS, and ensures that the sum of the values in the input states equals the sum of the output states’ values. There is also a policy determining how value is created (e.g., *coinbase* transactions in Bitcoin or specific *mint* operations in other systems) or destroyed.
**Fabcoin implementation** Each state in Fabcoin is a tuple of the form \((key, val) = (txid.j, (amount, owner, label))\), denoting the coin state created as the \(j\)-th output of a transaction with identifier \(txid\) and allocating \(amount\) units labeled with \(label\) to the entity whose public key is \(owner\). Labels are strings used to identify a given type of a coin (e.g., ‘USD’, ‘EUR’, ‘FBC’). Transaction identifiers are short values that uniquely identify every Fabric transaction. The Fabcoin implementation consists of three parts: (1) a client wallet, (2) the Fabcoin chaincode, and (3) a custom VSCC for Fabcoin implementing its endorsement policy.

**Client wallet** By default, each Fabric client maintains a *Fabcoin wallet* that locally stores a set of cryptographic keys allowing the client to spend coins. For creating a **Spend** transaction that transfers one or more coins, the client wallet creates a Fabcoin request \(request = (inputs, outputs, sigs)\) containing: (1) a list of **input coin states**, \(inputs = [\text{in}, \ldots]\) that specify coin states \(\text{in}, \ldots\) the client wishes to spend, as well as (2) a list of **output coin states**, \(outputs = [(\text{amount}, \text{owner}, \text{label}), \ldots]\). The client wallet signs, with the private keys that correspond to the input coin states, the concatenation of the Fabcoin request and a nonce, which is a part of every Fabric transaction, and adds the signatures in a set \(sigs\). A **Spend** transaction is valid when the sum of the amounts in the input coin states is at least the sum of the amounts in the outputs and when the output amounts are positive. For a **Mint** transaction that creates new coins, \(inputs\) contains only an identifier (i.e., a reference to a public key) of a special entity called *Central Bank (CB)*, whereas \(outputs\) contains an arbitrary number of coin states. To be considered valid, the signatures of a **Mint** transaction in \(sigs\) must be a cryptographic signature under the public key of CB over the concatenation of the Fabcoin request and the aforementioned nonce. Fabcoin may be configured to use multiple CBs or specify a threshold number of signatures from a set of CBs. Finally, the client wallet includes the Fabcoin request into a transaction and sends this to a peer of its choice.

**Fabcoin chaincode** A peer runs the chaincode of Fabcoin which simulates the transaction and creates readsets and writesets. In a nutshell, in the case of a **Spend** transaction, for every
input coin state $in \in inputs$ the chaincode first performs $GetState(in)$; this includes $in$ in the readset along with its current version (Section A.4.4). Then the chaincode executes $DelState(in)$ for every input state $in$, which also adds $in$ to the writeset and effectively marks the coin state as “spent.” Finally, for $j = 1, \ldots, |outputs|$, the chaincode executes $PutState(txid,j, out)$ with the $j$-th output $out = (amount, owner, label)$ in $outputs$. In addition, a peer may run the transaction validation code as described next in the VSCC step for Fabcoin; this is not necessary, since the Fabcoin VSCC actually validates transactions, but it allows the (correct) peers to filter out potentially malformed transactions. In our implementation, the chaincode runs the Fabcoin VSCC without cryptographically verifying the signatures (these are verified only in the actual VSCC).

**Custom VSCC** Finally, every peer validates Fabcoin transactions using a custom VSCC. This verifies the cryptographic signature(s) in $sigs$ under the respective public key(s) and performs semantic validation as follows. For a mint transaction, it checks that the output states are created under the matching transaction identifier ($txid$) and that all output amounts are positive. For a spend transaction, the VSCC additionally verifies (1) that for all input coin states, an entry in the readset has been created and that it was also added to the writeset and marked as deleted, (2) that the sum of the amounts for all input coin states equals the sum of amounts of all output coin states, and (3) that input and output coin labels match. Here, the VSCC obtains the input coin amounts by retrieving their current values from the ledger.

Note that the Fabcoin VSCC does not check transactions for double spending, as this occurs through Fabric’s standard validation that runs after the custom VSCC. In particular, if two transactions attempt to assign the same unspent coin state to a new owner, both would pass the VSCC logic but would be caught subsequently in the read-write conflict check performed by the PTM. According to Section A.3.4 and Section A.4.4, the PTM verifies that the current version number stored in the ledger matches the one in the readset; hence, after the first transaction has changed the version of the coin state, the transaction ordered second will be
A.5.2 Experiments

Setup  Unless explicitly mentioned differently, in our experiments: (1) nodes run on Fabric version v1.1.0-preview\textsuperscript{2} instrumented for performance evaluation through local logging, (2) nodes are hosted in a single IBM Cloud (SoftLayer) data center (DC) as dedicated VMs interconnected with 1Gbps (nominal) networking, (3) all nodes are 2.0 GHz 16-vCPU VMs running Ubuntu with 8GB of RAM and SSDs as local disks, (4) a single-channel ordering service runs a typical Kafka orderer setup with 3 ZooKeeper nodes, 4 Kafka brokers and 3 Fabric orderers, all on distinct VMs, (5) there are 5 peers in total, all belonging to different organizations (orgs) and all being Fabcoin endorsers, and (6) signatures use the default 256-bit ECDSA scheme. In order to measure and stage latencies in the transaction flow spanning multiple nodes, the node clocks are synchronized with an NTP service throughout the experiments. All communication among Fabric nodes is configured to use TLS.

Methodology  In every experiment, in the first phase we invoke transactions that contain only Fabcoin mint operations to produce the coins, and then run a second phase of the experiment in which we invoke Fabcoin spend operation on previously minted coins (effectively running single-input, single-output spend transactions). When reporting throughput measurements, we use an increasing number of Fabric CLI clients (modified to issue concurrent requests) running on a single VM, until the end-to-end throughput is saturated, and state the throughput just below saturation. Throughput numbers are reported as the average measured during the steady state of an experiment, disregarding the “tail,” where some client threads already stop submitting their share of transactions. In every experiment, the client threads collectively invoke at least 500k mint and spend transactions.

\textsuperscript{2}Patched with commit IDs 9e770062 and eb437dab in the Fabric master branch.
Experiment 1: Choosing the block size  A critical Fabric configuration parameter that impacts both throughput and latency is block size. To fix the block size for subsequent experiments, and to evaluate the impact of block size on performance, we ran experiments varying block size from 0.5MB to 4MB. Results are depicted in Fig. A.6, showing peak throughput measured at the peers along with the corresponding average end-to-end (e2e) latency.

![Figure A.6 Impact of block size on throughput and latency.](image)

We can observe that throughput does not significantly improve beyond a block size of 2MB, but latency gets worse (as expected). Therefore, we adopt 2MB as the block size for the following experiments, with the goal of maximizing the measured throughput, assuming the end-to-end latency of roughly 500ms is acceptable.

Size of transactions  During this experiment, we also observed the size MINT and SPEND transactions. In particular, the 2MB-blocks contained 473 MINT or 670 SPEND transactions, i.e.,
the average transaction size is 3.06kB for \texttt{spend} and 4.33kB for \texttt{mint}. In general, transactions in Fabric are large because they carry certificate information. Besides, \texttt{mint} transactions of Fabcoin are larger than \texttt{spend} transactions because they carry CB certificates. This is an avenue for future improvement of both Fabric and Fabcoin.

**Experiment 2: Impact of peer CPU** Fabric peers run many CPU-intensive cryptographic operations. To estimate the impact of CPU power on throughput, we performed a set of experiments in which 4 peers run on 4, 8, 16, and 32 vCPU VMs, while also doing coarse-grained latency staging of block validation to identify bottlenecks.

Our experiment focused on the validation phase, as ordering with the Kafka ordering service has never been a bottleneck in our cluster experiments (within one data center). The validation phase, and in particular the VSCC validation of Fabcoin, is computationally intensive, due to its many digital signature verifications. We calculate the validation throughput at the peer based on measuring validation phase latency locally at the peer.

The results, with 2MB blocks, are shown in Fig. A.7, for blocks containing \texttt{mint} (Fig. A.7a) and \texttt{spend} (Fig. A.7b) operations. For both operations the measured throughput and latency scale in the same way with the number of vCPUs. We can observe that the validation effort clearly limits the achievable (end-to-end) throughput. Furthermore, the validation performance by the Fabcoin VSCC scales quasi-linearly with CPU, as the endorsement policy verification by Fabric’s VSCC is embarrassingly parallel. However, the read-write-check and ledger-access stages are sequential and become dominant with a larger number of cores (vCPUs). This is in particular noticeable for \texttt{spend} transactions, since more \texttt{spend} than \texttt{mint} transactions can fit into a 2MB block, which prolongs the duration of the sequential validation stages (i.e., read-write-check and ledger-access).

This experiment suggests that future versions of Fabric could profit from pipelining the validation stages (which are now sequential), removing sequential overhead in the peer that causes a noticeable difference between validation and end-to-end throughput, optimizing
Figure A.7 Impact of peer CPU on end-to-end throughput, validation throughput and block validation latency.

(a) Blocks containing only MINT transactions.

(b) Blocks containing only SPEND transactions.
stable-storage access, and parallelizing read-write dependency checks.

Finally, in this experiment, we measured over 3560 transactions per second (tps) average spend (end-to-end) throughput at the 32-vCPU peer. The mint throughput is, in general, slightly lower than that of spend, but the difference is within 10%, with 32-vCPU peer reaching over 3420 tps average mint throughput.

**Latency profiling by stages** We further performed coarse-grained profiling of latency during our previous experiment at the peak reported throughput. Results are depicted in Table A.1. The ordering phase comprises broadcast-deliver latency and internal latency within a peer before validation starts. The table reports average latencies for mint and spend, standard deviation, and tail latencies.

<table>
<thead>
<tr>
<th>Stage Description</th>
<th>avg</th>
<th>st.dev</th>
<th>99%</th>
<th>99.9%</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) endorsement</td>
<td>5.6 / 7.5</td>
<td>2.4 / 4.2</td>
<td>15 / 21</td>
<td>19 / 26</td>
</tr>
<tr>
<td>(2) ordering</td>
<td>248 / 365</td>
<td>60.0 / 92.0</td>
<td>484 / 624</td>
<td>523 / 636</td>
</tr>
<tr>
<td>(3) VSCC val.</td>
<td>31.0 / 35.3</td>
<td>10.2 / 9.0</td>
<td>72.7 / 57.0</td>
<td>113 / 108.4</td>
</tr>
<tr>
<td>(4) R/W check</td>
<td>34.8 / 61.5</td>
<td>3.9 / 9.3</td>
<td>47.0 / 88.5</td>
<td>59.0 / 93.3</td>
</tr>
<tr>
<td>(5) ledger</td>
<td>50.6 / 72.2</td>
<td>6.2 / 8.8</td>
<td>70.1 / 97.5</td>
<td>72.5 / 105</td>
</tr>
<tr>
<td>(6) validation (3+4+5)</td>
<td>116 / 169</td>
<td>12.8 / 17.8</td>
<td>156 / 216</td>
<td>199 / 230</td>
</tr>
<tr>
<td>(7) end-to-end (1+2+6)</td>
<td>371 / 542</td>
<td>63 / 94</td>
<td>612 / 805</td>
<td>646 / 813</td>
</tr>
</tbody>
</table>

We observe that ordering dominates the overall latency. We also see that average latencies lie below 550ms with sub-second tail latencies. In particular, the highest end-to-end latencies in our experiment come from the first blocks, during the load build-up. Latency under lower load can be regulated and reduced using the time-to-cut parameter of the orderer (see Section A.3.3), which we basically do not use in our experiments, as we set it to a large value.
Experiment 3: SSD vs. RAM disk  To evaluate the potential gains related to stable storage, we repeated the previous experiment with RAM disks (tmpfs) mounted as stable storage at all peer VMs. The benefits are limited, as tmpfs only helps with the ledger phase of the validation at the peer. We measured sustained peak throughput at 3870 SPEND tps at 32-vCPU peer, roughly a 9% improvement over SSD.

Experiment 4: Scalability on LAN  In this and the following experiment we increase the number of peers (with 16 vCPUs each) to evaluate the scalability of Fabric.

In this experiment we maintain one peer per organization hosted in a single IBM Cloud DC (Hong Kong, HK). All peers receive blocks directly from the ordering service without gossip. We start from 20 peers (10 of which are Fabcoin endorsers) and increase the number of peers to 100. The achievable peak throughput in function of the number of peers is depicted in Fig. A.8 (“LAN” suffix).

![Figure A.8 Impact of varying number of peers on non-endorsing peer throughput.](image)

We observe that the Kafka ordering service handles the added number of peers well and scales with the increase. As peers connect randomly to OSNs, the bandwidth of 3 OSNs should
become a bottleneck with the 1Gbps nominal throughput of the network. However, this does not occur. We tracked down the reason for this and found that the provisioned bandwidth in the IBM Cloud was higher than nominal one, with netperf reporting consistently 5-6.5Gbps between pairs of nodes.

Experiment 5: Scalability over two DCs and impact of gossip  In a follow-up experiment, we moved the ordering service, 10 endorsers, and the clients to the nearby Tokyo (TK) data center, leaving the non-endorsing peers in the HK DC. The goal in this (and the next) experiment is to evaluate the system when the network bandwidth becomes the bottleneck. We varied the number of non-endorsing peers in HK from 20 to 80, maintaining direct connectivity with the ordering service (i.e., one peer per org), in addition to 10 endorsing peers in TK. The single-TCP netperf throughput reported between two VMs in TK and HK is 240 Mbps on average.

The peak throughput in function of the (total) number of peers is depicted in Fig. A.8 (“2DC” suffix). We clearly see that the throughput is basically the same as in the previous experiment with 30 peers, but it drops when the number of peers increases. The throughput is reduced since the network connections of 3 OSNs in TK are saturated. We measured 1910 tps \textit{mint} and 2190 tps \textit{spend} throughput (at HK peers) with a total of 90 peers in this configuration.

To cope with this, and to improve the scalability over a WAN, Fabric may employ gossip (Section A.4.3). We repeated the last measurement with 80 peers in HK (totaling 90 peers) but reconfigured these peers into 8 orgs of 10 peers each. In this configuration, only one leader peer per org connects directly to the ordering service and gossips the blocks to the others in its org. This experiment (with a gossip fanout of 7) achieves 2544/2753 tps \textit{mint}\textit{/spend} average peak throughput at HK peers, which means that gossip nicely serves its intended function. The throughput is somewhat lower than in the LAN experiment, as org leader peers (directly connected to OSNs in both experiments) now need to manage gossip as well.
Experiment 6: Performance over multiple data centers (WAN) Finally, we extend the last experiment to 5 different data centers: Tokyo (TK), Hong Kong (HK), Melbourne (ML), Sydney (SD), and Oslo (OS), with 20 peers in each data center, totaling 100 peers. As in the previous experiment, the ordering service, 10 endorsers, and all clients are in TK. We run this experiment without gossip (one peer per org) and with gossip (10 orgs of 10 peers, 2 orgs per data center, fanout 7). The results are summarized in Table A.2, averaged across peers belonging to same data center. For reference, the first row of the table shows the netperf throughput between a VM in a given data center and TK.

Table A.2 Experiment with 100 peers across 5 data centers.

<table>
<thead>
<tr>
<th></th>
<th>HK</th>
<th>ML</th>
<th>SD</th>
<th>OS</th>
</tr>
</thead>
<tbody>
<tr>
<td>netperf to TK [Mbps]</td>
<td>240</td>
<td>98</td>
<td>108</td>
<td>54</td>
</tr>
<tr>
<td>peak MINT / SPEND (without gossip)</td>
<td>1914 / 2048</td>
<td>1914 / 2048</td>
<td>1914 / 2048</td>
<td>1389 / 1838</td>
</tr>
<tr>
<td>peak MINT / SPEND (with gossip)</td>
<td>2553 / 2762</td>
<td>2558 / 2763</td>
<td>2271 / 2409</td>
<td>1484 / 2013</td>
</tr>
</tbody>
</table>

The results again clearly show the benefits of using gossip when the peers are scattered over a WAN. We observe interesting results with the peers in OS and SD compared to HK and ML. The lower throughput with gossip for SD is due to CPU limitations of VMs in SD; with the same specification, they achieve lower validation throughput than peers in HK and ML. In OS the total throughput is much lower. The bottleneck, however, is not the bandwidth of the ordering service but the single-TCP connection bandwidth from OS to TK, as our netperf measurement suggests. Hence, the true benefits of gossip in OS cannot be observed; we attribute the slight improvement in throughput in OS in the experiment with gossip to fewer TCP connections running from OS to TK.
A.6 Applications and Use Cases

Major cloud operators already offer (or have announced) “blockchain-as-a-service” running Fabric, including Oracle, IBM, and Microsoft. Moreover, Fabric currently powers more than 400 prototypes and proofs-of-concepts of distributed ledger technology and several production systems, across different industries and use cases [176]. Examples include a food-safety network [6], cloud-service blockchain platforms for banking [96], and a digital global shipping trade [110] solution. In this section, we illustrate some real use cases where Fabric has been deployed.

Foreign exchange (FX) netting  A system for bilateral payment netting of foreign exchange runs on Fabric. It uses a Fabric channel for each pair of involved client institutions for privacy. A special institution (the “settler”) responsible for netting and settlement is a member of all channels and runs the ordering service. The blockchain helps to resolve trades that are not settling and maintains all the necessary information in the ledger. This data can be accessed in real time by clients and helps with liquidity, resolving disputes, reducing exposures, and minimizing credit risk [196].

Enterprise asset management (EAM)  This solution tracks hardware assets as they move from manufacturing to deployment and eventually to disposal, capturing additionally licenses of software assets associated with the hardware. The blockchain records the various life-cycle events of assets and the associated evidence. The ledger serves as a transparent system of record between all participants who are involved with the asset, which improves the data quality that traditional solutions struggle with. The multi-party consortium blockchain runs among the manufacturer, shippers, receivers, customers, and the installers. It uses a 3-tiered architecture, with a user interface connecting through the Fabric client to the peers. A detailed description of the first version is available online [224].
Global cross-currency payments In collaboration with Stellar.org and KlickEx Group, IBM has operated a cross-currency payment solution since October 2017, which processes transactions among partners in the APFII organization in the Pacific region [121]. The Fabric blockchain records financial payments in the form of transactions endorsed by the participants, together with the conditions they agree on. All appropriate parties have access and insight into the clearing and settlement of financial transactions.

The solution is designed for all payment types and values, and allows financial institutions to choose the settlement network. In particular, settlement may use different methods, and Fabric makes a decision on how to settle a payment, depending on the configuration of the participants. One possible kind of settlement is through Lumens (Stellar’s cryptocurrency), other ways are based on the type of the traded financial instrument.

A.7 Related Work

The architecture of Fabric resembles that of a middleware-replicated database as pioneered by Kemme and Alonso [133]. However, all existing work on this addressed only crash failures, not the setting of distributed trust that corresponds to a BFT system. For instance, a replicated database with asymmetric update processing [134, Sec. 6.3] relies on one node to execute each transaction, which would not work on a blockchain. The execute-order-validate architecture of Fabric can be interpreted as a generalization of this work to the Byzantine model, with practical applications to distributed ledgers.

Byzantium [97] and HRDB [223] are two further predecessors of Fabric from the viewpoint of BFT database replication. Byzantium allows transactions to run in parallel and uses active replication, but totally orders BEGIN and COMMIT/ROLLBACK using a BFT middleware. In its optimistic mode, every operation is coordinated by a single master replica; if the master is suspected to be Byzantine, all replicas execute the transaction operations for the master and it triggers a costly protocol to change the master. HRDB relies in an even stronger way on a correct master. In contrast to Fabric, both systems use active replication, cannot handle a
flexible trust model, and rely on deterministic operations.

In Eve [129] a related architecture for BFT SMR has also been explored. Its peers execute transactions concurrently and then verify that they all reach the same output state, using a consensus protocol. If the states diverge, they roll back and execute operations sequentially. Eve contains the element of independent execution, which also exists in Fabric, but offers none of its other features.

A large number of distributed ledger platforms in the permissioned model have come out recently, which makes it impossible to compare to all (some prominent ones are Tendermint [145], Quorum [183], Chain Core [124], Multichain [165], Hyperledger Sawtooth [175], the Volt proposal [197], and more, see references in recent overviews [44, 72]). All platforms follow the order-execute architecture, as discussed in Section A.2. As a representative example, take the Quorum platform [184], an enterprise-focused version of Ethereum. With its consensus based on Raft [170], it disseminates a transaction to all peers using gossip and the Raft leader (called minter) assembles valid transactions to a block, and distributes this using Raft. All peers execute the transaction in the order decided by the leader. Therefore it suffers from the limitations mentioned in Section A.1 and Section A.2.

A.8 Conclusions

Fabric is a modular and extensible distributed operating system for running permissioned blockchains. It introduces a novel architecture that separates transaction execution from consensus and enables policy-based endorsement and that is reminiscent of middleware-replicated databases.

Through its modularity, Fabric is well-suited for many further improvements and investigations. Future work will address (1) performance by exploring benchmarks and optimizations, (2) scalability to large deployments, (3) consistency guarantees and more general data models, (4) other resilience guarantees through different consensus protocols, (5) privacy and confidentiality for transactions and ledger data through cryptographic techniques, and much
more.
Appendix B

Acronyms

Sorted alphabetically.

ACL  Access Control Layer
AMI  Advanced Metering Infrastructure
API  Application Programming Interface
AUC  Average Unit Cost
BFT  Byzantine Fault Tolerance
BGP  Border Gateway Protocol
BLE  Bluetooth Low Energy
BMG  Brooklyn Microgrid
BP   Bid Phase
CA   Certification Authority
CB   Central Bank
CFT  Crash Fault Tolerance
CLI  Command-Line Interface

CPU  Central Processing Unit

CRDT  Conflict-Free Replicated Data type

DAM  Day-Ahead Market

DC  Datacenter

DER  Distributed Energy Resource

DoS  Denial of Service

DSO  Distribution System Operator

E2E  End-to-End

EAM  Enterprise Asset Management

ECDSA  Elliptic Curve Digital Signature Algorithm

EIA  Energy Information Administration

EIM  Earnings Impact Mechanism

ERCOT  Electric Reliability Council of Texas

ESCC  Endorsement System Chaincode

ESCO  Energy Service Company

ETL  Extract, Transform, and Load

EV  Electric Vehicle

FCFS  First-Come, First-Served

FX  Foreign Exchange
GSM  Global System for Mobile communications

GSP  Grid Service Provider

HDIAC Homeland Defense and Security Information Analysis Center

ICT  Information and Communications Technology

IoT Internet of Things

ISO  Independent System Operator

KVS  Key-Value Store

KYC  Know Your Customer

LAMP Landau Microgrid Project

LAN  Local Area Network

LCOE Levelized Cost of Energy

LEM Local energy market

LTE  Long-Term Evolution

M2M Machine-to-Machine

MCP Market-Clearing Price

MSP Membership Service Provider

MVCC Multiversion Concurrency Control

OSN Ordering Service Node

PBFT Practical Byzantine Fault Tolerance

PBR Performance-Based Regulation
PoW  Proof-of-Work
PoS  Proof-of-Stake
PPU  Price Per Unit
PSC  Public Service Commission
PTM  Peer Transaction Manager
PUC  Public Utilities Commission
PV  Photovoltaic
Q#  Quarter #
RAF  Resource Allocation Factor
REV  Reforming the Energy Vision
RP  Reveal Phase
RTM  Real-Time Market
SAIDI  System Average Interruption Duration Index
SAIFI  System Average Frequency Duration Index
SLA  Service-Level Agreement
SMR  State-Machine Replication
SPP  Solar Partner Program
TE  Transactive Energy
TES  Transactive Energy System
TLS  Transport Layer Security
**TMP**  Transaction Management Platform

**TPS**  Transactions Per Second

**TTP**  Trusted Third Party

**US**  United States

**USD**  US Dollar

**UTXO**  Unspent Transaction Output

**UUID**  Unique Identification Number

**vCPU**  Virtual Central Processing Unit

**VSCC**  Validation System Chaincode

**VM**  Virtual Machine

**VOST**  Value of Solar Tariff

**WAN**  Wide Area Network