
ABSTRACT

YU, YAHE. Machine Learning Approach to Biological Applications: STI Strategies for HIV
and Evolutionary Genetics. (Under the direction of Hien Tran.)

With the rapid development of artificial intelligence in last decades, many biological

problems can be solved by using artificial intelligence methods. In this thesis, we mainly

focus on two applications.

In the first chapter, we use reinforcement methods to find optimal strategies for HIV

patient. HIV stands for human immunodeficiency virus. HIV infection was an acute fatal

disease in the 1980s, but it is a manageable chronic disease now. The HIV infected patients,

regardless of how long they’ve had the virus or how they got infected, can have an unde-

tectable viral load and enjoy a long and healthy life by taking the antiretroviral treatment

(ART). Structured treatment interruption (STI) is a new therapy for HIV infected patients.

STI may be used to reduce side effects of medications, to enhance a medication’s effective-

ness when restarted, or as a step towards stopping treatment altogether. But how to make a

proper STI strategy for HIV patients is still a difficult problem. In this thesis, we introduce

the XGBoost regression method into fitted Q iteration algorithm to design STI treatment

for HIV patients. The XGBoost based fitted Q iteration converges faster than conventional

extra-trees based fitted Q iteration on HIV problems. By using an XGBoost based fitted

Q iteration algorithm, we can obtain the optimal STI strategy with fewer training data

compared with extra-trees based fitted Q iteration. Finally, comparing with extra-trees

based fitted Q, XGBoost based fitted Q is much more computationally efficient.

In the second chapter, we use deep learning methods to find the exponential growth

virus infection samples. Being able to detect exponential growth samples is of paramount

importance. We can use this to predict an epidemic, or check a virus adaptation to the

drug pressure, i.e, drug resistance, or check the immune escape within a person. However,

it is very difficult to find the exponential growth samples in a very big sequence of data.

The demographic history leads to differences in the shapes of phylogenetic trees, as well

as the pairwise difference matrices. We transfer all pairwise difference matrices from the

simulated sequence data into heat maps. By using two UNet++ networks and a softmax

classifier, we can successfully find all the exponential blocks, which ranged from size 5 to

125, contained in the heat maps. Finally, a probability that a sequencing sample contains

an exponential block will also be provided.
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CHAPTER

1

USING REINFORCEMENT LEARNING

METHODS TO FIND THE OPTIMAL STI

STRATEGIES FOR HIV PATIENTS

1.1 Introduction

The traditional way for designing the medical treatment strategies is based on the standard-

ized application of clinical studies and experience, and mainly relied on trial-and-error to

guide decisions for individual patients. The clinicians need to make a series of sequential

treatment strategy for many diseases, especially the chronic and acute diseases. The strat-

egy is to decide when to give the treatment, change the treatment and stop the treatment.

Usually it is difficult for clinicians to make those strategies. The clinicians mainly relied on

their general clinical practice and intuition, the patient’s overall medical history, as well as

the observed responses to different treatments.

HIV stands for human immunodeficiency virus. The virus can weakens a person’s im-

mune system by attacking cells in the immune system that fight diseases and infections.

The cells being killed in the immune system are called T-helper cells, also referred to as

CD4+ T-lymphocytes. After the virus killed the CD4+ cells, it will make more copies of itself.
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The virus will gradually weaken the infected person’s immune system. If the HIV virus is

left untreated, it will cause the acquired immunodeficiency syndrome (AIDS). AIDS is the

end-stage disease of HIV [Wei93]. HIV is found in semen, blood, vaginal and anal fluids, and

breastmilk. It is mainly passed on through unprotected sex (without a condom), sharing

needles or syringes and during pregnancy, birth, or breastfeeding.

Despite significant recent advances in medical technology, there is still no effective way

to cure the HIV. But the HIV infected patient can have an undetectable viral load and enjoys

a long and healthy life by taking the antiretroviral treatment (ART). However, ART is not

a cure for HIV. It only keeps HIV under control, so it will not affect the infected people’s

normal life. ART is a combination of drugs that is commonly used to treats HIV. Usually,

ART contains a combination of 3 or more drugs to have the greatest chance of lowering the

amount of HIV in infected patient. The drugs used to treat HIV can be divided into two

categories: protease inhibitors (PIs) and reverse transcriptase inhibitors (RTIs). RTIs can

prevent HIV RNA converted into DNA. So RTIs can block the integration of the viral code

into the target cell [Ada04]. Meanwhile, PIs can prevent the normal structuring and cutting

of the viral proteins before they are released from the host cell. PIs works in the final stage

of the viral life. Thus PIs can dramatically reduce the number of infectious virus particles

that released by the infected cell.

Nowadays, ART is recommended for all people with HIV, regardless of how long they’ve

had the virus or how healthy they are. But the flaws of this treatment are obvious. Patients

experience many common side effects when they take the ART. Also, some of them have

the poor adherence to the drugs. In the long term use, it can increase the risk of myocardial

infarction [AHDDSG03]. Another disadvantage of ART is the cost of ART is very expensive.

The per-person lifetime cost is very high, which is around 77,300 dollars with the three-

drugs therapy [Fre01]. So how to properly and efficiently administer the treatment is still

an open problem that is worth to explore. Structured treatment interruption (STI) is an

alternative treatment strategy designed to overcome these problems [Lor00]. STI is one of

the most controversial and interesting topics in HIV medicine. The key part of STI is cycled

on and off (turn on and off) the drug therapy on a fixed schedule (long or short) in order to

reduce a patient’s exposure to antiretroviral agents [Rui00].

The Berlin patient, Timothy Ray Brown, considered to be the first person cured of

HIV/AIDS. This patient was treated soon after he was diagnosed with HIV infection. How-

ever, the treatment was interrupted on two occasions due to the intercurrent conditions.

After the third introduction of therapy, treatment was terminated and the Berlin patient

had continual suppression of viral replication in the absence of any ART [Jes14]. After this,

there has been a growing interest in finding the optimal STI strategy for HIV infection

2



circa 2000. In 2000, Lori et al. designed the structured treatment interruptions to control

HIV-1 infection [Lor00]. In 2004, Adams et al. developed a nonlinear ODE model for HIV

infection by investigating the single drug control [Ada05]. In 2005, Adams et al. formulated a

dynamic model with compartments including target cells, infected cells, virus, and immune

response that is subject to multiple drug treatments as control inputs [Ada04]. They found

the suboptimal STI strategy for HIV infected patients by using the ideas from dynamic

programming. In 2006, Ernst et al. applied a reinforcement learning method, which is

called fitted Q iteration algorithm, to find the optimal STI strategies for HIV [Ern06]. In this

chapter, we will apply a new method, called XGBoost based fitted Q iteration, to find the

optimal STI strategy for HIV patients.

1.2 Tree-Based Methods

Tree-based methods are one of the mostly used machine learning methods. They can be

used to solve both classification and regression problems. They are conceptually simple

but powerful. They have the high accuracy, stability and ease of interpretation. There are

many tree-based methods, including decision tree, random forest, extra-trees and gradient

boosting trees, etc. We will introduce them in this section.

1.2.1 Decision tree

Decision tree is a very commonly used machine learning method and the basic of the tree

based methods. It can be used to both classification and regression problems. The goal of

the decision tree is to create a model that predicts the value of a target variable based on

several input variables.

In general, a decision tree contains a root node, several internal nodes and several leaf

nodes. Leaf nodes correspond to decision results, while each of the other nodes corresponds

to an attribute test. The set of samples contained in each node is partitioned into child

nodes based on the results of the attribute test. The root node contains the entire set of

samples. The path from the root node to each leaf node corresponds to a sequence of

decision tests. The purpose of decision tree learning is to produce a decision tree with

strong generalization capability, i.e., the ability to handle unseen samples.

The generation of a decision tree is a recursive process. In the basic decision tree algo-

rithm, there are three situations that cause recursion to stop: (1) the current node contains

samples that all belong to the same category and do not need to be partitioned; (2) the

current set of attributes is empty or all samples take the same value on all attributes and
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cannot be partitioned; (3) the set of samples contained in the current node is empty and

cannot be partitioned.

The key to decision tree learning is how to choose the optimal partitioning attribute. As

the partitioning process continues, we want the decision tree’s branching nodes to contain

samples that belong to the same category as much as possible, i.e., the purity of each node

as high as possible.

Information entropy is one of the most commonly used metrics to measure the purity

of a sample set. Assuming that the proportion of samples of the kth class in the current

sample set D is pk (k = 1, 2, . . . , n ), the information entropy of D is defined as:

Ent(D ) =−
n
∑

k=1

pk log2 pk , (1.1)

where n is the total number of classes containing in the entire data set.

Assuming that the discrete attribute a has M possible values {a1, a2, . . . , aM }, if we use

attribute a to divide the current sample set D , we will have M branch nodes, where the

m-th branch node contains all samples in D that have a value of am on attribute a. We

denoted the set of samples contained in the m-th branch node as Dm . We can use equation

(1.1 ) to compute the information entropy of Dm . Given that different branch nodes contain

different numbers of samples, we assign weights to each branch node |Dm |
|D | (where | · | is the

cardinality of a set). The more samples a branch node have, the more weight it will have.

The gain of information obtained by dividing the sample set D by the attribute a can be

calculated by:

Gain(D , a) = Ent(D )−
M
∑

m=1

|Dm |
|D |

Ent (Dm ) . (1.2)

In general, the greater the information gain of an attribute, the greater the purity gain

obtained by using that attribute for partitioning. Thus, we can use the information gain to

select the decision tree’s partitioning attributes. The famous ID3 algorithm [Qui86] used

information gain to select the partitioning attribute.

We will give an example to show how to create a decision tree. The data set is called

"Dataset for Play Tennis" [Wit02]. Table 1.1 shows the entire data set. The data set contains

14 training samples. Each sample contains 4 features: Outlook, Temperature, Humidity and

Windy. There are two classes in the data set: play tennis and do not play tennis.

When the decision start, the root node contains the entire set of samples. The proportion

of play tennis is p1 =
9

14 . The proportion of do not play tennis is p2 =
5

14 . So the information
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Table 1.1 Dataset for Play Tennis.

Day Outlook Temperature Humidity Windy Play

1 sunny hot high false no
2 sunny hot high true no
3 overcast hot high false yes
4 rainy mild high false yes
5 rainy cool normal false yes
6 rainy cool normal true no
7 overcast cool normal true yes
8 sunny mild high false no
9 sunny cool normal false yes
10 rainy mild normal false yes
11 sunny mild normal true yes
12 overcast mild high true yes
13 overcast hot normal false yes
14 rainy mild high true no

entropy of the root node is:

Ent(D ) =−
2
∑

k=1

pk log2 pk =−
�

9

14
log2

9

14
+

5

14
log2

5

14

�

= 0.940. (1.3)

We have 4 attributes in our current data set. So we need to calculate the information gain

for each attribute. We will use the attribute "Outlook" as an example. In the "Outlook"

attribute, there are 3 values: {sunny, rainy, overcast}. If we use this feature to divide D , we

will get 3 subsets: D1(Outlook = sunny), D2(Outlook = rainy) and D3(Outlook = overcast).

The subset D1 contains the samples with day {1, 2, 8, 9, 11}, of which the proportion of

playing tennis is p1 =
2
5 . The proportion of do not play tennis is p2 =

3
5 . So the information

entropy of D1 is

Ent(D1) =−
2
∑

k=1

pk log2 pk =−
�

2

5
log2

2

5
+

3

5
log2

3

5

�

= 0.97. (1.4)

The subset D2 contains the samples with day {4,5,6,10,14}, of which the proportion of

playing tennis is p1 =
3
5 . The proportion of do not play tennis is p2 =

2
5 . So the information

entropy of D2 is

Ent(D2) =−
2
∑

k=1

pk log2 pk =−
�

3

5
log2

3

5
+

2

5
log2

2

5

�

= 0.97. (1.5)
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The subset D3 contains the samples with day {3, 7, 12, 13}, of which the proportion of playing

tennis is p1 =
4
4 . The proportion of do not play tennis is p2 =

0
4 . So the information entropy

of D3 is

Ent(D3) =−
2
∑

k=1

pk log2 pk =−
�

4

4
log2

4

4
+

0

4
log2

0

4

�

= 0. (1.6)

The gain of information obtained by dividing the sample set D by the attribute "Outlook"

can be calculated by:

Gain(D , Outlook) = Ent(D )−
3
∑

m=1

|Dm |
|D |

Ent (Dm )

= 0.940− (
5

14
×0.970+

5

14
×0.970+

4

14
×0)

= 0.69.

(1.7)

Similarly, we can calculate the information gain of other attributes:

Gain(D , Temperature) = 0.029,

Gain(D , Humidity) = 0.152,

Gain(D , Windy) = 0.048.

The attribute "Outlook" has the largest information gain. Hence, we choose "Outlook" as

the partitioning attribute for root node. Figure 1.1 shows the result of a partition of the root

node based on the "Outlook" attribute.

Figure 1.1 Partitioning of the root node based on the "Outlook" attribute.

Then, the decision tree learning algorithm will further partition each branch node. By
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applying the same strategy to each branch node, we can partition the nodes until the three

situations we descried above is reached. The whole decision tree is shown in Figure 1.2.

Figure 1.2 Decision tree based on the Dataset for Play Tennis.

There are also some other decision tree algorithms that use different approaches to

select the partitioning attribute. The C4.5 decision tree algorithm use the gain ratio to select

the partitioning attribute. The gain ratio [Qui93] is defined as:

Gain ratio (D , a) =
Gain(D , a)

IV(a)
, (1.8)

where IV(a) =−
∑M

m=1
|Dm |
|D | log2

|Dm |
|D | is the intrinsic value of the attribute a.

Another famous decision tree algorithm is classification and regression tree (CART)

algorithm [Bre84]. In this algorithm, the Gini index was used to select the partitioning

attribute. The purity of dataset D can be measured by Gini value:

Gini(D ) =
n
∑

k=1

∑

k ′ 6=k

pk pk ′

= 1−
n
∑

k=1

p 2
k .

(1.9)

Intuitively, Gini(D ) reflects the probability that two randomly selected samples from the

dataset D will have inconsistent category labels. Therefore, the smaller the Gini(D ) value is,
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the higher the purity of the data set D will have. The Gini index of attribute a is defined as:

Gini index(D , a ) =
M
∑

m=1

|Dm |
|D |

Gini (Dm ) . (1.10)

Here, we will select the attribute that minimizes the Gini index after partitioning as the

optimal partitioning attribute.

1.2.2 Random forest

Random forest algorithm is an extension of the decision tree algorithm. Random forest is

an ensemble learning method for classification, regression and other tasks that operate

by constructing a multitude of decision trees at training time and outputting the class

that is the mode of the classes (classification) or the average prediction (regression) of the

individual trees [Ho95; Ho98].

Random forest contains many decision trees. Instead of using the entire dataset to train

each decision tree, we use the random bootstrap sample set to train each tree. Assuming

we have n decision trees in the forest. In order to build the decision trees in the forest, we

need to draw n random bootstrap sample sets from the entire set of samples. Assuming the

size of all the bootstrap data sets is m . For each bootstrap data set, we randomly choose m

samples from the original data set with replacement. Notice that we are allowed to select

the same sample more than once in the bootstrap data set. Then we grow each decision tree

by using the random bootstrap data set. The way to build each decision tree is same as the

CART tree algorithm. After all the decision trees are build, we aggregate the prediction by

each tree to assign the class label by majority vote or average. Figure 1.3 shows an example

of random forest.

1.2.3 Extremely randomized trees

Extremely randomized trees [Geu06] was proposed by Pierre Geurts, Damien Ernst and

Louis Wehenkel in 2006. It is a tree-based ensemble method for supervised classification and

regression problems. The default setting of extremely randomized trees is called extra-trees.

Extra-trees is an ensemble method. It builds a forest with many trees, just like most ran-

dom forest algorithms [Bre01]. Extra-trees method combines the attribute randomization

of a random subspace with a totally random selection of cut-point. The big differences

between extra-trees and other tree-based ensemble methods are that they split nodes by

choosing cut-points fully at random and use the entire learning samples (rather than a

bootstrap replica) to grow the trees.
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Figure 1.3 Diagram of a random decision forest.

The extra-trees method has three important parameters: K is the number of attributes

randomly selected at each node, it controls the strength of the attribute randomization;

nmin is the minimum number of elements required to split a node, it controls the degree of

smoothing; and M is the number of trees to create in the forest.

We will describe the whole process of extra-tree method when applying on the data

with numerical features. Given a training set which contains a set of two-tuples, one of the

tuple is a vector of numerical input features and another is a scalar output. The method

will generate M binary unpruned decision trees independently in the forest. Those trees

can be generated parallelly since they are independent with each other. For each tree in the

forest, it will use the whole training set to grow. Each tree in the forest grows by following

the same rules. Assuming we select an arbitrary tree from the forest. The entire training set

will be the input of the root node of the tree. From all the non constant input features, we

select K features at random without replacement. We compute the maximal and minimal

value of each feature in the K selected features. For each feature, a discretization threshold

will be selected uniformly between the maximal and minimal values. Then a score will be

calculated based on the information gain for each features. We will have K scores in total.

Selected the feature with the largest score as the feature to split the data set into left and

right child nodes. This procedure will be repeated for each of the left and right child node

until one of the stop split conditions is satisfied. There are three stop split conditions: the
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number of samples contains in this node is less than nmin, all attributes are constant in

this node and the output is constant in this node. Once all leaf nodes satisfied the stop

split condition, the tree is built. For the classification tree, the output at a given leaf node is

the class with the maximal number contained in the leaf node. For the regression tree, the

output at a given leaf node is the mean of the output values from all the samples contained

in the leaf node.

After all trees in the forest are built, we can evaluate a given tuples with only a vector

of features. The tuples will go through each tree in the forest. It will have M predicted

values. For the classification problem, the final prediction will be the class with the maximal

number in those M predicted values. For the regression problem, the final prediction will

be the arithmetic mean of the M predicted values.

1.2.4 XGBoost

XGBoost is a tree-based method that was proposed by Tianqi Chen in 2016. It is based

on the framework of gradient boosting. It is widely used by data scientists to achieve

state-of-the-art results on many machine learning challenges and runs more than ten

times faster than existing popular solutions on a single machine [Che16]. XGBoost stands

for “Extreme Gradient Boosting”. It is also a tree-based ensemble method designed for

supervised learning problems.

Just like most of the tree-based ensemble methods, XGBoost needs to build an ensemble

of decision trees. A set of classification and regression trees (CART) are contained in the

tree ensemble model. But unlike the extra-trees, instead of using the arithmetic mean of all

predicted values as output, XGBoost uses the sum of all predictions from trees in the forest.

Given a training set which contains a set of two-tuples, one of the tuple is input features

xi and another is a scalar output yi . Let t be a function of CART in the function space T
which is the set of all possible CARTs and be defined as:

t (x ) =wq (x ), w ∈RT , q :Rd →{1, 2, · · · , T }, (1.11)

where T is the number of leaves,w is the vector of scores on leaves, and q is the structure

of the tree, i.e., the function assigning each data point to the corresponding leaf.

Unlike the way that extra-trees method builds each tree, the XGBoost builds each tree
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by minimizing the objective function:

obj= L (θ ) +Ω(θ )

=
n
∑

i=1

l (yi , ŷi ) +
K
∑

k=1

Ω(tk ),
(1.12)

where n is the number of samples, K is the number of trees in the tree ensemble model, L is

the training loss function, Ω is the regularization term, and l is a differentiable convex loss

function that measures the difference between the prediction ŷi and data yi . The training

loss function is used to measure the error of the tree ensemble model and is usually defined

by the mean square error (MSE), which is given by:

L (θ ) =
∑

i

(yi − ŷi )
2. (1.13)

The regularization term Ω is used to control the complexity of the tree ensemble model. It

can help us to avoid the overfitting problem. It is defined as:

Ω(t ) = γT +
1

2
λ

T
∑

j=1

w 2
j . (1.14)

The additive strategy is applied in XGBoost method to find the parameters of trees. The

key point of additive strategy is to fix what we learned and add one new tree at a time.

Assuming that, at time m , we have m trees in the forest and the prediction values of them

are ŷ m
i . Then we can rewrite ŷ m

i as:

ŷ m
i =

m
∑

k=1

tk (xi ) =
m−1
∑

k=1

tk (xi ) + tm (xi ) = ŷ m−1
i + tm (xi ). (1.15)

Then, the objective function at step m is

objm =
n
∑

i=1

l (yi , ŷ m
i ) +

m
∑

i=1

Ω(ti )

=
n
∑

i=1

l (yi , ŷ m−1
i + tm (xi ))+Ω(tm ) + constant.

(1.16)

The loss function can be written as a function with a first order term and a quadratic term.

But for other loss functions, it is hard to get such a nice form. So, we expand the loss function
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up to the second order by the Taylor expansion:

objm ≈
n
∑

i=1

[l (yi , ŷ m−1
i ) + g i tm (xi ) +

1

2
hi t 2

m (xi )]+Ω(tm ) + constant, (1.17)

where the g i and hi are

g i = ∂ ŷ m−1
i

l
�

yi , ŷ m−1
i

�

(1.18)

hi = ∂
2

ŷ m−1
i

l
�

yi , ŷ m−1
i

�

. (1.19)

If we remove all the constants in Equation (1.17), the specific objective function at step

m is

objm ≈
n
∑

i=1

�

g i wq (xi )+
1

2
hi w 2

q (xi )

�

+γT +
1

2
λ

T
∑

j=1

w 2
j

=
T
∑

j=1





 

∑

i∈I j

g i

!

w j +
1

2

 

∑

i∈I j

hi +λ

!

w 2
j



+γT

=
T
∑

j=1

�

G j w j +
1

2

�

H j +λ
�

w 2
j

�

+γT ,

(1.20)

where I j =
�

i | q (xi ) = j
	

is the set of indices of data points assigned to the j -th leaf, G j =
∑

i∈I j
g i and H j =

∑

i∈I j
hi . In the last step of the Equation (1.20), we changed the objective

equation into a quadratic form. So the best w j for a given structure q (x ) is:

w ∗
j =−

G j

H j +λ
. (1.21)

The minimal value of the objective function at step m is:

obj∗ =−
1

2

T
∑

j=1

G 2
j

H j +λ
+γT . (1.22)

Equation (1.22) can be used to measure how good a tree structure q (x ) is.

Since we know how to measure how good a tree is, we can use the greedy strategy to

grow the tree. For a new tree in the forest, it will start with 0 depth. For each leaf node of the

new tree, we choose the split with the highest gain scores, where the gain score is defined

by:

Gain=
1

2

�

G 2
L

HL +λ
+

G 2
R

HR +λ
−
(GL +GR )

2

HL +HR +λ

�

−γ. (1.23)

We repeat this procedure until the stopping condition is reached.
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So, the final output of the tree ensemble model in XGBoost is:

ŷi =
K
∑

k=1

tk (xi ), tk ∈T . (1.24)

1.3 Reinforcement Learning

In this section, an overview of the general reinforcement learning and tree-based methods

framework will be given.

Reinforcement learning problem is a category of sequential decision making problem.

In reinforcement learning problem, we are trying to train an agent to learn what to do,

how to map situations to actions, so as to maximize a numerical reward signal in a given

environment. Each action taken by the agent will give an effect to the environment. Once

the environment received an action from the agent, it will send a single number (reward)

back to the agent. Notice, in here, the reward may not be given immediately, and it may be

a delayed reward. The problem of reinforcement learning uses the idea from dynamical

systems theory, more specifically, the optimal control of Markov decision processes [Sut18].

1.3.1 Markov decision processes

Markov decision processes (MDPs) are a classical formalization of sequential decision

making. The key components of a Markov decision processes are: a set of state space X , a

set of action space U , a set of reward R , a reward function r (x , u ) and a transition function

f (x , u ). When applying an action u ∈U on a state x ∈ X at time t , the agent receives a

numerical reward r = r (x , u ). Then the environment will move to a new state x ′ based

on the action u and the state transition function p (x , u , x ′). Most of the MDPs are finite

dimensional problems, which mean that both X and U are finite sets. However, there are

some MDPs problems with continuous or countably infinite state or action sets whose

exact solutions are only possible in special cases. Here, we mainly focus on the finite MDPs

problems.

The agent is the learner and decision maker in MDPs. Given a time point t , the goal of

the agent is to find an optimal policy µ(xt , ut ) that can maximize the expected discounted

reward:

Gt =
∞
∑

k=0

γk rt+k+1, (1.25)

where γ is a parameter, 0≤ γ≤ 1, called the discount rate. The policyµ : X →U is a mapping

from a state space X to an action space U .
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If the agent follows a fixed policy µ and starts with a state x , then we denoted it as Vµ(x ),

the so-called it value function. Vµ(x ) is the expected return when starting in x and following

µ thereafter, it is defined as:

Vµ(x ) = Eµ

� ∞
∑

k=0

γk rt+k+1|xt = x

�

, (1.26)

where Eµ[·] denotes the expected value of a random variable given that the agent follows

policy µ and t is any given time step. So the optimal expected return for a state x can be

written as:

V∗(x ) =max
µ

Vµ(x ) =max
µ

Eµ

� ∞
∑

k=0

γk rt+k+1|xt = x

�

. (1.27)

Then, we can use the Bellman equation [Dix90] to write V∗(x ) in the recursive form:

V∗(x ) =max
u∈U

E
�

r (x , u ) +γV∗(xt+1)|xt = x , ut = u
�

, (1.28)

for all x ∈ X . From the definition above, the optimal policy µ∗(x ) is given by:

µ∗(x ) = argmax
u∈U

�

r (x , u ) +γV∗(xt+1)|xt = x , ut = u
�

. (1.29)

Similarly, we can define the value of taking action u in the state x under a policy µ,

denoted by Qµ(x , u ), called Q-function, as the expected return starting from x , taking the

action u , then following policy µ thereafter:

Qµ(x , u ) = Eµ

� ∞
∑

k=0

γk rt+k+1|xt = x , ut = u

�

. (1.30)

The optimal Q-function is given by:

Q∗(x , u ) =max
µ

Qµ(x , u ) =max
µ

Eµ

� ∞
∑

k=0

γk rt+k+1|xt = x , ut = u

�

. (1.31)

Similarly, we can rewrite the Q-function in the recursive form:

Q∗(x , u ) = E
h

r (x , u ) +γmax
u ′

Q∗(xt+1, u ′)|xt = x , ut = u
i

. (1.32)

Once we get the Q-function, the optimal value function can be expressed as:

V∗(x ) =max
u∈U

Q∗(x , u ) (1.33)
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and the optimal policy is given by:

µ∗(x ) = argmax
u∈U

Q∗(x , u ). (1.34)

As we shall see, after we obtain the Q-function, we can compute the best optimal policy

without requiring knowledges of the reward and state transition functions [Sut18]. But in

some cases, the Q-function may be difficult to obtain.

1.3.2 Dynamic programming

In this section, we assume that the environment is a finite MDP. It means that the state

space X , action space U and the reward space R are all finite sets. Once we know the state

transition probabilities p (x , u , x ′) and the reward function r (x , u ), we can use dynamic

programming methods to compute the optimal value function V∗(x ). The two most basic

approaches are called policy iteration and value iteration [Bel57].

1.3.2.1 Policy Iteration

Policy iteration is a basic method for solving finite MDPs. It contains two distinct phases

of policy evaluation and policy improvement. The details of policy iteration are shown in

Algorithm 1. The idea of policy evaluation is to use the recursive formulation of the value

function (1.28) to compute the value function Vµ for an arbitrary policy µ. Our final goal is

to find an optimal policy µ∗. So, by applying policy improvement after policy evaluation,

we can find a better policy to update our current policy µ.
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Algorithm 1: Policy Iteration
Input: A fully-specified finite MDP: (X ,U , p , R ,γ).

begin Initialize V0 and µ0 arbitrarily

repeat
Policy Evaluation

repeat
For each x in X do

Vk+1(x )←
∑

x ′∈X

p (x ,µk (x ), x ′)
�

r (x ,µk (x ))+γVk (x
′)
�

until The convergence criteria is satisfied;

Policy Improvement

For each x ∈ X do

µk+1(x )← argmax
u∈U

∑

x ′∈X

p (x , u , x ′)
�

r (x , u ) +γVk+1(x
′)
�

until µk+1(x ) =µk (x ),∀x ∈ X ;

end

Output: Optimal policy µ∗(x )

Because a finite MDP has only a finite number of policies, that is |U ||X | possible policies,

this process must converge to an optimal policy and optimal value function in a finite

number of iterations. In the policy iteration, each policy is guaranteed to be a strict im-

provement compared with the previous one, unless the policy is already optimal. Policy

iteration often converges in surprisingly few iterations [Sut18]. But each iteration involves

complex computation, because it needs to sweep through the state set in each iteration

[Put14].

1.3.2.2 Value Iteration

In the policy iteration, we don’t need to wait for the exact convergence to obtain the optimal

policy. In fact, the policy evaluation step of the policy iteration can be truncated in several

ways without losing the convergence guaranteed by the policy iteration [Sut18]. We called

this approach the value iteration. The value iteration is another commonly used method of

computing an optimal MDP policy and its value function. The details of the value iteration

are shown in Algorithm 2.
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Algorithm 2: Value Iteration
Input: A fully-specified finite MDP: (X ,U , p , R ,γ).

begin Initialize V0 arbitrarily

repeat
For each x in X do

Vk+1(x )←max
u∈U

∑

x ′∈X

p (x , u , x ′)
�

r (x , u ) +γVk (x
′)
�

until The convergence criteria is satisfied;

end

Output: An approximate of value function V̂ (x ); a deterministic policy µ≈µ∗(x )
such that

µ(x ) = argmax
u∈U

∑

x ′∈X

p (x , u , x ′)
�

r (x , u ) +γV̂ (x ′)
�

The iteration algorithm can be terminated when some convergence criteria is satisfied.

The most common way is:

max
u∈U
|Vk+1(x )−Vk (x )|<ε, (1.35)

where ε> 0 is an error tolerance. The error tolerance is problem dependent. Theoretical

results show that if equation (1.35) is satisfied in a finite MDP problem, the difference be-

tween the current approximate value function and the optimal value function will satisfied

[Wil93]:

max
u∈U
|V∗(x )−Vk+1(x )|<

2εγ

1−γ
. (1.36)

In practice, it is often the case that the optimal policy is discovered well before the value func-

tion converges [Kae96]. In summary, the value iteration is a flexible approach to compute

the value function and the optimal policy.

1.3.3 Exploitation and exploration

The trade-off between exploitation and exploration is one of the challenges that comes up

in reinforcement learning. The exploitation means that the agent is urgent to maximize the

expected reward based on the value function it has already learned by now. The exploration

means that the agent needs to explore more situations in the state-action space to make

better action selections. The agent can not make the best decision by only doing exploita-

tion or exploration. The exploitation and exploration must be well balanced if the agent
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wants to make the optimal decision to maximize the expected reward. This is the so called

exploitation-exploration dilemma. This dilemma has been intensively studied by many

researchers for many decades. It remains unresolved. But the common way for balancing

them is to implement a stochastic policy that gives extra weight to the best known action to

the agent.

Among those, ε-greedy policy is the most simple one. In this case, when the agent need

to choose an action from the action space, it will take a random action from the action

space with a small probability ε, otherwise, it will choose the action associated with highest

expected reward based on the value function (or Q-function) it has already learned with

probability 1−ε. The advantage of ε-greedy methods is that it can theoretically ensure the

convergence of the value function and Q-function [Sut18].

Another commonly used stochastic policy is the softmax policy. If the agent follows the

softmax policy, it will choose actions according to a modified Boltzmann distribution:

µ(x ) =
e

Q (x ,u )
τ

∑

u∈U e
Q (x ,u )
τ

, (1.37)

where τ is a positive parameter called the temperature [Sut18]. High temperatures cause

the actions to be all equiprobable. Low temperatures cause a greater difference in selection

probability for actions that differ in their value estimates, as τ→ 0, the policy approaches

the simple greedy policy.

Whether ε-greedy policy or softmax policy is better mainly depends on the specific

applications. Both policies have only one parameter that must be set.

1.3.4 Model-based and model-free reinforcement learning

The reinforcement learning methods can be divided into two categories: model-based and

model-free reinforcement learning. Model-based reinforcement learning methods require

a model of the environment, such as dynamic programming and probabilistic inference for

learning control, etc. While the model-free reinforcement learning methods do not require

the knowledge of the model of the environment, i.e., the transition function or the reward

function is not required. The common model-free reinforcement learning methods are

Q-learning, temporal difference method, etc.

The primary component of the model-based methods is planning. Calculating a policy

based on a model is called planning [Wie12]. Based on the model of the environment, the

agent will make plans. Because the agent can interact with the model of environment before

it really implements an action, this can dramatically improve the speed of sampling. A lot
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of models behave linearly at least in the local proximity and require very few samples to

learn them. Hence, once the transition function and the reward function are known, we can

plan the optimal controls without further sampling. But the disadvantage of model-based

methods is interacting with environment will make the problem much more complex. Also,

the problem of model-bias exists in model-based methods.

The primary component of the model-free methods is learning. The agent learning

the transition and reward model from interaction with the environment is called learning.

Contrary to the model-based methods, the model-free methods need to do more sampling

to gather more statistical knowledge about the unknown model. Because of the environment

is unknown, so the agent needs to try all kind of different actions to have more explorations.

Hence, the balance between exploitation and exploration is important here.

1.3.5 XGBoost based fitted Q iteration algorithm

Fitted Q iteration algorithm [Ern05] was proposed by Ernst et al. in 2005. Their work in-

spired by the online Q-learning method [Wat89]. By using the idea of fitted value iteration

[Gor99] and based on the framework of kernel-based reinforcement learning [Orm02],

they reformulated the Q-function determination problem as a sequence of kernel-based

regression problems. Also, they introduced several tree-based regression algorithms, like

Kd-tree [Ben75], pruned CART tree [Bre84], tree bagging [Bre96], extra-trees [Geu06] and

totally randomized trees [Geu06], into the fitted Q iteration algorithm. Because the fitted

Q iteration algorithm requires that the regression method must be able to model any Q -

function during the iterations, the non-parametric methods such as tree based methods

have a great flexibility on modeling those Q -functions [Ern05]. Also, tree-based methods

can adapt to high dimensional space and have higher computational efficiency compared

to kernel-based methods. Kalyanakrishnan & Stone shown that the fitted Q iteration al-

gorithm can make efficient use of training data [Kal07]. Since in the medical applications

data may be hard to collect, this feature of fitted Q iteration is very important in those

applications. Also, the fitted Q iteration algorithm is well suitable for the reinforcement

problems with continuous state and action spaces [Ant08].

The regular regression methods used in fitted Q iteration algorithm are kernel-based

methods and tree-based methods. There is still other options here, for example using neural-

network architectures as the regression. Martin Riedmiller in 2005, is the first researcher to

successfully introduce the multi-layer perceptron to the fitted Q algorithm [Rie05]. There is

also an application that used neural-network based fitted Q iteration to find the optimal

drug strategy for anemia management [Mal11]. Recently, researchers are mainly focusing
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on using deep neural networks for the Q learning.

However, we will focus on a state of the art tree-based method, which is called XGBoost

[Che16]. XGBoost was proposed by Tianqi Chen in 2015. XGBoost, which is based on the

CART algorithm, added the regularized terms into the loss function. It has been dominating

applied machine learning and Kaggle competitions for structured or tabular data for a long

time. It is an implementation of gradient boosted decision trees designed for speed and

performance. It is scalable in all scenarios, which is one of the most important features.

Also, it runs more than ten times faster than existing popular solutions on a single machine

[Che16]. Most of the tree based method can find the split points when the data points

are of equal weights. However, they are not equipped to handle weighted data. XGBoost

has a distributed weighted quantile sketch algorithm to effectively handle weighted data.

Compared with other tree-based method, XGBoost has a big improvement. Based on the

great features of XGBoost, we expected that it will have a better performance compared

with other regression methods in fitted Q iteration. In this section, for the first time, we

introduced the XGBoost into fitted Q iteration algorithm. We called this method the XGBoost

based fitted Q iteration algorithm.

The input of the XGBoost based fitted Q iteration algorithm is a set of four-tuples, that

is (xt , ut , rt , xt+1). We denote the set of four-tuples byF = {(x l
t , u l

t , r l
t , x l

t+1)}
#F
l=1. Among the

four-tuples, xt is the current system state at time t , ut is the control action that the agent

will take at time t , rt is the instantaneous reward obtained when the agent takes the action

ut and xt+1 is the new state of the system at the time t +1. The recurrence equation used

in this algorithm is:

QN (x , u ) = r (x , u ) +γmax
u ′∈U

QN−1( f (x , u ), u ′), ∀N ∈N1, (1.38)

where QN : X ×U →R is the sequence function with Q0(x , u )≡ 0. The sequence function

QN converges to the optimal Q-function (1.31) in infinity norm as N →∞ [Ern05]. At each

iteration N , we compute the estimate function Q̂N of the true QN function by iteratively

using the recurrence equation:

Q̂N (xt , ut ) = rt +γmax
u ′∈U

Q̂N−1(xt+1, u ′). (1.39)

Since we already have some numerical estimates of the sequence function QN , we can

transfer the reinforcement learning problem here to be a batch supervised learning problem.

Any regression method can be used here to approximate the sequence function QN .

In the XGBoost based fitted Q iteration algorithm, the dynamic transition function

f (x , u ) and the reward function r (x , u ) are not necessary. As long as we have the set of
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system trajectoriesF = {(x l
t , u l

t , r l
t , x l

t+1)}
#F
l=1, we can use equation (1.38) to approximate

the optimal Q-function Q∗(x , u ).

The details of the XGBoost based fitted Q iteration algorithm are shown in Algorithm 3.

Algorithm 3: XGBoost based fitted Q iteration algorithm

Input: A set of four-tuples system trajectoriesF = {(x l
t , u l

t , r l
t , x l

t+1)}
#F
l=1 and the

XGBoost regression algorithm

begin Set N = 0 and Q̂N equal to zero everywhere on X ×U for all N ∈N0.

repeat
• N ←N +1.

• Build the training set TS= {(i l , o l )}#Fl=1 based on the function Q̂N−1 and

on the all four-tuples as following:

















i l

︷ ︸︸ ︷

(x l
t , u l

t ), r l
t +γmax

u∈U
Q̂N−1(x

l
t+1, u )

︸ ︷︷ ︸

o l

















#F

l=1

• Apply the XGBoost regression algorithm to the training set TS to get

the function Q̂N (x , u )which is the approximation of sequence function

QN (x , u ).

until Stopping conditions are reached;

end

Output: The last estimate function Q̂N (x , u ), which is an approximate of the

optimal Q-function Q∗(x , u )

Once we obtain the estimate function Q̂N (x , u ), the estimate of the optimal policy can

be computed by:

µN (x ) = argmax
u∈U

Q̂N (x , u ). (1.40)

The policy µN (x ) is an estimation of the true optimal policy µ∗(x ), which is also the final

result of the XGBoost based fitted Q iteration algorithm.

The stop condition decides at which iteration the process is to be terminated. A simple

way is to define a maximum number of iterations. Another approach is to assume that the

infinite norm of the reward function r (x , u ) in MDP is bounded by some positive constant

Br . Also with the discount γ given, we can fix N to get a desired level of accuracy [Ern05].

Another way to set up the stop condition is to check on the distance between the mean
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of all values of Q̂N and Q̂N−1. When the distance between them is small enough, we can

terminate the iteration. But for some supervised learning algorithms, there is no guarantee

that the sequence of Q̂N functions converges. So this stop condition may not work in those

cases.

The convergence of the fitted Q iteration depends on the regression method used in

the algorithm. If you use the kernel-based method as the regression method, such as

the k-nearest-neighbors method, partition and multi-partition methods, locally weighted

averaging, linear, and multi-linear interpolation, you can guarantee the convergence in

fitted Q iteration algorithm [Ern05]. If you use tree-based regression method, you need to

keep the structures of trees in your regression method unchanged through out all iterations.

For Kd-Tree method, the structure of trees stays the same at every iteration in fitted Q

iteration algorithm. But for random forest, totally randomized trees and extra-trees, the

structure of trees changes in every iteration. So it can not guarantee the convergence of

the fitted Q iteration algorithm. In order to guarantee the convergence, we need to build

the trees in the first iteration and then keep their structures and only refresh predictions at

terminal nodes at subsequent iterations. The tree structures are therefore kept constant

from one iteration to the other and this will ensure convergence.

Unfortunately, because the way XGBoost builds the trees, it is totally different with

other tree-based methods. For the XGBoost based fitted Q iteration algorithm, there is no

theoretical proof for the convergence of this method. This is an open problem that needs

to be studied in the future. However, contrary to many parametric approximation schemes,

XGBoost does not lead to divergence to infinity problem [Ern05]. And the good thing is that,

even though the XGBoost based fitted Q iteration algorithm can not strictly guarantee the

convergence of the sequence functions QN , it performs better than extra-trees based fitted

Q iteration in HIV problem, numerically.

1.4 HIV Infection and STI Treatment

1.4.1 Introduction of HIV

HIV stands for the human immunodeficiency viruses. HIV infection is an acute fatal disease

with first cases reported in the United State in June 1981. Today, it is a manageable chronic

disease [Tea07]. The antiretroviral treatment (ART) is the recommended way to reduce the

amount of virus (or viral load) in the HIV infected patient’s blood and body fluids. ART is

usually taken as a combination of 3 or more drugs. Structured treatment interruption (STI)

is an alternative therapy for HIV infected patients [Gul02]. STI may be used to reduce side
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effects of medications, to enhance a medication’s effectiveness when restarted, or as a step

towards stopping treatment altogether. But how to design a proper STI strategy for HIV

patients is still a difficult problem.

1.4.2 Nonlinear ODE model of HIV infection dynamics

The basic model for many mathematical studies of HIV-1 dynamics is proposed by [Per96].

In 1997, Wein et al. developed a model to track the dynamics of uninfected and infected

CD4+ T-cells and viral loads while allowing for virus mutations [Wei97]. In 2001, Callaway et

al. examined several models to gain insight into the mechanisms responsible for sustained

low viral loads [Cal02]. In 2005, Adams et al. build a nonlinear ODE model for HIV infection

by investigating single drug (RTI) control [Ada05]. After that, Adams et al. updated the

ODE model by investigating the multidrugs therapies-structured treatment interruptions

(STI), containing RTIs and PIs. The system of ODEs describing the compartmental infection

dynamics is given by [Ada04]:

Type 1 target: Ṫ1 =λ1−d1T1− (1−ε1)k1V T1

Type 2 target: Ṫ2 =λ2−d2T2− (1− f ε1)k2V T2

Type 1 infected: Ṫ ∗1 = (1−ε1)k1V T1−δT ∗1 −m1E T ∗1

Type 2 infected: Ṫ ∗2 = (1− f ε1)k2V T2−δT ∗2 −m2E T ∗2

Virus: V̇ = (1−ε2)NTδ(T
∗

1 +T ∗2 )− c V

− [(1−ε1)ρ1k1T1+ (1− f ε1)ρ2k2T2]V

Immune effectors: Ė =λE +
bE (T ∗1 +T ∗2 )
(T ∗1 +T ∗2 ) +Kb

E −
dE (T ∗1 +T ∗2 )
(T ∗1 +T ∗2 ) +Kd

E −δE E

(1.41)

with specified initial values for T1, T2, T ∗1 , T ∗2 , V , E at time t = t0. This ODE model contain six

variables : T1 is the number of healthy CD4+ T-lymphocytes, T2 is the number of healthy

macrophages, T ∗1 is the number of infected CD4+ T-lymphocytes, T ∗2 is the number of

infected macrophages, V is the number of free virus particles, E is the number of HIV-

specific cytotoxic T-cells. Those 6 variables are key components observed in clinical data

sets. The details of all parameters used in this model are shown in Table 1.2 [Ada04]. It gives

the definitions as well as numerical values for the parameters in the HIV model.
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Table 1.2 The parameters used in the model (1.41). The superscripts * denote estimated from
human data and ** denote those estimated from macaque data.

Parameter Value Units Description

d1 0.01** 1
day target cell type 1 death rate

d2 0.01** 1
day target cell type 2 death rate

λ1 10000 cells
mL·day target cell type 1 production (source) rate

λ2 31.98 cells
mL·day target cell type 2 production (source) rate

ε1 ∈ [0, 1) − efficacy of reverse transcriptase inhibitor

ε2 ∈ [0, 1) − efficacy of protease inhibitor

k1 8.0×10−7 mL
virions·day population 1 infection rate

k2 1.0×10−4 mL
virions·day population 2 infection rate

f 0.34(∈ [0, 1)) − treatment efficacy reduction in population 2

δ 0.7* 1
day infected cell death rate

m1 1.0×10−5 mL
cells·day immune-induced clearance rate for population 1

m2 1.0×10−5 mL
cells·day immune-induced clearance rate for population 2

NT 100* virions
cell virions produced per infected cell

c 13* 1
day virus natural death rate

ρ1 1 virions
cell average number virions infecting a type 1 cell

ρ2 1 virions
cell average number virions infecting a type 2 cell

λE 1 cells
mL·day immune effector production (source) rate

bE 0.3 1
day maximum birth rate for immune effectors

dE 0.25 1
day maximum death rate for immune effectors

Kb 100 c e l l s
mL saturation constant for immune effector birth

Kd 500 c e l l s
mL saturation constant for immune effector death

δE 0.1* 1
day natural death rate for immune effectors

The functions ε1,ε2, respectively, represented the cycle on and off for RTI and PI. When

RTI is cycling on, the value of ε1 is 0.7; otherwise, the value of ε1 is 0. When PI is cycling

on, the value of ε2 is 0.3; otherwise, the value of ε2 is 0. In total, we have four different

combination of treatments in this model: RTI and PI on, only RTI on, only PI on, RTI and PI

off.

In the absence of treatment (meaning that we keep RTI and PI off all the time), the

system of ordinary differential equations has three physical equilibrium points (here we

ignore the non physical points for which one or more variables are negative). First, the
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unstable equilibrium point is:

(T1, T2, T ∗1 , T ∗2 , V , E ) = (106, 3198, 0, 0, 0, 10),

which represents an uninfected state. The other two equilibrium points are stable. One is

the "healthy" locally stable equilibrium point:

(T1, T2, T ∗1 , T ∗2 , V , E ) = (967839, 621, 76, 6, 415, 353108),

which has a small viral load, a high CD4+ T-lymphocytes count and a high HIV-specific

cytotoxic T-cells count. The other is the "non-healthy" locally stable equilibrium point:

(T1, T2, T ∗1 , T ∗2 , V , E ) = (163573, 5, 11945, 46, 63919, 24),

for which T-cells are depleted and the viral load is very high. We will use the "non-healthy"

point as the initial state of a patient when we generate the simulation data.

As we can see from the Table 1.2, the range of both the state variables and parameter

values varies over several orders of magnitude, this will cause difficulty with the regression

method when we applied the fitted Q algorithm. So we applied the log10 transformed system

to both state variables and parameter values (except for ε1 and ε2) [Att17]. The new state

variables are defined as:

xi = log10 x̄i (t , q ), (1.42)

where x̄i = (T1, T2, T ∗1 , T ∗2 , V , E ) represents the original, non-log transformed state. Also, for

the parameter values we defined as q → log10(q̄ ), where q̄ is the original parameter values.

So the new system of equations is given by:

ẋi (t , q ) =
10−xi

ln 10
fi (10xi (q ), 10q ), (1.43)

where fi is the right hand side of the original ODE system. By using this transformation,

we can change both state variables and parameter values into similar magnitude. This will

improve the accuracy of the regression. Also, it can decrease the computation time of the

regression method and improves the speed of converge of the optimal strategy.

1.4.3 Optimal STI treatment formulation

The key components of the reinforcement learning are: the set of state space X , a set of

action space U , a set of reward R , a reward function r (x , u ), and a transition function
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f (x , u ). We will define these important components of the HIV problem in the followings.

In the HIV problem, we monitor each patient every five days. The state space X of the

HIV problem is defined as:

X = {(T1, T2, T ∗1 , T ∗2 , V , E )|T1, T2, T ∗1 , T ∗2 , V , E ∈R+}.

That is, the state of the patient can be summarized by the six-tuples (T1, T2, T ∗1 , T ∗2 , V , E ). We

monitor the patient every five days by collecting the six-tuples quantities.

The action space of the HIV problem is defined as:

U = {RTI & PI on, only RTI on, only PI on, RTI & PI off}

= {(ε1,ε2)|(0.7, 0.3), (0.7, 0), (0, 0.3), (0, 0)}.

We have 4 actions in our problem, that is, RTI and PI on, only RTI on, only PI on, RTI and PI

off.

From the model described by (1.43), based on the log10 transformed ODEs system, we

extracted and defined the instantaneous reward function r (x , u ) by:

r (x , u ) =−Q 10V −R1ε
2
1−R2ε

2
2+S10E , (1.44)

where x ∈ X , u ∈U ; Q = 0.1, R1 = 20000, R2 = 20000,S = 1000; E is the number of HIV-

specific cytotoxic T-cells, V is the number of free virus particles. When ε1 = 0.7, meaning

the patient received the RTI treatment. When ε2 = 0.3, meaning the patient received the PI

treatment.

We can treat the ODEs system of HIV model as the transition function. If we are given a

current state of patient x and an action u applied on the current state, then we can solve

the ODEs system to get the next state of patient x ′.

Assuming that the patient is following the control policyµ, we can define the discounted

infinite horizon cost function (also called total discount reward function) associated with µ

by

J∞µ (x ) = lim
N→∞

N
∑

t=0

γt r (xt ,µ(xt )), (1.45)

where N is the number of state points for the patient, γ ∈ [0, 1] is the discount factor (when

γ= 0, meaning that we only consider the current reward; when γ= 1, meaning that we treat

the current reward and future rewards equally). The median time for patients to stop the

STI treatment is around 6.5 months [Lis99; Ros00]. The rewards obtained in the first half

year is much more important compared with other time periods. Hence, we set γ= 0.98 in
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the HIV problem.

In summary, the final goal of optimal treatment for HIV patients is, by using the rein-

forcement learning method, to find an optimal strategy µ∗ that maximizes J∞µ (x ) for all

x ∈ X . Equation (1.34) is used to obtain the optimal STI strategy.

1.5 Data Generation and Experiments

In this thesis, we used fitted Q iteration algorithm to find the optimal STI strategies for

HIV patients. Another approach is called the value iteration. The reason why we do not

choose the value iteration is that value iteration is a model based method. It needs a model

of the environment, such as a dynamical model and transition probabilities, etc. But in

clinical settings, we only have clinical data sets of HIV patients. In order to allow our model

to handle real clinical data in the future, we choose the fitted Q iteration algorithm.

In the fitted Q iteration algorithm the set of system trajectoriesF = {(x l
t , u l

t , r l
t , x l

t+1)}
#F
l=1

is used to train our agent to learn the optimal strategy. However, in real life, the HIV clinical

data is very hard to collect. In this work, we will simulate the real life clinical data to train

our algorithm. It is noted that the nonlinear ODE model (1.41) was previously validated

from real-life clinical data. In order to reduce the computation time and improve the speed

of convergence, we applied the log10 transformed system the ODE model (1.41). We will

use this log10 transformed ODE model to generate the simulation data.

In the data simulation process, we will monitor each simulated patient. Each simulated

patient will start with the "non-healthy" state in the log10 transformed ODE model. The state

of each simulated patient will be recorded every 5 days, i.e., the six-tuples (T1, T2, T ∗1 , T ∗2 , V , E )

will be recorded every 5 days. We will monitor each simulated patient for 1000 days. This

means that for each simulated patient, we will have a set which contains 200 six-tuples

states. We will generate the simulation data iteratively.

To generate the first data set, we choose 30 simulated patients in "non-healthy" steady-

state. For each simulated patient, the state of his/her will be recorded every five days. At

the same time, a new type of treatment will randomly selected in the action space U and

applied to this patient. With each action that we choose, we can get an instantaneous

reward by the reward function. We keep monitoring the simulated patient for 1000 days.

In the end, by monitoring each patient for 1000 days (i.e., one trajectory), we can get a

set {(xt , ut , rt , xt+1)|t = 0, 1, 2, · · · , 198, 199}, which contains 200 samples (xt , ut , rt , xt+1). We

called this set the trajectory set of simulated patient. Hence, by monitoring 30 simulated

patients for 1000 days, we can get 30 trajectory sets, which includes 6000 samples. So, the
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first data set can be written as

F1 = {(x l
t , u l

t , r l
t , x l

t+1)|t = 0, 1, · · · , 199}30
l=1.

Next, we need to choose the regression method in fitted Q algorithm. Here, we will use

two methods: Extra-trees based fitted Q iteration and XGBoost based fitted Q iteration to

compute the optimal strategy for HIV problem and to compare their performances.

For extra-trees based fitted Q iteration, in order to get the best result, we set K = 6, since

our state variable contains six-tuples. Since we have a total of 4 different treatments to

each patient, we will have 4 different sequence function QN (x , u ) according to the action

u ∈U . Thus, we need to build 4 different ensemble forests to approximate the sequence

functions. For each ensemble forest, we set M = 50, this means that each forest contains 50

different trees. In order to get the fully developed trees, we set nmin = 2. In the HIV problem,

we set up two stop conditions for extra-trees based fitted Q iteration. First, we set up the

maximum number of iterations to be 400. Second, we measure the distance between the

means of all the values of Q̂N and Q̂N−1, if the distance between them is less than 0.005,

then we stop the iteration. If one of those stop conditions is satisfied, we stop the iteration.

In order to guarantee the convergence of Q̂N function, we will fix the structures of all trees

in our algorithm and only refresh predictions at terminal nodes for another ten iterations

when either stop condition is reached.

For XGBoost based fitted Q iteration, we used the python package of XGBoost version

0.90. There are three types of parameters in XGBoost: general parameters, booster parame-

ters and learning task parameters. For general parameters, we choose booster as gbtree, the

others stay default. For booster parameters, we set the learning rate as 0.1, the maximum

tree depth for base learners as 6 and the number of trees to fit as 200, the others stay default.

For learning task parameters we set all parameters as default. The stopping condition for

XGBoost based fitted Q iteration is similar to the extra-trees based fitted Q iteration. The

first stop conditions stay the same, that is, set the maximum number of iterations to be 400.

But in order to guarantee the convergence of XGBoost based fitted Q iteration , we need to

set another stop condition. The second stop condition is the distance between the means

of all the values of Q̂N and Q̂N−1 to be less than 0.005 and at the same time the infinity norm

of all the values of Q̂N and Q̂N−1 to be less than 0.05. The XGBoost based fitted Q iteration

needs to satisfy two thresholds in the second stop condition simultaneously, or reaches the

maximum number of iteration before it stopped.

Until now, we already set up all the methods and parameters in the fitted Q iteration

algorithm. Next, we will enlarge our simulated data set and compute the optimal policy for
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the HIV problem. The following steps are the same in both XGBoost based fitted Q iteration

and extra-trees based fitted Q iteration. So, we just describe the details of the XGBoost

based fitted Q iteration here.

We use the first data setF1 as the input of XGBoost based fitted Q iteration and start the

iteration. When the stop condition described above was reached, we terminate the iteration.

The output of XGBoost based fitted Q iteration is the estimated function Q̂N1
(x , u ), where

N1 is the number of iterations that this algorithm terminated. Hence, the first estimate of

the optimal policy is:

µ1(x ) = argmax
u∈U

Q̂N1
(x , u ). (1.46)

Once, we obtain the first estimate of the optimal policy, we can start the second step of

the simulated data generation process. In the second step, similarly with the first step, we

also choose 30 simulated patients with the "non-healthy" steady-state. Again, their states

will be recorded every five days, and this process lasts for 1000 days. In the first step, we

choose the treatment randomly from the action space U . However, in the second step,

instead of choosing the drug cocktail randomly, we use the ε-greedy method to choose the

treatment. This means that, for each simulated patient at each time point, there is 15%

chance that we will choose the treatment randomly from the action space U , and there is

85% chance that we will use the treatment computed by the first estimate of the optimal

policy µ1(x ) based on the state of the simulated patient at that time point. Assuming that

the state of the simulated patient is xt at the time point t , the treatment under the first

estimate of the optimal policy µ1(x ) is ut = µ1(xt ). So, based on the ε-greedy method, at

the time point t , 15% chance that we will select the treatment randomly, 85% chance that

we will use the treatment ut =µ1(xt ). Under the ε-greedy method, by monitoring those 30

simulated patients for 1000 days, we have another 30 trajectory sets, the union of them is

F ε
2 :

F ε
2 = {(x

l
t , u l

t , r l
t , x l

t+1)|t = 0, 1, · · · , 199}30
l=1.

Hence, the second data set are the combination ofF1 andF ε
2 :

F2 =F1 ∪F ε
2 = {(x

l
t , u l

t , r l
t , x l

t+1)|t = 0, 1, · · · , 199}60
l=1.

There are 60 simulated patients and 12000 samples contained in the second data set. Once

again, we applied the XGBoost based fitted Q iteration to the second data set. The output

is the second estimate function Q̂N2
(x , u ), where N2 is the number of iterations that this
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algorithm terminated. Hence, the second estimate of the optimal policy is:

µ2(x ) = argmax
u∈U

Q̂N2
(x , u ). (1.47)

In the process of the third data generation, similarly with the first and second steps,

we choose another 30 simulated patients in "non-healthy" state. We also use the ε-greedy

method here. The only difference here is that 85% chance that we will use the treatment

computed by µ2(x ), instead of µ1(x ). After monitored the 30 simulated patients for 1000

days, we have another 30 trajectory sets of simulated patients, the union of them isF ε
3 . So,

the third data set isF3 =F2 ∪F ε
3 .

By repeating the iteration of the data generation for 10 times, we obtain a series of data

sets :F1,F2, · · · ,F10. The tenth data set is:

F10 = {(x l
t , u l

t , r l
t , x l

t+1)|t = 0, 1, · · · , 199}300
l=1

in which we have 300 trajectories of simulated patients and 60000 samples. After applying

the XGBoost based fitted Q iteration to the tenth data set, we obtain the tenth estimate of

the optimal policy:

µ10(x ) = argmax
u∈U

Q̂N10
(x , u ). (1.48)

The tenth estimate of the optimal policy µ10(x ) is the final result of the whole process, i.e.,

the best optimal policy.

1.6 Numerical Results

1.6.1 Baseline results

The baseline STI strategy is the patient receiving both RTI and PI treatments all the time.

We will choose a simulated patient in the "non-healthy" state. The patient will be given

the full treatment for 1000 days. By simulating the state equation (1.41), the states of the

simulated patient in 1000 days are presented in Figure 1.4. Also, for comparison, Figure 1.4

contains the states of the simulated patient without any treatment in 1000 days.

Since the simulated patient here is starting with the "non-healthy" steady-state which

is one of the three physical equilibrium points of the ODE system (1.41), the patient will

stay at the "non-healthy" state if he/she does not received any treatment. The dash line in

Figure 1.4 shows exactly what we described above.

The solid lines show the state of the simulated patient who received the fully treatment
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during the 1000 days. Compared with the non treatment patient, the patient who received

fully treatment has a much higher count of the uninfected T1 cells, a slightly higher count

of the uninfected T2 cells, a slightly lower count of the infected T1 cells and almost the same

count of the infected T2 cells. After first few days, the number of free virus particles V in the

patient who received the fully treatment dropped dramatically. The number of immune

effectors E reflects the response of the immune system. At the first 150 days, the immune

system increase in responses to the increase in the HIV virus. But the number of immune

effectors keep staying at a very low level after 250 days.

In summary, the baseline STI strategy (full treatment) keeps the viral load in control

with a strong immune effector when it is compared with no treatment. We want to compare

this baseline strategy with an optimal strategy.

1.6.2 Fitted Q iteration algorithm results

1.6.2.1 The first STI strategy

After applying the fitted Q iteration algorithm to the first data setF1, we can use the first

estimate policy function to compute the first STI strategy. The first STI strategies computed

by extra-trees based fitted Q iteration and XGBoost based fitted Q iteration are presented in

Figure 1.5 and Figure 1.6, respectively.

Both STI strategies only have few days to turn off the RTI or PI treatment in the 1000 days.

The turn off actions slightly improved the state of the simulated patient. As shown in Figure

1.7, compared with the baseline policy, the patients, who followed these two STI strageties,

tend to have lower number of the free virus particles in their body. And the immune system

of the patient, who follows the first strategy computed by XGBoost based fitted Q iteration,

tends to have a long term responses to the HIV virus for around 200 days. After around 500

days, the free virus particles in both patients stay stable at a high level and correspondingly

the immune effectors stay stable at a lower level.

The reason why the first STI strategy is not an optimal strategy is that the actions in the

first data set were chosen randomly from the action space U . And in the first data set, we

only have 30 trajectory of patients and 6000 samples. The data set is not large enough, i.e.,

not contains enough information for the fitted Q iteration algorithm to learn. This is the

reason why we need to enlarge our simulation data set.

1.6.2.2 The seventh STI strategy

The seventh STI strategies computed by the extra-trees based fitted Q iteration and XGBoost

based fitted Q iteration are presented in Figure 1.8 and Figure 1.9, respectively. There is a big
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Figure 1.4 The six-tuples state of the simulated patients started with "non-healthy" state in 1000
days by following with the no treatment(– –) strategy (ε1 = 0,ε2 = 0), and with the fully treatment
(–) strategy (ε1 = 0.7,ε2 = 0.3).
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Figure 1.5 The first STI strategy computed by the extra-trees based fitted Q iteration
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Figure 1.6 The first STI strategy computed by the XGBoost based fitted Q iteration
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Figure 1.7 The six-tuples state of the simulated patients started with "non-healthy" state in 1000
days by following with the first STI strategy computed by the XGBoost based fitted Q iteration,
and with the first STI strategy computed by the extra-trees based fitted Q iteration.
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difference between the seventh STI strategy computed by extra-trees based fitted Q iteration

and XGBoost based fitted Q iteration. The seventh STI strategy computed by extra-trees

based fitted Q iteration can turn off the RTI treatment but needs to keep the PI treatment on

all the time after around 500 days. However, the seventh STI strategy computed by XGBoost

based fitted Q iteration, can turn off both RTI and PI treatment around 400 days.
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Figure 1.8 The seventh STI strategy computed by the extra-trees based fitted Q iteration

The six-tuples state of the simulated patients started with "non-healthy" state in 1000

days by following with the seventh STI strategy computed by the XGBoost based fitted

Q iteration and with the seventh STI strategy computed by the extra-trees based fitted Q

iteration are shown in Figure 1.10. For both STI strategies, after 500 days, the counts of

the healthy T1 cells and the healthy T2 cells are high. The number of the infected T1 cells

and the infected T2 cells oscillating around a very low level, and the oscillation amplitude

of the seventh STI strategy computed by the XGBoost based fitted Q iteration is much

smaller compared with the one computed by the extra-trees based fitted Q iteration. The

number of free virus particles oscillates around a very low level after 500 days and the

oscillation amplitude of the seventh STI strategy computed by the XGBoost based fitted Q

iteration is smaller. The number of the immune effectors in the patient who following the

strategy computed by the XGBoost based fitted Q iteration is slightly higher than the one

who following the strategy computed by the extra-trees based fitted Q iteration.

Compared with the baseline and the first STI strategies, both seventh strategies are much

better. However, the seventh strategy computed by the XGBoost based fitted Q iteration
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Figure 1.9 The seventh STI strategy computed by the XGBoost based fitted Q iteration

is best in those strategies. The patient who following this strategy stays at the "healthy"

steady-state without any treatments after around 400 days. While the patient, who follows

the seventh strategy computed by the extra-tree based fitted Q iteration, needs to keep the

PI treatment on all the time after around 500 days.

1.6.2.3 The optimal STI strategy

The final data set F10 includes 300 simulated patients with 300 trajectories of them, in

total 60000 samples. This data set is big enough to contain all the information that we

want the fitted Q iteration algorithm to learn. By using the best optimal policy function

µ10(x ), we can get the optimal STI strategy for a patient who started with the "non-healthy"

steady-state. The optimal STI strategies computed by extra-trees based fitted Q iteration and

XGBoost based fitted Q iteration are presented in Figure 1.11 and Figure 1.12, respectively.

We observe that both optimal STI strategies can turn off both RTI and PI treatments after

around 400 days. The optimal STI strategy computed by the XGBoost based fitted Q iteration

keeps the patient staying as a "healthy" state without any treatment after 380 days, while,

it requires 400 days for the optimal STI strategy computed by the extra-trees based fitted

Q iteration. Adams et al. used the optimal control theory to find the optimal STI strategy

[Ada04]. The optimal strategy that they obtained could turn off both RTI and PI treatments

after around 600 days. The optimal strategies that we obtained in this research could turn

off the treatments after only 380 days, potentially saving treatment cost significantly.

We observe in Figure 1.13, although the STI strategy computed by the XGBoost based

fitted Q iteration can turn off the both treatments 20 days ahead of the STI strategy computed
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Figure 1.10 The six-tuples state of the simulated patients started with "non-healthy" state in 1000
days by following with the seventh STI strategy computed by the XGBoost based fitted Q iteration,
and with the seventh STI strategy computed by the extra-trees based fitted Q iteration.
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Figure 1.11 The optimal STI strategy computed by the extra-trees based fitted Q iteration
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Figure 1.12 The optimal STI strategy computed by the XGBoost based fitted Q iteration
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Figure 1.13 The six-tuples state of the simulated patients started with "non-healthy" state in 1000
days by following with the optimal STI strategy computed by the XGBoost based fitted Q iteration,
and with the optimal STI strategy computed by the extra-trees based fitted Q iteration.
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by the extra-trees based fitted Q iteration, they almost have the same performance. The

patients following either of the optimal strategy can keep a very low level of viral load and a

very high level of immune effectors at the end of the treatment. After around 500 days, the

virus load in both patients remain less then 103. And the population of the infected T ∗1 and

T ∗2 cells stays around a low level. At the same time, the counts of the health T1 and T2 cells

keep at a high level. All of those are due to a very strong immune response. This means

that both strategies can maximally reduce the number of free virus particles containing

in the patient’s body and can keep the immune system healthy allowing a strong immune

response to the HIV virus. By following the optimal STI strategies, the patient can move

from an infected state to a healthy state. However, compared with the extra-trees based

fitted Q iteration, the XGBoost based fitted Q iteration obtained a better STI strategy for

HIV.

Here, we define an acceptable STI strategy as the strategy that can help the patient

moving from the "non-healthy" state to the "healthy" state and keep the patient staying at

the "healthy" state without any RTI and PI treatment. Compared with the extra-trees based

fitted Q iteration, the XGBoost based fitted Q iteration can find an acceptable STI strategy

by using fewer patients data. This result is illustrated in Figure 1.14. The black squares and

stars are the strategies computed by the XGBoost fitted Q iteration and the extra-trees based

fitted Q iteration, respectively. The strategies above the dash line are the acceptable STI

strategies. We observe that the XGBoost based fitted Q iteration can obtain an acceptable

STI strategy by using only 210 patients data. However, it requires 270 patients data for the

extra-trees based fitted Q iteration to get an acceptable STI strategy. The XGBoost based

fitted Q iteration converges faster than the extra-trees based fitted Q iteration, because it

has higher total discounted rewards by using the same number of patients data before an

acceptable STI strategy was obtained.

Finally, it is noted that the computing time for the XGBoost based fitted Q iteration

is around 7000 seconds. However, the computing time for the extra-trees based fitted Q

iteration is around 24000 seconds. These two algorithms were running on the same desktop

with the Intel 8700k processor, 32GB memory and Nvidia Geforce RTX 2080 Ti graphic card.

Compared with extra-trees based fitted Q iteration, XGBoost based fitted Q iteration is

much more computationally efficient.

1.7 Contributions

We are the first one who introduced the XGBoost regression method into the fitted Q

iteration algorithm for finding the optimal treatment strategy for HIV patients. We have
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Figure 1.14 The influence of the number of simulated patients contained in the fitted Q iteration
algorithms on the total discounted reward (in the first 1000 days) with respect to the computed
strategies.

shown that the XGBoost based fitted Q iteration can obtain a better STI strategy compared

with the extra-trees fitted Q iteration. Based on the high performance of XGBoost regression

method, the XGBoost based fitted Q iteration is much more computationally efficient

compared with extra-trees based fitted Q iteration.

We also proposed a new rule of stopping condition for the XGBoost based fitted Q

iteration algorithm, that is, we considered both the distance defined by the mean and the

infinity norm of all values of Q̂N and Q̂N−1.

1.8 Future Work

Currently, we can only guarantee that the XGBoost fitted Q iteration algorithm numerically

converges for HIV applications. But, there is not a theoretical proof for the convergence of

the XGBoost fitted Q iteration algorithm. The theoretical convergence of the XGBoost fitted

Q iteration algorithm is still an open problem. Once the convergence problems are being

solved, we might apply the XGBoost fitted Q iteration algorithm to other diseases (such as

radiation therapy and other chronic diseases, etc) to find the optimal treatment strategy.

In this chapter, the nonlinear ODE model of HIV infection dynamics that we used was

validated by using the data collected by Rosenberg from patients studied at Massachusetts

General Hospital. The real clinical data provides RNA viral load, CD4, and CD8 data for
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102 patients. However, as shown in this research, the XGBoost based fitted Q iteration

algorithm requires 210 patients data to obtain the optimal STI strategy. If we can collect

enough clinical data in the future, it will be interesting to see if the XGBoost fitted Q iteration

algorithm can maintain its high performance.

In our simulation data, the parameters were assumed to be the same for each simu-

lated patient. However, the parameters may vary from one patient to another in clinical

settings. To account for the uncertainty in model parameters, sensitivity analysis needs to

be performed to study sensitivity of the optimal policy with respect to model parameters.

Finally, it is common with clinical data that, due to the range sensitivity limits of the

assays used for collecting data, the clinical viral load will have upper and lower limit of

quantification. The upper limit of quantification can be handled by repeatedly diluting

the sample until it falls within a detection range [Att12]. However, the lower limit directly

affects the observed data and a methodology is required to be able to use this data in

our proposed approach for STI treatment. In machine learning, two popular approaches,

Nearest Neighbor Hot-Deck and Expectation Maximization, can be employed to impute the

data to gain precision. The hot-deck method imputes missing values by clustering the data

and then missing values are replaced by values from similar complete samples. Expectation

maximization imputes missing values by finding the maximum likelihood estimates and

iterates until maximizing the log likelihood.
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CHAPTER

2

IMAGE SEGMENTATION FOR

EVOLUTIONARY GENETICS

2.1 Introduction

With the rapid development of artificial intelligence in last decades, many biological prob-

lems can be solved by using artificial intelligence. Image segmentation is one of the ap-

plications of artificial intelligence. There are many famous deep learning algorithms of

image segmentation, such as Fully Convolutional Networks (FCN) [Lon15], U-Net [Ron15]

DeepLab [Che17a], Mask R-CNN [He17] and You only look once (Yolo) [Red16], etc. Among

them, U-Net is the method that focuses on the biomedical image segmentation. It performs

very good on various biomedical segmentation problems. Based on the structure of U-Net,

UNet++was proposed by Zongwei Zhou in 2018 [Zho18]. UNet++ has even better perfor-

mance compared with U-Net. In this chapter, we utilize the UNet++ algorithm to find the

exponential blocks contained in the heat map of pairwise difference matrix, which was

obtained from the sequence data of virus.
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2.2 Neural Network

Neural network, also called artificial neural network (ANN), is one of the most popular

machine learning techniques. Neural network simulates the mechanism of learning in

biological organisms. It is a group of artificial neurons which inter connected with each

other and uses a mathematical model for information processing based on a connectionism

approach to computation. Neural network can be used to both supervised and unsupervised

learning. It is the foundation of deep learning.

2.2.1 Single-layer perceptron

Single-layer perceptron is the simplest case of a neural network. It only has one input layer

with several input nodes and one output layer with one output node. In the single-layer

perceptron, a set of input data is directly mapped to an output node by using a generalized

variation of a linear function. Figure 2.1 shows a structure of a single-layer perceptron with

bias [Agg18].

Figure 2.1 Single-layer perceptron with bias [Agg18].

Assuming that x is the input vector; w is the weight of the single layer; b is the bias and

f is the activation function. The output of the single-layer perceptron with bias is:

y = f (xT w+ b ). (2.1)

Also, some single-layer perceptron does not has the bias term, so the output simply be-
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comes:

y = f (xT w). (2.2)

2.2.2 Multi-layer perceptron

Multi-layer perceptron (MLP) is more commonly known as multi-layer neural network or

artificial neural network. It can be used to both classification and regression problems. A

multi-layer perceptron consists of at least three layers of nodes: an input layer, a hidden

layer and an output layer. Figure 2.2 shows the structure of an example of a multi-layer

perceptron with bias [Agg18]. This architecture is known as the feedforward neural network.

Figure 2.2 Multi-layer perceptron with bias [Agg18].

The number of hidden layers and the number of neurons contained in each hidden layer

are the hyperparameters. You can choose the number of layers and number of neurons

contained in each hidden layer differently for different problems. Every node in a hidden

layer and output layer uses an activation function. Not like the single-layer perceptron

which can only have one node in the output layer, the number of nodes contained in

the output value for the multi-layer perceptron depends on the applications. The way to

compute each node value and the output value is similar with the single-layer perceptron.

In a single-layer perceptron, the weights and bias are computed from the perceptron

learning algorithm (PLA). In a multi-layer perceptron, the weights and bias are computed

by minimizing the error function, which is defined as the difference between the network

output values and the true values. This is an optimization problem that can be solved by
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using a number of well-known optimization algorithms.

2.2.3 Activation functions

Activation function is used to decide the output of nodes in hidden layers and output layers.

Activation function needs to be chosen properly for different problems. The followings are

some common activation functions.

Step function is a classical active function. It is defined as:

f (x ) :=

¨

0, if x < 0

1, if x ≥ 0.
(2.3)

It can be used to map to binary outputs. Hence, it is usually used in classification problem.

The plot of the step function is shown in Figure 2.3.

Figure 2.3 Step function.

Sigmoid function is defined as:

f (x ) =
1

1+ e −x
=

e x

e x +1
. (2.4)

It returns the values in the range 0 to 1, which is helpful in performing computations that

should be interpreted as probabilities. It is especially useful for models where we have to

predict the probability as an output. Figure 2.4 shows the graph of the sigmoid function.

46



Figure 2.4 Sigmoid function.

Tanh function is like logistic sigmoid but has better properties. It is defined as:

f (x ) =
e x − e −x

e x + e −x
=

e 2x −1

e 2x +1
. (2.5)

The range of the tanh function is from -1 to 1. When the outputs of the neural network are

desired to be both positive and negative values, tanh function is a better choice compared

to the sigmoid function. The graph of the tanh function is shown in Figure 2.5.

Figure 2.5 Tanh function.
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Rectified Linear Unit (ReLU) activation function was first introduced to a dynamical

network by Hahnloser et al. in 2000 [Hah00; Hah01]. In 2011, Glorot et al. demonstrated for

the fist time that, compared to the widely used activation functions such as logistic sigmoid,

ReLU has a better performance when training deeper networks [Glo11]. It is defined as:

f (x ) =max(0, x ). (2.6)

As shown in Figure 2.6, the ReLU is half rectified. f (x ) is 0 when x is negative and f (x )

is equal to x when x is above or equals to 0. The output range of ReLU function is zero to

infinity. ReLU function is usually used in convolutional neural networks. RuLU function is,

as of 2017, the most popular activation function for deep neural networks [Ram17]. There

are several different forms of ReLU function, for example, leaky ReLU, parametric ReLU,

etc.

Figure 2.6 ReLU function.

2.2.4 Backpropagation algorithms

Once the structures of a neural network and the loss function are set up, we need to use

training data set to train the neural network. This training process is usually called optimiza-

tion. That is, we find the weights w of a neural network to minimize the cost function L (w).

The most commonly used algorithm is backpropagation algorithm. The backpropagation

algorithm contains two main phases: forward and backward phases. In forward phase, the
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inputs are fed into the neural network. After a series of computations across the layers by

using the current weights, we arrive at the end predicted outputs. Also, the derivative of

the loss function with respect to the output is computed. In backward phase, the gradients

of loss function with respect to the weight in all layers need to be computed by using the

chain rule of differential calculus. The weights of the neural network are updated by using

these gradients. For example, in the steepest descent method, the weights are updated by:

wnew =wold−η
∂ L (wold)
∂w

, (2.7)

where η ∈ [0, 1] is the learning rate.

We will use a simple example to show how backpropagation algorithm works. Figure

2.7 is a simple neural network with one input layer, one hidden layer and one output layer.

Each layer contains two neurons. In this network, x = (x1, x2) are the inputs; w1, . . . , w8

and b1, . . . , b4 are the weights and biases, respectively; h1, h2 are the active functions in the

hidden layer; H1, H2 are the outputs of the hidden layer; O1, O2 are the activation functions

in the output layer; y= (y1, y2) are the final output values. We define the activation functions

h1, h2 and O1, O2 in the hidden and output layers as the sigmoid functions. The loss function

is the mean square error, given by

L (w) =
1

2
(y1,true− y1)

2+
1

2
(y2,true− y2)

2. (2.8)

Figure 2.7 The example of a simple neural network.
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In the forward phase, by using the current weights, H1, H2 and y1, y2 are computed:

H1 = h1(x1w1+ x2w3+ b1) (2.9)

H2 = h2(x1w2+ x2w4+ b2) (2.10)

y1 =O1(H1w5+H2w7+ b3) (2.11)

y2 =O2(H1w6+H2w8+ b4). (2.12)

In the backward phase, we need to compute the gradients of the loss function with respect

to all weights in each layer. Then, we will use those gradients to update the weights. We will

show how to update the weights w1 and w5.

The gradient of the loss function with respect to w5 is:

∂ L (w)
∂ w5

=
∂ L

∂ y1

∂ y1

∂
∑

∂
∑

∂ w5

�∑

=H1w5+H2w7+ b3

�

, (2.13)

where

∂ L

∂ y1
=

1

2
·2(y1,true− y1)

∂ (y1,true− y1)
∂ y1

= y1− y1,true

∂ y1

∂
∑ =

∂ O1

∂
∑ =

∂

∂
∑

�

1

1+ e −
∑

�

=
1

1+ e −
∑

�

1−
1

1+ e −
∑

�

= y1(1− y1)

and

∂
∑

∂ w5
=H1.

Hence,

∂ L (w)
∂ w5

= (y1− y1,true)y1(1− y1)H1. (2.14)

Thus, the weight w5 can be update as

w5,new =w5,old−η
∂ L (wold)
∂ w5

. (2.15)
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The gradient of the loss function with respect to w1 is:

∂ L (w)
∂ w1

=
∂ L

∂H1

∂H1

∂
∑

∂
∑

∂ w1

�∑

= x1w1+ x2w3+ b1

�

, (2.16)

where

∂ L

∂H1
=

1

2
·2(y1,true− y1)

∂ (y1,true− y1)
∂H1

+
1

2
·2(y2,true− y2)

∂ (y2,true− y2)
∂H1

= (y1− y1,true)
∂ y1

∂H1
+ (y2− y2,true)

∂ y2

∂H1

= (y1− y1,true)y1(1− y1)w5+ (y2− y2,true)y2(1− y2)w6

and

∂H1

∂
∑ =H1(1−H1)

and

∂
∑

∂ w1
= x1.

Hence

∂ L (w)
∂ w1

= [(y1− y1,true)y1(1− y1)w5+ (y2− y2,true)y2(1− y2)w6]H1(1−H1)x1. (2.17)

Thus, the weight w1 can be update as

w1,new =w1,old−η
∂ L (wold)
∂ w1

. (2.18)

The above computations can be repeated to update other weights in the neural network.

In the example above, we only consider one sample. In practice, we usually have n

samples. The loss function is then changed to:

L (w) =
n
∑

i=1

2
∑

j=1

1

2
(yi j ,true− yi j )

2. (2.19)

If the optimization algorithms use the entire training set simultaneously to update the

weights, those methods are called deterministic gradient methods. If the optimization

algorithms use only a single training example at a time, those methods are called stochastic
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(online) methods. If the algorithms use more than one but less than all of the training

examples, those methods are traditionally called minibatch stochastic methods. Minibatch

stochastic methods are commonly used in deep learning.

The learning rate is another crucial parameter in neural networks. In practice, instead

of using fixed learning rate, it is necessary to gradually decrease the learning rate over

time. There are many optimization algorithms used in practice, such as AdaGrad [Duc11],

RMSProp [Hin12], Adam [Kin14] and SGD (with momentum).

2.3 Convolutional Neural Networks

In deep learning, a deep neural network (DNN) is an artificial neural network with multiple

layers between the input and output layers [Sch15]. A convolutional neural network (CNN) is

a class of deep neural networks that uses convolution operation. It has many applications in

image classification and segmentation, medical image analysis, natural language processing

and time series prediction, etc.

CNNs are simply neural networks that use convolution in place of general matrix mul-

tiplication in at least one of their layers [Goo16]. There are many different kind of layers

contained in CNNs. A convolutional network includes an input layer, many hidden layers

and an output layer. The hidden layers usually consist of a series of different types of layers.

The most common layers used in hidden layers are convolutional layer, pooling layer and

fully connected layer. CNNs contain at least one convolutional layer. The output layer

usually consists of several neural nodes with an activation function.

2.3.1 Convolutional layer

Convolutional layer is the most important layer in CNNs. A convolutional layer is the multi-

layer perceptron that uses the convolution operation. In convolutional neural networks,

convolutional layers are no longer fully connected to each other, but locally connected.

Images have the property of local region stability, and the statistical features of one of their

local regions are similarly relative to other adjacent local regions of the image. Therefore,

the features of a certain local region learned by convolutional layers from an image are also

suitable for other adjacent local regions of the image. The convolutional layer has many

filters that can be designed to recognize certain specific features of the image, each filter

slides over the feature map of the previous layer of convolution, and the parameters of filters

are invariant and shared during the convolution process. This allows the convolutional

neural network to be trained with very few parameters compared to the previous fully
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connected neural networks that required a large number of parameters when training large

scale input samples.

2.3.1.1 Convolution operation

The convolution operation is the basic operation in the convolutional layer. A convolutional

layer consists of a set of filters. The parameters contained in the filters need to be learned

from the training set. Usually, the size of filters is smaller than the input data.

Figure 2.8 An example of convolution operation between a 7×7×1 input and a 3×3×1 filter with
stride of 1 [Agg18].

Assuming, we have an input x, a filter with weight w, then the convolution operation is

defined as:

f (x) = x ∗w. (2.20)

The convolution operation start with a filter which is a matrix of weights. The filter slides

over the input data, performing an element wise multiplication with the part of the input it

is currently on and then summing up the results into a single output pixel. Figure 2.8 shows

an example of a convolution operation between a 7×7×1 input and a 3×3×1 filter with

stride of 1 [Agg18].

The stride is defined as the number of location that a filter skipped when the filter
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is sliding over the input data. Usually, in convolution networks, we want the output of a

convolutional layer to have a low dimension when comparing with the input. So the bigger

the stride is, the smaller the dimension that an output will have. If the stride is so large, we

may lose some information containing in the input.

Figure 2.9 An example of applying convolution operation on a real image [Fra17].

Figure 2.9 shows an example of applying the convolution operation on a real image

[Fra17]. The original image is a cat. After applying the convolution operation with filter 1,

we can get the edge of the cat. This means that the filter 1 is used to grab the edge of the

object. After applying the convolution operation with filter 2, we get a feature map with the

eye of the cat. This means that the filter 2 is used to grab the bright green features from the

original image. The convolution operation can learn spatial hierarchies of patterns. With

more convolution layers, the neural network can learn much more complex and abstract

visual concepts.

2.3.1.2 Padding

Usually, the output of an convolution layer has a smaller dimension compared with the

input. But if we do not want to lose the dimensionality of the output, i.e., the dimension of

the output stays the same with the dimension of the input, the padding method can help

us with this. What the padding method will do is padding the edges with extra fake pixels.

The extra fake pixels are the pixels with value 0. Figure 2.10 shows an example of padding

[Agg18].

After padding, the original edge pixels becomes the pixels at the center. So it can produce

an output with the same dimension as the input.
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Figure 2.10 An example of padding [Agg18].

2.3.2 Pooling layer

Pooling layer is another important layer in CNNs. The pooling layer uses the pooling

operation to reduce the dimension of the output. The pooling operation works on small

square grid regions with dimension P ×P in each layer. The output of the pooling layer

will have a smaller size and the same depth as the input. There are two kinds of pooling

operations. One is average pooling. Average pooling calculates the average value for each

small square grid region in the input data. Another one is maximum pooling. Maximum

pooling calculates the maximum value for each small square grid region in the input data.

The stride in the pooling layer is the same as in the convolutional layer.

Figure 2.11 shows an example of maximum pooling with a 3× 3 filter and stride equals

to 1 and 2. With the stride of pooling increases, the size of the output is becoming smaller.

Pooling layer is a form of non-linear down-sampling. Pooling layer can help us to extract

the important features from the original image. It is useful in image segmentation neural

networks.

2.3.3 Fully connected layer

Fully connected layer is similar with the MLP. In a fully connected layer, every neuron has

full connections to all activations in the previous layer. Fully connected layer can help to

collect the useful classification information contained in the convolutional layer or pooling

layers. In order to improve CNN network performance, ReLU activation function is usually

used in the fully connected layer. In the convolutional neural network, fully connected

layer commonly used at the end of the network before a classification layer.
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Figure 2.11 An example of maximum pooling with a 3× 3 filter, and stride equals to 1 and 2
[Agg18].

2.3.4 Dropout

Overfitting is a serious problem in convolutional neural network, especially for large scale

networks. Dropout is a technique proposed by Nitish Srivastava et al. in 2014. A hidden

layer with dropout means that some neurons will randomly drop out in this hidden layer.

Dropping out a neuron means that a neuron will be temporarily removing it from the

network, along with all its incoming and outgoing connections [Sri14].

Dropout method can be used in most types of layers, such as dense fully connected

layers, convolutional layers and recurrent layers, etc. Figure 2.12 shows how dropout method

works on a fully connected layer [Sri14]. In the dropout method, we can set up the dropout

rate for different layers or problems. The dropout rate ranges from 0 to 1. In the simplest

case, each unit is retained with a fixed probability (dropout rate) independent of other

units. Usually, a good value for dropout in a hidden layer is between 0.5 and 0.8 [Sri14].
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(a) (b)

Figure 2.12 Dropout Neural Net Model:(a) is the standard neural net; (b) is the neural net after
applying dropout [Sri14].

2.3.5 Loss function

2.3.5.1 Cross entropy

Cross entropy (CE) is a measure of dissimilarity between two distributions. In machine

learning task, we usually use cross entropy for classification and segmentation problems.

The cross entropy is defined as:

LC E =−
∑

i=1

pi log(p̂i ), (2.21)

where pi is the true class and p̂i is the probability that the prediction belong to the true

class. The binary form is defined as:

LB C E =−(p log(p̂ )− (1−p ) log(1− p̂ )), (2.22)

where p is the true class and p̂ is the probability that the prediction belong to the true class.

2.3.5.2 Focal loss

Focal loss adapts the standard CE to deal with extreme foreground-background class im-

balance, where the loss assigned to well-classified examples is reduced [Lin17]. It is defined

as:

LF L =
�

α(1− p̂ )γp log(p̂ ) + (1−α)p̂ γ(1−p ) log(1− p̂ )
�

, (2.23)
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where α ∈ [0, 1] is the weighting factor and γ≥ 0 is the tunable focusing parameter.

2.3.5.3 Dice loss

Dice loss was proposed by Fausto Milletari, et al. in 2016 [Mil16]. It can directly optimize

the Dice coefficient which is the most commonly used segmentation evaluation metric. It

is defined as:

LD C = 1−
2T P

2T P + F P + F N
, (2.24)

where T P is the true positive, F P is the false positive and F N is the false negative.

2.3.6 Evaluation metrics

Evaluation metrics are used to measure the quality of the machine learning model.

2.3.6.1 Intersection over Union

Intersection over Union (IoU) is an evaluation metric used to measure the accuracy of an

object detector on a particular dataset. IoU is usually used to measure the performance of

any object category segmentation method [Rah16]. It is defined as

L I oU =
T P

T P + F P + F N
. (2.25)

2.3.6.2 Dice coefficient

Dice coefficient is a statistical metric used to gauge the similarity of two samples. Dice

coefficient is widely used in medical image segmentation applications. It is defined as:

D C =
2T P

2T P + F P + F N
. (2.26)

2.4 U-Net and UNet++

2.4.1 U-Net

U-Net is one of the state of art deep learning methods designed for biomedical image

segmentation. It is widely used in all kinds of biomedical image segmentation problems.

There are many new methods that are based on the idea of U-Net. U-Net was proposed by

Olaf Ronneberger et al. in 2015. U-Net is based on a classical idea, that is, encoder-decoder

[Hin06]. This idea was firstly used to compress images and reduce the noise.
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Figure 2.13 The structure of U-Net [Ron15].

Figure 2.13 shows the structure of U-Net [Ron15]. U-Net has a symmetric structure. The

left part is the contracting part (encoder), which is used to extract the context information

of the object from the original image. The contracting part consist of ten 3×3 convolutional

layers with ReLU as the activation function and four 2×2 maximum pooling layers with

stride 2 for downsampling. The right part is the expanding part (decoder), which is used to

localize the position of the object. The expanding part contains seven 3×3 convolutional

layers with ReLU as the activation function and five up-convolutional layers in which half

the number of feature channels concatenates with the correspondingly cropped feature

map from the contracting part. The last layer is a 1× 1 convolution layer with stride 1

and unpadding. The last two channels represent the background class and object class,

respectively. U-Net totally has 23 convolution layers and 4 maximum pooling layers. U-Net

is a well designed deep learning architecture.

2.4.2 UNet++

UNet++ is a new powerful architecture for biomedical image segmentation. UNet++ is

based on the structure of U-Net. The main idea behind UNet++ is to bridge the semantic gap

between the feature maps of the encoder and decoder prior to fusion [Zho18]. Compared

with U-Net, UNet++ added two sub-networks and re-designed skip pathways. Also, UNet++

uses the deeply supervised method to help updating the sub-networks.
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Figure 2.14 The structure of UNet++ [Zho18].

The structure of UNet++ is shown in Figure 2.14 [Zho18]. The green circles are convo-

lutional blocks of the sub-networks. The blue dash lines are the re-designed skip connec-

tions. The red lines indicate the usage of deep supervision. All feature maps extracted by

X 1,0, X 2,0, X 3,0 and X 4,0 blocks are very important. Those features contain not only shallow

and low-level feature maps, but also fine-grained feature maps. So by adding the sub-

networks and skip connections, we can fully use those extract features maps. The skip

connections can effectively generate the segmentation masks with fine details and recover

the fine-grained details of the target objects even with complex background. The role of

deep supervision here is to allow the sub-network trainable. By monitoring the results of

sub-networks, all the convolutional blocks in UNet++ can be trained. After training, we

can compare the results of each sub-network. There are 3 sub-networks here: the network

with blocks X 0,0, X 1,0, X 0,1, the network with blocks X 0,0, X 1,0, X 2,0, X 1,1, X 0,2 and the net-

work with blocks X 0,0, X 1,0, X 2,0, X 3,0, X 2,1, X 1,2, X 0,3. If a small sub-network has the similar

performance compared with the whole networks. We can do the pruning on UNet++. We

can only use the small sub-network to do the prediction.

The backbone architecture refers to the way in which the backbone interconnects the

networks attaching to it and how it manages the way in which packets from one network

move through the backbone to other networks. The backbone of UNet++ is not fixed. There

are many backbones we can choose from, such as VGG networks [Sim14], ResNet networks

[He16], Inception V3 [Sze16] and DenseNet networks [Hua17], etc. Those models all have
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trained weights on Imagenet dataset [Den09]. We can choose the different backbone for

different segmentation applications.

2.5 Evolutionary Genetics

Phylogenetic trees are diagrams that represent hypotheses about the evolutionary rela-

tionships among organisms. Phylogenetic tree is built based on the information we’ve

collected about the set of species, things like the DNA(RNA) sequences of their genes and

their physical features.

For virus, there are two different types of populations: exponential growth virus popula-

tion and constant growth virus population. In exponential growth population, the growth

rate of the population stays the same regardless of population size, making the population

grows faster as it gets larger in size. In constant growth population, this population grows

by a constant amount for each unit of time, making the population grows linearly. Figure

2.15 shows the idealized caricatures of virus phylogenies that distinguish between virus

population with (A) exponential growth; (B) constant size [Vol13]. In Figure 2.15 (A), the

virus grows exponentially and the phylogenetic tree has long terminal branches (the long

lines to the tip of the tree). In Figure 2.15 (B), the virus population is constant and the

phylogenetic tree has short terminal branches, but long internal branches. Finding the

exponential growth virus is meaningful in viral phylodynamics. However, it is very difficult

to find the exponential growth samples in a very big phylogenetic tree. Here, we want to

use deep learning method to find out the exponential growth samples contained in the

viral sequence data.

Assuming mutation occurs along the phylogenetic tree at a constant rate. We will build

a pairwise difference matrix for the viral sequences. Each entry in the matrix denotes the

distance between the two corresponding sequences, i.e., how many different genes between

two corresponding species.

We will give an example showing the differences in the pairwise difference matrices

between the constant growing population and the exponential growing population. Figure

2.16 shows the two phylogenetic trees with mutation marked on it, each "X " denotes a

mutation along the tree. For both groups, there are 8 sequences of virus sampled. The

x1, . . . , x8 are the exponential growth samples and the y1, . . . , y8 are the constant growth

samples. Each branch point represents the most recent common ancestor of all the groups

descended from that branch point. In order to find the number of different genes between

two species, we need to find their most recent common ancestor first. For example, one of

the red points in Figure 2.16 is the most recent common ancestor of x1 and x2. We start from
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Figure 2.15 Idealized phylogenetic trees of the (A) exponential growth virus population and (B)
constant growth virus population and the corresponding population size [Vol13].

Figure 2.16 The phylogenetic trees with mutations of (A) exponential growth virus population
and (B) constant growth virus population, respectively.
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x1 go back to the most recent common ancestor, and then go to x2 from the most recent

common ancestor. During this process, we count how many mutations(i.e., X ) showing in

the path. The number of mutations in the path is the number of different genes between

two species. So, there is 4 different genes between x1 and x2.

After counting all the difference genes between species, we can build two 8×8 matrices.

The pairwise difference matrices for them are (A is the matrix for group A, B is the matrix

for group B):

A =

x1 x2 x3 x4 x5 x6 x7 x8
























































0 4 6 5 5 6 5 5 x1

4 0 6 5 5 6 5 5 x2

6 6 0 5 5 6 5 5 x3

5 5 5 0 4 5 4 4 x4

5 5 5 4 0 3 4 4 x5

6 6 6 5 3 0 5 5 x6

5 5 5 4 4 5 0 4 x7

5 5 5 4 4 5 4 0 x8

B =

y1 y2 y3 y4 y5 y6 y7 y8
























































0 1 4 4 9 8 8 9 y1

1 0 3 3 8 7 7 8 y2

4 3 0 0 7 6 6 7 y3

4 3 0 0 7 6 6 7 y4

9 8 7 7 0 1 3 4 y5

8 7 6 6 1 0 2 3 y6

8 7 6 6 3 2 0 1 y7

9 8 7 7 4 3 1 0 y8

Except for diagonal elements, the values in matrix B range from 0 to 9, but for matrix A,

the range is from 3 to 6. The values of entries in matrix A are much more closer to each

other. We can clearly see the difference between two matrices. To make it more clear, we

will normalize these two matrices by dividing each element in the matrix with the maximal

value, and plot the heat map for the normalized matrices A and B. Figure 2.17 clearly shows

the difference in the pairwise matrices. In Figure 2.17 (a), the colors are light in all locations

except on the diagonal. However, in Figure 2.17 (b), there are many darker blocks around

the diagonal, especially in the upper left and lower right corners. Hence, the demographic

history can lead to differences in the heat map of pairwise difference matrices.

What if there is an exponential growth group containing in a set of viral genetic se-

quences? Figure 2.18 shows the 5 exponential growth virus sequences contained in the 8

sampled virus sequences. Compared with the maximal number of mutations occurred be-

tween the constant growth virus, the maximal number of mutations occurred between the

exponential growth virus is relatively small. So, after we normalized the pairwise difference

matrix, the values represented the exponential growth virus are closer to 0. Hence, in the

heat map, the exponential growth virus will have more dark blocks around the diagonal.

We can clearly recognize the exponential growth virus sequences in Figure 2.18. The virus
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(a) (b)

Figure 2.17 The heat maps for the normalized matrices A and B, respectively.

(a) (b)

Figure 2.18 The heat maps contain exponential block.
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sequences from 1 to 5 in Figure 2.18 (a) and the virus sequences from 0 to 4 in Figure 2.18

(b) are the exponential growth virus sequences.

Being able to detect exponential growth is of paramount importance. We can use this to

predict an epidemic, or check a virus adaptation to the drug pressure, i.e., drug resistance,

or check the immune escape within a person.

Based on the Wright-Fisher model [Hof17] and applying the Poisson distribution to

generate mutations between two generations, we generate the simulated data set for ge-

nealogies for viruses. The Wright-Fisher model is the simplest population genetic model.

Consider a gene with two alleles, A or B. In diploid populations consisting of N individuals

there are 2N copies of each gene. An individual can have two copies of the same allele or

two different alleles. We denote the frequency of one allele p and the frequency of the other

q . In Wright-Fisher model, we assume that generations do not overlap; each individual

from the offspring generation now picks a parent at random from the previous generation

and each offspring inherits the genetic information of the parent. The Wright-Fisher model

is a discrete-time Markov chain that describes the evolution of the count of one of these

alleles over time. Let X t ∈ {0,1, . . . ,2N } be the count of the A allele in a population with N

diploid individuals at generation t . Each generation, a collection of alleles are sampled,

with replacement, from the current population at generation t to form a new population at

generation t +1. This process describes the binomial sampling of alleles in each generation.

The probability transition matrix can be written as:

Pi j =

�

2N

j

�

�

i

2N

� j �

1−
i

2N

�2N− j

, (2.27)

where i is an allele count at generation t −1, j is the allele count at generation t . So we can

obtain an offspring generation from a given parent generation by using the Wright-Fisher

model.

Using the Wright-Fisher model, we generated 366000 pairwise difference matrices

in total. Each pairwise difference matrices represents a sample of 128 viruses (from the

simulated genealogy), associated with 128 corresponding labels (denoting whether the

viruses were from a population undergoing exponential population expansion, ’0’ means

’constant growth virus’, ’1’ means ’exponential growth virus’). Thus the size of heat maps

and masks for our data set is 128×128. The size of the exponential blocks contained in the

heat map ranges from 5 to 125, and 3000 samples for each size of the exponential blocks.

Also, we have 3000 samples which do not contain the exponential blocks. The exponential

blocks lay randomly in the diagonal of the heat map. Each heat map contains only one

exponential block. To save memory in the training process, we plot the heat map as black
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and white. Some examples of the heat map and mask are shown in Figure 2.19. The mask

shows the location of the exponential block.

Our goal here is, given a heat map, using the image segmentation method to find the

exponential block contained in the heat map and provide a probability for the exponential

block class.

2.6 Experiments and Results

The entire simulated data set contains 366000 samples, among them 3000 samples do

not contain the exponential blocks. From the 363000 samples which contains exponential

block, we will choose 10 samples from each size (range from 5 to 125) of the exponential

blocks samples as the validation set. So the validation set totally contains 1210 samples

and has all the different size of exponential blocks inside. For the test set, we choose 30

samples from each size of the exponential blocks samples. So we totally have 3630 samples

in the test set. The test set also includes all the different size of exponential blocks samples.

Notice, there is no overlap between the validation set and the test set. The validation and

the test set will be fixed from now on. We will select the training set from the rest of 358160

samples. We define the large exponential block sample as the sample with exponential

block size equal or bigger than 20, and the small exponential block sample as the sample

with exponential block size smaller than 20.

2.6.1 UNet++ for large exponential block samples

The training set is so large, if we choose all the rest of 358160 samples as the training set.

Another reason that we will not choose all the rest samples as training set is we may not

have sample from each size of the exponential blocks in the real sequencing data. Also,

some sequencing data have thousands virus samples. The size of the exponential block will

be ranged from a very small number to thousand. It is unwisely to choose samples from

each size of the exponential blocks. So how can we only use the samples from several sizes

of the exponential blocks and still can guarantee the accuracy of our results. In order to

select the appropriate training set, we will generate 8 different training sets. Here, we define

the common difference of the training set. The common difference of the training set is

defined as the difference between the size of each exponential blocks in the training set.

This means that if the common difference of the training set is 10, then this training set will

contain the samples which have the exponential blocks with size 5, 15, 25, 35, 45, 55, 65, 75,

85, 95, 105, 115, 125.
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(a) (b)

(c) (d)

(e) (f )

Figure 2.19 Some examples of heat maps in the simulated data set: graph (a) and (b) is the heat
map and mask map which contains a exponential black with size 5; (c) and (d) is the heat map
and mask map which contains a exponential black with size 50; (e) and (f) is the heat map and
mask map which contains a exponential black with size 100.
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The common differences of the 8 training sets are 1, 2, 3, 5, 10, 15, 20 and 25 , respectively.

For each training set, we have 10000 training samples in total. This means that there are

d 10000
#different size e samples of each size of the exponential blocks in each training set.

We apply the UNet++ algorithm to the 8 training sets (the sets of heat maps). In the

UNet++, we choose Inception V3 as our backbone, the weights based on the Imagenet as

the encoder weights and the Adam method as the optimizer. We use the combination of

binary cross entropy and dice coefficient as the loss function:

L =
1

2
LBCE−DC. (2.28)

The learning rate for Adam is 0.001. We train each model for 20 epochs and the batch size

sets as 32. Here, we use IoU method to evaluate the performance of our models.

Figure 2.20 shows the performance of UNet++ with different training sets. For the

large exponential block samples, even with different training sets, the UNet++ has nearly

the same performance. Except for the UNet++ based on the training set with common

difference 25, the mean IoU accuracy for the large exponential block test samples are all

greater than 95%. This means that, for the large exponential block samples, we do not need

to use the training set which contains samples from each size of the exponential blocks.

However, we noticed that the performance of UNet++ for the small exponential block

test samples dropped dramatically when the training set with common difference reaches

20. And the mean IoU accuracy of large exponential block test samples dropped significantly

when the common difference of the training set reaches 25. This implies that the training

set with common difference 20 is a good choice for UNet++ for large exponential block

samples. But the mean IoU accuracy of the small exponential block samples are very low

compared with other samples in the UNet++ based on training set with common difference

20. For some samples with small sizes of the exponential blocks, the IoU accuracies are 0.

There are no predictions for those samples. Also, some predictions for those samples are

completely wrong. In our problem, it is unacceptable for having no prediction or completely

wrong prediction. This will cause clinicians or biologists to make wrong conclusions about

the virus proliferation.

To improve the performance of UNet++ for small exponential block samples, the first

idea that was tried is to increase the training samples. The training set we used here is the

training set with common difference 20. So for small exponential block samples, we only

have the samples with exponential block size 5. We do not have samples with exponential

block size from 6 to 19 in our training samples. This maybe the reason why UNet++ have

bad performance for samples with small exponential block. Another reason is a single
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(a) (b) (c)

(d) (e) (f )

(g) (h)

Figure 2.20 The IoU accuracy of the UNet++ of different training sets with common difference 1,
2, 3, 5, 10, 15, 20, 25, respectively.
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convolutional neural network can not perform well on both small and big objects at the

same time.

Figure 2.21 The IoU accuracy of the UNet++ for large exponential block samples.

To over come this problem, we add samples which contain small size exponential blocks

(size from 6 to 19) into our training set. For each size of the exponential blocks, we add 1000

samples into our training set. Hence, we totally have 23996 samples in our new training

set. Also, we found that the SGD optimizer has a better performance than Adam when

we used the new training set. Thus, we chose SGD as the optimizer for the new training

set. The hyper parameters for SGD optimizer were set as follows: learning rate is 0.01, the

decay factor is 10−6 and the momentum is 0.9. All other hyper parameters of the UNet++

remain the same as before. We called this UNet++ as the UNet++ for large exponential

block samples.

The result of UNet++ for large exponential block samples is shown in Figure 2.21.

Compared with UNet++ based on the training set with common difference 20, this one

significantly improved the accuracy of small exponential block samples. Except for the

samples with size 5 exponential block, the mean IoU accuracy of all other samples are

around 95%. However, as shown in Figure 2.21, even if we add more small exponential block

sample to the training set, we still have 0 accuracy for some samples with size 5 exponential
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block. The average accuracy for all test samples with size 5 exponential block is 67.7%.

(a)

(b)

Figure 2.22 The worst cases for identifying the size 5 exponential blocks in the test samples (Red
rectangle are the true exponential block area, the yellow areas are the predicted results).

Figure 2.22 shows the worst cases for identifying the size 5 exponential blocks by using

the UNet++ for large exponential block samples. As discussed before, we have zero tolerance

for the non-predictive situations. We need to find another way to solve the problem of

non-prediction.

2.6.2 UNet++ for small exponential block samples

A simple way to solve the non-predictive issue is to build another UNet++, which only

focuses on samples with small exponential blocks. The training set that we used here

contains all samples (except the samples in validation and test sets) with exponential block

size from 5 to 10. For each size of exponential block, we have 2960 samples. In total, we

have 17760 samples.

In the UNet++ for small exponential block samples, we choose Inception V3 as the
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backbone, the weights based on the Imagenet data set as the encoder weights, the SGD

method as the optimizer and equation (2.28) as the loss function. We set the batch size as

32 and train the model for 20 epochs.

Figure 2.23 The performance of the UNet++ for small exponential block samples.

Figure 2.23 shows the performance of the UNet++ for small exponential block samples

on the test set. The mean IoU accuracy of samples with exponential blocks size from 5 to

10, are all higher than 90%. Also, for all the small exponential block samples, we do not

have non-predictive results, especially on samples with size 5 exponential block. Since we

only have samples with exponential block size from 5 to 10, the accuracy of test samples

drop dramatically with the increasing in sizes of exponential blocks.

In order to make a good prediction for both small and large exponential block samples,

we need to combine those two UNet++.

2.6.3 Ensemble of UNet++

Currently, we already have two deep learning models: one of them is UNet++ for large

exponential block samples and the other is UNet++ for small exponential block samples.

UNet++ for large exponential block samples has good performance for most of the samples,
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Figure 2.24 The performance of the ensemble of UNet++.

except for samples with size 5 exponential block. UNet++ for small exponential block

samples has good performance for samples with exponential block range from 5 to 10. In

order to get the best performance, we use the idea from ensemble method to combine

two UNet++ networks. Instead of using the results from a single UNet++, we use the

addition of results from both UNet++ networks. Let NL denote the prediction of UNet++

for large exponential block samples, and NS denote the prediction of the UNet++ for small

exponential block samples. The final prediction of the ensemble of UNet++, denote by

Ne n s e m b l e , is

Ne n s e m b l e = S (NL +NS −0.5), (2.29)

where S (·) : R→ R is the step function. The performance of the ensemble of UNet++ is

shown in Figure 2.24. Except for the samples with size 5 and 9 exponential blocks, the mean

IoU accuracy for all other samples are higher than 95%. The minimal IoU accuracy of all

test samples are higher than 50%. Compared with the best performance of the UNet++ for

large exponential block samples, the mean IoU accuracy of samples with size 5 exponential

block increased from 67.71% to 85.05% and the minimal IoU accuracy increased from 0.00%

to 52.08%. This means that we do not have the non-predictive situation anymore.

Figure 2.25 shows the predictions from the ensemble UNet++ and both single UNet++

networks. From Figure 2.25 (a) and (b), we observe that the UNet++ for large exponen-
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(a)

(b)

(c)

(d)

Figure 2.25 The predicted results for both UNet++ networks: (a) Sample with size 72 exponential
block; (b) Sample with size 29 exponential block; (c) Sample with size 10 exponential block; (d)
Sample with size 5 exponential block (Red rectangle are the true exponential block area, the
yellow areas are the predicted results).
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tial block samples has perfect predictions for large exponential block samples, the IoU

accuracies are 99.97% and 100.00%, respectively. But, the UNet++ for small exponential

block samples only got partial of the true blocks predicted. The IoU accuracies are 0.81%

and 10.34%, respectively. Figure 2.25 (c) shows the sample with size 10 exponential block,

both UNet++ networks have perfect performance. The accuracies are 100.00% and 97.52%,

respectively. Figure 2.25 (d) shows the sample with size 5 exponential block, the UNet++ for

large exponential block samples did not have any prediction(0% accuracy) and the UNet++

for small exponential block samples has the perfect prediction(100% accuracy). Figure 2.25

shows that the ensemble UNet++ has strong universal capabilities and the abilities to adapt

to different size of exponential blocks. In Figure 2.25, the IoU accuracy of the ensemble

UNet++ are 99.97%, 100%, 100% and 100% respectively.

For all samples in the test set, we only have 3 cases with accuracy lower than 60%. Figure

2.26 shows the prediction of those 3 cases. The (a) and (b) in Figure 2.26 are samples with

size 5 exponential block. Even though, the prediction area in Figure 2.26 (a) is much bigger

than the true area, the prediction area contains the true area. There are two prediction areas

contained in Figure 2.26 (b). But the prediction area also contains the true area. Figure

2.26 (c) is the sample with size 33 exponential block. We can see that the prediction area

contains only part of the true area. This situation is the one we do not want. Because this

may cause clinicians or biologists to leave out some virus samples with exponential growth.

2.6.4 Classifier

After we finished with all the prediction task, we want to make sure that all blocks we

predict are exponential blocks. So, we want a classifier which can give the probability that a

sequencing sample contains an exponential block. We use the idea of transfer learning to

build our softmax classifier.

Since the UNet++ for large exponential block samples has a good performance for

almost all the samples, we take out the backbone of UNet++ for large exponential block

samples with the updated weights. Once we have a new sample, we can use this backbone

to extract feature maps. Then we flatten these feature maps into a vector. This vector is a

representation of the new sample. Two dense layers and dropout layers are added after this.

After each dense layer, there is a dropout layer. We set the drop rate as 0.5 in both dropout

layers. The last layer in our classifier is the softmax layer. The structure of the classifier are

shown in Figure 2.27.

The training set for the classifier is the training set of the UNet++ for large exponential

block samples with 2000 more samples that do not contain the exponential block. We divide
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(a)

(b)

(c)

Figure 2.26 The samples with worst prediction of ensemble UNet++: (a) Sample with size 5 ex-
ponential block; (b) Sample with size 5 exponential block(a) Sample with size 33 exponential
block.
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Figure 2.27 The structure of the classifier.

the rest of 1000 samples without exponential block into two groups: 400 of them will be

added to the validation set, 600 of them will be added to the test set. Here, we choose the

Adam method as the optimizer and the categorical cross entropy as the loss function. The

learning rate for Adam is 0.001. We train the model for 20 epochs and the batch size sets as

16.

After we applied the classifier to the test set, the confusion matrix of the results are

shown in Figure 2.28. We have 4230 samples in the test set, among them 3630 are the

examples with exponential block, 600 are the examples without. The accuracy for examples

without exponential block is 54.5%, which is not good. But the accuracy for examples with

exponential block is 99.8%, which is very high. The main task here is to find the exponential

blocks contained in the samples. We do not want to miss a single sample with exponential

block. Hence, we can accept the classifier, even though it performs not as good on the

samples without exponential block.

2.7 Conclusion

Table 2.1 shows the segmentation accuracy with different UNet++models. The ensemble

of UNet++ has the highest segmentation accuracy 98.55%.

Figure 2.29 shows the final results of our ensemble UNet++with classifier. The ensem-

ble UNet++ with classifier has strong universal capabilities and the abilities to adapt to

the samples with different sizes of exponential blocks. We can also provide the precise
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Figure 2.28 Confusion matrix for the classifier.

prediction for the exponential block contained in the sequencing samples. Based on the

result of the classifier, if the detected exponential block with a probability higher than 50% ,

we will treat this detected exponential block as the true exponential block.

Table 2.1 Segmentation results for UNet++ for large exponential block samples, UNet++ for
small exponential block samples and Ensemble of UNet++.

Architecture Accuracy(IoU: %)

UNet++ for large exponential block samples 98.43
UNet++ for small exponential block samples 10.81

Ensemble of UNet++ 98.55

2.8 Contributions

We are the first one who used deep learning method to find the exponential growth sub-

groups in the virus sequencing data. We illustrate that the population changes would lead to

differences in the pairwise difference matrices. We transfer the pairwise difference matrices
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(a)

(b)

(c)

Figure 2.29 The final results of ensemble UNet++.
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of sequencing data into heat maps. By using the idea of ensemble method, we build two

UNet++ networks, one is designed for the large exponential block samples, the other is

for the small exponential block samples. After we combined two UNet++, we can give

precise prediction for the samples with exponential block range from 5 to 125. In the end,

we added a classifier to our model. This provides the probability that a sample contains an

exponential block.

2.9 Future Work

Currently, all the sequencing data are simulated data. The next step is to apply our proposed

model to the real sequencing data. Also, the IoU accuracy of some samples with small

exponential block are still low. There are some current state of art image segmentation

methods that one can try to see if the results can be improved such as DeepLab V3 [Che17b],

hierarchical multi-scale attention for semantic segmentation [Tao20], etc.

In our model, the classifier is being trained separately. One can try to find a way to add

the classifier into the ensemble UNet++ networks in the future. Once this is done, we can

train the segmentation networks and the classifier simultaneously. This can simplify the

model and may help to increase the accuracy.

Another future consideration is to build a website so that clinicians or biologists can

upload their real sequencing data to the website. The computations on the real sequencing

data will be done on the remote server and the results will be displayed in some user friendly

interface for the biologists or clinicians to do the analysis on their sequencing data.
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