
ABSTRACT

JAMESON, CARTER D. Data Science and Mathematical Modeling Approaches to
Studying Collective Motion. (Under the direction of Kevin Flores.)

The mathematics behind collective motion remains an open area of research, as

these intriguing population dynamics were only recently formalized using methods from

statistical mechanics. Significant obstacles include the incorporation of both heterogeneous

and collective behaviors, and the unique range of physical scales required to understand

collective motion. Because collective motion is relevant to researchers in many fields

including sociology, particle physics, and cell biology, there are many approaches to

studying these open questions. Taking an applied mathematics and data science approach,

this dissertation aims to advance the current understanding of collective motion by

applying computer vision, agent-based modeling, and topological data analysis techniques

to both simulated particle motion data and a dataset of time-lapse microscopy images of

fibroblast cell nuclei collected in the course of a scratch assay study.

While state-of-the-art computer vision techniques based on deep learning provide

promising methods for examining the collective motion behavior of new microscopy images,

we are often impeded by the requirement of large datasets of labeled training data. We

address this limitation by introducing a robust convolutional neural network for cell nucleus

detection. Concrete results on our experimental data show that the detector can infer

accurate locations on unseen images after being trained from scratch using one annotated

image from a single video. By applying this approach to a novel time-series dataset of

experimental scratch assay images, we obtain detections that outperform computer vision

methods that do not leverage deep learning. We use these nucleus detections to obtain

trajectories of the cells through time using the Crocker-Grier particle tracking algorithm.

Our subsequent analysis of these trajectories includes using an agent-based stochastic

differential equation formulation of Brownian motion to model the random walk behavior

of the cells, and the use of topological data analysis to distinguish between confluent and

over-confluent cell populations.

In addition to these conclusions involving real-world data, we present a novel parameter

estimation framework based on the topology or density of simulated collective motion data.

We simulate prototype point-cloud datasets using a stochastic variant of the agent-based

D’Orsogna model of interactive particle motion. Using least-squares optimization on

summaries of the topology and particle density, we show that it is feasible to recover the

model parameters used to generate these datasets. This approach, based on standard



Nelder-Mead direct search optimization, is able to estimate the parameters of deterministic

and stochastic variants of our candidate model. By expressing this parameter estimation

task as an inverse problem, we can approximate distributions of model parameter estimates,

and are thus able to directly compare the efficacy of different methods.
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Chapter 1

Introduction

1.1 The Mathematics of Data Science

The study of applied mathematics has become vastly more intriguing as computing

tools and powerful mathematical software have achieved ubiquity in recent decades. Of

particular interest to the modern applied mathematician is the development of algorithms

and computational methods for the sake of understanding the data that are increasingly

available to researchers in nearly every scientific discipline. This interest is one of the

general aims of the contemporary field of data science. Prominent computer scientists

David Blei and Padhraic Smyth describe data science as “the child of statistics and com-

puter science” [1], yet—just as both of these disciplines are ostensibly direct descendants

of mathematics—many data science principles are established using mathematics. While

many data science techniques are based on explicitly-statistical methods like regression,

classification, decision trees, and clustering, strict mathematical reasoning underlies many

other methods.

In particular, the development of new and novel data science tools often requires an

in-depth knowledge of mathematics. The neural networks used in deep learning are a

perfect example of this demand. Deep learning has quickly become a state-of-the-art

solution for many data science tasks, particularly as a popular tool which is available

to any computer-savvy developer, even those without formal training in mathematics.

As the programming interfaces for these technologies become more prevalent and user-

friendly, deep learning practitioners become further removed from the mathematical

foundation on which these tools are built. In reality, training a neural network involves

employing complicated matrix calculus in the form of backpropagation. The ability to

even take derivatives of network outputs with respect to individual parameters is also

based on the continuity and differentiability of nonlinear internal activation functions [2].
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Furthermore, the methods that best use these gradients are based on optimization theory,

which may leverage decades of rigorous theorems from game theory, functional analysis,

and control theory [3]. While there is certainly no fault in researchers using tools to their

fullest extent in search of scientific truths and the significance of novel data, we rely on

those who understand the mathematics of matrices, high-dimensional spaces, functions,

operators, and their applications to imagery, time series, and categorical data to design

and implement these tools.

We appeal to this sense of significance in justifying the following research. In aiming to

develop practical methods for understanding collective motion, we invoke computational

geometry, algebraic topology, probability theory, statistical learning, information theory,

matrix theory, functional analysis, optimization, calculus, and floating-point arithmetic.

While a exhaustive understanding of each of these fields and subfields is not required to

understand our work, or even to perform the enclosed investigations, a knowledge of how

these fields tend to view problems and how they work together is essential for creating

a tool that can glean useful, meaningful conclusions from scientific data. Altogether,

we attempt to introduce rigor into data-scientific methods whenever possible, while also

endeavoring to remain close to the application of interpreting collective motion for the

sake of proposing ideas that are relevant to scientists in any field of study.

1.2 Background

This work consists of multiple distinct efforts which are unified by the comprehension

of collective motion. Our research investigates experimental cell microscopy data and

simulated particle data that exhibit emergent behaviors, and pursues a novel understanding

of collective biological motion. We do this using agent-based models, which consider

individuals as the unit of interest in a population. This allows us to represent the data as

a point cloud, enabling the use of tools which describe collective motion.

1.2.1 Collective Motion

Practical engineering has long perceived the propensity of humans and living things in

orderly, coherent groups. From the so-called “Magic Roundabout” installed in England

in the 1970’s [4], to Craig Reynolds’ Boids software [5], inventors have understood the

ability to control heterogeneous populations with simple rules for decades. The underlying

physical causes of these behaviors and how these causes relate to one another on a variety

of scales is, however, a more recent discovery.
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Figure 1.1: Images showing collective motion and flocking patterns in groups of organisms.
Adapted from Vicsek and Zafeiris [6].

The scientific study of collective motion originates in physics and the study of the

statistical mechanics of phase transitions [7]. These tools were adopted by Tamás Vicsek,

who proposed that the eye-catching patterns in flocks of birds and schools of fish could be

described using this same statistical mechanics framework based on the notion that these

organisms also move primarily due to the forces of self-propulsion and interaction. To

demonstrate this, he first showed—using a simple particle motion model—that organisms

who seek order do in fact become ordered given a finite amount of disturbance [8]. Over

more than a decade of research, Vicsek codified many of the notions that we take for

granted in the modern study of collective motion, including the application of the laws of

thermodynamics to biological systems and the connection between collective motion and

emergence [6].

Emergence describes the appearance of macro-scale dynamics as a consequence of

micro-scale self-organization, [9] and in particular describes how these patterns arise from

heterogeneous actions within a population [10]. Vicsek describes how these emergent

behaviors are responsible for the complex patterns present in these biological collective

motion systems, and furthermore how they can be brought about with conceptually

simple rules [11]. Equipped with this greater understanding of emergence in population

dynamics, we can better understand that practical solutions, like the Magic Roundabout,

work because of underlying physical phenomena [12]. Thus, this formalization of collective

motion and emergence has revolutionized the way we model biological populations, like

the cell microscopy assays discussed in this thesis.
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1.2.2 Agent-based Models

A fundamental objective of applied mathematics is the description of observable phenom-

ena in terms of mathematical relationships. The process of determining these relationships

is known as mathematical modeling, a term which encompasses a variety of different ap-

proaches. Many of these approaches are well-delineated through categorical descriptors:

static versus dynamic, deterministic versus stochastic, etc. Yet the convention of viewing

a dynamical system as an indivisible object, and modeling the only the summary behav-

iors of that system, is often taken for granted. An alternative approach is to treat the

components of a system as the descriptive units.

Since we are interested in modeling collective motion systems, we want to include the

aforementioned individual-level rules that result in emergent behavior. By modeling the

units of a system as agents—autonomous actors which follow rules and make decisions—

we allow these units to move about in a way that is both free and constrained by the

rules we wish to impose. This is precisely the approach employed by agent-based models

(ABMs). The model regards the behavior of the agents rather than the behavior of the

system as a whole. How agents act independently and react both to other agents and to

their environment influences the emergent behaviors of the system. This framework of

agent-based modeling is not only natural, but also has certain advantages over typical

continuum models, which instead model systems using continuous measures of population

properties [13]. The primary advantage of agent-based models is that they provide an

obvious way to model a multi-agent system in which more is known about the agents than

about the summary behaviors of the system. This is the case in many models involving

human agents; the action of an individual may be easier to model than the population’s

average action. Agent-based models are able to describe the complex population dynamics

that arise from micro-scale interactions in a way that other mathematical models are not.

This benefit has proven advantageous when applied to cell movement and migration

models. Driven by increasingly efficient and accessible computational tools for model

simulation, the past decade has seen a surge of ABMs that more accurately describe how

individual cells interact with each other and with the environment. Recent cancer cell

migration models include terms that describe how cells respond to oxygen, drugs, growth

factors, blood vessels (via angiogenesis) and other types of cells such as stem cells, and

terms that describe a cell’s propensity to adhere to other cells, proliferate via growth

and division and move into unoccupied space [14]. Models describing cell migration into

voids are now able to account for myriad factors such as cell adhesion, pushing, diffusion,

and the approximate size of individual cells [15]. Furthermore, most ABMs can either be

combined with relevant continuum models [16] or generalized to population-level models
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Figure 1.2: A figure from Vicsek and Zafeiris showing a collective motion model applied
to cell migration data at varying densities [6].

using a method known as coarse-graining [17]. Due to these developments, ABMs are

flexible for modeling the collective motion of cell populations, and they allow models to

be devised from biological principles, yet implemented in a number of ways according to

best fit.

The advantages of agent-based models are clear, mostly because they are exceedingly

extensible and easy to conceive. A natural challenge arising from ABMs is that their

output most always consists of multiple properties per agent, which are likely on the

order of hundreds or thousands of outputs per observation. This contrasts sharply with

continuum models, where even the most complicated models usually have only a few

output quantities. There are a number of ways to summarize or otherwise alter the output

of ABMs, but we most often present this resulting over-abundance of data in its original

form as a point cloud of individual agents.

1.2.3 Point Cloud Data

An important first step in exploratory data analysis is determining the type of data with

which one is working. The primary starting point is the distinction between categorical

and quantitative data, which has been common parlance since at least the time of John

Tukey [18]. Even within these classes of data, there are multiple ways to represent a

dataset, and therefore multiple ways to perceive the same data. In fact, the manner in

which a dataset is represented mathematically has an effect on how it may be analyzed.
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For example, a dataset consisting of vectors can only have the inner product of those

vectors computed if it is a subspace of a Hilbert space, though a collection of vectors can

be thought of as a subspace of any vector space [19].

In particular, we think of each column or series of a multivariate numerical dataset

as a dimension in multi-dimensional space. This is the intuition behind the common

data science terminology of referring to individual data attributes as dimensions. To set

observations as points in space is to represent a dataset as a point cloud. This is perfectly

natural for data that are inherently spatial; landmarks on a map are an example of a

point cloud in longitude/latitude “space”. However, we may extend this idea to numerical

data that are not inherently spatial. For example, one could plot the age, height, and

weight of a person in 3-dimensional space. Doing this for multiple individuals would

result in a “cloud” of points in that 3D space, and a way of representing this non-spatial

numerical dataset in an innately spatial manner.

We formalize the notion of a point cloud by considering all numerical datasets as finite

metric spaces. That is, we conceive of a dataset consisting of n instances of data with k

properties as a collection of n points in k-dimensional space. Thus, the dataset is a multiset

{p1, p2, ..., pn} where pi ∈ Rk ∀i = 1, 2, ..., n. Note that this is automatically a finite set

given a finite number of observations. We then need only a metric which codifies the

notion of distance between these points to make the set a finite metric space. As the usage

of the set of real numbers suggests, we most often use the Euclidean metric in data analysis.

In summary, we most often define point clouds as multisets of points {pi}Ni=1, pi ∈ Rk

with the metric d(x,y) =
√∑k

j=1(x2
i − y2

i ), x = (x1, ...xk),y = (y1, ...yk).

Because each agent in an agent-based system is treated as a discrete unit, agent

observations are easily conceived of as points in a point cloud. In particular, we use the k

numerical properties that the agents have in common as the dimensions in k-space, and let

each agent be represented by a point in the multiset. In this way we say that agent-based

models directly describe the relationships between locations of points in a cloud, making

plain the connection between ABMs and point cloud data. By describing ABM output in

terms of point clouds, we are able to make a direct connection between ABMs and the

data they endeavor to describe. The question of how to summarize and manage these

seemingly unwieldy data remains, particularly for those with more than 3 dimensions,

since they cannot be realistically visualized. There are matrix theoretic approaches to

point cloud datasets, but most of these rely on decomposition techniques that perform

dimensionality reduction at some step in the process. This essentially produces a projection

of the point cloud into some lower-dimensional space and invariably results in a loss of

information. Our approach, which is based on studying the shape of the point cloud as
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a whole, aims to address this shortcoming, yet still provides concise summaries of the

topological information of a dataset. By developing descriptiors that leverage the unique

properties of point cloud data, we introduce a new method for estimating agent-based

model parameters.
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Chapter 2

Automatic Detection of Cell Nucleus

Trajectories

2.1 Introduction

Biological researchers are increasingly leveraging cell trajectory data to better understand

the underlying mechanisms of cell migration. Research shows the importance of collecting

individual-cell measurements, as population-level assessment can mask important subpop-

ulations within cell biology experiments. One study found that, even within clonal cell

populations, the difference in stem cell antigen levels between cells varies enough to result

in distinct subpopulations of cells that have entirely different transcriptomes, with certain

proteins differing by multiple orders of magnitude [20]. This dissimilitude among clonal

cells extends to cellular migration data as well, seeing as the movement of A549 cancer

cells can only be accurately described by models that take individual cell behaviors into

account [21].

Furthermore, the amount of variation in factors like chromosomal expression may be

an important and useful quality of the cell population itself [22]. The notion of measuring

this cellular heterogeneity and using it as a property of an experimental population is

growing in popularity as statistics and biological sciences increasingly coincide [23]. These

ideas, expanded in recent decades, highlight the need for collecting accurate, quantitative

descriptions of individual cells from microscopy data. The tracking of each cell’s movement

over time is one such description. This process is known as single-cell tracking, even

when those individual cells are among a population of hundreds or even thousands. In

particular, by observing cellular motion in vitro, researchers hope to understand how to

affect cell migration patterns, manage cellular morphology, and otherwise alter these cells
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in vivo in order to develop and uncover novel treatments for wound healing and cancers,

for which cell migration plays a central role.

Figure 2.1: A visualization of tracked cell nucleus trajectories.

To this end, recent large-scale efforts have incentivized the application of emerging

computer vision techniques to the task of automatically producing cell trajectories from

raw cell microscopy imagery. Academically-supported projects ask computer vision

researchers to develop novel data processing pipelines that can efficiently and accurately

yield individual trajectories from diverse time-lapse cell microscopy datasets. The most

successful and publicized of these efforts, the Cell Tracking Challenge, has produced over

20 open-source, peer-reviewed algorithms for segmenting and tracking cells in microscopy

videos [24]. Recent years have also seen an increase in closed-source industrial cell tracking

software, even implemented directly into lab equipment [25][26].

These approaches have continued to see widespread success, largely because most of

these algorithms are based on deep learning [27][28], which is the current state-of-the-art

for nearly all such computer vision tasks. In particular, the combination of convolutional

neural networks (CNNs)—which are composed of many layers of nonlinear functions—and

continued investigation into the extensibility of deep learning has revolutionized our
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capacity to perform image classification, semantic segmentation, and object detection,

which is the task that is most relevant to cell tracking. These complex CNN-based

algorithms are the foundation of popular deep object instance detection algorithms like

Faster R-CNN [29] and You Only Look Once (YOLO) [30]. Training these deep neural

networks for the task of cell tracking, however, requires both an abundance of fully-

annotated cell microscopy data and significant computational resources. Between data

collection, cleaning, and annotating, it may take thousands of man-hours to build a

dataset that is large enough such that one can get sufficient cell trajectories using these

approaches. They also often require specialized hardware and computational tools such as

high-performance general-purpose GPUs [27]. Training a neural network of this scale on

standard laboratory computers can take weeks, and some algorithms will not even run on

less sophisticated equipment. Accomplishing this process of data collection, annotation,

and training for a new and novel dataset is often completely infeasible. Therefore a simpler

approach from both a computer vision and experimental data collection standpoint is

highly advantageous for practical cell microscopy research.

One recent focus of computer vision research toward this goal of applying deep learning

algorithms to unseen datasets is the development of methods for one-shot or few-shot

machine learning. The idea is to develop algorithms that learn from an exceptionally small

number of training samples, as this allows for data-lean machine leaning strategies. The

technique of applying deep CNNs to one-shot learning tasks is relatively new, and has been

met with several challenges. One-shot computer vision algorithms are primarily based on

sensing the differences between an anchor image and a new input image, an application

that has seen much success in binary image classification such as facial recognition [31].

However the task of object instance detection—the first step in cell tracking—is much

more complicated from a one-shot perspective. While new research has shown significant

advances in this task, based on the two-step approach of the R-CNN methods and utilizing

cutting-edge techniques like attention and excitation [32], its application to cell tracking

remains to be explored. The primary concern with one- or few-shot approaches for cell

microscopy image analysis is that these images often contain many samples. While most

computer vision techniques are designed for image datasets with a relatively low, fixed

number of objects per image, a single cell microscopy image may contain thousands of

cells. Few-shot techniques would not only waste many of the data available, but are

also much less likely to capture the variation between cells of the same class. We aim to

develop an approach to cell tracking that does not rely on these few-shot approaches, but

instead leverages the natural abundance of data present within a single image to strike a

balance between data-lean requirements and full utilization of the available information.
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Our approach combines these deep computer vision techniques with an image tiling

approach, and hence requires only a single weakly-annotated training image. Our aim

is to show that a simple deep convolutional neural network architecture applied to the

task of cell tracking can provide significant improvements over classical computer vision

algorithms without exceptional annotation requirements or computational burdens. We

use a standard method for tracking objects through multiple frames of a video by first

finding the locations of the objects in each frame, and then linking those locations together.

A variety of approaches exist for both locating and linking, so this research focuses on

the first step, and we rely on the published and proven Crocker-Grier method [33] for

linking locations into trajectories.

2.1.1 Motivation

Our research is motivated by a novel scratch assay video dataset from the lab of Dr. Jason

Haugh. These data show the migration and interaction of NIH 3T3 fibroblasts [34] over

the course of several hours. Fibroblast migration is a central part of human wound healing,

but its mechanisms of action are still rather poorly understood, primarily due to the wide

variety of factors that contribute to fibroblast taxis, in contrast with well-investigated

amoeboid cells [35]. While amoeboid cells generally move quickly and directly, fibroblasts

and other mesenchymal cells move slowly and with weak polarization [35], and are more

likely to experience inhibitory adhesion and contact [36]. In particular, various hypotheses

exist as to the proportion that the different causes of locomotion—chemotaxis, haptotaxis,

durotaxis—contribute to the directed migration of fibroblasts in different contexts [35]. Yet

a better understanding of the cellular dynamics of wound healing could lead to advances

in treatment that may save billions of dollars [37]. Furthermore, a limited comprehension

of fibroblast activation has led to a lack of contemporary treatment options for fibrosis

[38]. The research significance of accurate, analyzable fibroblast migration data is clear,

as it could lead to breakthroughs in cell motion and interaction models and thus novel

approaches to actual clinical treatment.

The videos provided by the Haugh lab enable a data-driven approach to fibroblast

migration research. By quantifying observed dynamics, we can model local and global

behaviors, and thus potentially uncover novel causes for migration and cell-to-cell in-

teractions. If we are able to discern how observable behaviors correspond with specific

migration cues, further research may be able to address the open question of which

taxes cause fibroblast migration in different contexts. However, in order to begin this

investigative process, we need reliable measurements of cell motion. Since manually
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tracing these cell nuclei throughout this video dataset would be prohibitively expensive,

we utilize a computer vision pipeline to process raw cell microscopy image data into

individual-cell trajectories.

Our principal focus is to simplify this cell tracking process by considering only the

location of each cell. Many “full-featured” tracking software packages find cells within an

image by masking out the entire cell or cell nucleus, depending on the type of imagery. This

allows for more in-depth study of cell microscopy including the analysis of cell morphology,

and may improve an algorithm’s ability to track the same cell over multiple frames, but

requires orders of magnitude more training data—a cost that may be completely out of

the question for academic research. For the sake of inexpensive, collective-motion-focused

analysis, we only need point locations for each cell in each frame. Thus our goal is to

recover only the centroids, or centers of mass (COMs), of the cell nuclei found in our

dataset, rather than outlines or masks of entire cells. While the centroid of a fibroblast

nuclei is not a perfect representation of the COM of the entire cell, mostly due to the

complex morphology of fibroblasts, this estimate is a suitable surrogate for the location

of the cell and has been successfully used in other research [39].

2.1.2 Cell Microscopy Dataset

We focus our efforts on a single set of fibroblast scratch assay videos provided by the Haugh

Lab. This set of time-lapse images was collected using widefield epifluorescence microscopy

to image NIH 3T3 fibroblast cells labeled with a far-red DNA-binding fluorescent marker

which allows us to see the cell nuclei [40]. This particular dataset was obtained from a

single dish containing two different densities of cells, which allows the study of how this

density impacts cell migration. This level of density is measured via the confluency—a

common metric of cell density for assay experiments that describes the percentage of the

vessel or dish that is covered by cellular material [41]. We refer to the images that are

100% confluent as the “low-density” images, and the images which are densely-packed or

over-confluent as “high-density”. Note that “low-density” is somewhat of a misnomer, as

microscopy experiments are routinely performed on cell monolayers that are less than

100% confluent. However, because scratch assays such as these almost universally use

confluent monolayers [42], our use of the term “low-density” refers to this standard

confluent density being lower than the over-confluent high-density portions of the vessel.

Within an hour of the images being collected, the cells are treated with platelet-derived

growth factor subunit B (PDGF-BB). Thus the primary purpose of this data is to examine

how fibroblast cell populations at different densities migrate in the presence of PDGF. A
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Figure 2.2: Diagrams illustrating the organization of the scratch assay image data. Each
video is a sequence of 128 monochrome time-lapse frames and there are 42 videos in total
(left). The videos are positioned over the scratch with partial overlap (right).

single scratch is made in the cell dish to imitate a wound, and images are collected at

42 distinct locations on the cell dish which we refer to as video positions. 18 positions

show portions of the scratch where the cell density is high, focused at the top of the

scratch, at the bottom of the scratch, or centered over the scratch such that there are

cells visible both above and below (see Figure 2.2, right). Another 18 positions contain

low-density cells with the same top, bottom, and centered scratch focuses. Finally there

are 6 non-scratch positions, 3 with low cell density and 3 with high density, which we

treat as a control group. The images in each of these four positional subsets—high-density

scratch, low-density scratch, high-density control, low-density control—overlap on at least

one side with another position from the same subset, making these data suitable for

mosaicking into larger videos.

128 images are collected at each of these positions 10 minutes apart, resulting in the

42 time-lapse videos lasting approximately 22 hours. Thus the experiment results in

5376 individual images, which are acquired as single-channel, 16-bit TIFF images with

a resolution of 1344 pixels by 1024 pixels (Figure 2.2, left). The spatial resolution is

1.157 pixels per micrometer (µm). Millimeters (mm) and hours (hr) provide a suitable

combination of computational tractability and precision, so we use these as the units in

our data analysis efforts. Any measurements collected at the pixel or frame level are

hence converted to millimeters and hours before any consequent investigation.

2.1.3 Methodology Overview

The foundation of our automatic cell tracking pipeline is Trackpy [43], a Python package for

automatically tracking particles through image sequences that uses an implementation of
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Figure 2.3: Cell tracking pipeline overview.

the Crocker-Grier algorithm [33]. Trackpy operates on image data using three algorithmic

stages: feature location, coordinate refinement for the sake of sub-pixel accuracy, and

linking of particles into trajectories [44]. Preliminary attempts to use Trackpy on our

dataset were lacking, primarily due to missing cells or false detection in individual frames

(see Figure 2.4), leading to short and inaccurate trajectories. To overcome this issue we

focus not on developing a tracking algorithm from scratch, but rather on developing a

method for nucleus centroid detection. Once we have successfully located cell centroids,

we pass this information to Trackpy with the aim of improving particle detection. In

this sense, our contribution is a deep-learning-based preprocessing method for finding

cell nuclei in raw imagery. We will herein present the details of our centroid detector

before discussing the specifics of the Trackpy algorithm. The cell tracking pipeline does,

of course, include both the collection of cell microscopy data as discussed above, and the

analysis of the resulting trajectories. This entire end-to-end process is outlined in Figure

2.3.

2.2 Centroid Detection

Motivated by the success of deep convolutional neural networks (CNNs) at nearly all

computer vision tasks over the past decade, we aim to develop a centroid detector that

is at once informed by the nature of our cell microscopy dataset through training data,

and yet simple enough to be both computationally inexpensive and robust to differences

between the frames in the dataset. Furthermore, we acknowledge the need for only point

locations of the cell nuclei in each image, an endeavor that should be much simpler than

the common computer vision task of predicting bounding boxes or outlines around each

object in an image.

14



Figure 2.4: Cell nucleus point locations (red) detected using Trackpy with no image
preprocessing. Plotted on a single cell microscopy frame, contrast corrected for legibility.
Crops show missed nuclei (top right) and false detections (bottom right).

2.2.1 U-Net

Because of our specific requirements of point location detection and data efficiency, we

eschew the aforementioned popular deep computer vision processes based on YOLO [30]

and R-CNN [29]. While these approaches have proven to be remarkably effective at

detecting a variety of objects at a variety of scales given sufficient training data, our

dataset consists of relatively uniform objects at a single scale, and no pre-labeled data to

be used for training. We instead develop a new method based on U-Net, a deep neural

architecture developed for biological image segmentation tasks similar to the one we face.

The U-Net architecture was introduced in 2015 by Olaf Ronneberger and colleagues in

an attempt to improve deep neural net image segmentation performance while leveraging

a smaller amount of annotated training data [45]. This fully-convolutional architecture

works by concatenating feature maps from the down-sampling stage of the network to the

corresponding up-sampling feature map (see Figure 2.5). The result is a network that

has all of the feature-finding capabilities of a deep architecture yet does not sacrifice the

high-resolution information provided by the input image. As a consequence of both the

architecture and the abundant application of training image augmentation the network is

highly robust to noise, making it ideal for data-limited computer vision applications.
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Figure 2.5: The network architecture (left) and example segmentation result (right) from
the original U-Net paper [45].

U-Net Loss Function

The original U-Net is tasked with providing semantic segmentations of biological images,

where each pixel in an image is labeled according to its class. Using classical machine

learning notation, we say that the neural network is attempting to learn the function

f : X → Y where X ∈ X = Rh×w is a single-channel input image and Y ∈ Y = Ra×b×k is

a segmentation map identifying each pixel of the a-by-b sub-image of the input as a member

of one of k classes. We train the network such that the loss function L : Y × Y → R is

minimized for all elements of the training set T = X̃ × Ỹ where X̃ ⊂ X, Ỹ ⊂ Y :

minL(Y, Ŷ),

(X,Y) ∈ T, Ŷ = f (X) .
(2.1)

From here we take unseen images X ∈ X − X̃ as input to get predicted segmentation

maps Ŷ = f (X), hoping that the function f has accurately learned how to map images

to segmentations.

From a traditional statistical learning perspective, classification is a discrete process

which consists of placing inputs into a finite number of categories. The U-Net task of

pixel classification is thus non-trivial for neural networks, whose training procedure relies

on every layer being differentiable. This disallows a direct application of neural networks

to classification tasks, as a discrete output layer would be non-differentiable. To overcome

this, neural networks leverage a discrete probability distribution output where the ith

element of the sample space corresponds to the input being a member of the ith class. This
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extends to any number of categories, with k-class classification using a sample space with

k values. These probabilities are continuous, and thus can be differentiated with careful

construction of the function that maps the learned features to the output probabilities.

The probability distribution output is created using the softmax function, a differentiable

approximation of argmax that can be understood as the k-dimensional extension of the

sigmoid function:

gi(~y) =
e~yi∑k
j=1 e

~yj
(2.2)

where ~y ∈ Rk [46]. By this definition, g(~y) ∈ Rk as well, so the k-dimensional vector g(~y)

is precisely our desired probability distribution. By applying the softmax pixel-wise to

the entire penultimate feature map, we obtain a vector of the learned probabilities of any

pixel being in each class (ŷ) and thus recover our desired segmentation map:

Ŷr,c,∗ = ŷr,c = g
(
f̄(X)r,c,∗

)
(2.3)

where f̄ returns the last non-output feature map of the neural network—the map of values

given before the softmax is applied.

At training time we need a measure of similarity between these k-dimensional probabil-

ity distribution vectors which are predicted for each pixel (ŷ ∈ Ŷ), and the ground truth

one-hot labels for each pixel, which are simply the standard basis vectors corresponding

to the ith category:

(X,Y) ∈ T,

Xr,c ∈ category i⇒ Yr,c,∗ = ei.
(2.4)

This measure of similarity will act as the loss for each pixel, so in particular we need a

real-valued function ` such that `(ei, ŷ) ∈ R where ei, ŷ ∈ Rk when we have k classes.

The function used almost universally in classification tasks is the cross-entropy loss [46]:

`(~y, ŷ) =
k∑
i=1

−~yi log ŷi (2.5)

where ~y is a ground-truth label standard basis vector as above. While the name comes

from information theory, this loss function is the extension of the log-likelihood used in

univariate logistic regression [47], and in fact results in maximum likelihood estimates

for the parameters of the neural network under certain assumptions [46]. Altogether, the

combination of softmax and cross-entropy results in neural networks essentially performing

generalized multi-class logistic regression on each of the pixels in the output map for the

17



task of classifying said pixels.

In practice, a machine learning algorithm needs a single value to minimize (L(Y, Ŷ) ∈
R), but by applying cross-entropy pixel-wise we currently have a real-valued map of

entropies M ∈ Ra×b. The standard approach is to simply sum all the entropy values in

the entire map to get a single value to minimize [48]:

L(Y, Ŷ) =
a∑
r=1

b∑
c=1

`
(
Yr,c,∗, Ŷr,c,∗

)
. (2.6)

However this results in treating the accuracy of each pixel in the input image with equal

importance. As this is often not the case, the original U-Net extends cross-entropy slightly

to perform weighted pixel classification. In particular they assign a higher importance to

pixels that act as the boundary between cells in an attempt to improve the network’s

ability to distinguish between instances of the same class of object (see Figure 2.5). This

is done with a simple pixel-wise weight map W ∈ Ra×b with a higher value causing that

pixel in the sub-image to be more strongly-weighed in the loss function [45]:

L(Y, Ŷ) =
a∑
r=1

b∑
c=1

Wr,c `
(
Yr,c,∗, Ŷr,c,∗

)
. (2.7)

U-Net Optimization

The actual training of the algorithm consists of minimizing this loss via first-order gradient

descent performed on all the network parameters simultaneously—a process known as

back-propagation [46]. The actual gradient descent update iteration for a parameter w is

done by taking a fixed step of length γ—called the learning rate—in the direction of the

derivative of the loss with respect to the parameter [46]:

wj+1 = wj − γ
∂L

∂w
. (2.8)

This is most commonly done in batches of inputs by adding the gradient value for each

input before taking a step, and in randomly-shuffled orders of the inputs. This variant,

which is called stochastic gradient descent (SGD), reduces the chance of falling into a

sub-optimal local minimum and often speeds up training. As a simple local optimization

technique that can handle large datasets and an often-massive amount of model parameters,

SGD performs well enough that it—as a base minimization method— has become the

standard for deep learning [49].

One relevant SGD variant is the addition of momentum, which influences the direction
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Figure 2.6: Graphics showing the convergence of gradient descent without momentum
(left) and with momentum (right) [50].

of the gradient update step through a process analogous to physical momentum [51].

Momentum works by introducing a velocity term v that, by keeping an exponentially-

decaying average of past gradients, keeps the update step moving in the same direction.

In practice, this is done by first updating the velocity in terms of both the momentum—

parameterized by α—and the new gradients using a normal learning rate γ, and then

by updating the parameter using the velocity. Thus, rather than the standard gradient

descent step in (2.8), we may use a momentum update:

vj+1 = αvj − γ
∂L

∂w
,

wj+1 = wj + vj+1.
(2.9)

The details of how this corresponds to physical momentum can be found in Goodfellow’s

seminal work on deep learning theory [51]. In practice, momentum simply keeps the

update steps moving in the correct direction, helping to counteract the effects of noisy or

small gradients (see Figure 2.6).

2.2.2 Novel COM Detection Algorithm

In cases where the members of a class are rather distinct in terms of visible features

or where there are many classes per image, it may be possible for U-Net to distinguish

each object from others nearby due to the use of boundary pixel weighting in the cross-

entropy loss. However, because we have only one class of object—cell nucleus—and many

visually-similar nuclei in very close proximity, we cannot rely on semantic segmentation

to provide sufficient distinction between objects. We need to be able to detect each

individual instance of a cell nucleus in our images, but would like to retain the robustness

and efficiency of the U-Net architecture.
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Probability Map Nuclei Detection

We solve the problem of converting this semantic segmentation algorithm to an instance

detection algorithm by having the network output instance locations as points, rather

than as class segmentation maps. To this end we target narrow Gaussian distributions at

the centroid of each cell nucleus, allowing these to represent the point location of each cell.

The result is a network which outputs maps that contain these Gaussian peaks, often

called p-maps. This approach has been shown to be particularly effective at detecting cell

nuclei in microscopy data [52]. Using a sufficiently small value for the uniform variance

(σ2) of the Gaussians gives peaks that are narrower than the minimum cell nucleus size,

providing suitable separation between nuclei for instance detection. For our data we use

σ2 = 2 px2, which provides sufficient separation for adjacent cells (see bottom left of

Figure 2.7). Specifically, we create our targets for training by obtaining the value of the

PDF of the normal random variable centered at the target COM at each pixel in the map

for each cell, and taking the max pixel value over all such single-cell maps. Thus, given

the PDF of a bivariate normal random variable with mean c and variance σ2 in both

directions

f(x; c) =
exp

[
−1

2
(x− c)T(σ2I)

−1
(x− c)

]
2πσ

, (2.10)

we obtain a target p-map Y ∈ Ra×b thusly:

(Pi)r,c = f([c, r]T ; ci),

M = max
∀i,∀r,∀c

{(Pi)r,c} ,

Yr,c =
1

M
max {(P1)r,c, ..., (PN)r,c}

(2.11)

where the ci ∈ R2, i = 1, ..., N are the pixel coordinate locations of the ith cell centroid

included in the p-map for all of the N cells.

P-maps have several advantages over the semantic segmentation task for our COM

detection purposes. Firstly, the creation of target p-maps is less demanding from a labeling

standpoint, since target maps can be created from simple point annotations. We may

therefore refrain from creating segmentation masks or bounding boxes for our training

data. Creating a p-map using Gaussian distributions also affords a richer description of

location, as these distributions create a theoretically infinite range of non-zero values.

This is, of course, not practically the case, as floating-point arithmetic has a floor of

precision according to how many bits are used. However, the Gaussians still provide

a measure of proximity that aids the training of the network [52]. Finally, the p-map
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Figure 2.7: A sample target p-map. Note the irregular peak shape caused by non-integer
centroid locations, which allows for sub-pixel location accuracy.

approach allows for sub-pixel accuracy, as the cell centroids (ci) need not be integer values

(see Figure 2.7). While a pixel-based approach is usually sufficient for segmentations,

requiring a cell’s point location to be fixed to a grid of the same resolution as the output

map is a serious detriment to downstream analysis. Our primary concerns are a loss

of accuracy in the calculation of cell properties—such as velocity and nearest-neighbor

proximity—that require precise positions, and the consequences on modeling efforts, since

integer positions where only one cell can occupy each location necessitate a lattice-based

approach to agent-based modeling.

Centroid Detector Loss Function

This approach of single-channel p-map outputs also removes us from the classification

neural network perspective, and allows us to consider the problem as one of pixel-wise

regression. The optimization task thus becomes the straightforward minimization of the

distance between continuous pixel values, rather than the optimization of a measure
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of difference between continuous approximations of discrete categories. Because the

difference between pixels creates a matrix of residuals which must be aggregated, this

scalar distance can be computed in a number of ways. We use a standard approach of

taking the mean squared error (MSE) between the prediction and target and using it

as the loss function [46]. Thus, for our target p-maps Y ∈ Ra×b and predicted p-maps

Ŷ = f(X) ∈ Ra×b, we have

L(Y, Ŷ) =
1

ab

a∑
r=1

b∑
c=1

(
Yr,c − Ŷr,c

)2

. (2.12)

Note that this loss function, unlike cross-entropy, does not require a specific probabilistic

interpretation of the inputs, and thus does not depend on a particular activation function

like a softmax. In fact, MSE loss works with any output that allows for values that are

the same as the target. In our case, because we have normalized our targets to take values

in [0, 1] by dividing each element of the matrix by the maximum value, we also want to

limit our output values to the same range. This is most commonly done using the sigmoid

activation function [46], a basic logistic function which takes any real number as input

and returns real numbers in (0, 1):

g(x) =
1

1 + e−x
. (2.13)

While this function cannot theoretically attain the values 0 and 1, the limitations of

floating point arithmetic allow our neural network to output either value with sufficiently

large positive and negative values in the penultimate feature map. The sigmoid activation

function also has the benefit of having the steepest gradient near inputs of zero which

keeps the network from learning to predict values in between the background, which has

an output near 0, and the peak values, which have outputs closer to 1. Thus, parallel to

the presentation of the U-Net classification network, we apply the sigmoid pixel-wise to

the output, letting

Ŷr,c = g
(
f̄(X)r,c

)
(2.14)

where f̄ once again yields the second-to-last feature map of the network.

Image Data

We train our centroid detector using a standard “data-sufficient” deep learning approach

disguised as one-shot learning. Whereas one-shot machine learning uses only one sample

to teach an algorithm how to complete a task, we sample tiles from our single training
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image many times to form a large dataset of tiles. Specifically, our network takes 128-pixel

by 128-pixel tiles of a single-channel cell microscopy image as input, and yields p-maps

revealing the location of each cell nucleus in the image tile. This approach has several

advantages over the standard deep computer vision approach of taking entire images as

input, the most significant being that it greatly increases the amount of available training

data.

At each of the 5000 training epochs we first uniformly sample 2000 tiles from the

training image, and then apply between 0 and 3 image augmentations to each tile. We allow

three square symmetry augmentations: flips in either perpendicular direction and a single

rotation to any of the rotational symmetries. In this way we allow for all possible square

symmetry augmentations while minimizing the probability of recovering an unaugmented

tile after augmentation has been applied; the combination of both perpendicular flips

and a 180 degree rotation is the only way to obtain the original tile. We also include the

option to apply affine shear or Gaussian blur to the image, which compensates for the

jitter and lack of focus that occur as part of the data collection process.

We justify the use of a single training image by comparing the number of tiles needed

for our full set of training iterations to the number of possible base tiles that may be created

from the image with our augmentation configuration. Our cell microscopy images have a

width of 1344 pixels and a height of 1024 pixels. Thus there are (1344−128)(1024−128) ≈
1.09×106 possible tile locations. Each tile may have up to 3 out of 5 distinct augmentations

applied, ignoring the degrees of freedom within each augmentation, so the total number

of possible “base versions” of each tile is(
5

0

)(
5

1

)(
5

2

)(
5

3

)
= 1 · 5 · 10 · 10 = 500.

In the end, we have a collection of more than 500 million base training tiles from which to

sample. Because we train the network for 5000 epochs, we need a total of 10 million tiles.

These 10 million tiles required pale in comparison to the distinct tiles available, in fact

less than 2% of the base tiles will be used during this training configuration, suggesting

we need not worry about exhausting our training data and overfitting to repeated samples.

The result of this tiling approach is an abundance of data for training an adequately-deep

neural network for the task of centroid detection. Yet from the operator’s perspective, only

one annotated image is needed to successfully process an entire image dataset, providing

all of the benefits of a one-shot approach without any of the statistical drawbacks of

training data limitations.
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Network Architecture and Details

This method of training on fixed-size tiles taken from a larger image is similar to the

approach of the original U-Net. Since our network accepts and outputs tiles that are far

smaller than an entire cell microscopy image, we deterministically “slide” the network

over the whole image at inference time, combining the resulting p-map tiles (similar to

Figure 2.7) to make a p-map of the entire input image (Figure 2.8).

Figure 2.8: The ground-truth p-map (left) and predicted p-map (right) for an unseen
test image.

The centroid detector network architecture is a variation of the signature U-Net design,

with 4 stages of 2-dimensional downsampling convolutions and 4 stages of 2-dimensional

upsampling transpose convolutions [53]. The final feature map of each downsampling

stage is concatenated to the input feature maps of each upsample stage, which is the

foundation of the original U-Net [45]. The result of these 4 stages is dimensional reduction

by a factor of 24, resulting in a minimum feature map dimension of 8x8 pixels. We also

increase the number of feature maps by a factor of 2 at each downsampling stage, from

32 initial feature maps after the input convolution to 512 feature maps at the highest

level of abstraction. The full network architecture diagram is included in the appendices

(Figure A.1).

Significant differences from the original U-Net include a lack of dropout layers, as their

inclusion results in an increased number of missed detections in our experiments, and is

cited as reducing performance and increasing training time [52], and the use of “same”

padding at each convolution, which disposes of the need to crop at each concatenation.
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The removal of dropout is standard for this type of homogeneous dataset, since dropout

is a regularization technique and only serves to reduce overfitting. Because U-Nets are

entirely convolutional, standard dropout does not help regularize the network in the

way that it has been proven to for fully-connected layers [54]. Furthermore, by using a

sufficiently-simple architecture and ample training data augmentations, we achieve enough

generalization to perform well on unseen data without needing any type of dropout.

Lastly, we compensate for the lack of cropping in the architecture by allowing the

Gaussian tails of centroids outside a tile to “bleed over” into the tile, resulting in a

significant signal near the same-padded boundary. We accomplish this by picking an

enlargement percentage ξ, which uses cell center locations outside of the tile to create the

target p-map. No enlargement would result in only locations within the tile being included

as Gaussian peak means, while a positive enlargement ξ > 0 evaluates the normal PDF

for the exterior centroid locations within ξ percent of the boundary. To be precise, given

an enlargement percentage ξ ≥ 0 and the set of all cell centroids C in terms of the pixel

coordinates of a given tile x ∈ [0, a]× [0, b], select c ∈ C in case

(−ξb ≤ c1 ≤ b+ ξb) ∧ (−ξa ≤ c2 ≤ a+ ξa). (2.15)

The non-zero values in the target p-map caused by this enlargement teach the network

to look for and detect centroids at tile boundaries by refusing to suppress weights at

the edges of feature maps. To further ensure no performance is lost at tile edges which

are located inside the image we also use a slight overlap of tiles at inference time. The

exact amount of overlap does not appear to be particularly impactful, but may be tuned

inexpensively since it does not impact training. We use overlap of 20% for our final

experimental p-maps.

Finally, we train the network for 5000 epochs using stochastic gradient descent with the

learning rate fixed at 0.05, and use momentum of 0.9, which aims to smooth oscillations

in the weights during training and train to a better local optimum. To summarize, our

centroid detector algorithm consists of a deep U-Net-type neural network taking cell

microscopy image tiles as input and outputting tiles of p-maps showing the centers of the

pictured cell nuclei, which is in turn wrapped in processing code that tiles a larger input

input image and outputs the corresponding whole-image p-map, stitched together from

output tiles. This step of the process is trained end-to-end from scratch in order to yield

the best possible centroid locations for a given dataset. We find that this approach is

both conceptually uncomplicated and visually reasonable: given an image, predict the

most probable locations of object centers. We will also show that it is sufficiently robust
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to the noise present in the dataset. Using these p-map outputs as input into Trackpy in

place of the raw imagery, we expect to see a significant improvement in performance.

2.3 Tracking Cell Nuclei

Equipped with accurate cell nucleus locations for each frame of our video datasets in

the form of p-maps, we now focus on the task of linking these locations into usable cell

trajectories. While there are many approaches to particle linking, from nearest-neighbor

approaches to multi-frame dynamic programming, we utilize the implementation of the

Crocker-Grier nearest-neighbor algorithm provided in the Trackpy software package.

While simple, the Crocker-Grier approach is both efficient and effective, and performs well

on cell tracking tasks when compared to more complicated algorithms [55]. Furthermore,

Crocker-Grier as packaged in Trackpy includes precise sub-pixel location functionality,

which is ideal for converting our p-maps into coordinates for the sake of linking.

2.3.1 Crocker-Grier Algorithm

The particle tracking algorithm published by John C. Crocker and David G. Grier in

1996 divides the task of recovering particle trajectories from raw image data into 5 stages:

image restoration, locating particles, refining location estimates, noise discrimination,

and linking locations into trajectories [33]. The Trackpy implementation presents this as

3 simplified steps based on an IDL implementation [56] of the original: feature finding,

refinement, and linking [44]. This algorithm is ideal for processing our p-maps into

trajectories, as it is based on finding Gaussian-shaped spots in an image and using the

properties of Gaussian functions to get ideal particle locations to link into trajectories.

The first step in the process is to preprocess the image in order to highlight true

features and remove background noise. While this is far less necessary for our p-maps—

which may in some ways be considered a noiseless, synthetic form of data—than it is

for real imagery, we still find that it improves the end result. This is likely due to the

artifacts produced by stitching the individual tiles together into an entire-image p-map,

particularly apparent when cells are near the edge of a tile. The preprocessing consists of

a standard band-pass filter, common in signal processing applications, implemented as a

single convolution of the image with a combination Gaussian-boxcar kernel [33]. This

operation suppresses sufficiently-dark background pixels while keeping the bright spots at

the same intensity, effectively defining the edges of bright Gaussian-shaped objects (see

Figure 2.9).
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Figure 2.9: Figure from the Crocker-Grier paper showing the effects of the band-pass
convolution [33].

The next step is the identification of the pixel coordinate of the center of each particle.

Because the locations are modeled as Gaussian peaks, this is done by simply finding

the brightest pixel using gray-scale dilation [33]. Since the goal, however, is sub-pixel

accuracy, these are treated only as candidate particle locations. These candidates are

refined by looking for the center of mass of the peak. The mass is approximated by adding

the intensities of the pixels within a certain radius of the candidate pixel. The actual

particle location is determined by the center of this mass approximation, so the candidate

is moved closer to it, changing candidate pixels entirely if needed. This process is done

iteratively in practice, up to either a maximum number of iterations or until the iteration

step is sufficiently short [57].

The end of the location process consists of several filtering components. The primary

filter is the removal of locations that are too close together based on expected particle

diameter, which Trackpy requires as a user input into the algorithm. Other filtering

operations are based on the noise discrimination moments computed alongside the particle

mass in previous steps. Besides the particle mass, these moments include the signal

and signal-to-noise ratio, and the eccentricity [58]. We do not utilize the optional mass-

and signal-based filtering, and instead focus on tuning the required diameter parameter.

Trackpy does, however, allow users to specify all the parameters of both the standard and

optional filtering and processing components of the Crocker-Grier locating procedure.

Finally, armed with accurate, sub-pixel locations for each of the particles in the image,

we can link them together into trajectories using nearest-neighbor association. The

Crocker-Grier algorithm utilizes an efficient nearest-neighbor procedure based on forming

connected subnetworks of particle locations for each particle using a sufficiently-small

search radius [33]. This process essentially consists of linking each particle in a given

frame to the particles in the next frame that are within a user-prescribed radius L. If
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the radius is small enough, this splits the entire network of particles into disconnected

subnetworks which can be examined independently, and even in parallel. If there is only

one nearest neighbor connection between particles in consecutive frames, these are linked.

Otherwise, the subnetwork is linked iteratively using the shortest connections and adding

connections longer than L if there is a discrepancy between the number of current and

future particles in a subnetwork that would lead to “orphaned” particles. If the choice of

L is sufficiently short, this process approaches linearithmic time complexity, making it

one of the quickest options for linking [33].

Crocker and Grier do discuss the limitations of using nearest-neighbor linking on

interactive or locomotive particles, as the theoretical guarantees of a particle being its own

nearest neighbor are founded on noninteracting particles undergoing Brownian motion

[33]. In short, they recommend using a time scale fine enough that the average particle

moves less than the typical distance between particles, and suggest using a search range

L of less than half that typical distance whenever possible. Our cells do violate the

first recommendation at times, particularly those that move quickly and with persistent

direction. However, the Crocker-Grier paper also acknowledges that mislabeled particles

rarely limit the practical investigation of trajectories, which we aim to show with further

analysis.

The Trackpy implementation of Crocker-Grier linking includes several extensions

to the nearest-neighbor approach not leveraged in the original paper. These include a

memory function for particles that briefly disappear, various and adaptive strategies for

forming subnetworks and searching them for neighbors, and a prediction framework which

looks for successive particles near it expected location rather than its current location

[59] The only one of these features we utilize is the memory, which helps to compensate

for blur that differs between frames of the same video.

Altogether, the Crocker-Grier particle tracking algorithm provides a complete process

for extracting cell trajectories from image data, and is ideal for p-maps since it is based on

locating Gaussian peaks. While the algorithm consists of several mathematically-justified

steps, it can be summarized as a two-stage process of detecting particle centers of mass

and subsequently linking them together into trajectories by looking for nearest neighbors.

The original paper provides many more details on the development of the algorithm, the

error bounds based on time scale and magnification level, and applications to experimental

spherical particle data [33]. The source code for Trackpy also details some of the extensions

to the methodology, and details some of the implementation specifics [60]. We obtain

trajectories for our cell microscopy videos by applying Trackpy’s Crocker-Grier algorithm

to the p-maps resulting from the previously detailed centroid detection process.
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2.3.2 Cell Tracking Methodology

Because our investigation hinges primarily on the effect that p-map image processing has

on the ability of an algorithm to accurately track cells in a microscopy video, we utilize

the aforementioned Trackpy implementation of the Crocker-Grier algorithm [60] for all

subsequent tracking steps. We utilize the batch and functions, which locate the cells in

an entire sequence and link together locations into trajectories respectively, to acquire

base trajectories. We then subsequently improve the trajectories by using filter stubs to

remove trajectories that are too short to be useful, hoping to catch any false detections,

and by using the compute drift and subtract drift functions to remove the movement of

the imaging device relative to the cell dish. In the end, Trackpy returns extensible Python

pandas DataFrame objects [61], which provide easy ways to evaluate results, options for

further analysis, and several methods for saving and exporting.

We provide sequences of p-maps—one for each time step in the experimental dataset—

to the Trackpy batch locating function in the requisite 8-bit single-channel image format.

We use a diameter of 11 pixels based on the average size of the cells in the images. The

rest of the particle locating options, including pre-link filtering methods, are ignored

in favor of post-processing. Trackpy batch function does include the sub-pixel iterative

relocation method, so the output from this step is used for location result evaluation.

Figure 2.10: Figure showing the progression of the cell tracking pipeline from bright-field
microscopy images (left), to p-maps of nucleus centroids (center), to full cell trajectories
(right).

Next we link the point locations into trajectories using a search range (the function

argument corresponding to the L parameter above) of 10 pixels and a memory of 5 frames.

Trackpy performs efficient linking using a k-dimensional tree algorithm as implemented

by Scipy [62]. While this results in a useable collection of cell trajectories, we continue to

improve the trajectories using several post-processing steps. First, we use Trackpy’s “stub”
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filtering functionality to eliminate any particles whose trajectories exist for fewer than

10 frames. Next we interpolate the location of particles that were missing from frames

but were identified as the same particle by Trackpy, which are called “memory” particles

due to the Trackpy function parameter name. We use simple linear interpolation for

this, using Scipy’s interp1d method [63]. Finally, we use Trackpy’s included drift-removal

tools—which leverage the average cell location—to calculate, save, and remove the video

drift from the trajectories [64]. We save the per-frame drift as an integer number of pixels,

which allows us to correct the background images for plotting trajectories on videos.

Thus, beginning with sequences of p-maps in the form of single-channel PNGs, we

obtain a DataFrame with sub-pixel locations and particle identifiers for each video in the

dataset. The particle identifiers correspond to the same cell in each frame, so tracking the

same particle over multiple frames provides a discrete trajectory. Figure 2.10 shows a plot

of these trajectories for a non-scratch “control” video alongside samples of the images

used to create the trajectories. With these we may calculate a variety of intermediate

cell properties, including their angle of motion and their velocity, as well as convert

trajectory data from pixels and frames to physical units such as millimeters and hours.

These properties are useful for plotting and downstream analysis, but because they do

not impact the tracking steps we presently forego an in-depth discussion of calculation

methodology. We save these cleaned and filtered trajectories as DataFrames in storage,

which allows for convenient retrieval at evaluation and analysis time.

2.4 Results

With no baseline trajectories, cell nucleus masks, or point locations for this novel dataset,

we primarily focus on comparing results obtained using our custom p-map approach to

the locations and trajectories acquired from the simply-preprocessed raw imagery. We

first examine the improvement in unlinked cell locations from raw or contrast-corrected

microscopy images to p-maps using the chamfer distance measure of point cloud similarity.

We subsequently link the detected locations from these different input imagery dataset

into trajectories using identical methodologies and post-processing steps. Finally, we

quantify the error of a sample of trajectories from each of these tracking results as a

means of measuring improvement.
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2.4.1 Nucleus Centroid Detection

In order to examine the performance of a computer vision method, we need “true” labels

for the test data. For our cell microscopy image dataset we use point locations of the cell

nuclei visible in the image, as discerned by human annotators. While many state-of-the-art

cell tracking performance evaluations use simulated data for testing, as it provides precise

ground-truth annotations [65], the creation of synthetic data for a novel dataset is both

expensive and complicated. Furthermore, we believe this approach is excessive for simple

point labels, and find human annotations to be sufficiently precise.

We collect these annotations in two ways, both of which leverage human-created point

labels. The first method is to have members of our research lab annotate entire frames of

cells using the labelme package, an open-source Python module for image labeling [66].

The second method is to leverage Amazon Mechanical Turk, a crowdsourcing tool for

distributing “microtasks” to workers that is commonly used for machine learning dataset

construction [67]. Since Mechanical Turk requires small tasks, we request annotations for

quarters of frames rather than for entire frames. While we consider the lab-annotated

images to be more expertly labeled, Mechanical Turk allows for the rejection of improperly-

labeled data, and all annotations used herein were visually inspected for accuracy.

Point Cloud Similarity Metric

Once we have collected sufficient true cell labels, we compare automatic predictions to

them using the chamfer distance metric. Chamfer distance is a measure of point cloud

similarity based on pairwise nearest-neighbor distances, which may be thought of as a

symmetric variant of the sum of Euclidean errors [68]. Because the cell nucleus locations

are simply points on an xy-plane, we may think of all of the locations together as a set of

points in 2-space. In many imaging contexts this collection of points in space is known as

a point cloud, and by defining our detections as such we may use chamfer distance to

compute their similarity. Specifically, we take the sum of the Euclidean distances between

each point in the predicted point cloud and its nearest neighbor in the true point cloud,

do the same in the other direction for each point in the true point cloud, and then add

those two sums. Thus, given two finite point clouds X, Y ⊂ Rn, we define

dchamf (X, Y ) =
∑
x∈X

min
y∈Y
‖x− y‖2 +

∑
y∈Y

min
x∈X
‖x− y‖2. (2.16)

By computing the chamfer distance between predicted and true cell nucleus point locations,

we allow for a direct comparison between the various predictions.
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Figure 2.11: The rescaled raw image (left), sigmoid-adjusted image (center), and color-
inverted p-map image (right) of the same frame of a cell microscopy video. Zoom added
to p-map for visibility.

Prediction of Cell Trajectories

We have three types of input images from which we can collect cell point locations (see

Figure 2.11), the raw microscopy intensity files, contrast corrected image files, and the

p-maps which are output by the centroid detector. We receive files containing arrays

of raw intensities, but because they are encoded as 16-bit TIFFs we first rescale them

and cast them to 8-bit images, as that is the bit-depth of all other image formats and is

the bit-depth required by Trackpy. Because the raw images use a very narrow range of

intensities—between 3000 and 4000 values—we need not worry about losing information

through this reformatting process. While we primarily use the contrast correction for

visualization purposes, we also test the Crocker-Grier location algorithm on these to

determine if the detection quality can be improved with a minimal, non-learned approach.

To perform contrast correction, we use a pixel-wise sigmoid adjustment as made available

in scikit-image’s exposure module [69]. We use a cutoff of 0.016 and a gain of 400, which

corresponds to applying

S(p) =
1

1 + e400(0.016−p) (2.17)

to each pixel in the [0, 1]-rescaled latent image. Finally, the p-maps are saved as 8-bit

PNGs and can be passed directly to Trackpy.

We use Trackpy’s locating functionality to obtain a point cloud of predicted locations

from each image. We do not use the locations from frames of linked trajectories, as the

drift-related post-processing step obscures the precise location of the particle. Furthermore,

because chamfer distance is especially sensitive to the number of predictions, we do a

grid search for the “diameter” parameter and use the value that produces the number of

detections which is closest to the number of true point annotations, rather than using the

fixed diameter value from the full trajectory pipeline.
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Centroid Detection Results

Figure 2.12: True and predicted points plotted on a background image for the scaled
raw data (left), the sigmoid contrast-corrected data (center), and the centroid detector
p-map (right).

Table 2.1 shows the chamfer distance from each set of predictions to the human-

annotated ground-truth for both lab-annotated frames, as well as the number of detections,

the corresponding diameter required to achieve that number of detections, and the percent

improvement over the raw image. Table 2.2 shows the same results for the Mechanical

Turk-annotated quarter frames. Each of the two test frames were labeled by two different

annotators, resulting in separate true point clouds and two sets of metrics for the same

predicted locations. Finally, Figure 2.12 shows the “true” annotator point labels alongside

the labels predicted using each of the three input images for a single image quarter. Note

that the background image does not reflect the image data that the location algorithm

sees; all points are plotted on the same sigmoid-adjusted background.

Table 2.1: Chamfer distances for each of the location predictions for both lab-labeled
images. The early frame (left) has 1865 true annotations and the middle frame (right)
has 1579 true annotations.

Image # Det. Diam. Chamf. % Diff.
raw 1872 11 19117.511 ———
sigmoid 1825 11 19097.931 -0.102%
p-map 1607 5 8701.248 -54.5%

Image # Det. Diam. Chamf. % Diff.
raw 1699 13 17138.617 ———
sigmoid 1584 13 16737.591 -2.34%
p-map 1528 5 7981.142 -53.4%
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Table 2.2: Chamfer distances for each of the location predictions for the Mechanical
Turk annotations. The high-density quarter-frame (top) has 587 true annotations and
the low-density quarter-frame (bottom) has 147 true annotations.

Annotator # 1 # 2
Image # Det. Diam. Chamf. % Diff. Chamf. % Diff.
raw 510 11 5682.025 ——— 5160.501 ———
sigmoid 477 11 5298.928 -6.74% 4694.619 -9.03%
p-map 464 5 3401.072 -40.1% 2905.138 -43.7%

Annotator # 1 # 2
Image # Det. Diam. Chamf. % Diff. Chamf. % Diff.
raw 142 27 2705.276 ——— 2708.757 ———
sigmoid 139 23 4001.845 +47.9% 3867.319 +42.8%
p-map 144 5 1174.075 -56.6% 1251.157 -53.8%

2.4.2 Cell Tracking Results

Because the manual tracking of cells through time is exactly the type of costly annotation

process we need to avoid, we take a discrete approach to evaluating our cell trajectories.

Specifically, we examine a subset of the time steps for individual experiments, counting

the number of times a cell nucleus is missed, the number of times a cell is lost and then

found again as a different particle, and the number of false predictions. We further look

at only a cropped portion of the tile, treating it as a representative sample. Figure 2.13

shows examples of the plots used for this manual evaluation. A total of 24 cells appear in

these 9 cropped frames, which are sampled every ten frames from frame 20 to frame 100.

We choose this spacing as the cells move a small enough distance to still be identifiable,

yet in examining 9 frames we cover a majority of the experiment’s time span. While

many of the cells are in each image throughout the entire range, some appear in only

some frames, resulting in 182 total true detections. Using these true detections as the

condition positives allows us to measure the performance with commonly-used statistics

[70]. We calculate the true positive rate (TPR) by taking the ratio of these correctly

identified true positives to the total number of positives. This is a useful measurement of

the sensitivity of the approach, which describes its ability to detect all condition positives

yet is unaffected by false positives. On the other hand, we can evaluate the precision of

the test by computing what proportion of the total detections are in fact true positives,

a percentage called the positive predictive value (PPV). This allows us to understand

capacity of a method to successfully reject noise as non-detections. A balance of both

sensitivity and precision is desirable for any approach. Furthermore, because the above

statistics all relate to the detection capabilities of the algorithm, we also include the
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number of times that the particle label switches as a measurement of consistent tracking.

These quantitative results are included in Table 2.3.

Figure 2.13: Examples of corresponding image crops used for trajectory evaluation with
point annotations and particle identifiers.

Table 2.3: Results of the trajectory evaluation including the counts of true positives
(TP), false negatives (FN), false positives (FP), and renumbered cells (L&F), as well as
rates and proportions relating to those quantities.

Image TP FN TPR FP PPV L&F
raw 127 55 69.8% 110 53.6% 10
p-map 141 41 77.5% 0 100.0% 8

The p-map outperforms the raw image as input into the same Trackpy cell tracking

pipeline in each of the above measures. Not only do the p-maps detect more of the actual

cells in the image, as reflected by the higher number of true positives, but they also

produce no false positives over the entire evaluation experiment. In contrast, the raw

images produce nearly as many false positives as true positives, as indicated by the PPV

of approximately 53%. Furthermore, the p-maps appear to more consistently follow the

same cell over the time span, since there are fewer occasions of a cell being lost and then

found again with a different particle identifier (L&F). This label-switching behavior is
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exacerbated in the raw images, as 3 of the 10 switched labels previously belonged to

a false positive detection, resulting in where no cell exists at all. In addition, 1 of the

8 p-map label switches belongs to a trajectory that was completely undetected by the

raw image experiment until a later time. The raw image approach was not, however,

completely devoid of advantages; it was able to detect one of the three cells that was left

entirely undetected by the p-map approach.

2.4.3 Discussion

Based on detection point cloud comparisons, discrete trajectory-level evaluation, and visual

inspection, we have shown firm evidence that our p-maps outperform raw microscopy

images as input to the Crocker-Grier particle tracking algorithm. There are always,

however, opportunities for the methodology to improve, primarily with how we leverage

Trackpy’s flexible detection and linking capabilities. In particular, we should be able

to improve upon the TPR of the trajectory detections based upon the available signal

in the p-maps. Figure 2.14 shows one of the labeled image crops used in the trajectory

evaluation alongside the corresponding p-map.

Figure 2.14: A trajectory detection evaluation frame (left) with its corresponding p-map
(right). The p-map provides peaks for several cells that are missed in the trajectory data.

The p-map shows clear peaks for 4 distinct cells that are left out of the trajectory

data. While these peaks are the weakest, they are still sufficient for detection by a naive
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maximum filter. We cannot be sure without further investigation, but the dismissal of

these p-map detections likely takes place at some point in the Crocker-Grier pipeline.

Fortunately, Trackpy provides many arguments in both the locate and link functions which

allow for finer tuning of the algorithm’s thresholding. Whereas we have only leveraged

the diameter and search radius parameters, a better TPR may be achieved by decreasing

the required diameter of a p-map detection and utilizing other filtering parameters.

More generally, the balance between the TPR and the PPV may be the focus of

this hyperparameter tuning. These measures may alternatively be called the recall and

precision respectively, and are often in direct competition with each other [71]. In our

case, by using less strict thresholds, we may be able to increase the number of true positive

cell detections, but may also introduce false positive detections. This would increase

the recall of the method, but may decrease the precision of the method. A rigorous

optimization of the Trackpy hyperparameter arguments could aim to more appropriately

balance the precision and recall. This may even be done automatically by encoding the

exact information we utilize in our evaluation into cell location masks for a small number

of sub-images, a relatively simple task when compared to the manual tracking of cells

through each frame.

In summary, the quantitative results show that the conceptually-simple method of

using CNN p-maps as input into particle tracking algorithms greatly outperforms the

use of raw cell microscopy images in the same cell-tracking pipeline. Furthermore, the

specific nature of the p-maps makes it easier to tune the methodology without loss of

generality. This is due to the relative uniformity of the p-map detections, and the robust

ability of p-maps to suppress background noise and deviations in image intensity. In

this way, the p-map centroid detector acts as both a data-cleaning preprocessing step

and a regularization step. As a consequence, when combined with the Crocker-Grier

method for particle detection and linking, our approach provides significant performance

improvements.

2.5 Trajectory Analysis

With a satisfactory set of cell trajectories available we may begin to analyze the data

and uncover the mathematical properties of cell migration which will help biological

researchers better model observed collective motion behaviors. There are many means of

evaluating quantitative trajectory data, including the measurement of average population

behaviors such as mean nearest-neighbor distances, mean speed, and total cell counts. We

may also further investigate properties of individual cells, for example quantifying how far
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rapidly-migrating cells move before changing direction. Finally, we may try to distinguish

between physically-explainable behaviors and dynamics that appear to be random.

While a multifaceted analysis of the trajectories we have obtained is beyond the scope

of this work, we aim to connect these experimental data to agent-based models by first

briefly describing how we obtain velocities from the cell location, and then by examining

the trajectories using a framework of biological random walks. Because the location and

time data are discrete, we compute velocities for each cell at each point in time using

finite differences. We then begin to quantify the observable randomness in the system by

modeling it using a stochastic differential equation ABM. While an ideal model would be

able to concretely explain each phenomenon contributing to cell motion and migration,

we acknowledge that all models will fall short of this goal. Thus, we attempt to recover

some of the dynamics we cannot model by examining how the trajectories of some cells

may be modeled by randomness.

2.5.1 Velocity Calculations

Because Trackpy returns only the locations of particles in space linked through time, we

must compute the velocities ourselves in order to use them in subsequent analyses. We

do this using standard finite difference methods. Specifically, we use the Numpy gradient

function and a uniform time step, resulting in centered-difference approximations for

velocities within the time span and forward- and backward-difference approximations for

the first and last time points respectively [72]. Thus, the cell velocity ~v(i)(tj) of the ith

cell at time tj = j∆t is computed as

~v(i)(tj) ≈ ~v(i)
j =


~x
(i)
j+1−~x

(i)
j

∆t
j = 0

~x
(i)
j −~x

(i)
j−1

∆t
j = 127

~x
(i)
j+1−~x

(i)
j−1

2∆t
else

, (2.18)

where ~x
(i)
j is the position of the ith cell at the jth time step.

Note that these simple finite difference formulas are a direct result of our assumption

that the video frames are collected at precisely uniform intervals, though this is often not

the case. Fortunately, the finite differences for nonuniform grid spacings can be derived

using Taylor expansions [73], and the gradient function—provided in all recent versions

of Numpy—supports arbitrary grids [72]. Thus, the same finite difference approach can

be reasonably applied to any cell tracking dataset, as the requirements of smoothness are

satisfied for any such biological system.
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We utilize these velocities in upcoming topological evaluations of our dataset (see

Chapter 5), but present the methodology here as an example of potential first steps

in downstream analysis. Possible uses for these velocities include the examination of

individual velocity profiles as a means of uncovering flow-like patterns of motion, or for

the computation of summary statistics like average speed.

2.5.2 Random Walks

Many biological models incorporate noise in the model directly. The mathematical

framework behind such models is the idea of stochasticity, which is the probabilistic

description of randomness. By attributing some of a cell’s motion to this “random”

behavior, we are able to take what remains and better describe it using deterministic or

non-random explanations. The idea of mathematically-defined stochasticity in natural

systems is as old as the idea of particles themselves, as Einstein’s description of random

particle movement [74] was one of the first scientific accounts of what we now call Brownian

motion [75].

We have already identified some sources of noise in our dataset, namely the unavoidable

“jitter” caused by movement of the camera in microscopy data. This is an example of what

we call extrinsic noise, which is noise in the data caused by factors outside of the system.

We remove some of this noise from the data by compensating for the “drift” between

frames. There are likely other sources of extrinsic noise, however, like imperfections in the

cell vessel or an uneven imaging surface. Furthermore, we likely have sources of intrinsic

noise, which are apparently random effects inherent in the system itself. The factors that

cause intrinsic noise are often much less apparent as they are not factors that could be

theoretically controlled unlike most extrinsic factors. To compensate for intrinsic noise is

the primary reason that we include stochasticity in our biological models, but we can often

capture noise from a wide variety of sources by examining the detectable distribution of

the randomness in the data.

In order to include stochasticity in a model of cell motion, we first attempt to uncover

how this randomness is present in our data. To do this we must first make assumptions

about which components of the data are caused by noise, and which are caused by

prevailing, presumably-deterministic phenomena. While some models assume that there

are many quantities with varying levels of stochasticity, we will model only the location

of the cell nuclei in our dataset and will assert that the cell positions we will later model

are entirely stochastic. We follow the prevailing theory of Brownian motion in biology

and assume that cells take random walks. A random walk is essentially the act of taking
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a random-length step in a random direction at every point in time. These random

walks are represented in continuous mathematics using Wiener processes, which are the

generalization of Brownian motion [76]. A Wiener process is a stochastic process—a

collection of random variables changing with respect to time—such that the process begins

at 0 and is normally distributed with mean 0 and with variance of t at time t:

W (t) ∼ N (0, t). (2.19)

This formulation very naturally captures the diffusive nature of random walks: as time

increases, the likely range of the agent increases.

2.5.3 Stochastic Differential Equations

We connect this idea of mathematically-formalized random walks to the positions of

particles in space by using the Wiener process in a basic stochastic differential equation

(SDE) model. We assume that the position of a particle undergoing a random walk is

entirely modeled by a Wiener process of a certain magnitude and that particle’s initial

position. Thus we have a simple SDE model for a particle in 2-dimensional space:

d ~X(t) = ~σ dW

~X(0) = ~x0

(2.20)

where ~X(t) ∈ R2 is the position of the particle at time t and thus x0 is its initial position,

~σ = [σ, σ] is the magnitude of the random walk, and W is a 1-dimensional Wiener process

as above. Note that, while we assert that the diffusive random walk magnitude is the

same in both directions by setting both components of ~σ to the same value, this need not

be the case.

We make the assumption that the stochasticity is independent in each dimension,

so we can simplify the process of solving the system of SDEs to solving each of the

SDEs individually. We therefore only need to solve a one-dimensional, first order, linear,

homogeneous SDE with a single constant term—the simplest type of differential equation—

in order to uncover the relationship between our random walk parameter σ and the

distribution of a particle’s positions over time. Thus we solve the 1-dimensional version

of (2.20):

dX(t) = σ dW,

X(0) = x0.
(2.21)

The theory of SDEs does differ from that of ordinary IVPs, but in this simplest case
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the solution is identical to that of the corresponding ODE [77]. Thus the solution to

(2.21) is

X(t) = σW (t) + x0. (2.22)

We may extend this solution identically into multiple independent dimensions by simply

sampling from this stochastic process for each direction such that

~X(t) =

[
σW (t) + x0

σW (t) + y0

]
(2.23)

where ~x0 = [x0, y0]T is the initial position of the particle.

For statistical modeling purposes, we need to understand the distribution of this

stochastic position process. Note that, by definition of a stochastic process, X(t) and

W (t) are random variables for any time t. By the fact that W (t) ∼ N (0, t) ∀t > 0, we

immediately obtain

E [X(t)] = E [σW (t) + x0] = σE [W (t)] + x0 = σ(0) + x0 = x0

Var [X(t)] = Var [σW (t) + x0] = σ2Var [W (t)] = σ2t

for any value of time t > 0. Therefore X(t) ∼ N (x0, σ
2t).

2.5.4 Stochasticity in Experimental Data

Now that we have a simple model describing a particle’s location in a biological system

in terms of measurable stochastic noise, we aim to set the σ parameter based on the

observed random walk behavior of our experimental fibroblast cell data. This allows us

to account for much of the noise in our data and to model random behavior using these

stochastic variables. In order to directly relate the SDE parameter σ to data that can

be observed, we must determine which observations in our dataset can be modeled as

samples from the same stochastic process.

For this preliminary investigation we choose a single scratch assay video—position

9—from our dataset. Because we expect there to be many other forces acting on the

particles that are migrating persistently, we only collect the position of a cell if its final

location is within 40 microns (µm) of its initial location, a total of 97 cells. Frame 6 is

chosen as the initial time, as camera movement is particularly pronounced over the first

few frames. Thus we say that the cell’s position in frame 6 is its initial position ~x0. We

are essentially assuming that these cells are not moving enough to be influenced by a

separate deterministic force, and instead assert that these cells move only according to
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whatever biological process causes random walking. This assumption is supported by the

approximate normal distribution of cell position changes, which does indeed “spread” via

an increase in position over time, shown in Figure 2.15. In practice we are observing a

population of multiple particles to recover σ even though our model describes only the

position of a single particle. Because we assume no interactions between the particles,

this can be thought of as multiple realizations of the single particle without any change

in theory.

Figure 2.15: Histograms of distance differences in both directions for three separate
frames in the beginning of the experiment. The histograms suggest that the positions are
in fact normally distributed in each direction, and that the variance increases over time.

In order to relate experimental cell position data to the stochastic distribution of

positions we may simply collect samples of where a cell moves from position x0 at time 0

to position x at time t, obtain the variance of this sample, equate with the variance of the

random variable, and then solve for σ. Thus for a collection of n cell positions collected at

time t where the cell originated at x0, {x1, ..., xn}, we obtain the sample variance of the

changes in position Var [{x1 − x0, ..., xn − x0}] and then estimate σ. Since we perform

this analysis on the changes in position of a population of particles (n = 97) instead of

a single particle starting from the same position x0, we subtract the initial position of

each particle individually and estimate the variance of the change in position ∆xi for

the population of particles as s2 = Var [{∆x1, ...,∆xn}]. From here we finally recover an

estimate σ̄ of the random walk magnitude σ:

σ̄ =
√
s2/t. (2.24)

This method obtains a value for σ using a set of cell positions at a single time. However,

because we assume that σ is constant with respect to time, we should confirm that there

is no immediately obvious evidence to the contrary. Because we have multiple time steps,
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we are able to obtain an estimate for each frame of cell positions. Incidentally, each of

the 97 stationary cells are present and detected in each of the 119 subsequent frames

examined. Thus we collect a sequence of estimates {σ̄t1 , ..., σ̄t119} for frames 7 through 128.

A sample of position difference histograms is shown in Figure 2.15. The sample variances

of the position distributions illustrated in these plots are the ones used in calculating our

experimental diffusion magnitude estimates σ̄.

Figure 2.16: The estimates for σ in the x and y directions for each frame in scratch assay
video 9.

If there were no external forces these estimates would all be equal and σ̄ti would

be a constant over time. In actuality we are limited by noise not accounted for in the

observations and the small number of observations. The plot of all estimates σ̄ is shown

in Figure 2.16. The quality of the estimations decreases over time because a small

number of samples does a progressively worse job of approximating the normality of

the distribution as the variance increases. In contrast, the initial estimates are likely

limited by imperceptibly small steps from the initial position, resulting again in poor

approximations of the true value. Histograms demonstrating both issues are shown in

Figure 2.17. The best visual similarity to a normal distribution of position differences

occurs between frames 20 and 30 (Figure 2.15). Therefore we assert that the near-constant

value of σ̄ ≈ 0.006 over that range of frames is the best choice of the true random walk

magnitude, so σ = 0.006 mm√
hr

.
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Figure 2.17: Histograms of distance differences showing too narrow a distribution in
early frames (left) and too few samples to accurately model a normal distribution in late
frames (right).

2.5.5 Discussion

This type of investigation is only one way to analyze the stochasticity in experimental

data. We may use different mathematical models, agent-based or otherwise, or even

attempt to fit this data to a model and subsequently quantify the uncertainty as a means

of examining the random noise. However, as an initial investigation, we have shown the

worth of accurate experimental trajectories as a means of understanding cell migration

via velocity calculations and evaluation of random walk behavior. By bringing collective

cell movement into the realm of point clouds and quantitative variables, we enable the

rigorous mathematical investigation of our experimental data.

2.6 Conclusions

2.6.1 Contributions

Our primary contribution to the cell tracking corpus is the application of a p-map approach

to a single-image training dataset, and the use of p-maps to perform cell tracking using the

Crocker-Grier algorithm. While the p-map approach is well-documented as a method for

locating cell nuclei in a variety of microscopy datasets, nearly all of these implementations

use at least a modest-sized training dataset, transfer learning from a publicly-available

microscopy dataset, or both [52]. Our technique of training our fully-convolutional neural

network from scratch on tiles from a single image appears to be practically novel. While

we do acknowledge the limitations of this approach in terms of dataset generalizability, it

represents a means for improving automatic cell nucleus detection with a minimal set of
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labeled training images and an alternative to the aforementioned one-shot methods. Our

successes suggest that computer vision techniques can be applied to even the most data-

limited problems for cell localization. Other features of our centroid detector represent

incremental changes from previously-published approaches. These include an especially-

deep UNet-type architecture, where other p-map implementations have used similar

fully-convolutional networks with fewer weights and layers [52].

The the best of our knowledge, we are the first to employ a p-map cell nucleus detector

as the first step in a cell-tracking pipeline. While the Crocker-Grier algorithm is rather

popular for tracking colloidal particles, its use for tracking general populations of cells

is less prevalent [78]. In particular, it is built around the assumption that particles are

approximately spherical, which does not hold for most cell tracking purposes. However, by

designing a neural network output format that represents cell centroids as Gaussians, we

recover this premise and the Crocker-Grier approach becomes a good fit for cell trajectory

linking. While other approaches have implemented expansions to the p-map approach, in

some cases even developing full cell segmentation functionality [79], it does not appear

that p-maps have heretofore been used for obtaining cell trajectories through time.

Finally, we have taken significant steps toward a useful mathematical analysis of

this novel fibroblast migration dataset. While the focus of this work is not to answer

specific biological questions, we equip biological researchers with the tools to not only

draw conclusions from this specific dataset of 42 scratch assay videos, but also to analyze

future similar datasets, perhaps without any need for retraining. We have shown the

relative ease of acquiring quantitative summaries of the cell motion by investigating the

random walk behavior of stationary cells in a single video, and anticipate that other

investigators will employ similar approaches. This also gives us a way to generate large

time-varying point cloud datasets from experimental data, a task that would be impossible

with manual annotations. Not only does this provide immediate quantitative data, but

also enables our subsequent topological data analysis approach.

2.6.2 Future Work

While the motivation for this work is to acquire useful trajectories from our experimental

scratch assay data for the sake of analysis, we believe this approach has merit for a wide

range of cell tracking applications. Our approach does indeed depend on relative cell

nucleus uniformity for single-image network training and sufficiently-small cell step sizes

for nearest neighbor linking, but these requirements may be reasonable for many types of

cell microscopy video data. Furthermore, this approach is not limited to single-channel
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image data, and can be applied to color imagery and potentially even non-visual imagery.

We also believe this p-map approach represents an excellent starting point for the

development of end-to-end-learned cell tracking pipelines. As the capabilities of deep

neural networks continue to surpass traditional approaches and even other machine

learning approaches, the modest nearest-neighbor method for linking trajectories may be

best replaced by a technique that is based on the movement of the observed data. Recent

cell tracking research utilizes novel methods like the so-called “Siamese network” for an

entirely-learned approach [80], and we believe this same idea could be applied to p-map

processed imagery in order to reduce the annotation demands. Overall, the advantage

of requiring only inexpensive point labels for training makes the p-map approach ideal

for prototyping computer vision methods on novel, unannotated biological time-series

datasets.
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Chapter 3

Background Material: Persistent

Homology and Topological Data

Analysis

3.1 Introduction

The primary aim of this dissertation is to describe and categorize the collective motion

present in variety of datasets using topological data analysis techniques. Because these

methods use topological concepts not often discussed in conjunction with applied data

science, we present important preliminaries from the field of algebraic topology, including

the mathematical notions of simplicial complexes, homology, and persistent homology.

Thus this brief chapter does not present any new results, but simply provides a detailed

overview of the topology needed to understand the ensuing data analysis methods.

By defining a point cloud dataset as a finite metric space we are able to apply notions

of distance, length, and shape. This is exactly the motivation behind a growing field of

data investigation called topological data analysis (TDA). TDA combines concepts from

applied algebraic topology, computational geometry, and descriptive statistics to provide

data-driven methods for characterizing the underlying shape of data [81].

TDA is a rapidly-expanding area of research, and as such new methods are being

constantly developed and introduced. However the basis of all TDA is to turn a point

cloud into a topological object whose properties can be studied, and then to summarize

those properties in ways that are useful for data analysis. This approach to data analysis

has clear applications to biological research, as it is directly applicable to graphs that

appear in phylogenetics, connectomics, and the study of protein structures, as well as to
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biological imagery analysis and—most pertinently—the movement and migration of all

varieties of cells [82].

The TDA process is thus a multi-step pipeline, beginning with a point cloud and

ending with qualitative and quantitative representations of the shape of the dataset. The

introductory article by Frédéric Chazal and Bertrand Michel [81] provides an excellent

synopsis of this pipeline, as well as relevant background material, examples, and applica-

tions. Research regarding the application of TDA usually revolves around how to best

use these topological representations to accomplish an objective.

Our interest in TDA relates to its ability to quantify behaviors at a wide variety

of scales, a quality that allows us to both estimate the parameters of a mathematical

model at an infinitesimal level and observe large-scale collective motion phenotypes in

experimental data. Specifically, because TDA has a unique ability to concisely summarize

the shape of a point cloud both locally and globally, it is ideal for models that result in

multi-scale behaviors. Since ABMs epitomize this behavior, we thus relate the output

of our cell migration models to the topology of its attributes via TDA of its point cloud

representation.

The tool that topological data analysts most often wield is the computation of the

persistent homology (PH). By quantifying the PH of a point cloud we obtain a useful

summary of its shape on a range of scales, parameterized by the spatial resolution. Most

relevantly, we may use a point cloud’s persistent homology as a basis for comparison to

other point clouds. The full PH pipeline consists of forming a simplicial complex from

a cloud of points, building a filtration of complexes, measuring the homology of each of

those complexes, and finally summarizing how the homology changes over the sequence

of complexes in the filtration. Each of these concepts is introduced below, followed by

an explanation of how the pipeline is implemented in software and how the summary

measures are used in practice via crocker plots.

3.2 Simplicial Homology

Homology is a fundamental topological idea which formalizes the congruence of manifolds

based on the number of holes which they enclose. While the primary concern of algebraic

topologists is the homology of manifolds, it is more relevant to TDA to introduce only

the notion of simplicial homology [83].

In simplicial homology we compute the homology of a simplicial complex—a collection

of fundamental topological building blocks called k-simplexes. A k-simplex is the simplest

k-dimensional geometric polytope, which can be thought of as the generalization of a
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Figure 3.1: An illustration of the first 4 simplexes with vertex representations [84].

tetrahedron [85]. In other words, a k-simplex is the combination of k distinct points

into edges, triangles, tetrahedra, and higher-dimensional generalized tetrahedra in its

corresponding k-dimensional space. The first few simplexes are illustrated in Figure 3.1.

We call any of the (k−1)-sub-simplexes that form a k-simplex a face of that simplex. Any

collection K of simplexes where all the faces of a simplex in K are also in K and where

the intersection of any two simplexes of K is a face of both forms a simplicial complex K
[86]. A k-simplex σ may be described by its vertices vi, which are the k 0-simplexes that

span the k-simplex. This results in the common notation σ = [v0, ..., vk], demonstrated in

Figure 3.1.

The idea of simplicial homology is to quantify the number of holes that a simplicial

complex encloses in any dimension. To formalize this notion and to eliminate any

ambiguities in what may be regarded as a “hole”, homology is defined in terms of chains

of simplexes, the boundary of a simplex, and subsets of those chains called cycles. We

now introduce each of these concepts in turn, leading to a purely algebraic formulation of

homology. Once again, the treatment of simplicial homology provided in the Chazal article

[81] is highly recommended for those interested in TDA who lack a formal background in

topology.

Due to the algebraic nature of topology, we collect simplexes using addition, a binary

operation. This contrasts with the elementary geometric concept of a collection of points

and edges as a set (either ordered or unordered). Thus, given a simplicial complex K, a

collection k-simplexes in K is a sum called a k-chain. In particular, any k-chain can be

written as

c =

p∑
i=1

niσi, (3.1)

where {σ1, ..., σp} is the set of k-simplexes of K and ni ∈ −1, 0, 1 [87]. The space of

k-chains of K is the span of all k-simplexes in K, denoted Ck(K). Because we use addition

to make chains from simplexes chains themselves can also be summed, and Ck(K) naturally
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forms a group under addition.

To compute the homology of a simplicial complex we must first define the notion of

a boundary. Just as we intuitively conceive of a triangle’s boundary as consisting of its

three edges put together, a k-simplex is bounded by a chain of (k − 1)-simplexes. We say

that—given a k-simplex represented by its vertices σ = [v0, ..., vk]—the boundary operator

∂k yields the boundary, a (k − 1)-chain defined by

∂k(σ) =
k∑
i=0

(−1)i[v0, ..., v̂i, ..., vk], (3.2)

where [v0, ..., v̂i, ..., vk] is the (k − 1)-simplex spanned by each vertex besides vi. Since

Ck(K) is a space whose basis is the k-simplexes of K, we may naturally apply the boundary

operator to chains as well. Thus, given c ∈ Ck(K), ∂k(c) is still a (k − 1)-chain and

furthermore ∂k is a linear operator from Ck(K) onto Ck−1(K).

Finally, a cycle is a chain with zero boundary, i.e., a chain c ∈ Ck(K) such that

∂k(c) = 0. A cycle may be simplistically thought of as as a chain that begins and ends at

the same face. More formally, the space of k-cycles of K is the kernel of the boundary

operator, i.e., Zk(K) = Ker ∂k = {c ∈ Ck(K) | ∂k(c) = 0}.
Taking the space of k-cycles along with the space of k-boundaries, denoted by Bk(K) =

Im ∂k+1 = {c ∈ Ck(K) | ∃d ∈ Ck+1(K) 3 ∂k+1(d) = c}, we define the kth homology group

of the simplicial complex K as the quotient space

Hk(K) = Zk(K)
/
Bk(K). (3.3)

Intuitively, this homology group quantifies how many k-cycles are not k-boundaries. More

accurately, each element of Hk(K) is an equivalence class of all cycles that are homologous.

The elements of these equivalence classes are cycles that differ by no more than a boundary,

and thus all these cycles enclose the same topological feautres. Therefore each of these

classes have a correspondence to a specific cycle that is not a boundary. This is what

eliminates ambiguity in the counting of holes in a simplicial complex; there may be many

k-cycles that “enclose” one particular k-dimensional hole, but since they all belong to the

same equivalence class the number of such classes provides a count of holes.

We consider a single triangle (2-simplex) with vertices v0, v1, v2 as pictured in Figure

3.2 as a simple example of a simplicial complex. The components of this simplicial

complex are the 2-simplex, three 1-simplexes (edges), and three 0-simplexes (vertices), so

we let A = {[v0, v1, v2], [v0, v1], [v0, v2], [v1, v2], [v0], [v1], [v2]}. As shown in the figure, the

boundary of the 2-simplex is a chain of 1-simplexes. Furthermore, the boundary of that
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Figure 3.2: A 2-simplex and its boundary [88].

chain is 0:

∂1([v1, v2]− [v0, v2] + [v0, v1]) = [v2]− [v1]− ([v2]− [v0]) + [v1]− [v0]

= [v2]− [v1]− [v2] + [v0] + [v1]− [v0]

=�
�[v2]−ZZ[v1]−��[v2] +�

�[v0] +ZZ[v1]−��[v0] = 0.

(3.4)

This means that ∂2([v0, v1, v2]) is a cycle. In fact, every boundary is a cycle. Formally,

∂k−1∂k(c) = 0, an easily provable fact and a foundational theorem of simplicial homology.

Though other 1-chains exist in this complex, it is easy to see that there are no other 1-

cycles. Furthermore, since there is only a single 2-simplex there are no other 1-boundaries.

Thus we can show that there are no 1-dimensional holes in this simplicial complex by

computing the 1st homology group:

H1(A) = Z1(A)
/
B1(A)

= {[v1, v2]− [v0, v2] + [v0, v1]}
/
{[v1, v2]− [v0, v2] + [v0, v1]}

∼= {0}.

(3.5)

Figure 3.3: A triangular 1-cycle.

We now consider a second simplicial complex B, formed by removing the 2-simplex

but leaving all the other simplexes (Figure 3.3). We see that the only 1-cycle is no longer

a boundary, as there is no 2-simplex to bound. That cycle now encloses a hole and we are
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left with a non-trivial 1st homology group:

H1(B) = Z1(B)
/
B1(B) = {[v1, v2]− [v0, v2] + [v0, v1]}

/
{0} ∼= Z. (3.6)

Homology being a construction of algebraic objects results in the natural setting

of groups and isomorphisms. However, since we are interested in simply quantifying

the number of holes, we deal directly with the rank of the kth homology group of the

simplicial complex, βk(K) = dimHk(K). This positive integer βk, called the kth Betti

number, gives a count of the k-dimensional holes enclosed by the simplicial complex [89].

These Betti numbers are the main quantities with which TDA is concerned, as they

concretely represent the shape of a complex in terms of the holes they contain.

While this short summary provides all the algebraic topology one needs to understand

how the Betti numbers of a simplicial complex are computed via its homology, in-depth

treatments and the accompanying theorems can be found in Hatcher’s Algebraic Topology

[90]. An applied approach to the treatment of homology and how it relates to TDA can

be found in Robert Ghrist’s Elementary Applied Topology [91].

3.3 Turning a Point Cloud into a Simplicial Complex

We now have a concrete method for summarizing the topology of simplicial complexes

via homology and Betti numbers. Yet given a collection of discrete points in some n-

dimensional space—a point cloud—we are not given a simplicial complex. We must first

connect this set of 0-simplexes (points) into a complex of higher-dimensional k-simplexes

before we are able to draw any conclusions about the topology of the data. The most

natural and most frequently-utilized method for building a complex from points is to

form connections between neighboring points. Since we conceive of a point cloud as a

finite space endowed with a metric, we already have the measure of closeness needed to

describe which points are neighbors.

Let (X, d) be the finite metric space given by a point cloud dataset X with metric d.

Given a proximity parameter ε > 0, we may construct the Čech complex by connecting

all points whose ε/2-balls have a common point of intersection [92]. This method of

forming a complex is not only conceptually straightforward, but is well studied from a

topological perspective and comes with guarantees about its homotopy via the “nerve

theorem” [92]. The Čech complex, however, is especially expensive to compute, as it relies

on the absolute locations of points in space. Therefore, although the Čech complex is

the most natural simplicial complex for point cloud data, TDA most often leverages the

52



Vietoris-Rips (VR) complex.

The VR complex of (X, d) is constructed by connecting any collection of k + 1 points

that are pairwise within ε of each other into a k-simplex [93]. Put another way, we

draw the same ε/2-balls used in the construction of the Čech complex, connect balls that

are overlapping, then form all points which are pairwise-connected into simplexes. This

construction allows the VR complex to be constructed using only the distances between

points, which makes computation more efficient. Furthermore, the entire VR complex can

be stored as a graph, making it ideal for applied algorithmic approaches. The proximity

parameter used to build a complex defines the spatial resolution of the complex, with

smaller values of ε resulting in finer spatial resolutions and larger values resulting in

coarser ones. Figure 3.4 in the next section shows how VR complexes of a 2D point cloud

may be constructed at a variety of spatial resolutions, but note that this same exact

construction applies to any dimensional space.

3.4 Persistent Homology of a Filtration of VR Com-

plexes

Figure 3.4: Sample filtration of a VR complex for a 2D point cloud. The ε/2-balls are
shown to illustrate how the simplexes are formed [94].

The Vietoris-Rips complexes formed by varying the proximity parameter ε have

the convenient property that any complex constructed at a finer spatial resolution is

a subcomplex of any complex constructed at a coarser spatial resolution. Specifically,

given that V Rε(X) is the VR complex of a point cloud X with proximity parameter

ε, V Rε′(X) ⊆ V Rε(X) if ε′ ≤ ε. Taking a sequence of proximity parameters T =

(ε0, ε1, ..., εm), we can then define an entire nested family of VR complexes (V Rε(X))ε∈T ,

called the filtration of the coarsest complex V Rεm(X) [81]. The values of the proximity

parameters can theoretically continue on to ∞. However, since we deal only with finite

metric spaces, once the proximity parameter has surpassed the diameter of the metric
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space each subsequent complex will be equal to that “maximal” complex. Thus, both

conceptually and computationally, we let the coarsest complex in our family be this

maximal complex such that εm = diam(X) = sup{d(x, y) : x, y ∈ X}.
The motivation behind persistent homology is quantifying how the homology changes

between each of the component complexes in a filtration. Nominally, we are tracking how

topological holes “persist” throughout a range of spatial resolutions.

Given a filtration of a VR complex, we can keep track of how the homology groups

change as the spatial resolution varies. In other words, we see which proximity parameter

values ε cause new topological features to form. We refer to the first value of ε which

results in the creation of a topological feature as that features’s birth value, and the

last value in the sequence for which the feature exists as its death value. This results

in a lifespan interval for each topological feature in the filtration. Plotting all lifespan

intervals over the entire range of spatial resolutions, grouped by which homology group

the feature belongs to (the feature’s dimension), gives a TDA visualization known as a

barcode. This barcode shows the birth and death of each topological feature that exists

in any subcomplex of the filtration, and thus summarizes through how many of those

subcomplexes it persists.

Figure 3.5: The persistence barcode of the point cloud in Figure 3.4. The b0 bars
correspond to members of the 0th homology group (connected components), and the b1

bars correspond to members of the 1st homology group (flat holes) [94].

Barcodes are useful not only as tools for visualizing the persistent homology of a

point cloud, but also as an intermediate step in the convenient computation of the Betti

numbers with which we are most concerned. For any given value of ε the number of bars

for the kth homology group gives the kth Betti number. So for the barcode in Figure

3.5, the 0th Betti number at ε = 9.5 is 1 and the 1st Betti number at ε = 9.5 is 2. Since

there are TDA software packages that can very efficiently compute the barcode of a point
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cloud, we will compute Betti numbers in exactly this way.

There exist other tools for both the visualization and concise presentation of a point

cloud’s persistent homology. Many of these even include further guarantees regarding

stability over time and over spatial resolution. Some are direct implementations of the

lifespan intervals that comprise barcodes, and others introduce novel methods for using

the persistence information of a filtration. Most of these are beyond the scope of this

work, and we instead focus on the crocker plot and its corresponding vectorized form,

introduced herein.

3.5 Betti Numbers and Crockers

Several unique TDA tools exist which leverage the homology of a point cloud as summarized

by its Betti numbers. Because each simplicial complex in a filtration may have a different

kth Betti number, the complete persistent homology of the filtration is often summarized

by considering the Betti number of each complex in the filtration as a function of the

proximity parameter (ε). The graph of this function, referred to as the kth Betti curve of

the filtration, provides a picture of how the homology changes as the proximity parameter

grows [95]. However, summarizing the topology of a sequence of point clouds over time

is a non-trivial problem, as the topological guarantees of filtrations break down over

independent time steps.

One approach to these time-varying or dynamic point cloud datasets is to simply

compute the Betti curves for each discrete time step, and then concatenate them into a

single matrix which summarizes the homology of the entire time-series dataset. This is

the idea behind the “Contour Realization Of Computed K-dimensional hole Evolution

in the Rips complex” or crocker plot, created by Chad Topaz and colleagues [97]. It

shows changes in Betti numbers over time by plotting the level sets or contours of the

concatenated Betti curves. While introduced as a simple way to visualize the homology

of dynamic point cloud data for the sake of understanding the topology of biological

models (Figure 3.6), it has proven useful as an uncomplicated method of summarizing

time-varying Betti number behavior.

Further research by the designers of the crocker plot suggests that the matrix form

of concatenated Betti numbers, which they also call crockers, and which we refer to

as a crocker matrix to reduce ambiguity, may be used as input into machine learning

algorithms [98]. This prior work shows that crockers can be a useful tool for selection of

aphid locomotion models, and highlights other important characteristics of the crocker

matrix. They illustrate that, despite lacking the same topological guarantees, crockers
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Figure 3.6: A crocker plot visualization of simulated D’Orsogna model data showing
contour plots of the 0th Betti numbers (b0, top) and 1st Betti numbers (b1, bottom) [96].

are robust to noise with respect to time. This is especially relevant for stochastic models

that introduce random noise into simulated data. The study demonstrates that the

computation of a point cloud’s persistent homology is application agnostic and thus

requires no a priori knowledge of either the data or the model. They also highlight the

ability of crockers to take into account a wide variety of relevant biological information,

such as aphid proximity and population density. Overall, this research exemplifies the

relevance of crockers for dynamical biological model analysis, and expands the use of

crockers beyond scientific visualization and into the realm of TDA summary statistics via

crocker matrices.

3.6 TDA Computation Software

While the computation of the simplest homology groups H0 and H1 is uncomplicated for

simple examples, it is not trivial to compute these groups for large point clouds comprised

of many data points. These computational challenges are largely due to the fact that
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a relatively small point cloud may result in a filtration consisting of tens or hundreds

of thousands of times more simplexes. For example, a 2000-point sampling from the

well-known Stanford Dragon reconstruction results in a filtration consisting of over 1

billion simplexes [82].

The first step in computing the persistence barcodes of a filtration of simplicial

complexes is to form the boundary matrix which enumerates the appearance of each of the

simplexes in the filtration relative to other simplexes. Because the number of simplexes

in a filtration is often many orders of magnitude greater than its original point cloud, this

matrix is often prohibitively large, and it may not be possible to explicitly store it in

working memory, which creates problems for straight-forward processing. Furthermore,

the worst-case complexity of the standard method of processing the boundary matrix

into the persistence barcodes is cubic in the (potentially massive) number of simplexes

[82]. Thus a naive approximation of the computation time for a billion-simplex filtration

would approach tens of minutes, even by modern processing speed standards.

Due to these difficulties, the past decade has seen a strong focus on the development

of novel optimizations for the computation of persistence barcodes as well as the imple-

mentation of such optimizations in software libraries. Ripser has been the most successful

of these software packages to date. It is a C++ library that utilizes many state-of-the-art

optimizations for calculating persistent homology to drastically reduce both memory

demands and computation time [99]. The in-depth discussion of these optimizations is

beyond the scope of this work, but is thoroughly covered in both the Ripser technical

writeup [99] and the PH software evaluation article by Otter and colleagues [82].

Ripser’s mathematical algorithmic approach utilizes topological facts we have already

introduced in the computation of the VR complexes, like the theorem that all boundaries

are cycles and the notion of a maximal complex. It also implements the computation of

the complex’s cohomology, which has been shown to greatly reduce algorithmic complexity.

The cohomology groups of a simplicial complex are the categorical duals of the homology

groups, but may also be thought of as groups arising from cochains, which are dual to

chains in the standard algebraic sense [100]. Specifically, cochains are linear maps on

the space of chains, making the group of cochains the dual of the group of chains [101].

Because cohomology groups provide the same measure of a VR filtration’s persistence as

homology groups [102], cohomology computations are used to provide the same persistence

barcodes while using fewer resources. Ripser also uses ideas from discrete Morse theory

to skip over the explicit construction of many columns of the coboundary matrix—the

cohomology equivalent of the boundary matrix. Lastly, it uses a novel ordering of the

simplexes based on Knuth combinatorial numbering and uses this ordering of simplexes
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to avoid storing the entire coboundary matrix, which has the effect of greatly reducing

memory demands [99]. Together, these optimizations result in memory savings and

speedups of at least an order of magnitude over other published TDA software libraries

for a variety of benchmark tasks [82].

In an attempt to make TDA more accessible to researchers, the Scikit-TDA library

furnishes a Python port of Ripser among a suite of other tools for TDA and visualization

[103]. By providing Python bindings for the underlying C++ codebase, Scikit-TDA

maintains nearly all of the speedups and advantages of Ripser while being extensible for

use in data science pipelines. We use this Scikit-TDA module for all persistent homology

computations in the following sections.
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Chapter 4

Estimating Agent-Based Model

Parameters using Topological Data

Analysis

4.1 Introduction

The primary novelty of this research lies in the investigation of how the topology of point

clouds may be used for fitting agent-based models (ABMs) to those datasets. Using a

rigorous mathematical frame of reference that views the task of parameter estimation as

a specific subset of inverse problems, we are able to develop new approaches for selecting

continuous parameter values that best fit a given dataset. We achieve this by using

operators on the space of point clouds as objective functions for minimizing the difference

between ABM output and a ground-truth dataset. We are most interested in operators

based on topological data analysis (TDA), as they can efficiently encode the “shape” of a

point cloud dataset on multiple scales.

4.1.1 Parameter Estimation

Agent-based models present unique challenges for model calibration and parameter

estimation compared to typical continuum models. The cause of this is most directly

captured by the difference in scales between the observable phenomena of the system

and the inputs to the model. Whereas the parameters deal with micro-scale behaviors of

the agents, the most perceptible outcomes of model simulations are at the population

level. This is where the inherent difficulty of developing macro-scale continuum models

can be seen as a compromise; the output quantities are usually on the same physical
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scale as the model parameters, making the relationship between them for the sake of

parameter estimation much simpler. For example, the seminal Fisher–KPP equation uses

the population-level rate of diffusion across a boundary to parameterize the diffusivity of

the system as a whole [104].

Due to these difficulties, there is often a disconnect between the development and

presentation of ABMs and the investigation of parameter estimation. A 2013 survey

of peer-reviewed ABM papers showed that only about one quarter of these studies

included any treatment of parameter estimation for their proposed models [105]. This

lack of parameter investigation likely stems from the combination of a large number of

model parameters and the high computational costs which make most parameter search

algorithms prohibitively expensive. However, as computational efficiency has increased

dramatically over the past decade, so has the number of methods for estimating ABM

parameters.

Some studies have used surrogate models for parameter estimation to avoid evaluating

the ABM for each iteration of a parameter estimation algorithm [106][107]. This approach,

while increasingly powerful due to advances in machine-learned surrogates, will always

lose some of the information that may be ascertained from genuine model simulations.

The primary concern of surrogate models is the disposal of intermediate information,

such as the individual contributions of multiple agents to interactive forces in biological

flocking systems. When simulating the full ABM, parameter estimation can be based on

either comparing the similarity of the outputs directly at the micro-scale agent level or by

developing a summary for the model which attempts to capture the macro-scale behaviors

or a multi-scale combination of behaviors. Local comparisons can be straightforward,

enabled by the obvious ability to compare points spatially using distance metrics when

data is presented as a point cloud. This however is especially ineffective for stochastic

ABMs, where noise is most often prevalent at smaller scales. The alternative of using a

summary measure of behavior for the simulated data has proven effective, but requires

expert knowledge and deep understanding of the model output. Many methods also

require the calculation of additional attributes besides what the model yields, such as

average population behaviors, which also reintroduce some of the limitations of continuum

models.

Due to these limitations, state-of-the-art parameter estimation studies leverage

computationally-tractable aggregates that measure the desired multi-scale behaviors

of ABM simulation data. This method of developing summaries is the focus of several

recent papers, and is the main focus of the ensuing analysis. The lab of Dr. Matthew J.

Simpson has used a discrete approximation of the density profile of an image to much
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avail in the study of ABMs for cell diffusion in scratch assay experiments. Density profiles

are calculated by splitting an image up into a fixed number of rectangles, counting the

number of cells in each rectangle, and dividing by the area of the rectangle to obtain an

approximation of the number of cells per unit area as a function of the position in any one

direction across the image [15]. This is only one example of a function that may be used

to summarize emergent behavior in the field of cellular migration. Others leverage raw

counts of cells, particularly in models that involve proliferation [108], and easily measured

cell population properties such as radius and area [109].

In summary, research into parameter estimation for agent-based models for cellular

migration and other biological applications is presently active and ongoing. A particular

shortcoming of current approaches is the lack of multi-scale summary metrics, despite the

fact that ABMs give rise to more multi-scale phenomena than their continuum counterparts.

We believe many of these shortcomings can be addressed by the combination of a rigorous

functional approach to parameter estimation and the use of topological data analysis

summaries of dynamic collective motion data.

4.1.2 Inverse Problems

From the broader perspective of scientific investigation, the process of mathematical

modeling is an example of a forward problem. This terminology is based on the viewpoint

that hypotheses are formed from prior knowledge and then tested with observations.

Indeed, this is the common framework for the development of mathematical models; a

model is proposed based on prior knowledge and understanding and is subsequently solved,

simulated, or otherwise evaluated against data. Any investigation that reverses this order

of investigation can thus be thought of as an inverse problem. From a mathematical

modeling perspective, this means beginning with data and observations and using them

to understand the model in question. Albert Tarantola defines inverse problems as a case

of “the use of actual observations to infer the properties of a model” in his seminal text

on probabilistic inverse approaches to parameter estimation [110].

While the history of inverse problems is rich, and includes ground-breaking advance-

ments in geophysics and tomography in general [112], we are most interested in how

the mathematical construction of inverse problem theory allows us to view the task of

parameter estimation in a more rigorous light. The common understanding of parameter

estimation is as the combination of statistical estimators and optimization applied to the

parameters of a mathematical model as the estimands. While this is in no way incor-

rect, and the tools employed in estimating parameters almost always involve the formal
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Figure 4.1: A simple diagram illustrating the relationship of inverse problems to forward
mathematical modeling problems [111].

treatment of statistics and optimization, it is helpful to understand inverse problems

from the perspective of functional analysis and probability theory [113]. By considering

a parameter estimate as a solution to an inverse problem, we uncover a more robust

framework for understanding the effect of model spaces, noisy random variables, summary

statistics, and error models on our parameter estimates.

If the forward problem is stated as d = g(m) where d are the observed data that

correspond to the model m, then parameter estimation is—in a particular probabilistic

sense—the act of finding a g−1 such that m = g−1(d). Inverse problems consider m and

d in the above relationships to be probability distributions, and through this perspective

we may better understand the functional analysis behind the use of common statistical

methods such as least squares. This understanding is especially important when applying

nonlinear, non-differentiable, and non-invertible operators to data.

While we avoid a rigorous treatment of the inverse problems pertaining to our particular

topological operators, we find it important to introduce this framework as it motivates

several of our research directions, including the ability to avoid taking derivatives, and the

treatment of parameter estimates as samples from a distribution. The aforementioned text

by Tarantola [110] supplies ample theory behind the treatment of parameter estimation

as an inverse problem, and will be referenced herein.

4.2 The D’Orsogna Model

We focus on the agent-based particle interaction model introduced by M.R. D’Orsogna

and colleagues in 2006 [114] as an archetypical example of a collective motion ABM. This

seminal model describes the movement of individual particles in swarming systems using
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only their locomotion and measures of their attraction and repulsion to other particles in

the population. The model leverages fundamental physical laws to characterize properties

of motion and interaction, and as a result is often biologically relevant. While this model

should certainly not be uniformly applied to all particle interaction studies, it offers

a balance of mathematical simplicity and dynamic complexity that makes it ideal for

preliminary investigation of ABM techniques.

Thus we use this as our prototype collective motion model, and all of the data and

model simulation studies herein are based on slight variants of this model. Because the

model takes only position and velocity as input, we need not worry about collecting

or calculating other quantities like particle size as part of the data collection process.

We also take advantage of the biological interpretability of the model parameters in

our subsequent investigation. Finally, we are prompted to choose this model as it has

many similarities to the agent-based interaction models used in cell microscopy parameter

selection experiments. In particular, it resembles the model that Oleksii Matsiaka and

colleagues use to model the migration of cells into scratches, where they are able to

estimate parameters of cell diffusivity and cell interactivity strength [15].

4.2.1 D’Orsogna Model Equations and Parameters

The original D’Orsogna model is given by the equations [114]

∂~xi
∂t

= ~vi,

m
∂~vi
∂t

=
(
α− β|~vi|2

)
~vi −∇iU (~xi)

(4.1)

where U(~xi) is a generalized form of the Morse potential [115] suited for cellular attraction

and repulsion:

U (~xi) =
∑
j 6=i

Cre
−|~xi−~xj |/`r − Cae−|~xi−~xj |/`a . (4.2)

The N identical particles are indexed by i ∈ 1, 2, 3, ..., N , so in actuality the system

consists of 2Nk coupled ODEs where k is the dimensionality of the model. We utilize

two-dimensional particle motion datasets, and thus consider only the model where k = 2,

but note that the model generalizes to 1 or 3 dimensions without complication.

To summarize, the dynamics of a particle depend only on its own position ~xi, its own

velocity ~vi, and the positions of other particles ~xj, j 6= i. The velocity of the particle

in each direction is simply the derivative of its position, following the laws of motion.

This velocity is affected by two types of forces, the particle’s own self-propulsion and the
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attractive and repulsive forces placed on the particle by every other particle in the vicinity.

α and β are the self-propulsion coefficient and the friction coefficient respectively, which

govern how each particle will accelerate to an asymptotic velocity if no other forces are

acting on it. All other parameters determine how the particles experience these two-body

interactions, with `a and `r representing the attractive and repulsive potential ranges

respectively, and Ca and Cr providing the magnitude of these forces. This model does

therefore assume that all external influences, such as the effect that the environment has

on particle motion, are either constant or are entirely captured by the modeled dynamics.

For example, the substrate on which the particles are moving would be assumed to have

a constant, uniform effect on the particles’ locomotion and interactivity, expressed in part

by β and Ca respectively.

4.2.2 Nondimensionalization

A subsequent article from the research group behind the original model—shown in

equations (4.1) & (4.2)—introduces a nondimensionalized model, which effectively reduces

the number of parameters from 7 to 4 and allows the use of unit-less time, position, and

velocity variables, yet maintains the same dynamics and structure [116]. By letting t =

`2
aβ/m t̄, xi = `a x̄i, and consequently vi = m/(`aβ) v̄i, we obtain a nondimensionalized

model in terms of the dimensionless variables t̄, x̄i, v̄i and new parameters α′ = (αβ`2
a)/m

2,

m′ = m3/(β2Ca`
2
a), C = Cr/Ca and ` = `r/`a:

∂x̄i
∂t̄

= v̄i,

∂v̄i
∂t̄

=
(
α′ − |v̄i|2

)
v̄i −

1

m
∇iU (x̄i) ,

U (x̄i) =
∑
j 6=i

Ce−|x̄i−x̄j |/` − e−|x̄i−x̄j |.

(4.3)

This more reasonable number of parameters is our primary motivation for employing

the nondimensionalized model. With only 4 parameters, we may either fix or estimate

each parameter, rather than having to ignore parameters that do not contribute to the

analysis. Furthermore, these new parameters are more interpretable from a biological

standpoint, and allow for simpler parameter space assumptions. For example, several

sources, including the aforementioned follow-up paper, note that only long-range attraction

and short-range repulsion are biologically relevant [116]. By this we know that we must

consider C ≥ 1 and ` ≤ 1, and we thus utilize these constraints when choosing parameter

values for simulation and intervals for parameter estimation. While we do not intend for
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this specific nondimensionalized D’Orsogna model to be fitted to cell migration data, we

choose it because it exhibits many of the same dynamics as models which are suited for

the purpose. Finally, we will exclude any extraneous notation in our candidate models,

as we will not be directly comparing dimensional and dimensionless models.

4.3 Related Work

Our primary objective is to expand upon the ideas presented in an article by D. Bhaskar

and colleagues. This paper demonstrates the efficacy of TDA for the categorization

of agent-based collective motion simulations into individual phenotypes, or long-time

emergent behavior patterns [117]. This work leverages the aforementioned crocker of

Topaz [97], which summarizes the persistent homology of a time series of point clouds,

to categorize the distinct phenotypes of the D’Orsogna model. We thus summarize the

results and findings of both this investigation and other relevant TDA research.

4.3.1 Topology and Emergent Behaviors

While the research applying crockers to aphid models is based on ABMs [98], the data

in question are largely devoid of the emergent characteristics that make ABMs uniquely

challenging due to the relatively small number of agents and the weak interactive forces.

In contrast, we aim to apply topological data analysis to the task of ABM parameter

estimation because TDA best describes the emergent behaviors which are intrinsic to agent-

based models while still being sensitive to local interactions and small-scale dynamics.

This ability to describe multi-scale properties is particularly important for time-varying

data such as those described by crockers, since these properties typically emerge over

sufficiently long time spans.

TDA’s sensitivity to agent-level behavior is immediately apparent. The construction of

simplicial complexes is based on pairwise connections between sufficiently-near agents, and

while the impact of these individual connections is effectively “smoothed” when counting

higher-dimensional holes rather than individual connections, these building blocks still

form the basis of all TDA. The ability of TDA to detect emergent behaviors is based

substantially on the persistence of topological features. These features that persist over

large proximities are often tied to large-scale properties, such as clustering [118] and

uniform velocity [117].

Recent research demonstrates more profound connections between persistent homol-

ogy and emergent behaviors by formalizing dynamic data in a topologically consistent
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manner via dynamic metric spaces [119]. This lead to the development of specific TDA

tools for the analysis of dynamic flocking data [120], further showing the usefulness of

combining persistent homology and time-varying data. Altogether, the efficacy of TDA

for encapsulating the emergence present in agent-based models makes it an ideal tool for

summarizing many-agent model output.

4.3.2 Crockers and Parameter Recovery

A recent paper by Dhananjay Bhaskar takes the first step toward bridging the gap

between speculative investigation of dynamic point cloud data using crocker plots and a

full parameter estimation pipeline using vectorized crockers (crocker matrices) [117]. Its

primary contributions are the novel application of TDA in the form of crocker matrices

to the task of simulated D’Orsogna model phenotype classification, and showing that this

approach outperforms the use of purpose-built order parameters for the same task.

While the original D’Orsogna model paper [114] describes the different emergent behav-

iors of the model according to the location of the parameters in their phase diagram, this

paper further separates these behaviors into phenotypes, a term referring to the “paradig-

matic collective motion behaviors” of the simulated particles [117]. The aforementioned

follow-up article [116] does use more descriptive terminology in naming these distinct

phase diagram regions, but to avoid confusion we utilize the clearly-demarcated names

from the Bhaskar work. These phenotype names largely correspond to self-explanatory

perceptible group actions, including “mills”, “rings”, “swarms”, and “escapes”. The study

specifically examines 25 combinations of model parameters, each of which fit into one of

the 6 model phenotypes.

Order parameters are measures of specific intra-population behaviors often used in

collective motion studies. This study uses 4 such order parameters—polarity, angular

momentum, absolute angular momentum, and mean nearest neighbor distance—all of

which are used in the D’Orsogna continuation article to examine phase transition events.

By comparing the performance of these order parameters which are chosen specifically for

this model to the performance of crocker matrices they are able to highlight one of the

most significant features of TDA: that it requires no a priori knowledge of the data and

no model-specific tuning.

To directly compare the performance of these order parameters to the performance

of the crockers, the study uses both as vectorized input into two parameter recovery

algorithms (Figure 4.2). The first approach is unsupervised k-medoids clustering of

the inputs with k = 25 corresponding to the number of parameter categories. The
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Figure 4.2: The experimental procedure of the Bhaskar et al. study [117].

second approach is a multi-class linear support vector machine (SVM) classification—a

supervised machine learning algorithm. The final outcome of the study was the result

that using crockers as input into either algorithm resulted in better classification results

for both phenotype categories and parameter categories, even when accounting for the

higher dimensional input data using principle component analysis. Overall, this study

is instrumental for proving the worth of crocker-based TDA for the classification of

agent-based particle motion data.

4.3.3 Inverse Problems with TDA

The primary difference between our goal of parameter estimation, and the previously-

outlined approaches that leverage TDA is the utilization of the formal mathematical

framework of inverse problems. While the above research demonstrates that TDA is

useful for clustering and classification tasks, both of which are based on the optimization

of discrete statistical measures of comparison, we are most interested in the capability of

TDA operators to work within a framework of continuous parameter estimation. While

the in-depth study of the utility of topological operators for inverse problems is especially

young, there are a number of promising preliminary results, particularly in regards to

persistent homology.

A recent survey paper by Steve Oudot and Elchanan Solomon summarizes the steps

taken toward building topological operators that have defined inverses [121]. With a
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focus on interpretability and explainability, they introduce the investigations into the

bijectivity of persistence modules with respect to the point clouds that generate them. By

providing a method for taking the derivative of appearance times of edges of homological

features with respect to the points that bound them, they show that point clouds can be

iteratively recovered from their persistence modules via a Newton-method approach.

While we do not utilize of any of these methods, instead choosing to forego the use of

derivative-based optimization in favor of direct-search algorithms, these results show the

unique capabilities of TDA in the space of inverse problems. The formal treatment of

persistence inverses requires significantly more investigation, but we hope that, by using

persistent homology to estimate parameters, we are able to contribute another piece of

evidence toward the argument for the continued application of TDA to inverse problems.

4.4 Methods

We herein explore how TDA may be applied to the task of parameter estimation for

agent-based-models. In particular, we investigate how we may extend the persistent

homology techniques that are used in the Bhaskar paper’s discrete categorization task into

the more formal realm of inverse problems and the continuous fitting of ABM parameters

to data. We leverage the probabilistic underpinning of least-squares regression to allow

for the systematic treatment of parameters and stochastic noise as random variables, and

frame the task of parameter estimation as an inverse problem. To this end, we apply

TDA functions that produce Betti numbers to simulations of D’Orsogna-type ABMs (4.1),

including a stochastic formulation of the model which introduces biologically-realistic

noise to the particle trajectories, and investigate methods for recovering model parameters

by minimizing topological error.

4.4.1 Candidate Models

We utilize individual-particle-based models, as we believe their ability to capture both

small-scale interactions and emergent behaviors is paramount to accurately modeling

a range of population dynamics. The D’Orsonga model in particular is able to model

particle adhesion, persistent locomotion, and uniform swarming. The emergent behaviors

this model produces are primarily captured by the aforementioned model phenotypes.

While a phenotype change occurs due to larger-scale parameter changes than we expect

to encounter, it is still important that our TDA can recognize these emergent behaviors.

The D’Orsogna model is simplistic in its construction compared to other contemporary
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ABMs like the ones used in economics [122] and sociology [123]. We believe, however,

that it is an ideal prototype for investigating the efficacy of TDA for the estimation of

ABM parameters due to its simplicity, and will herein introduce slight modifications to

address its practical shortcomings.

Stochastic D’Orsogna Model

The D’Orsogna model has the limitation of being a deterministic model, meaning that

the same inputs at the first time step will produce the same outputs at every successive

time step. This property is desirable at some levels of investigation because it results in

consistent large-scale dynamics for similar inputs and is easier to simulate and examine

analytically. Biological systems, however, are almost always better modeled by stochastic

models, which incorporate randomness into their outputs. This is epitomized by the

Brownian motion that is observed in all varieties of many-particle systems (see 2.5).

Since mathematical models are never able to capture every cause that contributes to the

behavior of agents in a system, it is often better to attribute some of the behaviors to

detectably random noise.

We therefore introduce a stochastic variant of the D’Orsogna model by allowing the

particles to take random walks. The formulation is identical to the analysis used in Section

2.5. To recap, we introduce random walks using the Itô calculus [77], which is easier to

mathematically formalize compared to the Langevin method of simple additive noise. This

involves formulating the D’Orsogna model as a system of stochastic differential equations

(SDEs) rather than as ordinary differential equations. The self-propulsion and interaction

terms are allowed to remain fully deterministic as they are given in the original model.

The stochastic term is added to the definition of velocity to allow for random pertur-

bations to a particle’s position, which then propagates through the deterministic force

equations. As with all SDEs in the realm of Itô calculus, we do this by leaving the deter-

ministic terms with their deterministic differential (dt) and introduce the stochasticity via

the random variable differential in the stochastic term. We use the nondimensionalized

model (4.3) to reduce the number of parameters, dropping the extraneous notation as

previously noted. Thus our stochastic D’Orsogna particle interaction model is:

d ~Xi = ~vi dt+ ~σ dW

∂~vi
∂t

=
(
α− |~vi|2

)
~vi −

1

m
∇iU (~xi) ,

U (~xi) =
∑
j 6=i

Ce−|~xi−~xj |/` − e−|~xi−~xj |.
(4.4)
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with ~xi being a realization of the random variable obtained from ~Xi at a given time.

Because we are considering a 2-dimensional system, ~xi, ~vi ∈ R2. Further, ~σ = [σ, σ]

where σ is a random walk diffusion coefficient. The system of SDEs involves only a

single Wiener process W ∼ N (0, t). The resultant stochastic processes ~Xi thus consist

of two-dimensional random variables for each particle indexed by i with each dimension

corresponding to the position of the particle in each of the two Cartesian directions. This

model incorporates both the particle’s deterministic interactions—as in the standard

D’Orsogna model—and the random position perturbations the particle experiences in

both spatial directions.

Candidate Model Parameters

We highlight the fact that the corresponding dimensional form of the equation can be

recovered by analyzing the dimensions of σ in a manner similar to how the nondimensional

equivalent to velocity is produced. Returning to the notation of (4.3), we say that z̄ is the

nondimensional version of the parameter or variable z. Just as we may recover the units

of velocity by substituting the characteristic expressions for x̄ and t̄ into the equation

∂x̄/∂t̄ = v̄, we can find the characteristic unit for σ by solving dx̄/dW̄ = σ̄. Note that,

since W̄ ∼ N (0, t̄) in this notation, we have [W ] =
[√
t
]

=
[
`a
√
β/
√
m
√
t̄
]
. Therefore

σ̄ =
dx̄

dW̄
(4.5)

=
1

`a

`a
√
β√
m

dx

dW
(4.6)

=

√
β√
m
σ. (4.7)

Thus σ =
√
m/
√
β σ̄, which results in the correct units for dimensional σ of kg/

√
s

assuming SI units throughout. This dimensional form of σ corresponds to the random

walk parameter in Section 2.5, and can be used for these types of analyses.

Next we fix m = 1 in order to remove any explicit references to mass in the equations.

This does not have the effect of simply asserting the unit mass of the particles as it would

for the original model (4.1). Instead we are asserting the expression m = m′3/(β2Ca`
2
a) = 1,

which implies that m′3 = β2Ca`
2
a where m′ is the mass of the particles (denoted by m in

the original model). This is a perfectly reasonable assumption to make from a physical

perspective, as particles with more mass will most certainly experience greater friction

forces (β) and produce stronger attraction (Ca and `a). The equation simply formalizes the

proportions in which these qualities interact. This choice is further justified by previous
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work, which fixes m under the interpretation of the parameter as affecting “the time scale

of the particle interaction” [116]. By fixing m we are able to focus on choosing ` and C

in so that the particles exhibit the desired interaction dynamics without simultaneously

tuning m.

Boundary Conditions

Finally, we would like to prevent the particles from simply escaping from the frame. This

escape behavior is a likely outcome for realistic model parameters according to D’Orsogna

model phenotype investigation [117]. To accomplish this we impose a zero-flux condition

on the particle population. This condition is most applicable for systems with physical

boundaries on all sides, such as a group of people in a room with a closed door, or a cell

monolayer contained in a vessel. While we use a square domain and therefore a square

boundary, the same principles can be applied to any feasible spatial domain. However this

is also reasonable for systems with no boundaries but which have no flux due to an equal

number of agents entering and leaving the population. This is a common assumption for

many biological models, similar to the assumption of an equal birth and death rate in

basic SIR models [124]. For this particle motion model it is better to think of a particle

as being “replaced” by a new particle moving into frame at an equal speed in the opposite

direction rather than assuming the boundary condition causes particles to “bounce off”

the boundary.

Mathematically, we impose this condition by enforcing a particular sign for the relevant

component of a particle’s velocity if its position is at or beyond the boundary. For example,

if the particle crosses the lower boundary in the x1 direction, we force the first component

of its velocity to be positive leaving the second component unchanged, effectively pointing

the particle back toward the domain. This results in no particles leaving or entering

through any of the boundaries. We acknowledge that imposing the condition in this

way has shortcomings. In particular the persistent locomotion allowed by the model is

limited to the dimensions of the domain. However, this method prevents the discontinuous

intercellular interactions that would arise from any type of periodic boundary conditions

that produce a flux of zero.
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Candidate Model Equations

Our set of assumptions results in two ABMs that we use for data simulation and parameter

estimation experiments. The deterministic model (ODE system) is

∂~xi
∂t

=



~vi ~xi ∈ Ω

− sgn(~vi)1 î · ~vi (~xi)1 > xb

sgn(~vi)1 î · ~vi (~xi)1 < xa

− sgn(~vi)2 ĵ · ~vi (~xi)2 > yb

sgn(~vi)2 ĵ · ~vi (~xi)2 < ya

∂~vi
∂t

=
(
α− |~vi|2

)
~vi −∇iU (~xi)

U (~xi) =
∑
j 6=i

Ce−|~xi−~xj |/` − e−|~xi−~xj |

(4.8)

where the N identical particles are indexed by i ∈ 1, 2, 3, ..., N and Ω = [xa, xb]× [ya, yb]

is the positional domain.

The stochastic model (SDE system) is

d ~Xi = ~σ dW +



~vi dt ~xi ∈ Ω

− sgn(~vi)1 î · ~vi dt (~xi)1 > xb

sgn(~vi)1 î · ~vi dt (~xi)1 < xa

− sgn(~vi)2 ĵ · ~vi dt (~xi)2 > yb

sgn(~vi)2 ĵ · ~vi dt (~xi)2 < ya

∂~vi
∂t

=
(
α− |~vi|2

)
~vi −∇iU (~xi)

U (~xi) =
∑
j 6=i

Ce−|~xi−~xj |/` − e−|~xi−~xj |

(4.9)

where the N identical particles are indexed by i ∈ 1, 2, 3, ..., N , ~xi(t) ∼ ~Xi(t), and

Ω = [xa, xb]× [ya, yb] is the positional domain.

These models simulate populations of particles that are self-propelled, interact with

each other via two-body attraction and repulsion, take random walks, and do not leave

the population due to zero-flux boundaries. While there are almost certainly other forces

acting on particles in any real population of biological particles, we are confident this

model exhibits sufficiently complex dynamics to act as a prototype of emergent ABMs for

the sake of TDA-based parameter estimation.
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4.4.2 Simulation Details

Datasets are created by approximately solving the models using appropriate numerical

methods. We use the 4th-order Runge-Kutta method [125] for the ODE system (4.8) and

the Euler-Maruyama method [126] for the SDE system (4.9). In particular, we use the

adaptive step size Dormand-Prince 5th-order correction method [127] as provided by the

SciPy package for Python [128]. The Euler-Maruyama method is the extension of the

simple Forward Euler discretization scheme to stochastic processes. Given a general SDE

dXt = a(Xt, t) dt+ b(Xt, t) dWt, (4.10)

with initial condition X0 = x0 we approximate the solution using the Euler-Maruyama

method over a discretization 0 = t0 < t1 < ... < tN = T < ∞ of the interval [0, T ] by

defining the Markov chain Yn:

Y0 = X0,

Yn+1 = Yn + a(Yn, tn)(tn+1 − tn) + b(Yn, tn)(Wtn+1 −Wtn)
(4.11)

where Wtn+1 −Wtn ∼ N (0, tn+1 − tn) [126]. Thus we randomly sample the stochastic

differential at each time step. We utilize a fixed time step such that tn+1 − tn =

∆t/100 ∀n = 0, ..., N − 1 where ∆t is the fixed time step of the dataset.

Figure 4.3: Plots of particle positions from a stochastic model simulated dataset. Initial
frame (left), middle frame (center), and late frame (right) shown.

We set the spatial domain as Ω = [0, 100]2 and utilize the aforementioned boundary

conditions. Each dataset consists of a population 400 particles, randomly initialized such

that ~x ∼ U([0, 100]2) and ~v ∼ N (~0, 0.2I). Initial datasets are integrated over t ∈ [0, 100]

with ∆t = 1 such that there are 100 simulated frames. We subsequently analyze the time
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scale of both deterministic and stochastic simulations and reduce the time span of the

datasets we investigate for the purposes of parameter estimation. In short, we find that

the particles are sufficiently “mixed” toward the end of the original [0, 100] time span and

thus we focus our analyses on shortened datasets. We collect the positions and velocities

of each particle at each frame, resulting in up to 101 separate clouds of 400 points in

4-dimensional space. Because these point clouds are collected discretely in time, in most

cases they are treated as individual, distinct observations (see Figure 4.3).

Table 4.1: Fixed values of the deterministic parameters used in the model simulations.

Par. Val. Significance

α 0.3 relative strength of self-propulsion with respect to interactive forces

C 1.8 ratio of repulsive strength to attractive strength

` 0.4 ratio of repulsive radius to attractive radius

We choose values for the three deterministic model parameters based on the “biological

realism” constraint of C > 1, ` < 1 [116] and on achieving the desired visible dynamics

of particle adhesion, persistent individual locomotion through the population, and a

lack of unwanted steady-state global behavior such as clumping (Figure 4.4) or uniform

milling. The process of selecting parameters to match certain behaviors is perfectly

reasonable due in part to the similar order of magnitude between parameters as a result

of nondimensionalization. Furthermore, an understanding of the effect each parameter

has on the behavior of the system ([116], see Table 4.1) allows for straightforward tuning.

Time Span Analysis

As the focus of our research is to recover the model parameters of our simulated datasets,

we need to ensure that the time span of our experiments is appropriate for the task. In

particular, we want to make sure there is a significant relationship between the model

outputs of all collected time points and the model parameters. This also has implications

for the collection of real data, as most researchers would like to avoid the expenses of

collecting unnecessary experimental data. Thus, we examine the correlation between

small deviations in the model parameters and the resulting change in the quantities that

the model produces, namely the positions and velocities of the particles.

Using simulated data affords us the ability to compare the position x̂ and velocity v̂

of a particle in a perturbed dataset to the position x and velocity v of the same particle in
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Figure 4.4: A plot of particle positions from a simulated dataset whose parameters cause
distinct clumping behavior.

a ground truth dataset at any time t without any additional data processing or labeling.

We could collect these comparisons for each particle individually to obtain 400 separate

measures of model output change over time, but we are most interested in the summary

behavior of the system at each time step. Thus we examine measures which take the

square root of the average over all particles of the squared differences between particle

properties at a given time. This is of course directly related to the idea of root mean

squared error, and we utilize this summary due to its ability to penalize outliers while

remaining approximately linear in scale with respect to the individual measurement. For

the positions we simply take the root of the mean of the squared differences summed over

the components:

P (t) =

(
1

400

400∑
i=1

‖ (xi(t)− x̂i(t))
2 ‖1

)1/2

. (4.12)

For the velocities we take the root of the mean of the squared 2-norm of the vector

difference:

V (t) =

(
1

400

400∑
i=1

‖vi(t)− v̂i(t)‖2
2

)1/2

. (4.13)

These may be accurately called “metrics” on the space of position and velocity point

clouds respectively, as they yield a non-negative measure of the distance between two

point clouds.

Our initial investigation involves changing the model parameters one at a time by ±1%,
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±5%, and ±10%, simulating the corresponding ODE dataset over the aforementioned

time span, and computing the above functions pairwise for these perturbed datasets with

the original ground-truth dataset. In this manner we are collecting time series P (t; θ)

and V (t; θ), one for each value of the 6 values of the 3 deterministic model parameters,

resulting in 18 total time series. We first plot these function values per frame with

each plot arranged by parameter value with a value of zero in the center corresponding

to the unchanged parameter, hoping to see a clear correlation between an increase in

changes to the parameters and larger metric values. We refer to these plots colloquially

as trench plots, as a trench or “V” shape to the bars equates to a strong and consistent

correlation between parameter value and metric, and is thus the ideal visual shape of

the plot. A subset of the trench plots created for this investigation for the interactive

strength parameter C is shown in Figure 4.5. The trench plots for both α and ` using the

same subset of frames are included in Appendix B.1.

Figure 4.5: A selection of relevant trench plots for the position metric (left) and velocity
metric (right) for parameter C. The earliest frames (first column) show the strongest cor-
relation, slightly later frames (second column) show weaker yet still significant correlation,
and the latest frames (third column) demonstrate a distinct lack of correlation.

While these plots do convincingly illustrate a strong correlation between changes

in model parameter and changes in metric, we still need a method of quantifying this

correlation. This process of measuring the relationship between model inputs and model

outputs—or functions thereof—falls under the broadest definitions of sensitivity analysis

[129]. However, we refrain from using this terminology as most formal sensitivity analyses

involve the derivatives of models with respect to the parameters, a step that we avoid
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taking due to the limitations of TDA. Instead we will attempt to quantify this apparently

linear relationship using the Pearson correlation coefficient as provided by SciPy [130].

This coefficient, often denoted r, is simply the covariance between two variables normalized

to [−1,+1] in such a way that it measures the “strength” of the linear relationship between

them, and has in fact been used as a measure of parameter sensitivity for decades [131].

For our cases we can summarize the correlation between the absolute value of the change

in the model parameter and the aforementioned metrics using the correlation coefficient,

with values closer to 1 demonstrating a stronger correlation. Therefore we compute the r

for each frame using the 7 pairs of values as shown in each trench plot, and plot the values

of r over time to best understand how this relationship degrades as the data continue

to evolve. The plots of r for the parameters C and α, obtained using the position and

velocity metrics, are shown in Figure 4.6.

Figure 4.6: Plots of the Pearson correlation coefficients for each time step of the position
(left) and velocity (right) trench plots for the model parameters C (top) and α (bottom).
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As expected, the correlation does decrease over time for all parameters with respect

to either metric. Distinct features of these plots include the sharp decrease over the first

4 or 5 time steps and a steady but significantly sub-linear decrease over the remaining

time. We also note that, while the values of r for the velocity metric are both noisier and

comparably lower than the values for the position metric, the overall pattern is clearly the

same. Equipped with these results, we may draw some conclusions about the importance

of individual time steps for summarizing the effect that changing a model parameter

has on the outputs of the system. We certainly want to include at least the first 5 time

steps in our analyses, though having only 5 observations over time is likely insufficient.

Based upon the qualitative “rebound” behavior in the correlation plots for both metrics

and all three parameters (Figures 4.6 and B.3), we choose to use all time steps up to

and including t = 20, which equates to integrating over the interval t ∈ [0, 20] using the

appropriate numerical method.

Random Walk Parameter σ

The process of choosing a sensible value for the diffusive random walk parameter σ, which

directly controls the magnitude of the noise, requires further investigation. In particular,

we need a level of noise that is substantial enough to be biologically realistic, but also does

not overwhelm the other modeled behaviors of self-propulsion and particle interaction.

We determine this balance using the same investigation employed in determining the time

span, but instead of using the ODE system to simulate datasets we use the SDE system

and examine the effect that increasing σ has on the trench plots and average Pearson

correlation of the metrics over our now-fixed time span. Thus we will select a value for σ

that does not entirely obscure the relationship between model parameters and our above

metrics, asserting that this reasonable level of noise will allow for a fair evaluation of our

subsequent parameter estimation methods. Note that for all datasets ~σ = [σ, σ]T , as the

random walks are assumed to be equal in both x and y directions.

Thus we calculate the value of r for each parameter at each time step as detailed

above for varying levels of σ. We vary the noise parameter σ by performing a manual

grid search. Starting at σ = 10−3 we inspect the effect that the noise has on the Pearson

r plots for each parameter, and then increase the noise by an order of magnitude if the

effect of the noise is insufficient for a reasonable error study. As previously mentioned,

this method of examining correlation is a suitable method for ascertaining the sensitivity

of the model parameters with respect to the chosen metric. While we will continue to

avoid a thorough study of parameter sensitivity and thus refrain from making statements

about the relative sensitivities of our 3 model parameters, we do note that the Pearson
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plot for the self-propulsion parameter α is more significantly impacted by the addition

of noise with respect to both aforementioned metrics, and thus use it as the primary

reference point for choosing a value for σ.

Figure 4.7: Pearson correlation plots for datasets simulated with σ = 10−3 showing a
near-perfect correlation between changes to the model parameters and either metric.

The correlation for σ = 10−3 is nearly perfect for both metrics and all three parameters

(Figure 4.7). In fact, the Pearson r for this low-noise investigation is almost always higher

than the r values for the noiseless model. Upon inspecting the corresponding trench plots

(see Figures 4.8, B.4, B.5), we conclude that this behavior is likely due to the non-zero

metric values for the true value of the parameter. While this does mean that there is never

an exact match for the model parameter from an estimation standpoint, this datapoint is

a better fit from a linear correlation perspective than the persistent zero value that the

ODE system produces.

This behavior does certainly suggest that this method of investigation has limitations

in terms of effectiveness on different types of data, but in any case confirms that there is

too strong a correlation for this data to be considered noisy. Thus we increase σ by a

factor of 10 to σ = 10−2. This level of noise causes a significant reduction in correlation

for the most-sensitive α model parameter. It also introduces a surprising behavior of

causing the α correlation to increase over time. This is likely to be due to the explicit
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Figure 4.8: Trench plots for σ = 10−3 illustrating the clear correlation for the α model
parameter (Figure 4.7, column 1).

link between α and self-propulsion persistence. In any case, the correlation plots for the

other model parameters are still exceedingly strong for the other parameters as shown in

Figures 4.9 and B.6, so we increase σ once more and use σ = 10−1. At this level of noise

the correlation is almost completely eliminated for all parameters. Because the value

of r becomes negative several times over the time span, the lack of correlation is best

illustrated in the trench plots, which show that the noise completely dominates the signal

(Figures 4.10 and B.7).

Based on these results, we choose to split the difference between these noise levels

and set σ = 0.05. Using the same analysis employed in Section 2.5, we can say that this

corresponds to particles randomly diffusing according to N (x0, σ
2t) in either direction

where x0 is the particle’s initial position in that dimension and t is the time with the initial

condition at t = 0. Knowing this distribution, we can conceptualize how far a particle is
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Figure 4.9: Correlation plots for α (left) and ` (right) from data where σ = 10−2.

Figure 4.10: Trench plots for α (top) and ` (bottom) from data where σ = 10−1 demon-
strating a complete lack of correlation.

expected to move if no other forces act upon it. Specifically, nearly a third of particles

move more than half a unit in each direction over a full experiment with a time span of

[0, 100], as the standard deviation of the distribution is
√

0.052(100) =
√

0.25 = 0.5 and

31.73% of particles will have moved more than one standard distribution.

By choosing σ = 0.05 for our SDE model simulations we obtain a realistic amount of

movement due to random walks without causing the noise in the model output to overcome

the observable behaviors caused by the model parameters. In summary, we now have two
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particle motion models, one deterministic system of ODEs and one stochastic system of

SDEs with random walk noise, which we will simulate using numerical integration over the

time interval [0, 20]. We justify these dataset simulation choices using statistical measures

of correlation between model parameters and metrics that summarize the position and

velocity of the population of particles over time.

4.4.3 Summary Functions

In order to estimate the parameters of a mathematical model, we need a method of

comparing the ground truth data to the data created by the model using a given set of

parameters. Unless we intend to directly compare the outputs of the model to the same

quantities in the data, the first step in this process is choosing a function that can be

applied to the model output and data which summarizes their important features. For any

given problem, there may be hundreds of functions that summarize or otherwise transform

raw data. For many-agent models with concrete real-world significance—like our collective

particle motion model—it may seem obvious to directly compare the properties of each

agent between the true data and model data, an approach we have taken with the above

position and velocity metrics. This approach, while straightforward, has its limitations.

The primary issue with these direct-agent comparisons is that they require the same

properties for each and every agent in a true dataset. While it is free to obtain this

information from simulated ground-truth datasets, if we wanted to use the metrics

introduced in the previous sections on real particle motion data we would need the

exact positions and velocities of all of the particles in the dataset accurately assigned to

the same particle at each time point. Obtaining this kind of labeled real data is often

completely infeasible, as discussed in Chapter 2 for the case of tracking cells in microscopy

videos. Another relevant downside to these comparison methods is their inability to

capture emergent behaviors. Because they only measure local, agent-scale properties,

these metrics have no way to directly evaluate large-scale properties of the system, such

as the population phenotypes discussed in previous work. Other related limitations of

direct-agent comparison include an inherent sensitivity to inaccuracies in the true data,

and a high dimensionality or number of values per dataset.

We address these issues by leveraging summary functions which reduce the dimension-

ality of the measures being compared, require less specific data properties, and aim to

capture emergent behaviors. While almost any function applied to data can be said to

transform that data, we focus on functions that map from a higher-dimensional space to

a lower-dimensional space and supply helpful quantitative properties of the underlying
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data. For our purposes, we define a summary function f mathematically as any function

whose range has a dimension less than its domain:

f : X 7→ Y, dim(Y ) < dim(X). (4.14)

Though this requirement is rather concrete, even for topological spaces that are more

general than the Euclidean spaces we most frequently employ, the stipulation that summary

functions yield “helpful quantitative properties” requires subjective interpretation. For

example, while the function mapping any n-by-n matrix to 0 certainly results in a

reduction of dimension, there is little argument for this providing any useful information

about the input matrix. Because we understand the challenges of estimating agent-based

model parameters, we are able to find summary functions that do in fact supply relevant

information about our point cloud data.

We base our novel summary function on the crocker matrix [97]. By leveraging TDA,

we expect to encapsulate multiple scales of behavior and reduce susceptivity to noisy

observations while utilizing imprecise properties that can be more reasonably acquired

from real data. We also introduce a measure of particle density to be used as a comparison

to our crocker-based summary, as it has been successfully implemented in parameter

estimation for ABMs by the lab of Dr. Matthew J. Simpson [15].

Crocker Summary Function

We use the vectorized crocker matrix, described in the crocker follow-up article [98], as the

basis of our point cloud summary function. To briefly reiterate, the kth crocker matrix is

a 2-dimensional array where the elements are kth Betti numbers of a simplicial complex

formed from a dynamic point cloud dataset. The rows of the crocker matrix as defined

in previous work correspond to different values of the proximity parameter ε, and the

columns of the matrix are the time steps of the dynamic dataset. We refer to individual

columns as Betti curves, and thus conceptualize the crocker matrix as multiple Betti

curves concatenated over time. This particular orientation of rows and columns is not

significant outside the convention of visualizing time on the horizontal axis, so to simplify

certain steps of our parameter estimation, the orientation is transposed in the output

of the operators that follow. There are several predetermined factors needed for the

computation of the crocker matrix: the list of proximity parameters (ε1, ..., εn), the Betti

number k, and the list of time points (t1, ..., tm). We refer to these as the hyperparameters

of the crocker matrix, using this common machine learning term to distinguish these

values from the model parameters.
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We have already determined the list of time points we will use in earlier sections,

but note that different considerations may be needed for real datasets. For example, in

an experimental dataset it may be necessary to discard the first few time points due to

excessive observation noise or dissimilar dynamics. Therefore we must choose both a

Betti number and a list of proximity values that suit our dataset and desired outcome.

Both theoretically and computationally, higher-degree Betti numbers are more difficult

to calculate [132]. Furthermore, the Betti number of a given complex is identically zero

after a certain degree [133], so while higher Betti numbers may be thought of encoding

richer, higher-dimensional information, they also are likely to encode less information,

leading to a problem of diminishing returns. Thus we concentrate on lower-degree

Betti numbers, in particular choosing the 1st Betti number b1 which counts the number

of 1-dimensional holes, as it strikes a balance between computational tractability and

topological significance. While it is of course possible to use more than one Betti number

to compute multiple crocker matrices for any given dataset, we utilize only one b1 crocker

matrix so that our observations are one-dimensional and can thus be more fairly compared

to the density summary function.

Figure 4.11: Plots of b1 Betti curves for the first few frames of a simulated stochastic
dataset. The curves constructed using only 100 exponentially-spaced proximity values
(right) capture most of the changes visible in the plots using 1000 equally-spaced values
(left).

In order to choose appropriate proximity parameter values we examine the individual

Betti curves of the first frames of a simulated dataset. We first plot the curves using
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an abundance of evenly-spaced proximity values, being sure to use a wide enough range

so that all non-zero Betti numbers are included (Figure 4.11; left). Rather than using

as many values as possible, however, we would like to use fewer, more significant values

in order to reduce the size of our summary metric with respect to the original number

of data values. Seeing that changes and fluctuations happen more frequently at smaller

values of ε, and following the example of the Bhaskar paper [117], we choose to space the

proximity values exponentially so that there are more small values than large ones. We

also narrow the span in an attempt to eliminate as many identically-zero Betti numbers,

which carry no information. Specifically, we take 10 to the power of each number on the

linear grid from log10 3 to log10 13, resulting in exponentially-spaced numbers with a base

of 10 between 3 and 13 (Figure 4.11; right).

In general, we may rigorously define the crocker function as an operator Ck on a

sequence of point clouds—finite metric spaces—indexed by time S = (St)
tm
t=t1 , St ⊂ M

for some metric space M. The operator is parametrized by the sequence of proximity

parameters E = (ε1, ..., εn) used in the computation of the Vietoris-Rips complexes.

Ck : (Mi)i∈I 7→ Zm×n,

Ck (S; E)i,j = BettikV R (Sti ; εj) ,

i = 1, ...,m, j = 1, ..., n

(4.15)

where BettikV R(X; ε) gives the kth Betti number (bk) of the Vietoris-Rips complex on the

finite metric space X formed with proximity parameter ε. Note that this Betti operator

may be further decomposed into expressions involving the metric d on the point clouds,

the Vietoris-Rips operator V R, the number of points N , and the homology functors

from algebraic topology. Since these concepts have already been carefully introduced, we

utilize this compact notation as it is fully descriptive and unambiguous.

Thus, for our 4-dimensional point cloud datasets and using the aforementioned hyper-

parameters, we therefore define our specific summary function C1:

C1 : (R4×N
t ) 7→ Z20×100,

C1 (M ; (ε1, ...ε100))i,j = Betti1V R (Mti ; εj) ,

ti = i = 1, ..., 20,

εj = 10[log10 3+(j−1)
log10 13−log10 3

99 ], j = 1, ..., 100,

(4.16)

where M = (Mti)
20
i=1 is the time series of point clouds. Because we do not further

investigate the effect of changing the proximity parameters, we assume the use of the
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given sequence of ε’s and will most often write C1(M) to denote the b1 crocker of M as

stated above.

Density Summary Function

In order to compare the accuracy of our TDA-based summary function to an established

methodology, we compare it to a summary function used in previous work which is based

on the density profiles of the point clouds. This method of summarizing particle motion

based on a discrete approximation of the population’s density is introduced in a 2016

article by Wang Jin and colleagues as a way to study cell migration models [134]. It

has since been utilized in other works with the lab of Dr. Matthew J. Simpson [135],

including in study that fits agent-based models to experimental scratch assay data [15], a

task rather similar to our own. Thus we formalize this cell density profile as a summary

function to be used on our simulated data.

To compute the density profile of a single frame of particles, we first divide the domain

into a fixed number of evenly-spaced rectangles spanning one of the spatial dimensions.

Because the area of each of these rectangles is predetermined, we can estimate the particle

density of that rectangle by counting the number of particles contained within it and then

dividing that number by the area. By doing this for each rectangle we obtain a profile of

density estimates in terms of the spatial dimension that the rectangles span, providing a

summary of the density of the entire population.

Thus we can express the density profile p of a population of particles as a function

of continuous spatial position x using discrete rectangle locations i: p(x) = N(i)/(wLy)

where N(i) is the number of cells in the rectangle at position i, w is the width of the

rectangle, and Ly is the height of the domain (Figure 4.12). Just as the crocker matrix is

simply the concatenation of the Betti curves of a sequence of point clouds over time, we

base our density summary function on the concatenation of density profiles over time.

Thus, to form a matrix that encodes the density of an entire dynamic point cloud dataset,

we concatenate the discretized density profiles:

P∗,j = p(xj), xj = x0 + j∆x. (4.17)

In order to reformulate this in terms of an operator on a point cloud of particle

positions, let us first define an indictor function for membership in a rectangle that is

defined by the absolute positions of the rectangles edges. Note that we discretize the
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Figure 4.12: A diagram showing the computation of the cell density profile of a single
scratch assay image from the work of Matsiaka et al [15].

spatial domain in terms of the vertical position rather than horizontally.

1(~x; ymin, ymax) =

1 ~x1 > ymin ∧ ~x1 ≤ ymax

0 else
. (4.18)

Then we select a sequence of n + 1 cutoff positions, which serve as the edges of the n

rectangles, to be used as the parameters of the above function. For our data we will

simply split up the spatial domain into 100 rectangles with width 1 and height 100, so

this sequence of cutoffs is (y0, ..., y100) = (0, 1, 2, ..., 100). Since the area of each of these

rectangles is identically 100, we do not divide the sum of the particle indicators by the

area. This causes our density function to output integer-valued matrices, and make the

elements more directly comparable to those of our crocker function. Note that this makes
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it not a measure of density, but of counts of particles. This clearly does not change the use

of the function in practice, but makes it easier to discuss the theory of the two operators

in subsequent sections. We finally define the density (cell count) summary function as an

operator P on a sequence of position point clouds:

P : (R2×N
t ) 7→ Z20×100,

P(M ; (y0, ..., y100))i,j =
N∑
k=1

1(Mti(k); yj−1, yj),

ti = i = 1, ..., 20,

yj = j = 1, ..., 100,

(4.19)

where Mt(k) is the position vector (~x ∈ R2) of the kth particle at time t.

Robustness to Noise

While many properties of our summary functions are immediately apparent, the fact

they are both robust to small changes in the data is less obvious. By this we mean that

sufficiently small changes in the raw output of our model—the positions and velocities of

the particles—will not change the output of the summary function. This is a result of both

the construction of the operators and the fact that they are integer-valued functions. Due

to the fact that they enumerate a quantity, either by counting the number of k-dimensional

holes in a simplicial complex or by counting the number of particles in a subsection of

the spatial domain, the summary output will not change continuously with respect to the

continuous model output. While this results in some theoretical limitations due to the

assumptions of continuity made by the probabilistic treatment of inverse problems, this

inherent robustness is a desirable property, particularly for our noisy stochastic model.

There are other properties that cause these summary functions to be robust to

noisy input point clouds. The crocker matrix comes with topological guarantees about

its stability and ability to remain unchanged under certain types of transformations.

Specifically, the homology groups of the filtration, which the crocker measures, are

homotopy invariant, meaning they are unaltered by continuous deformations of the

underlying point cloud [82]. This fact can be concretely proven for simplicial complexes

like the ones used in the computation of the crocker matrix [136]. These types of

deformations are not the most relevant to our specific use case, as the particles frequently

move independent of one another, but are still useful in considering the impact of particle

adhesion and interaction on the summary matrix. Rather the robustness of the summary

is mostly achieved by the use of discrete proximity parameter (ε) sampling. A small change
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in the position of the point in 4-space corresponds to a small change in a topological birth

or death time (see Figure 3.4). Thus, by using a finite sample of proximity values we

assure that these disturbances do not propagate to the actual Betti number unless they

are meaningful.

The robustness of the density function is built on similar principles; by dividing the

spatial domain into discrete compartments, we reduce the chance that a small change in

particle position changes the resulting density. This is especially apparent for movement

parallel to the y-axis, as this type of movement will never change the cell-count density

values. Even for movement in the y direction, the density profile only changes if a particle

moves over the rectangle edges which correspond to the discrete cutoff values. Articles

utilizing the density profile discuss and more clearly demonstrate this behavior [15], and

Figure 4.12 illustrates this in reference to cell migration (see C, D).

While this robustness is a clear advantage in many cases, an inability to report

meaningful change would be an obvious drawback. The balance between sensitivity and

specificity for these functions is almost entirely dependent on the choice of hyperparameters

as described above. Therefore, while we do not explore in-depth the impact of changing

the parameterization of the summary functions for our experiments, we recommend careful

consideration of the problem at hand while choosing these hyperparameters.

Altogether, we have constructed two operators that take an entire sequence of point

clouds as input and produce a 2-dimensional matrix of values that summarize important

characteristics of the dynamic point cloud data. These summary functions both provide

useful quantitative point cloud information in a way that is demonstrably unperturbed by

noise in the raw data, while greatly also reducing the number of values needed to describe

the point cloud. Therefore, we use them as the final step in constructing our modeling

pipeline and will herein develop the notion of the summary output as an endpoint of our

simulation study.

4.4.4 Statistical Model

Now that we have ascertained a complete modeling process beginning with model pa-

rameters and initial conditions and ending with a matrix summarizing the important

properties of the entire simulation, we need a formal method for recovering the parameters

from the final data. We can think of the entire process of simulating and summarizing the

data as a single mathematical relation between the input parameters and the final matrix,

which is precisely the viewpoint of inverse problems. Thus we will herein introduce our

pipeline as a forward problem, which will allow us to consider the inverse problem and
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produce a concrete method for finding model parameters given data.

The Forward Problem

The ability to study an inverse problem is based entirely on the statement of a suitable

forward problem which directly relates the quantity that will be observed to the quantity

that will be modeled. Given a manifold of all possible parameter estimators Θ which we

call the model space and a manifold of all possible observations D which we call the data

space, we most generally define the forward problem as the relation that maps a point

in the model space θ ∈ Θ to a point in the data space d ∈ D [113]. These spaces are

probability spaces, such that each of the elements of the σ-algebra on the manifold take

values according to the probability measure. Because we are not comparing the actual

positions and velocities output by the particle motion model, but are instead comparing

the values of the matrices output by our summary functions, the data space will consist of

the latter. Thus our forward problem will be some mapping g from random variables that

estimate the free parameters θ = [α,C, `] ∈ R3 to a random variable whose realizations

are summary matrices G ∈ Z20×100.

Since we have fixed the summary function hyperparameters as previously discussed,

and chosen to use pre-determined initial conditions for the particle motion model, we can

unambiguously define the summary output matrix as a function of the aforementioned

parameter estimator θ:

C1 (M(~x0; θ); E) ∼= C(θ),

P (M(~x0; θ); (y0, ..., y100)) ∼= P(θ).
(4.20)

Therefore we can capture the entire modeling pipeline of simulating a point cloud and

computing its summary matrix with the above notation, and equate our forward problem

g with our redefined summary operators depending on which summary we are using:

g(θ) := C(θ) or g(θ) := P(θ) for all θ ∈ Θ.

Because we are performing a simulation study, we need some way to distinguish the

“real” summary matrix that exists in the data space from the output of the forward

problem. Using standard parameter estimation notation, we will say that θ0 represents

the true parameters used to create the ground-truth dataset which exists in the data space.

Because this must be defined as a random variable, we say that θ0 is the estimator that

takes on the true values of the parameters in question with probability 1—a degenerate

random variable. Furthermore, we say that θ̂ represents the estimated parameters at any

point in the estimation process such that θ̂ ∈ Θ. Thus, following Tarantola, we state
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the forward problem as the “theoretically error-free” relation between the ground-truth

summary function and the estimated summary function [137]. Finally, because our two

summary functions are identical in dimension, and because we subsequently use the same

methods and analyses, we save space by stating each subsequent relation only once (using

C), though it applies to both functions. Therefore our specific forward problem is

C : Θ 7→ D,

C(θ0) = C(θ̂),
(4.21)

which is simply to say that the summary of the true, observable point cloud dataset is

predicted by the summary of the modeled point cloud dataset.

It seems unnecessary to define these operators in terms of probability spaces and

random variables, as the forward problem as we have stated it will always act on a

degenerate random variable that takes on a value with probability 1. Even in the case

where our forward operator has a nontrivial probability distribution, like when we use the

stochastic particle motion model, the parameter “estimator” that we input always takes

on the value of the parameter itself. The utility of defining the forward problem in this

manner becomes clear when we define the inverse problem, as the stochasticity in our

data will, in fact, produce non-degenerate parameter estimators.

The Inverse Problem

The idea behind the study of inverse problems is to examine the true mathematical

inverse of the forward problem in order to recover a forward relationship between the

output data and the input parameters. This is clearly not a simple task, as we lack an

analytical solution of even our systems of differential equations and resort to numerical

simulations. A probability-theoretic approach allows us to uncover this relation from data

space to model space even when the forward problem is particularly ill-behaved due to

nonlinearities, discontinuities, and a lack of differentiability. As with many problems in

mathematics, the theory is first developed for well-behaved, linear problems, which we

show generalize to our inverse problem.

The first step in this process is defining the least-squares criterion. The least squares

approach to parameter estimation is centuries old, and can be derived using calculus,

linear algebra, or statistics [138]. Least squares fitting is the act of fitting a model to data

by minimizing the sum of the squares of the residuals, which are the vertical distances

from the predicted function to the data. The least squares approach is formalized using

the theory of linear regression. While our integer-valued summary functions may best
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be considered in reference to discrete Poisson regression [139], we continue to consider

the continuous least-squares approach, as the recovery of the continuous values that

parametrize discrete distributions has been entirely eschewed in the formal mathematical

literature. The inverse problem frame of reference is also lacking in that it is based on

continuous probability distributions and manifolds. Because our summaries are integer-

valued functions, we must reconcile this by assuming that the data space does in fact lie

on a continuous manifold, but that we can only sample integer values from the manifold.

While this appears to be a strong assertion, this is exactly the type of assumption made

in other studies utilizing integer- or rational-valued functions, including those which

leverage the same discrete particle density approximation [135][15]. Satisfied by the

results of previous work and the underlying theory connecting discrete and continuous

probability distributions, we proceed using the typical continuous approach. Thus we

utilize the least-squares minimization problem, which is typically solved iteratively using

derivative-based Netwon methods, or all at once for over-determined linear systems using

the normal equations. However, by forming the forward problem in terms of probability

theory we may develop the least-squares criterion without directly employing derivatives

or linear algebra.

We forgo the derivation of the least-squares criterion and instead reference the third

chapter of the aforementioned Tarantola text [137], summarizing only the points relevant

to our investigation. The least-squares criterion for solving the inverse problem is based

on the convenient properties of the normal distribution. Specifically, it requires the

assumption that all probability densities are Gaussian. We can trivially require this of our

model space via box-shaped search spaces for our parameters, which correspond to uniform

distributions. For the deterministic model, the outputs are degenerate random variables,

which can be thought of as being normally distributed with variance 0, regardless of the

dimensionality.

For the stochastic model, we must investigate samples of our summary functions before

assuming that the random variables whose realizations are the integer-valued matrices

that they output have Gaussian distributions on the data space. Because we know little

about these operators in terms of how they propagate error, we simply investigate the

errors between a single ground-truth realization of the stochastic model and many sample

realizations to approximate the distribution of each of the elements of the errors of

summaries with respect to the data space. In short, we simulate the stochastic model 100

times, plot the histogram of errors between the ground-truth dataset and the simulations,

and use these histograms to draw conclusions about the general normality of the individual

dimensions of the data space. At 2000 elements, the matrices are small enough to visually

92



examine each element for normal or uniform behavior, but too large to include in their

entirety. Thus we include only a small sample of histogram plots here. Inspection of our

plots shows that a plurality of matrix elements appear to be unambiguously normally

distributed, with a majority of the remaining elements being either identically zero or

too narrowly distributed between two or three integer values to be evaluated. There are

some anomalies, such as bimodality and occasional outliers, but these could be due to

the relatively small sample size or limitations of the investigation itself, and we consider

the evidence sufficiently strong to assume normally-distributed element errors. We are

unfortunately incapable of using quantitative tests for normality or density estimation,

once again due to our use of integer-valued summary functions. Furthermore, we will

attempt our parameter estimation methods on our ODE system of equations, which

corresponds to the assumption of a degenerate random variable for the matrix output as

mentioned above, due to the fact that there is no stochastic noise to otherwise impact

the outcome. This will first and foremost provide an assessment of the validity of our

model assumptions before testing it practically with these non-trivial outputs.

Figure 4.13: A selection of individual element residual histograms from both the crocker
summary matrix (top) and density summary matrix (bottom).
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The final assumption in the probabilistic derivation of the least-squares criterion is

a linear forward problem. While this means that ordinary least squares is in some way

best suited for linear problems, the inverse problem derivation is dissimilar from other

approaches in that applying the least-squares criterion to nonlinear problems does not

completely violate the foundational assumptions. In fact, we may still apply it directly to

nonlinear forward problems, we simply have the caveat that these parameter estimators

will not be governed by the same guarantees of normality afforded to estimators resulting

from linear problems [137]. In practice, the least-squares criterion is almost universally

applied to nonlinear problems because most problems are sufficiently well-behaved to

yield reasonable results. This approach is referred to as nonlinear least-squares, and it is

the foundation for the aforementioned derivative-based iterative methods [140]. Yet the

probabilistic approach affords us the most general understanding of solving the nonlinear

inverse problem, and does not necessitate the use of differentiable functions. Therefore

we employ this common ad-hoc approach and use least-squares fitting for our clearly

nonlinear and non-differentiable forward problem, electing to examine the normality of

the error samples and parameter estimate samples after the fact.

Least Squares Statistical Model

One benefit of the probabilistic framework of inverse problems is that it does not prescribe

error to the model prematurely, and does not distinguish between model error and

observation error [137]. This is especially useful as we have a nonlinear model whose

forward problem we cannot solve analytically. From an inverse problem perspective,

this means that we cannot guarantee that the parameter estimates resulting from our

least-squares approach will be normally distributed. In other words, we have no way

to measure the uncertainty in terms of the error between any given sample from the

distribution and the true value without further investigation. While Bayesian parameter

estimation—the method of obtaining distributions for parameter estimators that are

conditioned on data via the use of Bayes theorem and likelihood functions—is based on

the rigorous treatment of these same error distributions for the sake of quantifying this

uncertainty, it is beyond the scope of this work.

Instead we use the standard least squares statistical model, which separates the random

error from the meaningful model output. We essentially use a linear regression model,

treating the data as the sum of a deterministic term and a random error term. While

there are a variety of estimators for the solution of this model, we use the ordinary least

squares estimator, and subsequently attempt to approximate this distribution of the

estimator by collecting a sufficient but tractable number of samples, a simple frequentist
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approach. The relationship between inverse problems and statistical models is thus clear,

as A. C. Davidson describes statistical models as “a probability distribution constructed

to enable inferences to be drawn or decisions made from data” [141].

We consider each element of the crocker matrix to be a separate observation and

equally important, leading to the standard, ordinary least squares statistical model

C(θ0)i,j = C(θ̂)i,j + εi,j (4.22)

where C(θ0) is the ground-truth summary matrix resulting from the “true estimator”

θ0, C(θ̂) is the estimated summary matrix for any θ̂ ∈ Θ, and ε are the unknown error

terms for each of the elements of the matrices. We then determine the problem of error

minimization by simply solving for the error terms and stating the ordinary least-squares

estimator θ∗ as the solution of the optimization problem:

ε = C(θ0)−C(θ̂)

⇒ θ∗ = argmin
θ∈Θ

100,20∑
i=1,j=1

[
C(θ0)i,j −C(θ̂)i,j

]2

.
(4.23)

This final statement is the minimization of the sum of the squares of the individual

errors. Now that we have clearly defined the inverse problem in terms of mean-squared

error, what remains is to find a method for solving the resulting optimization problem

without the use of derivatives, as we have shown our summary functions to be generally

non-differentiable. Once we have done this, the formulation of the inverse problem as a

map from random variables corresponding to summary matrices in data space C(θ0) and

C(θ̂) back to the optimal estimator of the parameters θ∗ will be readily apparent.

4.4.5 Derivative-free Optimization

Because the standard approach to nonlinear least squares involves taking the derivatives

of the objective function with respect to the parameters, we must use a derivative-free

alternative for minimizing the objective function. Since the slope of the objective surface

is not available, most all derivative-free methods rely on direct search, which is the

methodical examination of many points in the search space with the optimal point based

solely on comparisons to other point evaluations [142]. While most direct search methods

were developed several decades ago, before the publication of the theoretical results

that prove the convergence of quasi-Newton methods, they are still essential for the

minimization of non-differentiable objective functions such as ours.
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The Nelder-Mead simplex search method was introduced in 1965 as a continuation of

previous simplex-based direct search methods [143]. The method works from an initial

k-simplex made from k + 1 points in k-dimensional parameter spaces, conditionally either

reflecting, expanding, or contracting each subsequent simplex until an optimum is found.

This method is not only more efficient than other direct search methods [142], but has

withstood the test of time, being featured as the primary derivative-free unconstrained

optimization algorithm for many popular computational packages, such as MATLAB via

the “fminsearch” function[144].

Because Nelder-Mead is widely used and performs well on a variety of problems, we

use it as the primary method for solving the least-squares minimization problem (4.23).

Specifically, we use the implementation available in SciPy’s optimize module [145], which

uses the same values for the reflection, expansion, and contractions coefficients as the

original paper [143]. Our parameter estimation process involves creating a single true

dataset using the predetermined model parameters (Table 4.1) and then obtaining a point

estimate of the free parameters by using Nelder-Mead to minimize the element-wise sum

of squares between the true summary matrix and the summary matrix created using the

parameter values obtained at each optimization step. We set the criterion for convergence

as the absolute difference between iterations of the parameter values being less than 10−3,

and set a maximum of 100k iterations, where k is the number of free parameters.

We perform parameter estimation experiments for each parameter individually as

well as combinations of multiple free parameters, though the investigation of multi-

parameter estimation is limited by our model. In particular, as a consequence of the

nondimensionalization process, α and C are coupled in such a way that altering both

at the same time results in an unidentifiable model, where values of the parameters

that differ significantly can provide identical outputs [146]. Thus we only consider the

parameter pairs (α, `) and (C, `). In every case we use both summary function models

on the same underlying point cloud data with the same experimental setup in order to

directly compare their performance. We do this for both the ODE particle motion model

and the SDE particle motion model with σ = 0.05 as detailed above. Altogether, we

thoroughly examine the use of these two summaries for parameter estimation of the ABM

in question.

The use of a stochastic model with Nelder-Mead optimization does present a bit

of a conundrum, as realizations of the stochastic model are random, yet Nelder-Mead

is a deterministic method. From the point of view of our inverse problem, parameter

estimators exist as random variables from the model space to the real numbers. When

using the ODE model with a deterministic dataset, we will always reach the same point
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Table 4.2: Search intervals for each of the model parameters.

Par. Values
α [0.01, 0.9]
C [1, 5]
` [0.1, 1]

at the end of our optimization routine, which represents a point estimate of the free

parameter or parameters and a degenerate estimator. When we have a stochastic model,

however, where the summary matrix itself is a random variable sampled at each iteration,

we are no longer deterministically converging to the mean, but are instead only obtaining

a single realization of the parameter estimator θ∗. From an optimization standpoint, we

can think of the response surface as constantly and randomly changing; a single “swell”

of the response surface can send the initial simplex in a different direction, resulting in

convergence to a different local minimum. Since a single sample is never representative of

a distribution as a whole, we approximate the distribution of the estimator by repeating

the parameter estimation process 100 times per experiment.

Finally, because Nelder-Mead is based on the optimization of simplexes in k-dimensional

space, we need a method for assigning the simplex that initializes the optimization process.

In practice it is not strictly necessary that the user chooses a simplex, as the original

paper suggests a method for initialization using a single point by taking a fixed step from

that point in each direction to form a simplex [143]. However, in many cases we are

better able to choose a range of values for each parameter than a specific initial guess. In

this way we attempt to expand the use of Nelder-Mead to a more comprehensive search

by providing initial simplexes based on the maximum and minimum feasible parameter

values. This is especially useful for physical and biological models, as given no other

information we can still always provide an extreme range of possible values. For example,

we can use a range of 1ft to 9ft for the height of an adult. Yet, because the outcome of

Nelder-Mead is directly affected by the choice of initial simplex, we need a method for

determining the simplex given these parameter bounds. Note that this does not in any

way alter the underlying search method, so despite having “bounds” for the parameters

the optimization approach is still unconstrained and local.

We thus choose a range of values for each of our dimensionless model parameters

(Table 4.2) based on the constraints of “biological realism” outlined in the model paper

[116], and introduce a novel method for selecting initial simplexes from the resulting box

in k-dimensional space that aims to more exhaustively search the model space. Choosing

the intervals for C and ` is simple, as we base them on the provided C > 1 and ` < 1
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constraints and set the other endpoint at an infeasible extreme. Selecting a minimum

and maximum for α is more nuanced, so we set these based on reasonable behavior in

test simulations. For example, a near-zero value of α results in the undesirable clumping

behavior (Figure 4.4) for the previously selected values of C and `, so we choose the

smallest value that appears to reduce this behavior at α = 0.01. Likewise, at α = 1 the

interactive effects are completely overshadowed by a particles propensity for self-propulsion,

so we choose a value that is near to this.

Choice of Initial Simplex

Now that we have determined bounds on our model parameters, we need a concrete

approach to searching the parameter space that results from the taking product of these

intervals given any number of free parameters. We thus need a way to search the space

by splitting it up into simplexes, as these are the subspaces with which Nelder-Mead

works. The only well-cited method for selecting an initial simplex given an interval for

each parameter uses pseudo-random placement of each vertex [147]. This does not suit

our immediate need, as it is not concrete and relies on performing the optimization with

multiple sampled initial simplexes.

Given k free parameters θi, i = 1, ..., k and corresponding parameter intervals Ti, i =

1, ..., k our parameter domain is a box in k dimensions: Θ ⊇ Ω = Ti×· · ·×Tk. To simplify

our investigation, we may map this box to the unit k-cube without loss of generality. In

particular we map the minimum parameter values to the origin and the maximum values

to the opposing vertex:

(minT1, ...,minTk) 7→ (0, ..., 0), (maxT1, ...,maxTk) 7→ (1, ..., 1)

⇔ Ω 7→ Ik = [0, 1]× · · · × [0, 1].
(4.24)

All other vertices of the k-cube are similarly the image of the corresponding combination

of minimum and maximum parameter values. We need not name this map for use with

arbitrary values, as we utilize only the vertices of the hypercube.

From this frame of reference our pursuit of a method for dividing our search space into

simplexes becomes a question of triangulating the hypercube [148]. This is in fact related

to the open question of the “simplexity the hypercube” [149], though we will utilize

only the standard triangulation of the k-cube [148] rather than searching for a minimal

triangulation which is in fact likely to be sub-optimal for Nelder-Mead initialization.

We construct our requirements for the triangulation of the cube by describing the

requirements of our initial simplexes in terms of the parameter search. The result is
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this standard method of triangulating a k-cube based on combinatorics and simplicial

geometry, which can then be mapped back to our parameter intervals. In order to search

a satisfactory subspace of the parameter space with each initial simplex, we require that

it contains both the minimum of all values and the maximum of all values, which are the

origin and the point (1, ..., 1) in our hypercube. We also know that the end result of the

optimization is affected by the size of the initial simplex [143], so we also require that the

simplexes be of equal size to remove that factor.

Altogether, we require a set of k-simplexes such that each simplex as the same volume,

all simplexes contain the vertices O(0, ..., 0) and F (1, ..., 1), and the union of the simplexes

forms the k-cube. Fortunately, the standard triangulation of the k-cube meets all of these

needs. This standard triangulation A can be constructed in several ways, but we first

present the standard construction based on the permutations of the set of k elements

[148]. The triangulation A is a set of simplexes indexed by permutation π:

A =
{[

(x1, ...xk) | xπ(1) ≤ ... ≤ xπ(k)

]
| π ∈ Sk

}
(4.25)

where Sk is the symmetric group of degree k. This set of simplexes meets all requirements

since the volume of each simplex is identically 1/n! [148], and each simplex contains both

the origin and its opposite point F , as both (0, .., 0) and (1, ..., 1) satisfy xπ(1) = ... = xπ(k)

for any permutation π and are thus in every set of vertices forming a simplex.

We may also consider this triangulation as a result of counting the paths between two

opposing vertices in the k-hypercube graph [150], but the most natural construction for

our application is to think of walking only along the edges of the k-cube, taking one step

in each direction. The permutations of the order of these steps gives the collection of

simplexes as above. It is in this way that we can be sure we do not lose the equality of

volume between simplexes by applying this method to parameters with intervals of unequal

length, since each simplex has exactly one edge of length maxTi − minTi, i = 1, ..., k

with each other edge being the result of Pythagorean triples corresponding to pairs of

edges.

For a single parameter we have only a single 1-simplex, corresponding to the interval

itself ([0, 1] 7→ T1), and for 2 parameters we need only the two triangles [(0, 0), (0, 1), (1, 1)]

and [(0, 0), (1, 0), (1, 1)] corresponding to the inequalities x1 ≤ x2 and x2 ≤ x1 respectively.

The size of the set of simplexes grows factorially, however, as there are k! permutations of k

elements, and so the construction of the simplexes becomes more conceptually complicated.

The simplex corresponding to the permutation (1,3,2) is shown in Figure 4.14. While

the limitations of our particular model disallow the experimental investigation of 3 or
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Figure 4.14: One of the simplexes in the triangulation of the 3-cube (I3).

more free parameters, the underlying theory suggests it is a suitable general approach for

exhaustive derivative-free exploration of a sufficiently low-dimensional parameter space,

and thus we utilize this simplex selection framework for our 2-parameter experiments and

include a general implementation in our software.

4.4.6 Statistical Model Evaluation

Finally, we want to evaluate our choice of statistical model—including our summary func-

tion methodology—based on the results of the stochastic experiments. The deterministic

model provides little insight into the validity of our statistical model, as we do not recover

any measure of uncertainty, but we may use the stochastic model to investigate the

propagation of error and the way uncertainty effects the outcome of parameter estimation.

In particular, we use the errors between our single ground-truth dataset and realizations

of the same random variable to examine the validity of the basic least squares additive

error model.

The theory of inverse problems and least squares allows us to make the standard

assumption that the error between any element of the summary matrices of any two

realizations of our stochastic model takes the form of Gaussian additive noise. By

examining the approximate distributions of these errors (see Figure 4.13), we have
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confirmed that this was not an unreasonable assumption for our particular investigation.

However, we also showed that this assumption was likely violated in certain ways, and

that our integer-valued functions limit our examination. The statistician George E.P.

Box frequently stated that “all models are wrong, but some are useful” [151], which is

exactly the approach we take to evaluating our statistical model. While the subsequent

parameter estimation experiment results will show to what end our models are useful, we

also want to take reasonable steps into investigating how our models are wrong.

We have a unique ability, due to our use of a simulation study, to examine the actual

errors of our model by obtaining many realizations of same true random variable in the

form of our summary matrices. Thus we can more directly quantify the limitations of

our models, rather than having to rely on the use of residual studies. To this end we will

discuss other statistical assumptions for the application of least squares and examine how

they are violated, in particular discussing the autocorrelation of our model errors.

4.4.7 Experimental Synopsis

We summarize our entire experimental methodology by saying that we attempt to recover

the known model parameters of deterministic and stochastic models with novel topology-

and density-based least squares optimization. For each of the Nelder-Mead parameter

estimation experiments, we use a single simulated ground-truth dataset to create the

“ground-truth” summary matrix for either summary function, and then simulate the

model at each optimization iteration to create a single “estimated” summary function

matrix. We use 20 time steps and 100 samples per time step in the construction of both

types of summary matrices so that they have the same dimensions, and then take the

element-wise sum of the squared differences between the data and model matrices as

per the aforementioned least-squares criterion and linear regression statistical model.

The Nelder-Mead algorithm then attempts to minimize this scalar measure of error with

respect to the free parameters, and returns the optimal values of the parameters. For

deterministic models, we examine the difference between the parameter point estimates

provided by the resultant degenerate estimator θ∗ and the true parameter values θ0. For

stochastic models, we must approximate the distribution of the parameter estimator θ∗

by collecting multiple estimates. With this sample distribution, we may evaluate the

performance of the routine and begin to quantity the uncertainty. Finally, we examine

our observable model errors, which are samples from an unknown error distribution, in

order to evaluate how well our presumed statistical model corresponds with the true

propagation of noise and through the nonlinear operations that we employ.
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4.5 Results

4.5.1 Parameter Inference

We report the results of several parameter recovery experiments, including single- and

multi-parameter results involving both deterministic and stochastic models. We emphasize

the comparison between the two summary models, as our primary goal is the assessment

of the topological summary function. Information on the computational cost of these

approaches is also included, though we advise that our software implementations are

certainly not optimized for speed and thus these costs may absolutely be reduced.

ODE System Experiments

Because the ODE system of equations is fully deterministic, we need only perform the

optimization once per experimental condition. There is only one experimental setup for

estimating a single parameter as the initial simplex consists of the parameter interval

as provided in Table 4.2. For our two-parameter experiments we use 2 separate initial

simplexes, selected according to the above hypercube triangulation method. Since there

is no noise in this system, our primary aim is to assure that the least squares approach is

able to recover the parameters given the complications of nonlinearity and discontinuity.

This also helps us to investigate the identifiability and convergence of either summary

model with respect to individual parameters.

Table 4.3 shows the results of the single-parameter experiments. The initial 1-simplex

and true value are provided along with the point estimate of the parameter. The right-most

column shows the signed percent error of the estimate.

Table 4.3: Single-parameter recovery results for the ODE model using density-based loss
(left) and crocker-based loss (right).

Par. Init. True Result % Err.
α [0.01,0.9] 0.3 0.2995868 +0.14%
C [1,5] 1.8 1.804688 +0.26%
` [0.1,1] 0.4 0.399707 -0.07%

Par. Init. True Result % Err.
α [0.01,0.9] 0.3 0.299533 -0.16%
C [1,5] 1.8 1.8032131 +0.18%
` [0.1,1] 0.4 0.400480 +0.12%

All of the estimated values are within three-tenths of a percent from the true value,

with no apparent dependence on which summary function is used. The two models

converge at approximately the same rate given the same convergence criterion, with the

crocker model taking an average of 59 iterations to the density model’s 58 iterations.
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Table 4.4 shows the results of the deterministic two-parameter estimation experiments.

The table includes the simplexes used to initialize the optimization, the true parameter

value, the estimate, and the signed percent error. We also include the mean of the absolute

percent errors, as this is a fair method of summarizing error across multiple parameters.

Understanding how the choice of initial simplex affects the end result is the primary goal

of this experiment.

Table 4.4: Multi-parameter recovery results for the ODE system using both the density
summary model (top) and the crocker summary model (bottom).

Pars. Initial Simplex True Result % Err. MAPE
(α, `) [(0.01,0.1),(0.01,1),(0.9,1)] (0.3,0.4) (0.293,0.144) (-2.37,-64.1) 33.24

[(0.01,0.1),(0.9,0.1),(0.9,1)] (0.3,0.4) (0.293,0.144) (-2.37,-64.1) 33.24
(C, `) [(1,0.1),(1,1),(5,1)] (1.8,0.4) (1.799,0.399) (-0.058,-0.198) 0.128

[(1,0.1),(5,0.1),(5,1)] (1.8,0.4) (1.812,0.399) (+0.673,-0.357) 0.515

Pars. Initial Simplex True Result % Err. MAPE
(α, `) [(0.01,0.1),(0.01,1),(0.9,1)] (0.3,0.4) (0.2999,0.399) (-0.020,-0.203) 0.112

[(0.01,0.1),(0.9,0.1),(0.9,1)] (0.3,0.4) (0.2999,0.399) (-0.020,-0.203) 0.112
(C, `) [(1,0.1),(1,1),(5,1)] (1.8,0.4) (1.742,0.408) (-3.24,+1.93) 2.585

[(1,0.1),(5,0.1),(5,1)] (1.8,0.4) (2.92,0.313) (+62.2,-21.7) 41.96

The sensitivity to the initial simplex appears to be entirely dependent on which

parameters are free. The performance is significantly different between the two summary

function models in both cases, but the (α, `) experiment is not effected by the change in

initial simplex in either case while the (C, `) estimations vary significantly.

SDE System Experiments

Our primary result is the estimation of the model parameters using the stochastic model

for both the ground-truth dataset and the estimation process. Using a stochastic model

for optimization results in a random dataset at each optimization step, resulting in a single

realization of the parameter estimator. Figure 4.15 illustrates the distribution of estimates

for each individual parameter in the form of histograms, obtained by performing 100

runs of the parameter estimation process for each. This corresponds to the approximate

distribution of the least-squares estimator θ∗, so we also report the sample means and

standard deviations in Table 4.5. Because we consider the mean of this sample distribution

as the point estimate of the parameter, the last column shows the signed percent error of

the mean from the true parameter value.
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Figure 4.15: Histograms showing the distribution of estimates for each of the three model
parameters.

104



Table 4.5: Parameter recovery results for 100 replicates of the single-parameter estimation
process using the SDE model with σ = 0.05. The left table shows the results for the
density summary and the right table shows the results for the crocker summary.

Par. True Mean S.D. % Err.
α 0.3 0.291565 0.011884 -2.812%
C 1.8 1.761027 0.143425 -2.165%
` 0.4 0.395641 0.027821 -1.090%

Par. True Mean S.D. % Err.
α 0.3 0.288445 0.016368 -3.852%
C 1.8 1.637004 0.213214 -9.055%
` 0.4 0.409595 0.034441 -6.309%

The error between the mean parameter estimate and true parameter value is never

more than 10 percent, yet is always negative, suggesting there is some bias in both models.

In fact, the histograms show that the estimate rarely overshoots the true value, and that

outliers almost exclusively lie far to the left of the mean.

We also attempt the 2-parameter estimation with 100 replicates of the SDE model.

Table 4.6 shows the means, standard deviations, and errors for both initial simplexes for

each of the experiments. Figures 4.16 and 4.17 show scatter plots of the estimates along

with kernel density estimates of the corresponding marginal single-parameter estimator

distributions. These figures demonstrate in greater detail the specifics of the distribution

and highlight that, despite differing quantitative results, the two summaries are consistent

in that they recover parts of the same distribution.

Table 4.6: Multi-parameter recovery results for 100 runs using the σ = 0.05 SDE model
with both the density summary (top) and the crocker summary (bottom).

Pars. Initial Simplex True Mean Std. Dev. % Err.
(α, `) [(0.01,0.1),(0.01,1),(0.9,1)] (0.3,0.4) (0.294,0.331) (0.013,0.089) (-2.161,-17.23)

[(0.01,0.1),(0.9,0.1),(0.9,1)] (0.3,0.4) (0.297,0.345) (0.015,0.085) (-1.005,-13.87)
(C, `) [(1,0.1),(1,1),(5,1)] (1.8,0.4) (2.576,0.326) (0.874,0.074) (+43.13,-18.54)

[(1,0.1),(5,0.1),(5,1)] (1.8,0.4) (1.349,0.462) (0.330,0.061) (-25.04,+15.59)

Pars. Initial Simplex True Mean Std. Dev. % Err.
(α, `) [(0.01,0.1),(0.01,1),(0.9,1)] (0.3,0.4) (0.301,0.333) (0.018,0.079) (+0.487,-16.81)

[(0.01,0.1),(0.9,0.1),(0.9,1)] (0.3,0.4) (0.299,0.342) (0.022,0.076) (-0.286,-14.50)
(C, `) [(1,0.1),(1,1),(5,1)] (1.8,0.4) (3.800,0.236) (1.513,0.080) (+111.1,-41.10)

[(1,0.1),(5,0.1),(5,1)] (1.8,0.4) (1.084,0.473) (0.333,0.067) (-39.77,+18.35)

Table 4.6 illustrates comparisons to the ODE system experiments as shown in Table

4.4. While the (α, `) experiments do appear to be less sensitive to the initial simplex than

the (C, `) experiments as before, the differences between models are less pronounced.
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Figure 4.16: Plots of the parameter estimates for 100 runs of the stochastic (α, `) recovery
experiment showing the effect of the initial simplex on the distribution of parameter
estimates. Black lines mark the true parameter value (0.3, 0.4).
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Figure 4.17: Plots of the parameter estimates for 100 runs of the stochastic (C, `) recovery
experiment showing the effect of the initial simplex on the distribution of parameter
estimates. Black lines mark the true parameter value (1.8, 0.4).
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Computational Cost

While the code we use for these investigations is by no means designed to minimize

runtime, we may still discuss in general terms the complexity of the algorithms behind

these procedures and provide relevant practical requirements. The crocker summary

function is clearly more conceptually complicated than the computation of density profiles,

yet, due largely to the topological optimizations implemented in Ripser [99], it is only

trivially more complex than a naive density calculation for a multithreaded processor.

The reasons for this are largely based on the memory demands of persistent homology

computations, which are addressed in the literature. However, both of these tasks are

embarrassingly parallel, meaning they can be trivially divided into many separate tasks.

The density computation can be performed for each rectangle in parallel, and there have

already been parallelized implementations of the Ripser algorithm [152].

In practice, a full optimization iteration, consisting of either 2 or 3 particle motion

model simulation and summary function calculation combinations, takes between 1 1/2

and 2 minutes on a high-powered computing cluster with 2 cores per process. There is little

variance in this timing based on model parameter, but for multi-parameter experiments

the crocker function timing is significantly quicker, taking an average of 1.62 minutes

compared to the density function’s 1.72 minutes. This timing is significantly improved on

a local machine where access to resources is less limited. On a 2017 MacBook Pro, we

measure an average of 3/4 of a minute per iteration. While this is reasonably tractable

for single estimation experiments, these computational demands quickly grow beyond the

scale of local resources. For example, our 100-run SDE experiments utilize 200 separate

cluster cores for the sake of performing all runs in parallel.

4.5.2 Model Evaluation

The plots in Figure 4.18 show the bias in errors by plotting the sample means of the

errors for each element. Not only are there many elements with strongly non-zero biases,

but there is clear structure to the matrices, showing that there is correlation between

errors across elements of the matrices.

Figure 4.19 shows a plot of the mean errors for the crocker summaries. These mean

errors demonstrate clear patterns of autocorrelation, where errors at future times depend

on past time points, and heteroscedasticity, a general increase in variance over time. These

patterns are consistent with the presumed correlation between errors shown in Figure

4.18.

While the corresponding mean error plot is not possible for the density summaries
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Figure 4.18: Matrix plots showing the sample bias of each of the error terms for both
summary functions.
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Figure 4.19: Plot showing the mean error over the columns of the crocker summary for
100 replicates plotted over time.

since the mean particle count for an entire image is always exactly the number of particles

over the number of rectangles (400/100 = 4), we can examine the same time-dependent

patterns by plotting the integer error for each rectangle in each frame on the same figure.

This plot—shown in Figure 4.20—is limited due to the integer error values, but still

demonstrates the same heteroscedasticity and autocorrelation.

These plots demonstrate precisely the types of errors that lead to generalized forms of

the least-squares criterion. Errors with certain structure also suggest the use of different

statistical models, which we will discuss herein.

Figure 4.20: Plot showing the errors for each element of each of the 100 replicates of the
density summary, plotted over time.
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4.6 Conclusions

4.6.1 Discussion

Using a relatively simple least-squares statistical model, we are able to recover the

parameters of our stochastic agent-based particle motion model with reasonable accuracy

using either a summary of the population density or a summary of the population topology

as the forward problem output. While the results do report a notable amount of variance

and uncertainty, the point estimates are often within 10% of the true value, and the

distribution of estimates obtained from replicate data always suggests that the true value

is acceptably contained within the distribution. Specifically, the true value always lies in

the support of this sample distribution, meaning—in this context—that the convex hull of

the estimates always contains the true value, even for the least accurate estimators (see

Figure 4.17). The decidedly non-normal distribution of parameter estimates, especially for

the multi-parameter problems, is likely caused by the distinct nonlinearity of the forward

problem. The ordinary least-squares criterion, when used in conjunction with nonlinear

models, guarantees this behavior, and we can likely account for this error with improved

statistical model assumptions. We therefore conclude that the true parameter value can

be recovered in probability with our parameter estimation method.

The results for recovering deterministic model parameters suggest that our two

approaches are equal in terms of single-parameter estimation, but that there are differences

in efficacy between the methods for the more-complex multi-parameter estimation problem.

Based solely on these deterministic results, we might assume the crocker method is superior

based on its ability to reasonably recover any combination of parameters given a good

initial simplex. Our stochastic model results, however, cast some aspersions on our

crocker model, as the variance of the collection of estimates is generally higher, and

the point estimates are almost universally less accurate. The one exception is for the

joint estimation of α and `, which—consistent with the ODE system results—obtains

better performance with the crocker method than with the density method. This relative

reduction in performance is especially concerning given the fact that the crocker model, as

we have designed it, requires both position and velocity information, whereas the density

model requires only particle positions. Furthermore, the statistical model analysis shows

that some of the Betti numbers are identically zero for all sample replicates, suggesting

some of our output dimensions carry no information. This can likely be explained by an

inaccurate statistical error model, as the crocker summary errors appear less consistently

normally distributed than the density summary errors.

This is not, however, a censure of topological approaches to parameter estimation
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as a whole. To the contrary, related research has shown the applicability of TDA to

inverse problems [121]. Instead, these results illustrate the limitations of our particular

preliminary design. In particular, Betti numbers do not provide any information about

specific topological features as they only count the number of k-dimensional holes. Other

summaries of topology like the vineyard [153] and the formigram [120] do keep track of

individual features, and also exist in metric spaces that make quantitative comparison

possible. More meaningful summary functions could be formulated by keeping track of

individual topological features of our point cloud, which could in turn result in fewer

dimensions with greater interpretable biological significance.

4.6.2 Future Work

The probabilistic treatment of parameter estimation provided by this inverse problem

framework does, of course, suggest the use of Bayesian parameter estimation. Bayesian

parameter estimation is based on applying Bayes’ rule to accurately condition a prior

distribution on the data in order to recover a posterior distribution [154]. The end goal of

this methodology—to obtain a distribution of parameter values that reflects the observed

data—is related to ours, but the means of acquiring a distribution is based on the Bayesian

frame of reference that treats model parameters as random variables. Our frequentist

approach, in contrast, treats a parameter θ as a fixed, unknown quantity, and attempts

to recover a distribution for the parameter estimator θ∗ using realizations of the random

variable. The primary practical distinction is that Bayesian parameter estimation requires

the likelihood function of the statistical model. The likelihood function can be viewed a

function of the parameters which describes the probability of obtaining the observed data

given those parameters [154]. This function definition is what enables the computation of

the Bayes factor. As we have discussed above, we do not have a suitably accurate error

model, and thus are unable to obtain useful likelihoods.

This leads to the proposition that a better error model could not only lead to better

results for our frequentist analysis, but could also permit the use of Bayesian parameter

estimation. The most obvious extension of our current crocker summary formulation

would be to take the mean of each Betti curve, a quantity we call the mean homology

of a stationary point cloud. Concatenating these mean homology values over frames of

a dynamic point cloud dataset not only gives a single-valued time-series summary of

the topology of a dataset, but also brings the crocker summary into the realm of real-

valued functions, which is much more appropriate for continuous parameter estimation.

Furthermore, we have already shown that the errors of a mean homology model are more
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normally distributed, as the plot of mean Betti number errors shown in Figure 4.19 is

equivalent to the plot of the errors of the mean homology. Thus one could employ the

statistical model

C(θ)j =
1

|C(θ)∗,j|

n∑
i=1

C(θ)i,j,

C(θ0)j = C(θ̂)j + εj,

(4.26)

where εj ∼ N (µ, σ) and j indexes the time steps. While the mean homology error plot

makes it clear that the errors are not identically distributed, this can be remedied by

considering the time steps as T separate dimensions, such that we have a single error term

ε ∼ N (~µ,Σ), ~µ ∈ RT, Σ ∈ RT×T , making this model suitable for Bayesian parameter

estimation. Finally, this demonstrates an advantage of the crocker approach, as there is

no way to obtain a real, scalar value of a point cloud’s density that varies over time.

4.6.3 Contributions

In light of the results and discussion, our primary contribution is the successful application

of TDA to the least-squares inverse problem of parameter estimation. While previous

publications have used crockers for model selection using experimental data [98] and

for clustering deterministic D’Orsogna model data into phenotypes and parameter bins

[117], our investigation extends this TDA framework into the recovery of continuous

distributions of parameter estimates from stochastic data. This prototypical topological

parameter estimation framework shows performance that is relatively similar to that of

the equivalent discrete density profile framework, which succeeds at recovering parameters

for similar agent-based models [15].

Other developments are made in the course of this parameter estimation investigation.

Our formulation of the D’Orsogna particle motion model as a system of stochastic

differential equations, while an elementary implementation of Itô calculus stochasticity, is

a novel combination of random walk dynamics and the deterministic self-propulsive and

interactive forces in the original model. Furthermore, by investigating various measures of

error under realizations of this model, we are able to show how this normally-distributed

positional randomness propagates as nonlinear noise that is heteroscedastic in time. Also,

the method for selecting initial simplexes for Nelder-Mead derivative-free optimization

when the parameter search space is defined by a box rather than a point guess by

leveraging the standard triangulation of the cube is heretofore unpublished. While this

approach does scale factorially, we have shown that these disjoint simplex choices divide

the k-dimensional box into a partition. The end result is an optimization method that is,
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in fact, sensitive to different simplexes as shown in Figure 4.17 and, to a lesser extent,

Figure 4.16.
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Chapter 5

TDA as a Measure of Distinct

Biological Behaviors

We now bridge the gap between the analysis of noisy simulated data and the investigation of

quantified biological data by applying topological data analysis techniques. By examining

the topology of both real and synthetic particle motion datasets, we aim to uncover distinct

features of otherwise similar populations of interactive particles. We are particularly

interested in biological properties that are not explicitly included in the model such as

cell morphology, contact inhibition of locomotion, and fluidization.

5.1 Related Work

In order to understand the hypothesized differences between the topology of low-density

and high-density cell microscopy data and the differences between these real data and

data simulated using a modified D’Orsogna model, we need to better understand some of

the complex biological factors that affect the dynamics that are visible in this fibroblast

dataset. Additionally, we review previous research that leverages TDA to investigate

these biological realities, and see how we may apply this same approach to our novel data.

5.1.1 Cell Migration Biology

Morphology is the biological study of shape and structure, and in cell biology it generally

refers to the investigation of the shape of the cells in question and the how changes in cell

shape correspond to changes in behavior [155]. Cell morphology is particularly relevant

to the study of fibroblasts, as they have unique tendency to be elongated and multi-polar,

leading to widely heterogeneous shapes [156]. This morphological behavior is hypothesized
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to be a primary factor in the distinctly slow and poorly-understood migration patterns of

fibroblast populations [35]. The exact mechanisms of fibroblast migration are complicated

enough that they remain an open question in biological research.

Figure 5.1: A diagram illustrating the complex morphological and adhesive structure of
fibroblasts (right) as compared to amoeboid cells (left). Adapted from [35].

Of particular interest is the effect of contact inhibition of locomotion, the propensity of

cells to change their direction of motion upon contact with another cell, first observed in

fibroblast populations nearly 70 years ago [157]. Despite a long-standing knowledge of the

existence of this phenomenon, little is understood about how exactly it affects migration

patterns. We hypothesize that this effect is more pronounced in the more biologically-

realistic confluent or over-confluent fibroblast populations, as there is necessarily more

contact between cells.

Even more confounding in the context of this knowledge of contact inhibition is the

appearance of cell fluidization in densely-packed, over-confluent fibroblast populations.

This behavior consists of cells at a sufficiently high density behaving more like a fluid than

a population of discrete units, with discernible flow dynamics. While there is research

into the fluidization of certain types of biological tissue [158], few publications address

this behavior in cell monolayer experiments. Despite being presumably more effected by

contact inhibition of locomotion, we often see cells moving through discernible channels,

creating shear flows while moving with persistent locomotion. There have been studies

into the effect of morphology on persistent migration of individual fibroblasts [159], but

this behavior in over-confluent populations remains an apparent contradiction.

While a thorough treatment of fibroblast morphology is beyond the scope of this work,

recent research has made clear the myriad factors at work in fibroblast migration [35] [160].

These elements include various types of chemotaxis and interactions with the extracellular
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matrix (ECM) in addition to the the aforementioned components of morphological effects.

In any case, it is clear that these factors are not all accounted for in most mathematical

models of cell migration. While we are able to capture a certain proportion of these

effects with more general model components such as interactive forces and friction, we are

unable to capture this wide variety of behaviors with such simple modeling approaches.

5.1.2 TDA and Collective Motion

We have already seen how TDA has been applied to particle motion systems, particularly

with the crocker plots applied to both the Vicsek and D’Orsogna models [97]. The paper

by Bhaskar and colleagues furthered this research by applying crockers to several distinct

versions of the D’Orsogna model, and uncovered the topology of the different parameter

sets and phenotypes of the model [117]. While these works are of great importance to the

application of TDA to collective motion models, these are still limited in their analysis of

multi-scale behaviors and their ability to generalize to biological data.

An article by the authors of the original crocker plot work was the first to apply

crockers to real biological data [98]. By directly comparing the Betti numbers in the

crocker matrices of simulated data to experimental aphid walk data (see Figure 5.2),

they are able to confirm the selection of an interactive particle motion model over a

standard random walk model with as much statistical significance as the state-of-the-art

order parameter approach. This work is fundamental in proving the ability of crockers to

evaluate the fit of a stochastic model on genuine experimental data. Importantly, this

work leverages a relatively large-scale dataset of hundreds of simulations and thousands

of time steps, and involves direct comparison with a ground-truth dataset. While they

do discuss important interpretability characteristics, further results on the qualitative

evaluation of crockers could provide more information on their sensitivity to finer details

and smaller-scale behaviors.

More recent research has further investigated the interpretability of TDA as applied

to cell migration assay data [118]. Bonilla and colleagues explore and decipher the

topological significance of cell spreading using active vertex model (AVM) migration data.

In particular, they illustrate the effect that “islands” of cells have on the persistence

diagrams and Betti curves of the VR filtration of the resulting point cloud. This study

advances the understanding of qualitative evaluation of cell migration using Betti numbers

over separate time steps.

In general, we want to be able to “read” the crocker plots of cell migration datasets

and understand the significance of the visible patterns. This body of work provides insight
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into how that is possible, particularly for biological collective motion models and datasets

whose values lie in some interpretable, physical space. We leverage these ideas and

methods in the investigation of our scratch assay data, and consequently summarize how

datasets of different densities vary from each other intrinsically and how our candidate

D’Orsogna model compares to real cell migration data.

5.2 Methods

The crux of this investigation is the adaptation of varying datasets for the sake of direct

topological comparison, and the use of our relatively simple particle motion model to

approximate scratch assay cell migration dynamics. We employ a trajectory sampling

methodology to manage the confounding effect of varying cell densities, and aim to uncover

inherent topological differences between low-density data and high-density data. We also

use the same D’Orsogna particle motion models with dimensional parameters to simulate

realistic cell trajectory datasets, and compare the topology of these to that of the true

scratch assay data.

5.2.1 Particle Trajectory Subsampling

Directly comparing the topology of point cloud datasets of different densities is immediately

unreasonable, as a higher-density dataset forms topological features at an entirely different

spatial resolution. In other words, a dataset with more points in the same fixed spatial

or hyperspatial domain will necessarily have more connected components at smaller

proximity parameter (ε) values, more 2-dimensional cycles, and more topological features

in general. There are surprisingly few methods for comparing point clouds with different

cardinalities—or numbers of points—using topology. The primary method for comparison

Figure 5.2: Plots of trajectories from the experimental aphid data (A) and from two
stochastic walk models (B) and (C) [161].
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Figure 5.3: Crocker plots illustrating the contrast between the topology of a high-density
dataset (left) and the same high-density dataset after trajectory subsampling (right).

in TDA is the bottleneck distance between persistence diagrams, which is a rigorous

method for contrasting specific topological features based on their birth and death times

[81]. Because Betti numbers do not keep track of individual topological features, there

is no generalization of this metric for any measures based on Betti numbers, including

crockers. Thus, to obtain crocker matrices for high-density scratch assay datasets, we

need a method for artificially reducing the cardinality of the dataset in such a way that

a high-density dataset matches a low-density dataset, while also retaining the other

measured properties of the cells.

Figure 5.4: Trajectory plots of the original high-density experiment (left), the subsam-
pled trajectories from the same experiment (center), and the corresponding low-density
experiment (right). Note that, while the density is much reduced, many of the trajectories
following flow channels remain.

We accomplish this by sampling trajectories from the high-density datasets to match

the number of trajectories in corresponding low-density datasets. In particular, we pair a

high-density trajectory dataset with an equivalent low-density dataset in terms of scratch

placement, scratch shape, and general visual similarity, and then sample cells in each
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frame so that the number of particles matches at each time step. We do not, however,

want to blindly and randomly sample an entirely new set of particles at each frame in the

high-density dataset, as this would eliminate any continuity in the dynamics. Instead,

we first keep all the particles used in one frame for use in subsequent frames as long as

they continue to be detected, only sampling from the remaining particles to replace ones

that have left the frame or otherwise gone missing. In the rare case that we have more

kept trajectories than required, we randomly cut extraneous particles from the frame and

continue as before.

In this way we obtain subsampled high-density trajectory datasets, where each frame

has the same overall density as the corresponding low-density frame. Yet the properties

of the remaining high-density trajectories are left unchanged, so any distinct migration

behaviors exhibited by those cells should be discernible.

5.2.2 Biological Model Simulations

We know the D’Orsogna model is not an ideal framework for modeling the migration

of fibroblast cells, primarily because it ignores effects of cell morphology and variation

between cells in any form. Furthermore, the idea of “attraction” between fibroblasts

in a scratch assay experiment is an oversimplification of more complicated chemotactic

signaling at best, and could in fact be entirely inaccurate [162]. Acknowledging these

shortcomings, we will proceed with simulating particle data using a model modified to fit

the scratch assay as well as possible, and will then compare the TDA summaries of this

model data to experimental data, hypothesizing that the differences between them will

reflect the dynamics that the model fails to capture. If so, these differences may be used

in future work to develop methods for TDA-based model selection, and hopefully better

models for fibroblast migration.

Boundary Conditions for the D’Orsogna Model

We begin this process by slightly modifying our boundary conditions to match the

experimental setup of our scratch assay videos. We previously defined our boundary

conditions as a simple “no-flux” condition, which results in particles switching direction

if they pass outside the boundary. In reality, the approximately constant number of

cells across frames of the scratch assay dataset is likely due to an equal number of cells

leaving in any non-scratch direction as those that arrive from neighboring frames. This

is, however, still consistent with the implementation of the boundary conditions if we

think of these boundary cells as leaving and being replaced by another cell moving in the
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opposite direction.

In addition to this conceptual change, we also remove the boundary condition from

the scratch-facing side of the domain. Because each experimental data position with a

scratch on either the top or the bottom of the frame has a similarly-voided area in the

direction of the scratch outside the frame, allowing cells to migrate out into the scratch,

this is a more reasonable use of the boundary condition. Computationally, we simply do

not impose a boundary condition on the bottom edge of the frames in question, as they

are contained within the scratch, and remove cells that have left the boundary of the

frame from topology calculations. Thus, we use the dimensional D’Orsogna models:

∂~xi
∂t

=



~vi ~xi ∈ Ω

− sgn(~vi)1 î · ~vi (~xi)1 > xb

sgn(~vi)1 î · ~vi (~xi)1 < xa

sgn(~vi)2 ĵ · ~vi (~xi)2 < ya

m
∂~vi
∂t

=
(
α− β|~vi|2

)
~vi −∇iU (~xi)

U (~xi) =
∑
j 6=i

Cre
−|~xi−~xj |/`r − Cae−|~xi−~xj |/`a

(5.1)

and

∂ ~Xi

∂t
= ~σ dW +



~vi ~xi ∈ Ω

− sgn(~vi)1 î · ~vi (~xi)1 > xb

sgn(~vi)1 î · ~vi (~xi)1 < xa

sgn(~vi)2 ĵ · ~vi (~xi)2 < ya

m
∂~vi
∂t

=
(
α− β|~vi|2

)
~vi −∇iU (~xi)

U (~xi) =
∑
j 6=i

Cre
−|~xi−~xj |/`r − Cae−|~xi−~xj |/`a

(5.2)

where the N identical particles are indexed by i ∈ 1, 2, 3, ..., N and Ω = [xa, xb]× [ya, yb]

is the positional domain.

The true spatial domain is [0.0, 1.162] mm× [0.0, 0.885] mm, obtained by converting

the pixel dimensions of 1344-by-1024 to millimeters using the provided conversion factor

of 1.157 pixels/micron. However, likely due to the discrete drift correction employed in

the collection process, the experimental trajectories often have values that lie just outside

these intervals. Thus, to provide a fair representation of the spatial limitations to the

simulated particles, we use a positional domain of Ω = [−0.05, 1.212] mm× [−0.05, 0.935].
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Note that, while the velocities are theoretically unbounded in the model, in practice their

maximum is set by the model parameters (see discussion below), and the same is true

for the experimental data and physical bounds on velocity. We will compensate for the

inexact spatial boundaries when required, like in TDA calculations.

Model Parametrization

Next, we choose dimensional parameter values that match the experimental data. These

parameters are selected to reflect observable characteristics of cells in the scratch assay

datasets. In many cases these are recovered from the data or from known properties of

the 3T3 fibroblast cells. We may also in some cases work backwards from our nondimen-

sionalized parameter values used in (4.8) and (4.9). The first assertion we make, similar

to that of our nondimensionalized model in previous chapters, is that all cells have an

identical, uniform mass. Because this mass only shows up as a linear component of other

parameters, we need not define it in terms of real physical units, and instead use an

arbitrary unit mass setting m = 1 U . This greatly simplifies the model simulation, and

leads to simpler dimensional analysis of other model parameters in the investigation of

reasonable parameter values.

We begin by fixing the repulsive radius to the approximate radius of a fibroblast

nucleus. The radius of the nucleus should be between 4 and 5 microns [162], so we slightly

increase this to account for a minimum amount of cellular material, and set `r = 0.006 mm.

Then, working off our nondimensional parameters and citing the “biological relevance”

criterion of the D’Orsogna model follow-up paper [116], we choose `a = 0.012 mm so

that ` = `r/`a = 1/2. We follow a similar process to set Ca based on a desired ratio

of C = Cr/Ca = 2, but it is more difficult to choose Cr as its units of energy are less

directly measurable. We start by setting Cr = 0.004 U ·mm2/hr2 where U is the unknown

unit of the uniform mass of a cell as above. This parameter value has the correct order

of magnitude, and is chosen so that the simulated particles avoid unrealistic clumping

behavior. Using the predetermined ratio of C = 2, we obtain Ca = 0.002 U ·mm2/hr2.

Lastly, we set α and β so that the distribution of velocities are approximately equal

between the datasets while still maintaining desired behavior, as the D’Orsogna model

papers show that the ratio between the two determines the equilibrium velocity of the

particles. We first set β = 0.1 U · hr/mm2, and then attempt α ≈ 0.000459 U/hr so that√
α/β = 0.06773 mm/hr, the maximum observed particle speed. However this results in

the distinct congealing behavior which does not occur in our experimental data. Since this

is caused by insufficient self-propulsion with respect to the attractive forces, we increase

the relative strength of the self-propulsion by setting α = 0.01 U/hr. Although this
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results in higher maximum simulated velocities, this stronger self-propulsion eliminates

clumping and brings about a reasonably similar distribution of velocities over the course

of the entire experiment, as shown in Figure 5.5.

Figure 5.5: Scatter plots of the velocities of all particles in all frames from both the true
dataset (right) and the simulated dataset (left).

Initial Conditions

Finally, following the example of the aforementioned model selection experiment [98], we

use real cell positions and velocities as the initial condition for the model. Due to excessive

observational noise in early frames, we use the particles from a single frame collected 1

hour into the experiment as the initial condition. We sample subsequent positions and

velocities at the same time scale as the experimental data, with 10 minutes or 1/6 of an

hour between frames. These datasets are simulated until the end time of the true data.

Thus each dataset consists of 121 frames; one for each 10 minute interval between 1 hour

and 21 1/6 hours.

Our simulated datasets are seeded using positions and velocities from the 337 cells

detected in the 7th frame of the video collected at position 9, a low-density position in the

experimental dataset. This results in 121 separate clouds of 337 points in 4-dimensional
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space. The deterministic model produces identical results when seeded with the same

initial conditions, so we need only one deterministic simulation. Likewise, we create 10

datasets from the stochastic model using the same model parameters, initial conditions,

and time points in order to have a representative sample of potential model output

datasets.

5.2.3 Crocker Plot Hyperparameters

The mathematical details of the crocker operator are introduced in Chapter 3 and

thoroughly discussed in Chapter 4. The computation we use here is similar to what we use

in our parameter estimation experiments. We maintain the use of exponentially-spaced

proximity parameter values and use the same procedure of acquiring Betti numbers from

the filtration of the Vietoris-Rips complex. Primary differences include using more time

points, using more proximity values, and computing the crocker matrices for both the 0th

Betti number (b0) and the 1st Betti number (b1).

Specifically, we compute the crockers for each of our trajectory datasets in question

using 400 exponentially-spaced proximity values. For the crockers made using the entire

4-dimensional point cloud we use values εj spaced exponentially with base 10 between

10−2 and 10−0.8:

εj = 10[−2+(j−1)−0.8+2
399 ], j = 1, ..., 400. (5.3)

We also will compute crockers using only the cell velocities, for which we will use smaller

proximity parameter values between 10−4 and 10−1.8:

εj = 10[−4+(j−1)−1.8+4
399 ], j = 1, ..., 400. (5.4)

We also use nearly all of the available point clouds in the time series. The first

6 frames of the real datasets cannot be used for comparison since the simulations are

seeded using positions from the 7th frame, so they are discarded. The final two time

points provide less reliable approximations of the cell velocities due to finite difference

formulas and experimental limitations, so they are discarded. Finally, the 91st frame

of our low-density dataset is missing, so we remove that frame from the subsampled

high-density and simulated datasets. Thus we use all time points between 7 and 126

except for 91, a total of 119 time step point clouds per dataset. Therefore we can define

the time of a point cloud ti as

ti = 1 +
i− 1

6
, i ∈ [1..84] ∪ [86..120]. (5.5)
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Furthermore, we compute both the b0 and b1 crockers. To recapitulate, the 0th Betti

number is a count of the connected components in a simplicial complex, and the 1st

Betti number is a count of the “loops”, or 1-dimensional holes. Since we are aiming for

interpretability, we want to examine the changes in both of these measures. Using the

understanding of Betti numbers conferred in prior research, we know that the scale of

connected component births and deaths is highly dependent on agent spreading [98] for

b0, and that peaks in b1 can be caused by sufficiently-circular clusters of cells [118].

Finally, we display the level sets for b0 = 1, 50, 100, 150, 200, 250,∞ and

b1 = 0, 1, 7, 15, 25, 45,∞ when plotting the crockers, as these contours sufficiently illustrate

the change in topology over the range of proximity values. Altogether, we compute

two crocker matrices, C0,C1 ∈ Z400×119 for each dataset. We compare these crockers

visually using the crocker plot contour method [97], drawing conclusions based on known

interpretations of topology.

5.3 Results

We first examine the crocker plots for the experimental data to discern differences in the

topology and further ensure the efficacy of our subsampling approach. We then compare

the experimental crockers to the simulated crockers to examine how the decidedly simplified

dynamics of the D’Orsogna model cause the topology to change.

5.3.1 Subsampled True Data

Full Crocker Plots

The low-density dataset (# 9) and subsampled version of the corresponding high-density

dataset (# 31) have exactly the same number of particles per frame, which should serve

to correct for any effect the density has on the topology. This subsampling methodology

certainly seems to have worked appropriately, as the resultant crocker plots, shown in

Figure 5.6 are particularly visually similar.

One of the key features is the relatively constant behavior of the 0th Betti numbers

over time. In fact, very little can be gleaned from the b0 crockers, as they are exceptionally

flat and similar to each other. The only discernible difference in pattern for these is

the slight increase in contour curves over the first 20 frames of the experiment in the

subsampled crocker (bottom left), which are absent from the low-density crocker (top

left). According to Ulmer et al. this increase suggests a dispersive behavior [98]. This is
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Low-density Experimental Data Crocker

Subsampled High-density Experimental Data Crocker

Figure 5.6: The crocker plots for the low-density experimental dataset at position 9 (top)
and the subsampled high-density experimental dataset at position 31 (bottom).
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consistent with the hypothesis that the high-density experiments spread more quickly

into the scratch.

The 1st Betti numbers vary more than the 0th Betti numbers, but are still rather

similar in the context of the high-density comparison (Figure 5.3). We can see that the

low-density crocker does achieve higher b1 numbers consistently over the same proximity

parameter values and time points. There are multiple explanations for this, but one

reason could be a higher count of circular clumps of cells, as described by Bonilla et

al. [118]. This is again consistent with our biological hypothesis that over-confluent

populations experience fluidization, resulting in fewer stationary clusters of cells. They

are otherwise very similar, as the amount of variance between frames and across Betti

curves is relatively consistent.

Figure 5.7: Scatter plots of cell velocities from corresponding frames in the low-density
(left) and subsampled high-density (right) experimental datasets.

Velocity-Only Crocker Plots

However, if we once again consider the confounding factor that density has on topology, we

would expect to see some similar patterns in crockers involving particle position. Because

we have exactly the same number of cells in the same spatial domains, the topology of the

position dimensions of the point cloud is relatively limited. We can account for this and

attempt to uncover finer topological details by instead computing the crocker using only

the velocities. In other words, we compute the VR filtration of a 2-dimensional point cloud

of velocities where each point is of the form (vx, vy). Examples of these point clouds for a

single frame of our data are shown in Figure 5.7. When compared to the above crockers
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Low-density Experimental Data Crocker

Subsampled High-density Experimental Data Crocker

Figure 5.8: The velocity-only crocker plots for the low-density experimental dataset (top)
and the subsampled high-density experimental dataset (bottom).
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based on the filtrations of 4-dimensional point clouds, we will see different features as the

topology of the smaller-scale velocities are not overshadowed by the positions. Figure 5.8

shows the velocity-only crocker plots corresponding to the crockers in Figure 5.6.

These crocker plots highlight the distinctly different behaviors, but are less immediately

interpretable. Just as the topology of the 4-dimensional point cloud was dominated by the

cell positions in the previous experiment, so was our evaluation influenced most by our

understanding of positional topological features. Thus we must reframe the significance

of topological features, given we are now examining the topology of the velocity space.

The decreasing pattern in the b0 can be compared to the increasing pattern in the same

Betti number of the full crocker plots. Similar to how the increasing pattern signaled a

spreading of cell positions, the decrease indicates the contraction of the velocity space.

Physically, this likely means the low-density cells move more slowly and fewer cells move

at all once the population has spread into the scratch. In contrast, the subsampled

high-density velocities show a flatter b0 behavior over time, suggesting they continue with

approximately the same distribution of velocities.

The crocker plots for the 1st Betti numbers are, as with the full crockers, more varied

and less obviously correlated with visible patterns. However, a notable distinction between

these b1 crockers and those produced by the 4-dimensional point clouds is that they

follow the behavior of the b0 at the same proximity parameter values. This pattern

is especially pronounced, where the increase and subsequent decrease over time clearly

illustrated in the Betti 0 crocker is also present in the contour curves of the Betti 1 plot.

The subsampled high-density Betti 1 crocker also has consistently higher values. Just

as this behavior indicates a higher number of sufficiently-round clumps when applied to

positional data, this may also be interpreted as clumps of similar velocity values. This

could be caused by a number of biological behaviors. For example, it could be the result of

channels of multiple faster moving cells, a pattern that often arises in the aforementioned

cell fluidization paradigm.

While some of these behaviors seem readily apparent, many of them are not revealed

by other population summary investigations. For example, the mean particle speed

or maximum particle velocity is not generally a good indicator of whether or not an

experimental dataset is low-density or high-density as shown in Figure 5.9. As suggested

by the scatter plot (Figure 5.7), there may be a stronger correlation between the velocity

variance and experimental cell density. We examine this by plotting the sample variances

of the velocity components over time in Figure 5.10. This trend is confirmed only for

the x-component of the velocities, as the y-component is very weakly correlated in later

frames. This is likely due to the movement in the y direction resulting primarily from
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Figure 5.9: Plots of the maximum component velocities of the low-density and subsampled
high-density datasets over time.

Figure 5.10: Plots of the variance of the velocity components of the low-density and
subsampled high-density datasets over time.

migration into the scratch. While this shows that other simple evaluations of the velocity

can show distinctions between the datasets, these scalar values offer little in terms of

interpretability, and thus do not reveal the nuanced biological behaviors we would like

to understand. These findings indicate that topological summary methods are useful for

distinguishing the point cloud characteristics that result from these differing biological

factors such as population density.
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5.3.2 Simulated Data

Figure 5.11: Crocker plots for the Betti numbers of a single stochastic model simulation
(left) and the average Betti numbers over all 10 stochastic simulations (right).

We may now apply the same crocker plot evaluation to our simulated data as a means

to contrast it with our experimental data. While we have already seen ways in which the

simulations differ from the true data (see Figure 5.5), applying comparative TDA to these

data will illustrate the ways these differences impact the topology of the underlying point

clouds, and help us to further investigate the explainability of TDA methods as applied

to real biological data. We first justify the use of a single stochastic simulation crocker

plot by using the methodology employed by Ulmer et al. and comparing the crocker

plot consisting of Betti numbers averaged element-wise over the 10 realizations with a

single stochastic plot. Figure 5.11 shows both the mean stochastic crocker plot and a

representative plot for a single simulation. It is immediately evident that the level of noise

we use in our simulations does not result in significant changes in the general patterns of

the topology, so averaging them appears to only “smooth out” the contours of the crocker

plot. For this reason, we choose to draw comparisons between a single simulation crocker

plot and the low-density crocker plot whose positions seeded the simulation, as shown in

Figure 5.12.

Certain patterns in the crocker plot from this single simulation are easily explained

by causes that we have already explored. The first few time points show the sharp

increase in Betti numbers characteristic of spreading particles [98]. This behavior is easily

explained by the higher cell velocities in the simulation compared to the experimental

data. The higher b1 values at similar proximity parameter values can also be explained

by this rapid spreading, as this results in more clumps of cells that are set apart from
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Low-density Experimental Data Crocker

Simulated Data Crocker

Figure 5.12: The crocker plots for the low-density experimental dataset (top) and a single
stochastic simulated dataset (bottom).
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the more densely-spaced primary population. There are, however, other features that are

encouragingly similar to the true experimental data, primarily related to the emergent

behaviors of the cells. The most notable of these is the fluctuation of the b1 Betti curves

for individual time points. For example, we see a few instances the 1st Betti number

decreasing and then increasing again as the proximity parameter increases. These appear

as “islands” of higher valued contours, and are particularly visible in the lower contours

around frames 40 and 90 in addition to being prevalent in the higher contours. While

there are more cases of this pattern in the experimental data than in the simulated data,

this quality is an indicator of high local polarization—cells moving in different directions

in close proximity—as shown by Bhaskar and colleagues [117]. These fluctuations are

rarely seen in particle populations with homogeneous motion, epitomized by the single

mill phenotype introduced in preceding chapters.

Figure 5.13: A plot of the number of particles in each frame of the low-density experi-
mental and stochastic simulated datasets.

The velocity-only crocker plot demonstrates many of the same patterns discussed

above, and on first examination does not reveal any further insights into the differences

between simulated and experimental data. Thus, rather than discussing the velocity-only

crocker for simulation data, we will again discuss the perplexing effect of changes in

density on topology. We first examine the difference in density between the experimental

and simulated datasets by plotting the number of cells within the frame boundary over

time (Figure 5.13). While the simulation is seeded with exactly the same cells as those

in the corresponding experimental frame, the divergent locomotive behavior results in
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substantially different dynamics. Subsequently, more cells are lost through the scratch in

the simulated dataset. The difference in cell count is further exacerbated by the apparent

increase in accurately detected cells in the experimental dataset, and the lack of cell

division in the model. While the number of cells does decrease in both datasets, by the

end of the time span the simulated point cloud has only about 83% as many particles as

the experimental point cloud. Our TDA measure reflects this difference in point cloud

size, further proving its ability to capture multi-scale dynamics.

5.4 Contributions

Our crocker plot investigation demonstrates the distinct differences between the data

produced by these simple particle motion models and the true experimental data. We can

recover some of the unique cell migration dynamics that are not accurately modeled in the

D’Orsogna model variants, but which are present in the interactions of dense monolayers

of fibroblasts, by examining the topology of the locations and velocities of these cells.

Even though we model cells as dimensionless particles, we can expose behaviors that are

characteristic of morphologically-driven cell interactions. Because we can discern some of

these features in relatively simple TDA visualizations with a trained eye, we are confident

that these summaries of topology will be useful for rigorous algorithmic approaches.

A surprising finding is the relative uniformity of the stochastic crocker plots. Despite

a significant amount of noise which—as shown in Chapter 4—propagates nonlinearly

through time in the simulated data, these crocker plot visualizations demonstrate nearly

identical topology between stochastic realizations, illustrated in Figure 5.11. This is

particularly encouraging in relation to the evaluation of biological datasets, since they are

inherently noisy. Because crocker plots reveal global patterns in the midst of randomness,

they demonstrate the stability needed to assess large-scale behaviors. However, by being

sufficiently sensitive to specific dynamics, they are also useful as a quantitative measure

of dataset comparison.

Generalizing this idea, we hypothesize that TDA is sufficiently sensitive to multi-scale

cell migration dynamics, and may be used as a method for evaluating the suitability of

more sophisticated fibroblast migration models. While the D’Orsogna model is never

assumed to be an appropriate descriptor of our experimental data, we are able to determine

which dynamics it more accurately produces by leveraging the power of TDA visualizations.

At the same time, TDA is more robust to noise than many other summaries of collective

motion behavior, such as maximum speed or the sample variance of particle velocities.

Thus we believe that, combined with a concrete statistical approach for accepting and
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rejecting models, TDA methods such as these may in future work be used as quantitative

information for the development of uniquely-broad model selection criteria. Our findings

on the application of crocker plots to complex cell migration data suggest that this

approach could be used to evaluate advanced multi-scale agent-based cell migration

models.
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Chapter 6

Conclusions

This chapter briefly summarizes the objectives of this dissertation and suggests avenues

of continued investigation.

6.1 Summary of Work

The primary undertaking of this research is to better understand collective motion from

a mathematical and data scientific perspective. We accomplish this with three distinct

but interrelated projects. Firstly, we use an original deep convolutional neural network

approach to acquire accurate point locations of cell nuclei in microscopy images. Any

mathematical investigation requires quantitative data, and by combining this computer

vision technique with a pragmatic particle linking algorithm, we obtain accurate collective

motion point clouds. Second, we apply topological data analysis to the task of estimating

stochastic collective motion model parameters. By leveraging novel topological tools, we

solve inverse problems involving infinitesimal parameter value increments, demonstrating

the ability of TDA to discern small-scale particle interactions among randomness and

nonlinearity. Finally, we investigate the capabilities of TDA in the form of crocker plots,

particularly as a method for evaluating collective motion in both experimental data

and agent-based model simulation. We demonstrate the robustness of crocker plots to

non-normal, multi-dimensional random noise, and the sensitivity of crockers to large-

scale emergent behaviors, both of which suggest TDA as a powerful means for selecting

models based on specific collective motion characteristics. Altogether, we further the

understanding of collective motion by demonstrating both an ability to obtain meaningful

information from unseen experimental data, and the functionality of crocker matrices for

analyzing meaningful and often-interpretable patterns on a variety of scales.

Data science is primarily motivated by the abundance of data available to modern-day
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researchers. Yet many interesting questions require new and innovative investigations

and the collection of novel data. Our cell tracking results show that we may still

analyze these new datasets with state-of-the-art data science methods, despite a lack of

labeled training data. We are able to turn completely unprocessed imagery into sizable

point cloud datasets whose shape, size, and behavior can be evaluated mathematically.

Topological data analysis is based on rigorous ideas of shape and geometric connectivity

that guarantee stability and interpretability. By applying TDA to complex, noisy datasets,

we demonstrate the benefits of this robustness. Simple matrix summaries of topology

in the form of crockers are at once able to capture both precise discrepancies between

high-dimensional, nonlinear candidate models for the sake of parameter estimation, and

global phenotypes that distinguish cell migration patterns, arising from distinctly different

populations. When combining these approaches, we gain insight into the vast capabilities

of data-driven mathematical investigation. We apply these methods to concrete problems

in collective motion research and, as a result, uncover meaning from unexplored data.

This allows us to both quantify the expected behaviors and hypothesized results, and

discover entirely new relationships between small and large scales, discrete and continuous

measurements, and heterogeneous and collective behaviors.

6.2 Future Work

Ongoing research involving topological data analysis and the assessment of collective

motion behaviors can focus on the varied scales of use for TDA as it relates to the

evaluation of candidate cell migration models. Having shown the capacity of crockers to

capture meaning at multiple scales and provide meaningful qualitative and quantitative

contrasts between distinct behaviors, we recommend leveraging topology for end-to-end

model selection and parameter estimation of agent-based models. Because crocker plots

provide clear visualization of global behaviors and are sufficiently robust to noise, they are

well-suited for direct model comparison. Researchers will be able to select cell migration

models based on their ability to express desired population behaviors, such as contact

inhibition of locomotion or cellular fluidization. Furthermore, since vectorized crocker

matrices are also adequately sensitive to subtle changes in populations over time, they

can be used to evaluate the heterogeneous behaviors that distinguish noisy data from

truth. Overall, data-driven topological analysis of mathematical collective motion models

shows promise for the discovery of important new behaviors, and the solution of open

questions in cell migration. We anticipate the application of TDA to agent-based model

candidates that incorporate important biological factors, including accurate interactions
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between cells due to chemotaxis and contact inhibition of locomotion, the impacts of

environmental factors, and the effects of cell morphology.

We have furthermore laid the groundwork for more rigorous investigation of parameter

estimation involving topological forward problems. In particular, by using a probabilistic

inverse problem framework, we enable the extension of our estimation methodology into

Bayesian analysis. A more accurate statistical model allows the use of likelihood functions

for Bayesian parameter estimation, which not only guarantees certain properties for

the resulting the posterior parameter distribution, but also facilitates the quantification

of uncertainty. Bayesian uncertainty quantification provides a framework for direct

comparison of parameter estimation methods, in this case revealing the relative merits of

different approaches to summarizing model behavior.
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Appendix A

Centroid Detector Architecture

While the body text includes the relevant particular of the architecture and training of our

centroid detector, we include a diagram of the network here for the sake of transparency

and reproducibility. This diagram is generated automatically using the model architecture

plotting utility included in TensorFlow’s Keras module [163].

Note that the long lines indicate the concatenation of downsampled feature maps to

upsampled maps of the same size, which is the hallmark of U-Net-type architectures.

The layer type and output dimensions are shown in each box, illustrating the standard

approach of contracting map size and increasing depth at higher levels of abstraction.

Finally, note that the output map has the same dimensions as the input image, providing

a one-to-one correspondence between image pixel and p-map pixel.
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Figure A.1: Diagram of the centroid detector neural network architecture.
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Appendix B

Additional Plots: Chapter 4

B.1 Trench Plots for Time Span Analysis

We include additional trench plots in this appendix, showing that they illustrate roughly

the same behavior over large time spans for each of the three model parameters.

Figure B.1: A selection of trench plots for the positions (left) and velocities (right) of
the deterministic model for changes to α.

B.2 Pearson r Plots for Time Span Analysis

We show the plots of the Pearson correlation coefficients r for the third model parameter

` below.
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Figure B.2: A selection of trench plots for the positions (left) and velocities (right) of
the deterministic model for changes to `.

Figure B.3: Plots of the Pearson correlation coefficients for each time step of the position
(left) and velocity (right) trench plots for the model parameter `.
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B.3 Plots for Stochasticity Analysis

This section includes the trench plots with the minimum level of noise (σ = 10−3) for

changes to each model parameter, the velocity correlation plot for C with a moderate

level of noise (σ = 10−2), and the trench plots for C with an overwhelming level of noise

(σ = 10−1).

Figure B.4: Trench plots for σ = 10−3 illustrating the clear correlation for the C model
parameter (Figure 4.7, column 2).
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Figure B.5: Trench plots for σ = 10−3 illustrating the clear correlation for the ` model
parameter (Figure 4.7, column 3).
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Figure B.6: Correlation plots for C from data where σ = 10−2.

Figure B.7: Trench plots for C from data where σ = 10−1 demonstrating a complete lack
of correlation.
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