ABSTRACT

CHEN, JIAHAO. A Novel Fission Diffusion Synthetic Acceleration Method for Criticality Calculations. (Under the direction of Jia (Jason) Hou).

A wide selection of deterministic and stochastic methods have been developed to conduct nuclear reactor criticality calculations and to improve the efficiency of these methods, a branch of neutronics method research focuses on the acceleration of source convergence process which is solved with power iteration method. These acceleration schemes have a history almost as long as the deterministic methods themselves with different levels of versatility. With the increasing popularity of Monte Carlo methods, the so called hybrid neutronics methods have been introduced for the same purpose, though these hybrid neutronics methods, because of the characteristics of Monte Carlo methods on both theory and algorithmic levels, demonstrate unique performance and behaviors.

A novel Fission Diffusion Synthetic Acceleration (FDSA) method is proposed in this work for the acceleration of source convergence process in both deterministic and stochastic methods which utilize the power iteration method. This method is based on the previous work on a similar topic with further developments to improve the convergence stability and range of application. A multigroup one-dimensional derivation of the novel FDSA method is developed and numerically tested in both one-group and multigroup cases to prove its feasibility. Further, comparisons against contemporary acceleration methods are made, both theoretically and numerically, in order to better evaluate the performance of the novel FDSA method in the same cases.

Then, the FDSA method is then implemented in a hybrid neutronics solver with the intention to achieve source convergence acceleration and variance reduction in Monte Carlo simulations. As an extension to the numerical tests, a series of Monte Carlo simulations with continuous energy cross section are conducted using the hybrid solvers, the results of which demonstrate that the source convergence could be immediately attained with the FDSA feedback to the high
order transport calculations. The speedup in source convergence ranges from 10 to 20 times over
the standalone Monte Carlo simulations for both a simple homogeneous slab and a complex
C5G7 full core geometry, while the acceleration in power iterations by a factor of up to 10 can
be achieved for deterministic methods. As for variance reduction, MC-FDSA is also competitive
to MC-CMFD and is shown to reduce the real variance in fission source by up to 20%. Overall
the proposed MC-FDSA method is proved to be successful in accelerating power iteration and
source convergence acceleration, and reducing variance in Monte Carlo methods.
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Criticality calculation has been the basis of reactor design since the first nuclear reactor built in Chicago during an experiment led by Enrico Fermi. Numerous theories and techniques have been discovered and investigated to solve the neutron transport equation, of which one of the main difficulties is the slow convergence of fission source due to past and current limitations of computational resources and numerical methods’ efficiency. A branch of research on criticality calculation focuses on the improvement of efficiency and acceleration of said calculations. This includes the acceleration in deterministic methods that have been in use for decades and Monte Carlo (MC) methods that are winning popularity in recent years. The work presented here aims at accelerating the fission source convergence in both types of methods and introduces a novel Fission Diffusion Synthetic Acceleration (FDSA) method to accomplish this.
Monte Carlo (MC) methods have been used in a wider range of application of reactor design and analysis because of the versatility in detailed geometric modeling, utilization of continuous energy cross section data and simple parallelization. Compared to the deterministic methods, MC methods are generally considered as brute force methods as they require less approximations on multiple levels, MC methods tend to take up much more computational resources to reduce the inherent stochastic error. With the increasing amount of computing power and modern code algorithms, this issue has become less severe and the applications of MC methods have been made in areas such as cross section homogenization, burnup calculation and uncertainty quantification. However, the efficiency of MC methods still restricts the usage of MC methods in analysis of larger reactor systems. A branch of research on neutronics methods is dedicated to address this issue, in either accelerating the source convergence in skipped cycles or reduce the stochastic variance in active cycles or both. Similar to the acceleration methods in deterministic methods, hybrid MC-deterministic methods have been developed in a way that the solution to the low-order deterministic problem can be utilized to accelerate the high-order MC transport problem.

1.1 Iterative methods for neutronics calculation

In depicting the neutrons’ transport in phase space, one would arrive at a transport equation with 7 dependencies for steady state situation, as shown in the following equation,

$$
\Omega \cdot \nabla \psi(\vec{r}, E, \Omega) + \Sigma_t(\vec{r}, E) \psi(\vec{r}, E, \Omega) = \int \int \Sigma_s(\vec{r}, \Omega', \vec{E'}, E' \rightarrow E) \psi(\vec{r}, E', \Omega') d\Omega' dE' + \frac{1}{4\pi k} \int \nu \Sigma_f(\vec{r}, E' \rightarrow E) \int \psi(\vec{r}, E', \Omega') d\Omega' dE', \quad (1.1)
$$
where $\Sigma_t(\vec{r}, E), \Sigma_s(\vec{r}, \Omega' \cdot \Omega, E' \to E)$ and $\nu \Sigma_f(\vec{r}, E' \to E)$ are the cross section of nuclear reactions and $\psi(\vec{r}, E, \Omega)$ is the angular neutron flux. The solution to this equation, i.e., the angular flux $\psi(\vec{r}, E, \Omega)$, is dependent on angle, space and energy, and the high number of dimensions here prohibits the use of direct solvers for most scenarios. Iterative methods are widely used in solving problems derived from this equation for the benefits of faster convergence and requirement of less computational resources. Reactor criticality calculation is one of these derived problems which involves the multiplication factor, the ratio of the number of neutrons born in this generation against that of neutrons in the previous generation. The distribution of neutron flux, together with the multiplication factor, is important for designing reactors and nuclear waste management. Mathematically they are translated into the fundamental eigenvalue, or $k_{eff}$ for a finite system, and the corresponding eigenvector. Thus the basis of criticality calculation is the power iteration method for both deterministic and MC methods. In the deterministic methods, a fixed source problem is solved in the inner iterations in the fashion of transport sweep to acquire the updated angular fluxes. These fluxes are then used to compute and update the scattering sources to continue the inner iterations. Once the inner iterations are converged, the eigenvalue is computed with the latest angular flux and the convergence is checked for the power iterations. This two-layer approach is widely applied in deterministic methods with different implementations to address the issue of high dimensional unknowns and solving for the eigenvalue efficiently. For physical problems with high dominance ratios, i.e., large second eigenvalue against the fundamental one, power iteration can only slowly converge the fission source and calls for the acceleration methods.

### 1.1.1 Acceleration methods for deterministic calculation

Iterative acceleration methods started from accelerating fixed source problem which is generally solved in inner iterations. Among the methods developed for this purpose, three received
intensive research interest, Quasi-Diffusion (QD), Coarse Mesh Finite Difference (CMFD), and Diffusion Synthetic Acceleration (DSA). To suit the need of accelerating power iteration, different forms of these methods were developed which are discussed in the following sections.

1.1.1.1 Acceleration methods for \( k \)-eigenvalue problem

The QD method [1, 2] is one of the nonlinear methods that utilize the diffusion-like low-order problem to accelerate high-order transport problem. Its essence lies in the evaluation of Eddington tensor, a nonlinear operator that extracts changes in shape of eigenvector to achieve rapid source convergence. For eigenvalue problem with normalization on neutron flux, this is quite beneficial in that the magnitude of eigenvector plays a much lesser role. Later QD was applied in the construction of multilevel methods in space and energy for advanced iterative schemes [3, 4].

The CMFD method [5] and later the partial current-based CMFD (pCMFD) [6] received increasing interest ever since its application in full-core Light Water Reactor (LWR) calculations. In a similar fashion to QD, CMFD updates the nonlinear diffusion operator with corrections evaluated using the high-order transport solution. After the success of application in LWR, CMFD gained enormous popularity in the nuclear engineering community and further developments have been extended to multilevel multigrid schemes [7–10], improved schemes with better convergence stability [11] and detailed comparison with other methods [12].

DSA started as a linear method for fixed source problems and one form of it was adapted for \( k \)-eigenvalue problem by Alcouffe [13, 14]. This form of DSA is somewhat similar to QD as the diffusive leakage terms are both corrected with transport information, albeit in different ways. A close examination mathematically and numerically [2] suggests that both DSA and QD have their advantages and drawbacks over each other. Recent developments on DSA, however, focuses more on fixed source problems [11, 15].

A specific form of DSA, or Fission Diffusion Synthetic Acceleration (FDSA), was proposed
by Urbatsch [16] and demonstrated with one-group cases along for both deterministic and hybrid MC calculations.

1.1.1.2 Previous work on FDSA

Urbatsch’s form of FDSA [16] includes eigenvalue and fission source terms and bases the solvability condition with adjoint and forward diffusion solutions of the same eigenvalue problem. This provides rapid convergence rates for eigenvalue problems in which the flux distribution is diffusion-like. However, because the transport flux is normalized such that it’s orthogonal to the adjoint diffusion flux, the performance of FDSA depends on the quality of said diffusion solutions. For cases where the flux is not so diffusion-like, the method’s stability quickly deteriorates and requires damping, sometimes severe, of the correction terms to converge. Though options of different damping factors were tested, there seemed to be no rule for choosing one suitable for each case and the factors could only be chosen empirically by running repeated tests.

1.1.2 Monte Carlo methods for neutronics calculation

MC methods have the capabilities of modeling detailed geometry, utilizing continuous energy cross section data and high performance parallel computing, and have become one of the main computational tools for reactor design. To reach convergence with acceptable statistical errors with MC methods, vast amount of neutron history is required, and for problems with large optical thickness or loosely coupled fissionable regions, slow source convergence becomes the main obstacle in obtaining results efficiently. Further, because of the inherent statistical error in both flux and multiplication factor, it’s not so easy to monitor the convergence process of MC methods on the fly.

To devise an indicator of source convergence process, researchers referred to information
theory based techniques [17, 18] for diagnostics of source convergence and dominance ratio calculations. The popular approach is the use of Shannon entropy in determining the convergence process of fission source [19]. In recent use of MC methods in criticality calculations, Shannon entropy is usually monitored together with the statistical error of the multiplication factor.

1.1.2.1 Hybrid Monte Carlo/Deterministic methods

With the diagnostic measures, MC calculations are still rather costly computationally compared to contemporary deterministic calculations. The development of hybrid MC/deterministic methods is aimed at this. Various techniques have been developed to accomplish either variance reduction [20–23] or acceleration of source convergence in MC methods. Most of these techniques involve the development of a hybrid MC/deterministic method which is structurally similar to the acceleration methods for deterministic methods, with MC transport calculation as high-order problem and the deterministic calculation as low-order problem. Within the scope of this project, we focus on the acceleration of source convergence with hybrid MC/deterministic method.

1.1.2.2 Source convergence acceleration

The research on source convergence acceleration in MC methods first targeted physical problems with large optical thickness regions where few neutrons would score[24]. The forward-based method utilizes the concept of neutron weight in MC method which was originally designed for tallying purposes. This was the first attempt to use QD to construct the low-order problem and to accelerate source convergence, and was further developed into functional MC method [25]. It has also been shown in simpler form that MC/QD method could achieve acceleration goals [26, 27].

With the feasibility of constructing hybrid methods in this manner proven, researchers also developed hybrid MC/CMFD[28–30] or MC/pCMFD [31] methods with different discretization
or implementation details, which was later generalized or functionalized [32–34]. It has also been shown that the stability of MC/CMFD method is similar to that of CMFD [35]. MC/CMFD was later coupled with thermal hydraulics feedback for multiphysics analysis [36].

OpenMC [37] is one of the recent developed MC/CMFD solvers. With CMFD acceleration capability for comparison purpose and open source access, it was chosen as the MC solver for the hybrid method we aimed to develop.

1.1.2.3 Variance reduction

Another main feature of the hybrid neutronics methods is the variance reduction in the active cycles, mainly to reduce the inherent statistical error in MC methods. Like how the acceleration of source convergence is achieved in the inactive cycles, variance reduction is also realized by applying a certain importance function on the source particles’ distribution. Successes were made with the Consistent Adjoint Driven Importance Sampling (CADIS) [21, 38] which computes the adjoint eigenfunction as the improved source distribution, and the Response Matrix method [22, 39] that constructs a response matrix and achieves variance reduction with its response. Although the actual application in the active cycles is not that different from the one in inactive cycles, early work on MC-CMFD showed that the hybrid methods can lower the magnitude of variance by a factor of up to 10 [32, 40] by applying the CMFD feedback in multigroup cases. More recently, Park et al [41] extended MC-CMFD to continuous energy MC method, and found out that the variance reduction with MC-CMFD could also be observed in full core calculation with continuous energy cross section, although the reduction is only 50% less than the standalone MC simulation.
1.2 Motivation of FDSA

In searching for an acceleration scheme with rapid convergence rate and solid stability for the hybrid method, one would find that DSA is a good candidate. The application of DSA in hybrid neutronics method is absent and previous work of FDSA yielded compromised results with impacted convergence stability. In fact, even with the one-group slab-geometry case [16], the FDSA method was not able to meet the expectation, and was certainly not comparable to later methods such as CMFD.

This led to our preliminary study on MC-DSA [42], the results of which are included in Appendix-B.1. The effort to use DSA for acceleration of eigenvalue problem was not satisfying, either. For the simple homogeneous slab problem, the MC-DSA solver we constructed had trouble in providing rapid convergence rate and the low-order DSA feedback needed to be turned off after certain iterations to produce adequate acceleration effect. The convergence behavior, like what was observed on FDSA, was not stable and required careful manipulation of the calculation configuration. The reason behind this behavior was thought to be the lack of fission synthetic operators to capture the changes of eigenstates between MC cycles.

With the realization that the inclusion of fission source is unavoidable, we turned to develop such a method and made several improvements on the original FDSA method, including skipping the preconditioning with forward and adjoint diffusion solutions, simplifying the between-iteration steps, and discarding damping on correction terms. These changes were made in the hope that the novel FDSA method would display a stable convergence behavior and superior convergence rate at the same time. Further, with the success of such a method, the development of both multilevel deterministic method and hybrid MC-FDSA method would be made feasible, which would ideally possess the source convergence acceleration and variance reduction features.

With these concepts and goals in mind, we will continue to the introduction of the novel
FDSA method in the following chapter.
This chapter features the theoretical formulation, discretization and implementation of the FDSA method. In pursuit of an acceleration method for \( k \)-eigenvalue problems, we formulated and developed the novel multigroup FDSA scheme based on the previous work by Urbastch [16]. However, a different approach is taken to address the non-linearity in the \( k \)-eigenvalue problems with power normalizations as this new FDSA method requires no preconditioning with adjoint and forward diffusion solution which originates from the same transport problem. This significantly simplified the FDSA scheme and reduced its complexity to the same level of the original DSA method applied in fixed source problems.
2.1 Monte Carlo eigenvalue simulations

The increasing use of MC method to solve eigenvalue problems for nuclear reactor analysis is rooted in its ability to characterize detailed geometric modeling and use of continuous energy nuclear data, a process that could potentially circumvent multiple approximations made in conventional group constant generation approaches.

The general process of Monte Carlo neutronics methods includes four steps:

1. Particle sampling: individual particles are sampled with the random seed generator based on either a user-defined source distribution at the beginning of the simulation or an updated distribution from the previous cycle.

2. Transport process: each particle undergoes the simulation of the transport process based on the physical modeling. Each particle’s track, direction, speed and reaction types are recorded and counted towards the tallies. Particles that undergo a fission process are also stored into the fission bank for the next cycle.

3. Tallies and post-processing: once all particles have been simulated and accounted for, the post-processing steps begin and the information from these particles is gathered, including their locations in space, energy, the times of different reactions that these particles have gone through in this cycle. The information is then folded into the eigenvalues and the user-defined tallies that represent the physical variables needed for analysis.

4. Updating probability density function (PDF): after the post-processing steps are completed, the default tallies on fission source distribution are then used to update the probability density function and to get ready for the next Monte Carlo cycle. Another way to finish this step is to store all fission neutrons from the previous cycle and to start the next cycle with them, thus skipping the sampling process.
The versatility of Monte Carlo methods wins over the support of researchers and industry users in the applications of reactor analysis, especially criticality calculation. However, two main issues arise in the use of MC method, mainly how to determine the convergence of MC simulation and how to quantify the statistical error in the results gathered in active cycles. These two issues are addressed by the use of Shannon entropy and different variances respectively.

2.1.1 Shannon entropy

Because the convergence process in MC method is significantly impacted by the fluctuation caused by statistical error, applying a hard check on either eigenvalue or other values of interest might not be ideal and one could more easily encounter a false convergence. Further, only monitoring the eigenvalue’s evolution from cycle to cycle does not guarantee the convergence of local quantities such as flux or fission source, especially in cases with high dominance ratio.
or highly diffusion domain. Directly checking the flux or fission source would require a spatial mesh and since no reference solution might be known and without any knowledge about the magnitude of statistical error, one would find it difficult to correctly evaluate the convergence process. Brown et al [19] applied the Shannon entropy, an estimation of a system’s state of randomness from the information science, to the MC fission source distribution and showed that it could characterize the fission source’s convergence stabilizing as more MC cycles are completed.

The computation of Shannon entropy requires a spatial mesh that encapsulates all fission sources in the physical problem. Thus the fission source within cell $i$ could be evaluated as

$$S_i = \frac{\text{Number of fission sources inside cell } i}{\text{Total number of fission sources in all cells}},$$  \hspace{1cm} (2.1)

and the Shannon entropy is defined as

$$H_{src} = - \sum_{i=1}^{I} S_i \log_2 S_i.$$  \hspace{1cm} (2.2)

Because the fission sources $S_i$ are normalized such that their sum is 1, the Shannon entropy is always positive but its value depends on the spatial mesh.

### 2.1.2 Variances of sampled variables

#### 2.1.2.1 Variance of the mean

In MC tallies, the variance of a sample is used to determine the confidence interval of variables of interest and different techniques have been developed to provide correct evaluations of variances. The commonly used form of variance is the variance of the mean.

Suppose that we have a pool of samples of variable $X_i$, and the mean value of them as $\bar{X}$. The variance of the mean is, by the Bienaymé formula,
\[ Var(\bar{X}) = Var\left(\frac{1}{N} \sum_{i=1}^{I} X_i\right) = \frac{1}{N^2} \left(\sum_{i=1}^{N} Var(X_i)\right) = \frac{1}{N^2} (N\sigma^2) = \frac{\sigma^2}{N}. \tag{2.3} \]

The variance \( \sigma^2 \) of samples \( X_i \), modified with Bessel’s correction, is

\[ \sigma^2 = \frac{1}{N-1} \sum_{i=1}^{N} (X_i - \bar{X})^2 = \frac{1}{N-1} \left(\sum_{i=1}^{N} X_i^2 - N\bar{X}^2\right). \tag{2.4} \]

So the variance of the mean \( \sigma^2_{\bar{X}} \) is

\[ \sigma^2_{\bar{X}} = \frac{1}{N-1} \left(\frac{1}{N} \sum_{i=1}^{N} X_i^2 - \bar{X}^2\right). \tag{2.5} \]

This form of variance of the mean is suitable for MC simulations as only two sets of sample data \( X_i \) and \( \bar{X} \) need to be saved in memory and the variance of the mean could be calculated at each cycle as the simulation marches on.

### 2.1.2.2 Apparent and real variances

As researchers start to focus on the local properties of variables in MC simulations, it was found that the true variance of such properties could be significantly larger than the variance of the mean presented above [43]. Ueki [44] suggested the use of real variance against apparent variance to represent the true variance of variables in MC and Shim and Kim [45] later provided an alternative form of such definitions.

In order to evaluate the apparent and real variance of a variable \( X \), one would need to repeat the same simulation \( M \) times and acquire \( M \) sets of the variable’s mean value \( X_m \) and variance \( \sigma^2_m \). The apparent variance is simply the mean of the variance

\[ \sigma^2_A = \frac{1}{M} \sum_{m=1}^{M} \sigma^2_m, \tag{2.6} \]
while the real variance is defined as the variance of the mean value $X_m$

$$\sigma_R^2 = \frac{M}{M-1} \left( \frac{1}{M} \sum_{m=1}^{M} X_m^2 - \left[ \frac{1}{M} \sum_{m=1}^{M} X_m \right]^2 \right).$$

(2.7)

The apparent variance characterizes how the interval of confidence changes on the repeated runs of the same case, while the real variance estimates the behavior of the mean values. Previous work [30, 32, 41, 46] has shown that the real variance of local properties of interest, such as flux and fission rate in fuel pins, could be much higher than the apparent variance for MC solvers, in either multigroup or continuous energy simulations. Thus these two estimators have been widely applied to assess the performance of hybrid neutronics method in the aspect of variance reduction. The real-to-apparent ratio $r_{R/A} = \frac{\sigma_R}{\sigma_A}$ serves as a more direct way to look at the reduction from the apparent variance to the real one.

### 2.2 Formulation of FDSA method

The formulation and discretization of multigroup FDSA method is presented here, together with a finite volume scheme for multidimensional applications. A one-speed formulation of the same method could be found in Appendix-A.1.

#### 2.2.1 Multigroup formulation of FDSA

Consider the multi-group transport equation for $k$-eigenvalue problem in a slab geometry with $x \in [0, X]$,

$$\mu \frac{\partial \psi_g(x, \mu)}{\partial x} + \Sigma_{t,g}(x) \psi_g(x, \mu) = \frac{1}{2} \sum_{g' = 1}^{G} \Sigma_{s,g' \rightarrow g}(x) \int_{-1}^{1} \psi_{g'}(x, \mu) d\mu + \frac{1}{2k} \chi_g(x) \sum_{g' = 1}^{G} v_{f,g'} \Sigma_{f,g'}(x) \int_{-1}^{1} \psi_{g'}(x, \mu) d\mu .$$

(2.8)
Let $\phi_g = \int_{-1}^{1} \psi_g d\mu$ and omit the dependencies and add indices for iterations:

$$
\mu \frac{\partial \psi_g^{(l+1/2)}}{\partial x} + \Sigma_{t,g} \psi_g^{(l+1/2)} = \frac{1}{2} \sum_{g'=1}^{G} \sum_{s,g'\rightarrow g} \phi_g^{(l)} + \frac{\chi_g}{2k(l)} \sum_{g'=1}^{G} v_{f,g'} \sum_{f,g'} \phi_g^{(l)} , \quad (2.9)
$$

where $l$ denotes the iteration index and $g$ for a total of $G$ energy groups.

For transport calculation we equate $\psi_g^{(l+1)} = \psi_g^{(l+1/2)}$ and move to the next iteration. In the acceleration scheme we define the correction term as

$$
p^{(l+1)} = \psi_g - \psi_g^{(l+1/2)}, \quad (2.10)
$$

where $\psi$ is the true solution to the transport equation, and the intermediate step is completed with

$$
\psi_g^{(l+1)} = \psi_g^{(l+1/2)} + p_g^{(l+1)} . \quad (2.11)
$$

Replace the true solution $\psi$ and $\phi$ in Eq. (2.8) with Eq. (2.10)

$$
\frac{\partial}{\partial x} \left( \psi_g^{(l+1/2)} + p_g^{(l+1)} \right) + \Sigma_{t,g} \left( \psi_g^{(l+1/2)} + p_g^{(l+1)} \right) = \\
\frac{1}{2} \sum_{g'=1}^{G} \sum_{s,g'\rightarrow g} \phi_g^{(l+1/2)} + \frac{\chi_g}{2k(l)} \sum_{g'=1}^{G} v_{f,g'} \sum_{f,g'} \phi_g^{(l)} + \int_{-1}^{1} p_g^{(l+1)} d\mu . \quad (2.12)
$$

Subtract Eq. (2.9) from Eq. (2.12) and rearrange

$$
\mu \frac{\partial p_g^{(l+1)}}{\partial x} + \Sigma_{t,g} p_g^{(l+1)} - \frac{1}{2} \sum_{g'=1}^{G} \sum_{s,g'\rightarrow g} \int_{-1}^{1} p_g^{(l+1)} d\mu - \frac{\chi_g}{2k} \sum_{g'=1}^{G} v_{f,g'} \sum_{f,g'} \phi_g^{(l+1/2)} = \\
\frac{\chi_g}{2k} \sum_{g'=1}^{G} v_{f,g'} \sum_{f,g'} \phi_g^{(l+1/2)} - \frac{\chi_g}{2k(l)} \sum_{g'=1}^{G} v_{f,g'} \sum_{f,g'} \phi_g^{(l)} . \quad (2.13)
$$
Define the correction terms on scalar flux and current

\[
f_{0,g}^{(l+1)} = \int_{-1}^{1} p_g^{(l+1)} d\mu, \quad (2.14)
\]

\[
f_{1,g}^{(l+1)} = \int_{-1}^{1} \mu p_g^{(l+1)} d\mu, \quad (2.15)
\]

and substitute \( f_1^{(l+1)} p_g^{(l+1)} d\mu \) in the previous equation:

\[
\mu \frac{\partial p_g^{(l+1)}}{\partial x} + \Sigma_{i,g} p_g^{(l+1)} - \frac{1}{2} \sum_{g'=1}^{G} \Sigma_{x,g'\rightarrow g} f_{0,g'}^{(l+1)} - \frac{\chi_g}{2k} \sum_{g'=1}^{G} V_{f,g'} \Sigma_{f,g'} f_{0,g'}^{(l+1)} = \frac{\chi_g}{2k} \sum_{g'=1}^{G} V_{f,g'} \Sigma_{f,g'} \phi_g^{(l+1/2)} - \frac{\chi_g}{k(l)} \sum_{g'=1}^{G} V_{f,g'} \Sigma_{f,g'} \phi_{g'}^{(l)} . \quad (2.16)
\]

Apply operator \( f_1^{(l+1)} \cdot d\mu \) on Eq. (2.16):

\[
\frac{\partial f_{1,g}^{(l+1)}}{\partial x} + \Sigma_{i,g} f_{0,g}^{(l+1)} - \sum_{g'=1}^{G} \Sigma_{x,g'\rightarrow g} f_{0,g'}^{(l+1)} - \frac{\chi_g}{k} \sum_{g'=1}^{G} V_{f,g'} \Sigma_{f,g'} f_{0,g'}^{(l+1)} = \frac{\chi_g}{k(l)} \sum_{g'=1}^{G} V_{f,g'} \Sigma_{f,g'} \phi_{g'}^{(l+1)} - \frac{\chi_g}{k(l)} \sum_{g'=1}^{G} V_{f,g'} \Sigma_{f,g'} \phi_{g'}^{(l)} . \quad (2.17)
\]

Apply operator \( f_1^{(l+1)} \mu \cdot d\mu \) on Eq. (2.16):

\[
\frac{\partial}{\partial x} \int_{-1}^{1} \mu^2 p_g^{(l+1)} d\mu + \Sigma_{i,g} f_{1,g}^{(l+1)} = 0 . \quad (2.18)
\]

Apply the \( P_1 \) approximation on the correction term \( p_g^{(l+1/2)} \)

\[
p_g^{(l+1)} \approx \frac{1}{2} \left( f_{0,g}^{(l+1)} + 3 \mu f_{1,g}^{(l+1)} \right) . \quad (2.19)
\]
and substitute in Eq. (2.18):
\[ f^{(l+1)}_{1,g} = -\frac{1}{3\Sigma_{1,g}} \frac{\partial}{\partial x} f^{(l+1)}_{0,g} . \] (2.20)

Substitute Eq. (2.20) into Eq. (2.17), and we have:

\[ -\frac{\partial}{\partial x} \frac{1}{3\Sigma_{1,g}} \frac{\partial}{\partial x} f^{(l+1)}_{0,g} + \Sigma_{1,g} f^{(l+1)}_{0,g} - \frac{G}{k} \sum_{g'=1}^{G} \Sigma_{l,g'\rightarrow g} f^{(l+1)}_{0,g'} - \frac{\chi_{g}}{k} \sum_{g'=1}^{G} v_{f,g'} \Sigma_{f,g'} f^{(l+1)}_{0,g'} = \]

\[ \frac{\chi_{g}}{k} \sum_{g'=1}^{G} v_{f,g'} \Sigma_{f,g'} \phi^{(l+1)/2}_{g'} - \frac{\chi_{g}}{k(l)} \sum_{g'=1}^{G} v_{f,g'} \Sigma_{f,g'} \phi^{(l)}_{g'} . \] (2.21)

Replacing the true eigenvalue \( k \) on the left hand said with the eigenvalue from the latest transport calculation \( k^{(l+1/2)} \), we would arrive at

\[ -\frac{\partial}{\partial x} \frac{1}{3\Sigma_{1,g}} \frac{\partial}{\partial x} f^{(l+1)}_{0,g} + \Sigma_{1,g} f^{(l+1)}_{0,g} - \frac{G}{k^{(l+1/2)}} \sum_{g'=1}^{G} \Sigma_{l,g'\rightarrow g} f^{(l+1)}_{0,g'} - \frac{\chi_{g}}{k^{(l+1/2)}} \sum_{g'=1}^{G} v_{f,g'} \Sigma_{f,g'} f^{(l+1)}_{0,g'} = \]

\[ \frac{\chi_{g}}{k^{(l+1/2)}} \sum_{g'=1}^{G} v_{f,g'} \Sigma_{f,g'} \phi^{(l+1)/2}_{g'} - \frac{\chi_{g}}{k^{(l)}} \sum_{g'=1}^{G} v_{f,g'} \Sigma_{f,g'} \phi^{(l)}_{g'} . \] (2.22)

The correction term \( f^{(l+1/2)}_0 \) can be acquired by solving Eq. (B.1), and is applied to scalar flux by

\[ \phi^{(l+1)}_{g} = \phi^{(l+1/2)}_{g} + f^{(l+1)}_{0,g} , \] (2.23)

and the new eigenvalue is evaluated with

\[ k^{(l+1)} = k^{(l+1/2)} \frac{\sum_{l=1}^{G} v_{g'} \Sigma_{f,g'} \phi^{(l+1)}_{g'} dx}{\sum_{l=1}^{G} v_{g'} \Sigma_{f,g'} \phi^{(l+1/2)}_{g'} dx} , \] (2.24)

where \( k^{(l+1/2)} \) is the eigenvalue from the latest transport sweep, or

\[ k^{(l+1)} = \frac{\sum_{l=1}^{G} v_{g'} \Sigma_{f,g'} \phi^{(l+1)}_{g'} dx}{\sum_{l=1}^{G} J_{g'}(x = X) + \sum_{l=1}^{G} J_{g'}(x = J) + \sum_{l=1}^{G} \sum_{a,g} \phi^{(l+1/2)}_{g'} dx} . \] (2.25)
2.2.2 Discretization of multigroup FDSA equation

Consider a slab of width $L$ with a mesh of $J$ cells. With a $S_N$ angular quadrature set, the discrete transport equation is

$$
\frac{\mu_m}{h_j} (\psi_{m,g,j+1/2} - \psi_{m,g,j-1/2}) + \sum_{g,j} \psi_{m,g,j} - \frac{1}{2} \sum_{g' = 1}^G \sum_{g' \rightarrow g,j} \phi_{g',j} = \frac{\chi_g}{2k} \sum_{g' = 1}^G v_{f,g',j} \sum_{f,g',j} \phi_{g',j},
$$

where $\psi$ is the true solution and $\phi_{g,j} = \sum_{m=1}^N \psi_{m,g,j} \omega_m$, and the angular quadrature weights are such that $\sum_{m=1}^N \omega_m = 2$. The indexes $j$ and $j \pm 1/2$ denote the cell-center and cell-edge quantities respectively. With Diamond Differencing we have:

$$
\psi_{m,g,j} = \frac{1}{2} (\psi_{m,g,j+1/2} + \psi_{m,g,j-1/2}).
$$

The right boundary is reflective and the left boundary is vacuum:

$$
\psi_{m,g,1/2} = \psi_{n,g,1/2}, \quad \mu_m = -\mu_n > 0, \quad \psi_{m,g,J+1/2} = 0, \quad \mu_m < 0.
$$

The iterative form of the transport equation, Eq. (2.26) is

$$
\frac{\mu_m}{h_j} (\psi_{m,g,j+1/2} - \psi_{m,g,j-1/2}) + \sum_{g,j} \psi_{m,g,j} = \frac{\chi_g}{2k} \sum_{g' = 1}^G v_{f,g',j} \sum_{f,g',j} \phi_{g',j},
$$

$$
\psi_{m,g,j}^{(l+1/2)} = \frac{1}{2} (\psi_{m,g,j+1/2}^{(l)} + \psi_{m,g,j-1/2}^{(l)}).
$$
where \( l \) indicates the iteration. The correction terms on the angular flux are defined as:

\[
\begin{align*}
\psi_{m,g,j}^{(l+1)} & = \psi_{m,g,j}^{(l+1/2)}, \\
p_{m,g,j}^{(l+1)} & = \psi_{m,g,j+1/2}^{(l+1/2)} - \psi_{m,g,j}^{(l+1/2)}, \\
p_{m,g,j+1/2}^{(l+1)} & = \psi_{m,g,j+1/2}^{(l+1/2)} - \psi_{m,g,j}^{(l+1/2)},
\end{align*}
\]  

(2.31)  

(2.32)

and we also have the Diamond Difference relationship and definition of correction on the scalar flux \( \phi \)

\[
\phi_{g,j}^{(l+1/2)} = \frac{1}{2} \left( \phi_{g,j}^{(l+1/2)} + \phi_{g,j}^{(l+1)} \right),
\]

(2.33)

\[
\phi_{g,j}^{(l+1)} = \phi_{g,j}^{(l+1/2)} + \sum_{m=1}^{N} p_{m,g,j}^{(l+1)}
\]

(2.34)

Subtract Eq. (2.29) from Eq. (2.26) and replace corresponding terms in Eq. (2.31), we would arrive at

\[
\frac{\mu_m}{h_j} \left( p_{m,g,j+1/2}^{(l+1)} - p_{m,g,j-1/2}^{(l+1)} \right) + \sum_{l,g,j} \psi_{m,g,j}^{(l+1/2)} - \frac{1}{2} \sum_{g'=1}^{G} \sum_{s,g' \rightarrow g,j} \psi_{m,g',j}^{(l+1)} + \frac{1}{2} \sum_{m=1}^{N} p_{m,g,j}^{(l+1)} =
\]

\[
\frac{\chi_g}{2k} \sum_{g'=1}^{G} V_{f,g',j} \sum_{g' \rightarrow g,j} \phi_{g',j}^{(l+1/2)} - \frac{\chi_g}{2k^{(l)}} \sum_{g'=1}^{G} V_{f,g',j} \sum_{g' \rightarrow g,j} \phi_{g',j}^{(l)}.
\]

(2.35)

Add and subtract \( \frac{\chi_g}{2k} \sum_{g'=1}^{G} V_{f,g',j} \sum_{g' \rightarrow g,j} \phi_{g',j}^{(l+1/2)} \) on the right hand side of Eq. (2.35), we have:

\[
\frac{\mu_m}{h_j} \left( p_{m,g,j+1/2}^{(l+1)} - p_{m,g,j-1/2}^{(l+1)} \right) + \sum_{l,g,j} \psi_{m,g,j}^{(l+1/2)} - \frac{1}{2} \sum_{g'=1}^{G} \sum_{s,g' \rightarrow g,j} \psi_{m,g',j}^{(l+1)} + \frac{1}{2} \sum_{m=1}^{N} p_{m,g,j}^{(l+1)} =
\]

\[
\frac{\chi_g}{2k} \sum_{g'=1}^{G} V_{f,g',j} \sum_{g' \rightarrow g,j} \phi_{g',j}^{(l+1/2)} - \frac{\chi_g}{2k^{(l)}} \sum_{g'=1}^{G} V_{f,g',j} \sum_{g' \rightarrow g,j} \phi_{g',j}^{(l)} +
\]

\[
\frac{\chi_g}{2k} \sum_{g'=1}^{G} V_{f,g',j} \sum_{g' \rightarrow g,j} \phi_{g',j}^{(l+1/2)} - \frac{\chi_g}{2k} \sum_{g'=1}^{G} V_{f,g',j} \sum_{g' \rightarrow g,j} \phi_{g',j}^{(l+1/2)}. \]  

(2.36)
Add and subtract $\frac{1}{2} \sum_{g'} G v_{f,g',j}^\prime \Sigma f_{g',j}^\prime \sum_{m=1}^N p_{m,g',j}^{(l+1)}$ and rearrange, we have:

$$\frac{\mu_m}{h_j} \left( p_{m,g,j+1/2}^{(l+1)} - p_{m,g,j-1/2}^{(l+1)} \right) + \Sigma_{l,g,j} p_{m,g,j}^{(l+1)}$$

$$- \frac{\chi_g}{2k} \sum_{g'} G v_{f,g',j}^\prime \Sigma f_{g',j}^\prime \sum_{m=1}^N p_{m,g',j}^{(l+1)} - \frac{1}{2} \sum_{g'} G \Sigma_{s,g'}^{g,j} \sum_{m=1}^N p_j^{(l+1)} =$$

$$\frac{\chi_g}{2k} \sum_{g'} G v_{f,g',j}^\prime \Sigma f_{g',j}^\prime \phi_{g',j}^{(l+1)/2} - \frac{\chi_g}{2k(l)} \sum_{g'} G v_{f,g',j}^\prime \Sigma f_{g',j}^\prime \phi_{g',j}^{(l)} \cdot (2.37)$$

Add and subtract $\frac{1}{2} \sum_{g'} G \Sigma_{s,g'}^{g,j} \phi_{g',j}^{(l+1)/2}$ on the right hand side of Eq. (2.37), we have:

$$\frac{\mu_m}{h_j} \left( p_{m,g,j+1/2}^{(l+1)} - p_{m,g,j-1/2}^{(l+1)} \right) + \Sigma_{l,g,j} p_{m,g,j}^{(l+1)}$$

$$- \frac{\chi_g}{2k} \sum_{g'} G v_{f,g',j}^\prime \Sigma f_{g',j}^\prime \sum_{m=1}^N p_{m,g',j}^{(l+1)} - \frac{1}{2} \sum_{g'} G \Sigma_{s,g'}^{g,j} \sum_{m=1}^N p_j^{(l+1)} =$$

$$\frac{\chi_g}{2k} \sum_{g'} G v_{f,g',j}^\prime \Sigma f_{g',j}^\prime \phi_{g',j}^{(l+1)/2} - \frac{\chi_g}{2k(l)} \sum_{g'} G v_{f,g',j}^\prime \Sigma f_{g',j}^\prime \phi_{g',j}^{(l)} \cdot (2.38)$$

The boundary conditions become:

$$p_{m,g,1/2}^{(l+1)} = p_{n,g,1/2}^{(l+1)}, \quad \mu_m = -\mu_n > 0,$$

$$p_{m,g,j+1/2}^{(l+1)} = 0, \quad \mu_m < 0, \quad (2.39)$$

Eq. (2.37) is exact but just as difficult to solve as the original transport equation, so we proceed to derive the diffusion-like form of it.

Define the angular moments of correction terms:

$$f_{0,g,j}^{(l+1)} = \sum_{m=1}^N p_{m,g,j}^{(l+1)} \omega_m, \quad (2.40)$$

$$f_{1,g,j}^{(l+1)} = \sum_{m=1}^N \mu_m p_{m,g,j}^{(l+1)} \omega_m, \quad (2.41)$$
Applying an operator $\sum_{m=1}^{N}(\cdot)\omega_m$ on Eq. (2.37) and plug in Eq. (2.40) and Eq. (2.41), we have

$$\frac{1}{\hbar_j} \left( f_{1.g,j+1/2}^{(l+1)} - f_{1.g,j-1/2}^{(l+1)} \right) + \sum_{g'} \sum_{g'} f_{0.g,j}^{(l+1)} - \sum_{g' = 1}^{G} \sum_{g' = 1}^{G} v_{g.g',j} \sum_{g' = 1}^{G} v_{g.g',j} f_{0.g,j}^{(l+1)} = \frac{\chi_g}{k} \sum_{g' = 1}^{G} v_{g.g',j} \sum_{g' = 1}^{G} v_{g.g',j} f_{0.g,j}^{(l+1)} = \frac{\chi_g}{k} \sum_{g' = 1}^{G} v_{g.g',j} \sum_{g' = 1}^{G} v_{g.g',j} f_{0.g,j}^{(l+1)}, \quad 1 \leq j \leq J. \quad (2.42)$$

Apply another operator $\sum_{m=1}^{N} \mu_m (\cdot)\omega_m$ on Eq. (2.37) and plug in Eq. (2.40) and Eq. (2.41), we have

$$\frac{1}{3\hbar_j} \left( f_{0.g,j+1/2}^{(l+1)} - f_{0.g,j-1/2}^{(l+1)} \right) + \sum_{g'} f_{1.g,j}^{(l+1)} = 0, \quad 1 \leq j \leq J. \quad (2.43)$$

Applying the same operators on Eq. (2.33) yields

$$f_{0.g,j}^{(l+1)} = \frac{1}{2} \left( f_{0.g,j+1/2}^{(l+1)} + f_{0.g,j-1/2}^{(l+1)} \right), \quad (2.44)$$

$$f_{1.g,j}^{(l+1)} = \frac{1}{2} \left( f_{1.g,j+1/2}^{(l+1)} + f_{1.g,j-1/2}^{(l+1)} \right). \quad (2.45)$$

Assuming the angular flux correction is linearly anisotropic,

$$p_{m.g,j}^{(l+1)} \approx \frac{1}{2} \left( f_{0.g,j}^{(l+1)} + 3\mu_m f_{1.g,j}^{(l+1)} \right), \quad (2.46)$$

the vacuum boundary on the right side, represented by zero incoming partial current, would be

$$0 = \sum_{\mu_m < 0} \mu_m p_{m.g,j+1/2}^{(l+1)} \omega_m$$

$$\approx \sum_{\mu_m < 0} \frac{1}{2} \mu_m \left( f_{0.g,j+1/2}^{(l+1)} + 3\mu_m f_{1.g,j+1/2}^{(l+1)} \right) \omega_m$$

$$= \frac{1}{2} \sum_{\mu_m < 0} \mu_m \omega_m f_{0.g,j+1/2}^{(l+1)} + \frac{3}{2} \sum_{\mu_m < 0} \mu_m \omega_m f_{1.g,j+1/2}^{(l+1)} \cdot (2.47)$$
Let \( \gamma = 2 \sum_{\mu_m>0} \mu_m \omega_m \) and we also have
\[
\sum_{\mu_m<0} \mu_m^2 \omega_m = \frac{1}{2} \sum_{m=1}^{N} \mu_m^2 \omega_m = \frac{1}{3} . \tag{2.48}
\]
The right boundary condition becomes
\[
0 = -\gamma f_{0,g,J+1/2}^{(l+1)} + 2f_{1,g,J+1/2}^{(l+1)} . \tag{2.49}
\]
The left boundary condition is simply
\[
f_{1,g,1/2}^{(l+1)} = 0 . \tag{2.50}
\]
To achieve consistent discretization in the low-order problem, we need to eliminate \( f_{0,g,j}^{(l+1)} \) and \( f_{1,g,j}^{(l+1)} \) in Eq. (2.42) and Eq. (2.43) with Eq. (2.44) and Eq. (2.45). However, because of the scattering and fission term on the RHS in Eq. (2.42), this procedure would yield a rather complicate system of equations. Thus we apply the diffusion approximation on the current correction instead
\[
f_{1,g,j+1/2}^{(l+1)} = -\frac{2}{3} \left( \frac{f_{0,g,j+1}^{(l+1)} - f_{0,g,j}^{(l+1)}}{\sum_{g,j+1} h_{j+1} + \sum_{g,j} h_{j}} \right) , 1 \leq j \leq J - 1 , \tag{2.51}
\]
Thus we arrive at a system of equations comprised of Equations (2.42), (2.49) and (2.50). The elimination of the current correction \( f_{0,g,j+1/2}^{(l+1)} \) in Eq. (2.42) would yield a diagonal dominant matrix which then could be solved for the flux correction \( f_{0,g,j}^{(l+1)} \). The cost of using cell-average discretization instead of cell-edge discretization will likely be the deterioration of convergence stability to some extent, according to previous research[12].

Here are some observations on the FDSA low-order equation, Eq. (2.42):
1. The inclusion of eigenvalues from transport calculation, \( k^{(l)} \) and \( k^{(l+1/2)} \), makes the low-order problem nonlinear. Relating to the linear behavior of DSA method, this nonlinear feature seems to be adapting to the eigenvalue problem for which the FDSA method is intended.

2. The scattering and fission terms on the left hand side, \( \sum_{g'=1}^{G} \Sigma_{s,g' \rightarrow g} f_{0,g'}^{(l+1)} \) and \( \sum_{g'=1}^{G} v_{f,g'} \Sigma_{f,g'} f_{0,g'}^{(l+1)} \), indicates that even though the system of equations of Eq. (B.1), if written in matrix form, is still diagonal dominant, there will be more stripes parallel to the diagonal no matter how it is discretized. This is more complicated and difficult to solve than the contemporary methods such as CMFD and QD, and becomes exceedingly so with increasing number of energy groups one intends to use in the low-order problem.

3. The low-order problem itself is not an eigenvalue problem. According to Adams and Larsen [2], eigenvalue problems are more “naturally” accelerated with low-order problems constructed as eigenvalue problems themselves. What this indicates for the FDSA method is not clear, however, Eq. (B.1) only needs to be solved once between consecutive transport calculations. On this aspect it seems that even though it’s more complex than other methods as more terms are involved, solving Eq. (B.1) might not be as burdensome as we thought.

For implementation in a multidimensional code, the finite volume discretization scheme could be acquired by the following procedure. The space notation is \((x,y,z) \rightarrow i,j,k\), energy group \(g', g \in (1, G)\) and volume-integral inner product \( \langle \cdot \rangle \). The cross section and scalar flux are defined as
\[ \Sigma_{g} = \frac{\langle \Sigma_{g_{t},i,j,k}\phi_{g_{i,j,k}} \rangle}{\langle \phi_{g_{i,j,k}} \rangle}, \quad (2.52a) \]

\[ \Sigma_{s} = \frac{\langle \Sigma_{s_{g_{t},i,j,k}}\phi_{g_{i,j,k}} \rangle}{\langle \phi_{g_{i,j,k}} \rangle}, \quad (2.52b) \]

\[ \Sigma_{f} = \frac{\langle \Sigma_{f_{g_{t},i,j,k}}\phi_{g_{i,j,k}} \rangle}{\langle \phi_{g_{i,j,k}} \rangle}, \quad (2.52c) \]

\[ \phi_{g_{i,j,k}} = \frac{\langle \phi_{g_{i,j,k}} \rangle}{\langle \phi_{g_{i,j,k}} \rangle}, \quad (2.52d) \]

For anisotropic scattering, we would also have

\[ \Sigma_{tr} = \Sigma_{t} - \sum_{g=1}^{G} \Sigma_{s_{1}}. \]

With diffusion approximation, Eq. (A.13) becomes

\[ f_{(l+1),g_{1},j_{1},k} = \pm \frac{2}{3} \left( \frac{f_{(l+1),g_{0},i_{1},j_{1},k} - f_{(l+1),g_{0},i_{1},j_{1},k}}{\Sigma_{g_{t},i_{1},j_{1},k} + \Sigma_{g_{t},i_{1},j_{1},k}} \right), \quad (2.53) \]

and could accommodate boundary cells with albedo boundary condition [47]:

\[ f_{(l+1),g_{1},i_{1},j_{1},k} = \pm \frac{2(1 - \beta_{g_{1},i_{1},j_{1},k})}{4(1 + \beta_{g_{1},i_{1},j_{1},k}) + 3(1 - \beta_{g_{1},i_{1},j_{1},k})\Sigma_{g_{t},i_{1},j_{1},k}h_{i_{1}}f_{0,i_{1},j_{1},k}}, \quad (2.54) \]
Let $\tilde{D}_{i+1/2,j,k}^g = \frac{2}{3(\Sigma_{g',i+1,j,k}h_{i+1} + \Sigma_{g',j,k}h_{j})}$, and the FDSA equation, Eq. (2.42), becomes

$$
\begin{align*}
- \frac{\tilde{D}_{i+1/2,j,k}^g}{h_i} f_{0,i+1,j,k}^g + \frac{\tilde{D}_{i,j+1/2,k}^g}{h_j} f_{0,i,j+1,k}^g - \frac{\tilde{D}_{i,j,k+1/2}^g}{h_k} f_{0,i,j,k+1}^g + 2 \left( \frac{\tilde{D}_{i+1/2,j,k}^g}{h_i} + \frac{\tilde{D}_{i+1/2,j,k}^g}{h_j} \right) f_{0,i,j,k}^g \\
- \frac{\tilde{D}_{i+1/2,j,k}^g}{h_i} f_{0,i-1,j,k}^g + \frac{\tilde{D}_{i,j+1/2,k}^g}{h_j} f_{0,i,j-1,k}^g - \frac{\tilde{D}_{i,j,k+1/2}^g}{h_k} f_{0,i,j,k-1}^g + \left( \sum_{g'} G_{g'} \frac{\Sigma g' \rightarrow g}{k(l+1/2)} \right) f_{0,i,j,k}^g \\
= \sum_{g'=1}^{G} \frac{\sum_{g''} \phi_{g''}^{(l+1/2),g} (l+1/2)}{k(l+1/2)} - \sum_{g'=1}^{G} \frac{\sum_{g''} \phi_{g''}^{(l),g} (l)}{k(l)}.
\end{align*}
$$

(2.55)

for an internal cell. The above system of equations could form a diagonal dominant matrix with the fission synthetic operator as the source term. This system of equations could then be solved to acquire the FDSA correction terms $f_{0,i,j,k}^g$ which are applied to the transport eigenfunction

$$
\phi_{i,j,k}^{(l+1/2)} = \phi_{i,j,k}^{(l+1/2)} + d \times f_{0,i,j,k}^g,
$$

(2.56)

where $d$ is the damping factor used only in active cycles to avoid negative fluxes. The corrected eigenvalue could be evaluated with

$$
k^{(l+1)} = k^{(l+1/2)} \times \frac{\sum_{g'=1}^{G} \sum_{g''} \phi_{g''}^{(l+1/2),g} (l+1/2) \phi_{g''}^{(l+1),g}}{\sum_{g'=1}^{G} \sum_{g''} \phi_{g''}^{(l),g} (l+1/2) \phi_{g''}^{(l),g}}.
$$

(2.57)

This finite volume scheme is applied to our OpenMC-FDSA implementation for 2D full core calculations.
2.3 Implementation of multigroup FDSA

The discretized FDSA method has been implemented into a $S_N$ and a hybrid MC solver, the approach of which will be introduced in this section. The implementation processes for the two types of solvers are similar in general, with the normalizations of flux and applying corrections at each power iteration in transport calculation. This is one of the features specifically designed to achieve the adaptability across different solvers.

2.3.1 Implementation in multigroup $S_N$ solver

For demonstration purposes, a 1D multigroup $S_N$ solver is developed with Diamond Differencing and Gauss-Legendre angular quadrature sets up to $S_{32}$ taken from the book [48]. Along with the FDSA method, other comparable methods such as DSA and CMFD are also implemented in this $S_N$ solver. A mesh-refinement study was carried out to validate the implementation process and the results are included in Appendix-B.2.

A two-level approach, similar to research done on multilevel methods [3, 7], is taken. However, the possibilities of applying FDSA in multilevel methods do not stop here. The two inputs including flux and eigenvalue, do not need to come from the same transport calculation. This feature has not been investigated adequately at this moment and thus will be excluded from the planned work.

The implementation of FDSA in the $S_N$ solver is completed according to the following algorithm:
Algorithm 1: Iterative scheme for the FDSA method.

Power iteration $l$:

\begin{algorithm}
\begin{algorithmic}
\While{$|k^{(l+1)} - k^{(l)}| > (1/\rho_k - 1) \varepsilon_k$ or $\|\phi^{(l+1)} - \phi^{(l)}\|_\infty > (1/\rho_\phi - 1) \varepsilon_\phi^{PI}$}
\State Level 1: Transport calculation:
\For{$g=1, \ldots, G$}
\State Calculate up-scattering source $\frac{1}{2} \sum_{g' = g+1}^{G} \sum_{s,g' \rightarrow g,j} \phi^{(l-1)}_{g',j}$ and fission source
\State $\chi_g \sum_{g' = 1}^{G} \nu \sum_{f,g' \rightarrow g,j} \phi^{(l)}_{g',j}$
\EndFor
\For{$g=1, \ldots, G$}
\State Calculate down-scattering source $\frac{1}{2} \sum_{g' = 1}^{g-1} \sum_{s,g' \rightarrow g,j} \phi^{(l)}_{g',j}$
\State Solve the transport equation, Eq. (2.29) for group $g$ and obtain $\phi^{(l)}_{g,j}$
\EndFor
\State Calculate $k^{(l)}$
\State Normalize $\phi^{(l)}_{g,j}$ such that $\sum_j \phi^{(l)}_{g,j} = 1$
\EndWhile
\State Level 2: Low-order FDSA calculation:
\State Solve FDSA equation Eq. (B.1) to obtain $\phi^{(l+1)}_{g,j}$
\State Normalize $\phi^{(l+1)}_{g,j}$ such that $\sum_j \phi^{(l+1)}_{g,j} = 1$
\State Calculate $k^{(l+1)}$ with Eq. (2.24)
\State Calculate $\rho_k = \frac{\|\phi^{(l+1)} - \phi^{(l)}\|_\infty}{\|\phi^{(l)} - \phi^{(l-1)}\|_\infty}$ and $\rho_\phi = \frac{|k^{(l+1)} - k^{(l)}|}{|k^{(l)} - k^{(l-1)}|}$
\end{algorithmic}
\end{algorithm}

At the inner iteration level a DSA module has been implemented. It has been discovered that FDSA could be used with DSA since the two methods are applied at different level of acceleration. And with the CMFD module in comparison, the entire $S_N$ solver functions according to the following flowchart:
2.3.2 Implementation in multigroup hybrid Monte Carlo solver

In terms of coding algorithm, the MC solver is somewhat similar to the deterministic one. Considering a standard transport calculation, a MC cycle is equivalent to the inner iteration where a fixed source problem is solved. As shown in the work on MC-DSA method [42], the
DSA method is not ideal for the application in a hybrid solver, thus no technique is applied within a MC cycle. This idea leads to the implementation approach in our work:  

**Algorithm 2:** Hybrid scheme for MC-FDSA method.

MC Cycle $l$:

**while** $l < \# \text{ of inactive cycles} \text{ do}

- **Level 1:** Transport calculation:
  
  1. Simulate a batch of neutrons to obtain $\phi_g^{(l+1/2)}$ and corresponding eigenvalue $k^{(l+1/2)}$;
  
  2. Normalize the flux tally according to total neutron weights.

- **Level 2:** Low-order FDSA calculation:
  
  1. Solve Eq. (B.1) and use Eq. (2.23) to acquire corrected flux $\phi^{(l+1)}$;
  
  2. Normalize the corrected flux $\phi_g^{(l+1)}$ such that $\sum_i \sum_g \phi_{i,g}^{(l+1)} = A$;
  
  3. Evaluate new eigenvalue $k^{(l+1)}$ with Eq. (2.24) or Eq. (2.25).

- Update fission neutron weights according to the corrected flux $\phi_g^{(l+1)}$.

**end**

In the event that the cross section data for MC solver is multigroup, the group constant generation step would not be necessary. However, since most applications of MC method are done with continuous energy cross sections, it is important that the development of hybrid neutronics methods includes this step and thus enables the application of these methods in continuous energy domain. The above algorithm could then be illustrated with Fig. 2.3.
The entire algorithm then focuses on a 3-step process within the hybrid module. Firstly the cross sections are computed with MC tallies that are predefined to capture all necessary information as introduced in Chapter 2. Then the low-order FDSA problem is constructed and solved with the cross sections, either in a matrix form for a problem smaller in dimension in space or energy, or in an iterative form similar to that of a diffusion equation. Lastly, the fission source distribution in the MC fission bank is updated with the corrected distribution through a weight-updating scheme.

To apply the corrected flux from FDSA to the neutron bank in OpenMC, the fission source needs to be calculated and the fission neutrons’ weights updated correspondingly. There are
two approaches to accomplish this. One is described in detail in Herman’s thesis [36] which computes the weights of each neutron directly based on its location in phase space. The other one, as introduced below, is to calculate the fission sources’ ratio for each one location in phase space and to multiply the ratio to the neutron weights.

First we calculate the fission sources’ ratio in phase space \((\vec{r}_j, E_g)\):

\[
F_j = \frac{\sum_{g'=1}^{G} V_{f,g',j} \Sigma_{f,g',j} \phi_{g',j}^{(l+1)}}{\sum_{g'=1}^{G} V_{f,g',j} \Sigma_{f,g',j} \phi_{g',j}^{(l+1/2)}}. \tag{2.58}
\]

For certain fission neutron born in phase space \((\vec{r}, E_g)\) with an original weight \(w_{i,g}\), the updated neutron weight would be

\[
w'_{g,j} = w_{g,j} \times F_j. \tag{2.59}
\]

To ensure that the total neutron weight \(N\) stays the same, a normalization on the neutron weights is needed:

\[
w''_{g,j} = w'_{g,j} \times \frac{N}{\sum_g \sum_j w'_{g,j}}. \tag{2.60}
\]

Note that the fission spectrum is not included in the above equations. If the number of fission neutrons is large enough such that the count of fission neutrons in each group reflect the fission spectrum correctly, the fission spectrum is not needed in this process. This avoids counting the fission neutrons in each group and only adjusts their weights according to their locations in the model and thus can be executed faster. If the fission spectrum is extremely small in certain groups, or the number of neutrons used in MC calculation is not sufficiently large, this approach would lead to a different set of neutron weights. However, in such events, the statistical error in MC calculation would be too large to generate any meaningful results anyway. In brief, the two approaches of updating neutron weights are quite similar and would achieve the same results.
2.4 Summary

The derivation and discretization of the FDSA method is introduced and explained in detail in this chapter, together with the implementation approach of such a method in both $S_N$ and hybrid solver. The theoretical advantages and possible obstacles the FDSA method might bring are also discussed in terms of the complexity of low-order problem, computational costs in solving said problem, and implementation algorithm. In general the FDSA method is similar to DSA in the sense that two transport inputs are required and the low-order problem is only solved once. Since the low-order problem is not an eigenvalue problem itself, its convergence and stability behavior is expected to be different from the more popular acceleration methods such as CMFD and QD. These behaviors are explored and investigated in Chapter 3 with numerical results in different space and energy models.
The path for the development of FDSA is of course not certain from the very beginning, and a top-down approach was taken to first demonstrate the feasibility of such a method both theoretically and numerically. Also, the acceleration of source convergence was the first and only goal at the beginning of this project with the variance reduction features added later. Thus we separate the numerical investigations of these two subjects into two chapters and include the results on source convergence acceleration in this one.

The first FDSA module was created with one-group derivation included in Appendix-A.1 in
the form of consistent discretization described in detail in Urbatsch’s thesis [16]. Though the two methods are quite different, the discretization approach is essentially the same, thus omitted here. However, the impact brought by inconsistent discretization, a topic which was crucially important for traditional DSA method, is not investigated for the FDSA method introduced in this thesis because a) Urbatsch’s work found no noticeable difference between the two ways of discretizations for various physical problems or in deterministic and hybrid methods, and b) for the multigroup FDSA in Chapter 2, a cell-edge consistent discretization is rather burdensome both mathematically and numerically. However, this might be added to the future work should the viewers find it necessary.

Several cases in slab geometry were created with artificial one-group cross sections and the results satisfyingly demonstrated that the FDSA method functions as intended, though not as well as CMFD. With its feasibility proven, the method was extended to multigroup calculations, with discretizations and implementations introduced in Chapter 2. The implemented multigroup FDSA method was then tested with both homogeneous and heterogeneous cases.

After the feasibility of such a hybrid neutronics method is proved with the multigroup cases, the extension to continuous energy simulation was implemented and tested first with a 1-D homogeneous slab case with artificial material composition and later several 2-D heterogeneous cases including the C5G7 [49] full core calculation.

### 3.1 One-group calculations in slab geometry

The one-group calculations were completed with both the deterministic and hybrid solvers and are discussed here.
3.1.1 One-group deterministic results

A heterogeneous case in slab geometry with alternating fuel and absorber is used to test the deterministic solver with FDSA module. This heterogeneous slab has the following configurations:

1. Cross section of Fuel: \( \Sigma_t = 1.0, \Sigma_s = 0.7, v\Sigma_f = 0.3071 \)

2. Cross section of Absorber: \( \Sigma_t = 1.0, \Sigma_s = 0.001, v\Sigma_f = 0.0 \)

3. Uniform lattice, 29 cm thick slab with alternating 2 cm fuel regions and 1 cm absorber regions

4. Using reflective BC on the left side and vacuum BC on the right side

The geometry of this case is shown in Fig. 3.1, with fuel shown in red and absorber in blue.

![Figure 3.1: Geometry of the heterogeneous slab.](image)

A uniform mesh with \( h = 0.126 \) cm, or 16 meshes for each centimeter in fuel or absorber region, is used in the \( S_{32} \) solver. The convergence criteria on the flux and eigenvalue is \( \varepsilon_{\phi}^{PI} = 10^{-8}, \varepsilon_k = 10^{-7}, \varepsilon_{\phi}^{IN} = 10^{-8} \). Because of the highly absorbing regions, the dominance ratio of this case is 0.996 [16], which leads to a very large number of PI in transport calculations.
The eigenvalues and numbers of transport sweeps in both high and low-order calculations are included in Table 3.1. The power iterations in CMFD are completed without Wielandt’s shift method.

Table 3.1: Eigenvalues in transport sweeps and iterations with heterogeneous slab case.

<table>
<thead>
<tr>
<th>Mode</th>
<th>Eigenvalue</th>
<th>No. of transport sweeps</th>
<th>No. of iterations in low-order problem</th>
</tr>
</thead>
<tbody>
<tr>
<td>S_N</td>
<td>0.59852533</td>
<td>2334</td>
<td>0</td>
</tr>
<tr>
<td>S_N+FDSA</td>
<td>0.59852533</td>
<td>136</td>
<td>136</td>
</tr>
<tr>
<td>S_N+CMFD</td>
<td>0.59852501</td>
<td>11</td>
<td>1304</td>
</tr>
</tbody>
</table>

The comparison among the standard transport solver, the FDSA method and the CMFD method is discussed here. Not surprisingly, the CMFD method converges with a slight difference in eigenvalue since an inconsistent discretization [7], is used in the implementation process. This can easily be minimized by tight convergence criteria in the low-order calculation. Since the one-group FDSA method is implemented with cell-edge consistent discretization, the eigenvalue it achieves is identical to that of the transport calculation. However, in terms of reducing the number of transport sweeps, the CMFD method is more superior by a large factor in this case, 10 times less than the FDSA method at the cost of 10 times more iterations in low-order problem.

Since the low-order diffusion-like problems are, in general, much easier to solve than the transport problem, it’s ideal to have a lower number of iterations in transport problem. On the other hand, an increasing number of iterations in low-order problem might neutralize the efficiency improvement brought by such acceleration methods. The heterogeneous case here is rather extreme with the high dominance ratio and in realistic cases the gap between CMFD and FDSA might not be so distinct.
3.1.2 One-group hybrid MC-FDSA results

After demonstrating that the FDSA method functions as intended in the $S_N$ solver, the same heterogeneous slab case, as shown in Fig. 3.1, is then solved with the hybrid MC-FDSA solver and the results are compared against the standalone MC calculation with OpenMC, which has an externally coupled FDSA module. However, without a direct way of monitoring the source convergence process, only the flux distribution at certain cycles are compared. The standalone OpenMC calculation would require around 300 MC cycles with 1 million particles per cycle to reach source convergence, while with FDSA feedback, this could be reduced to 20-30 cycles, as illustrated in Fig. 3.2.
Figure 3.2: Flux comparison for hybrid solver and OpenMC.

(a) Cycle 2.

(b) Cycle 5.

(c) Cycle 10.

(d) Cycle 20.

(e) Cycle 50.

(f) Cycle 100.
The flux and error in flux comparison is illustrated in Fig. 3.3, at the points where convergence is achieved for standalone OpenMC and the hybrid solver. At Cycle 20, the magnitude of error with MC-FDSA is reduced to about $10^{-4}$, which is close to the final results from the reference case. The standalone OpenMC would require about 300 cycles to achieve this, as shown in Fig. 3.3b.
Figure 3.3: Flux and error comparison in one-group test for hybrid solver and OpenMC.

This convergence behavior in the hybrid solver is similar to that in the deterministic solver. The comparison of Shannon entropy [19] of the two cases, shown in Fig. 3.4, agrees with this convergence behavior, where the MC calculation slowly converges the fission source and the
FDSA feedback would force this convergence at the very beginning. What’s more intriguing is that the FDSA feedback introduces a larger oscillation in the Shannon entropy. This does not translate into a large uncertainty in the actual flux, as shown in Fig. 3.2, but rather indicates that the FDSA feedback has a strong “correcting” effect on the MC flux convergence.

![Shannon entropy of OpenMC and hybrid solver in one-group test.](image)

**Figure 3.4:** Shannon entropy of OpenMC and hybrid solver in one-group test.

The runtime used by OpenMC and the hybrid solver is included in Table 3.2. Even though the FDSA module is externally coupled, the impact on the MC solver is minimal in terms of the actual runtime compared to the intensive transport calculation.
Table 3.2: Number of inactive cycles and runtime comparison of OpenMC and hybrid solver.

<table>
<thead>
<tr>
<th>Solver</th>
<th>No. of inactive cycles</th>
<th>Runtime (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>OpenMC</td>
<td>300</td>
<td>461.4</td>
</tr>
<tr>
<td>OpenMC+FDSA</td>
<td>20</td>
<td>46.3 (0.6 in FDSA)</td>
</tr>
</tbody>
</table>

Much effort were committed to this stage of development as it was the first time that the FDSA scheme was proved to be at least functioning. Even though the comparison is somewhat fragmented without a hybrid MC-CMFD solver for the multigroup simulations, we acquired the first sets of results that give us the ground on which the MC-FDSA method could be evaluated. With the possibility to accelerate the power iterations for eigenvalue problems with normalization, we moved on to multigroup calculations for more realistic problems.
3.2 Multigroup calculations in slab geometry

The implementation of multigroup FDSA was firstly tested with an infinite homogeneous problem with 2-group artificial cross sections and then proceeded to heterogeneous cases with 7-group cross sections. In the matrix form, the system of equations for 2-group FDSA would take the form of:

\[
LHS = \begin{pmatrix}
  a_{11} & a_{12} & \cdots & b_{11} \\
  a_{21} & \cdots & \cdots & \cdots \\
  \cdots & \cdots & \cdots & \cdots \\
  c_{11} & \cdots & \cdots & \cdots \\
  \cdots & \cdots & \cdots & \cdots \\
  d_{11} & d_{12} & \cdots & \cdots \\
  d_{21} & \cdots & \cdots & \cdots 
\end{pmatrix}
\]

All sub-matrices are sparse matrices. The \( a_{nn} \) and \( d_{nn} \) matrices are the matrices for the current groups while the \( b_{nn} \) and \( c_{nn} \) are the group to group coupling. This matrix is made up of four diagonal dominant matrix and in a whole, diagonal dominant itself. For physical problems in 1D, up to 7 energy groups, the matrix is not that big and is efficiently solved with a linear algebra package. When more energy groups are added, which is not ideal for acceleration purpose, or when we move to multi-dimensional problems, this matrix will expand significantly, hence an successive over relaxation (SOR) solver will be needed at a later stage.

3.2.1 Multigroup deterministic results

To conduct a comprehensive test with features like multigroup cross section, heterogeneous material configuration and one-dimensional geometry, the following test was modified and
designed from the C5G7-TD benchmark [49] and work on NDA [7]. It consists of two fuel assemblies shown in Fig. 3.5, each with 17 pins and 21.42 cm in width.

<table>
<thead>
<tr>
<th>Reflection</th>
<th>MOX</th>
<th>UO2</th>
<th>Reflection</th>
</tr>
</thead>
<tbody>
<tr>
<td>← 21.42 cm →</td>
<td>← 21.42 cm →</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 3.5: Geometry of the 2-group 4-pin test.

The pin configuration in each assembly is shown in Figs. 3.6 and 3.7. The assemblies are made of alternating fuel and guide tube materials.

<table>
<thead>
<tr>
<th>UO2</th>
<th>UO2</th>
<th>GT</th>
<th>UO2</th>
<th>UO2</th>
<th>GT</th>
<th>UO2</th>
<th>GT</th>
<th>UO2</th>
<th>GT</th>
<th>UO2</th>
<th>GT</th>
<th>UO2</th>
<th>GT</th>
</tr>
</thead>
</table>

Figure 3.6: Geometry of UO2 assembly.

<table>
<thead>
<tr>
<th>MOX43</th>
<th>MOX70</th>
<th>GT</th>
<th>MOX87</th>
<th>MOX87</th>
<th>GT</th>
<th>MOX87</th>
<th>MOX87</th>
<th>GT</th>
<th>MOX87</th>
<th>MOX87</th>
<th>GT</th>
<th>MOX87</th>
</tr>
</thead>
</table>

Figure 3.7: Geometry of MOX assembly.

For UO2 and MOX pins, the pin geometry is heterogeneous as shown in Fig. 3.8. Each pin is 1.26 cm in width and divided into 14 meshes, 12 in fuel and 2 in moderator.

<table>
<thead>
<tr>
<th>Moderator</th>
<th>Fuel</th>
<th>Moderator</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.09 cm</td>
<td>← 1.08 cm →</td>
<td>0.09 cm</td>
</tr>
<tr>
<td>1 mesh</td>
<td>12 meshes</td>
<td>1 mesh</td>
</tr>
</tbody>
</table>

Figure 3.8: Geometry of fuel pin.
And the guide tube is homogeneous with only one material.

![Figure 3.9: Geometry of guide tube.](image)

With this 7-group heterogeneous case the FDSA method’s performance could be examined. The convergence criteria is $\varepsilon_{\phi}^{PI} = 10^{-8}$, $\varepsilon_k = 10^{-7}$, $\varepsilon_{\phi}^{IN} = 10^{-8}$. The results are then compared against transport and CMFD calculations. The eigenvalues and number of power iterations consumed of these calculations are included in Table 3.3.

Table 3.3: Eigenvalues and number of power iterations in 2-assembly test.

<table>
<thead>
<tr>
<th>Solver</th>
<th>$S_N$</th>
<th>$S_N$+FDSA</th>
<th>$S_N$+CMFD</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of transport sweep in each group</td>
<td>40</td>
<td>16</td>
<td>11</td>
</tr>
<tr>
<td>No. of PI in low-order problem</td>
<td>0</td>
<td>16</td>
<td>653</td>
</tr>
<tr>
<td>$k_{inf}$</td>
<td>1.10953426</td>
<td>1.10953454</td>
<td>1.10954625</td>
</tr>
</tbody>
</table>

With only reflective boundary condition, the FDSA calculation updates the fission source much less frequently and thus the acceleration effect brought by FDSA is less compared to the above tests. Nevertheless a 40-50% acceleration in terms of number of iterations could be achieved with FDSA. The comparison against CMFD is somewhat similar to that in the one-group problem, in that though it needs less iterations in transport calculations, the CMFD method would add on a much larger number of power iterations in the low-order problem.
Whether this indicates the superiority in either method depends on the physical problem and how the solvers, both transport and diffusion ones, are constructed and optimized. However, for cases with more moderation such as this one, the FDSA method seems to perform better than itself in the one-group case with more absorption. Further, the FDSA method arrives at the transport eigenvalue while the CMFD method does not. This comes as a surprise since the discretization of multigroup FDSA Eqs. (2.42) and (2.43) is inconsistent with the transport equation Eq. (2.26).

With the success of multigroup FDSA in the $S_N$ solver, we proceeded to its investigation in the hybrid solver.

### 3.2.2 Multigroup MC-FDSA results

The above 2-assembly heterogeneous case is then constructed for the hybrid MC-FDSA solver and the same case is run with OpenMC in comparison. These two cases are completed with 1 million particles per cycles and the reference OpenMC calculation is done with the same number of particles and 1,000 cycles (100 inactive). Though we focus on validating the effectiveness of FDSA, a quick check is done on the eigenvalue so that the MC calculations provide similar outcomes. The eigenvalues from the $S_N$ solver, the hybrid solver and OpenMC are included in Table 3.4.

<table>
<thead>
<tr>
<th>Solver</th>
<th>Eigenvalue</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_N$</td>
<td>1.10953426</td>
</tr>
<tr>
<td>Hybrid</td>
<td>1.11023637</td>
</tr>
<tr>
<td>OpenMC</td>
<td>1.11020±0.00002</td>
</tr>
</tbody>
</table>

Table 3.4: Eigenvalue comparison of 1D 7-group 2-assembly test with $S_N$ and hybrid solvers.
Though the difference in eigenvalue between OpenMC and the $S_N$ solver is large which could be attributed to the discretization error and approximations like Diamond Difference, the MC-FDSA solver converges quite well at the 100th cycle to OpenMC. Since the hybrid solver produces results in good agreements with OpenMC, we proceeded to examine the flux convergence process which is more important in the development of the hybrid method.

The flux convergence is checked at certain cycles between MC-FDSA and OpenMC. To ensure that the FDSA module is providing correct feedback towards OpenMC, the flux distribution after the first FDSA calculation, from Group 1 through Group 7, is checked, as shown in Fig. 3.10.

Figure 3.10: Spatial flux distribution in Cycle 2 of 1D 7-group 2-assembly test.
Overall FDSA provides correct feedback in the hybrid solver and with it the flux distribution converges immediately, even only applied once. Across the 7 groups, the first few groups seem to be more difficult to converge which is expected since the flux magnitude is larger in those groups. Due to the difficulty in converging fluxes in higher energy groups, the flux in the first group is then examined in different cycles to monitor the flux convergence process, included in Fig. 3.11.
Figure 3.11: Spatial flux distribution of group 1 in different cycles.

(a) Cycle 2.

(b) Cycle 3.

(c) Cycle 4.

(d) Cycle 5.

(e) Cycle 10.

(f) Cycle 20.
For a close look, the flux distributions and the absolute error in flux at Cycle 2 and Cycle 10 are included in Fig. 3.12.
Judging from the flux distribution, the standalone OpenMC could converge the fission source at around 10-20 cycles. Similar to the one-group case, the source convergence in MC calculation could be accelerated by a factor of about 10. However, since the number of cycles needed by the original MC calculation is so small, it’s probable that the actual speedup is better. To confirm this acceleration effect, Shannon entropy of these two cases is compared over the 100 inactive
cycles, in Fig. 3.13.

![Graph showing Shannon entropy in 1D 7-group 2-assembly test.](image)

**Figure 3.13:** Shannon entropy in 1D 7-group 2-assembly test.

The immediate drop of Shannon entropy of corrected flux indicates that the FDSA feedback provides the acceleration needed and as shown in the Fig. 3.11, standalone OpenMC catches up at around 10-20 cycles. The general trend of flux convergence process is the same as the one-group case, though less extreme. This concludes the numerical experiments of FDSA in both deterministic and stochastic applications.

### 3.3 Continuous energy MC-FDSA results

To meet the demand of a continuous energy solver with which most MC applications are completed, the extension to continuous energy was finished. A sequence of tests were completed firstly to conduct validation and verification on the solver, and secondly to assess the MC-FDSA
performance in this new simulation mode. Two of these tests, a homogeneous slab test and a C5G7 full core case, are selected to be presented here. With the MC-CMFD module in OpenMC, we are able to conduct a side by side comparison with the two methods.

3.3.1 Continuous energy homogeneous slab case

The first test features a 70 cm wide homogeneous slab with artificial material composition [36] shown in Table 3.5. The boundary conditions on both ends of the slab are vacuum, the treatment of which is done with albedo boundary condition introduced in Chapter 2 for the low order problems. The spatial mesh for both Shannon entropy calculation and low order problems is a uniform 1 cm wide mesh and the 1-group cross sections are computed with MC tallies at the end of each MC cycle. In order to ensure a relatively high quality in tallying results, 2 million particles per cycle is used with 50 inactive and 150 active cycles in MC simulation. The reference case is, on the other hand, completed with 5 million particles per cycle and 500 cycles (50 inactive) in total.

Table 3.5: Homogeneous slab material composition.

<table>
<thead>
<tr>
<th>Density</th>
<th>19.0 gram/cm³</th>
</tr>
</thead>
<tbody>
<tr>
<td>$U_{235}$ weight percent</td>
<td>0.21</td>
</tr>
<tr>
<td>$U_{238}$ weight percent</td>
<td>0.68</td>
</tr>
<tr>
<td>$O$ weight percent</td>
<td>0.11</td>
</tr>
</tbody>
</table>

Thanks to the readily available MC-CMFD solver in OpenMC, this first test contributes to the comparison of MC-FDSA and MC-CMFD in the continuous energy simulations. To manifest the effectiveness of the hybrid solvers, a standalone MC simulation with OpenMC is
also included in the comparison. First we examine the Shannon entropy of the 3 cases with a baseline from the reference case, plotted in Fig. 3.14. Since MC-CMFD could be applied at the end of first cycle, its effect on source convergence is seen in Cycle 2, while the MC-FDSA would require 2 cycles’ inputs thus its effect starts in Cycle 3. Nevertheless, both methods behave as intended in accelerating the source convergence process and the convergence is achieved again almost instantly like it is in the multigroup case with the feedback from MC-FDSA. While the standalone MC simulation needs about 15 cycles to converge, the MC-CMFD converges at Cycle 2 and MC-FDSA converges at Cycle 3, both of which is when the feedback is first applied.

![Figure 3.14: Shannon entropy of the homogeneous slab case.](image)

Further, we turn to examine the local flux distribution and its absolute error against the reference solution, shown in Fig. 3.15. The local error’s magnitude confirms that the source convergence process could be accelerated with the low-order feedback and at Cycle 15, the

---

55
level of error in MC solution is approximately the same to that of the hybrid solvers. Since
the convergence is again achieved immediately, assigning a factor of acceleration to either
hybrid method is not meaningful but this confirms that even in continuous energy simulations,
MC-FDSA can perform at a similar level to MC-CMFD in reducing the number of inactive
cycles. Further, although the low-order feedback from MC-FDSA seems to fluctuate more
severely than MC and MC-CMFD, the instability in convergence is not perturbed without any
need of damping or manual manipulation of the process.
To demonstrate that the hybrid methods do not bring severe biases to the MC solution, the eigenvalues in the above cases are included in Table 3.6. No obvious deviation in eigenvalue
and its standard deviation could be observed for both hybrid solvers.

<table>
<thead>
<tr>
<th>Solver</th>
<th>Eigenvalue</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ref</td>
<td>1.54854 ± 0.00001</td>
</tr>
<tr>
<td>OpenMC</td>
<td>1.54851 ± 0.00004</td>
</tr>
<tr>
<td>MC-CMFD</td>
<td>1.54853 ± 0.00004</td>
</tr>
<tr>
<td>MC-FDSA</td>
<td>1.54852 ± 0.00004</td>
</tr>
</tbody>
</table>

3.3.2 C5G7 full core simulation

The C5G7 benchmark [49] problem features a 16-assembly mini-core in 1/4 symmetry and simulation results have been completed with a vast collection of neutronics solvers with entirely different theoretical foundations. More conveniently all material compositions are provided in the benchmark for MC simulations alike and thus it is chosen as the endpoint example in our project. With these material compositions and the exact pin-resolved geometry including all fuel pins with double cladding, guide tubes, fission chambers and reflective regions, shown in Fig. 3.16, the benchmark problem is built with OpenMC.
To determine the number of particles per cycle needed for accurate results for both the tallies and eigenvalues, we firstly conduct a sensitivity study on it and completed a series of tests with 200 (50 inactive) cycles in OpenMC. The eigenvalues and their standard deviations of these tests are shown in Table 3.7. Judging on the standard deviations in these cases, we see no significant benefits of increasing number of particles per cycle beyond 1 million. Further, in later tests we find that for the physical problem presented here, 1 million particles per cycle is sufficient to generate tallies that are accurate enough for the low-order problems in terms of accuracy in solution and convergence stability. Thus for all the following cases on the C5G7 benchmark 1
million particles per cycle with 50 inactive and 150 active cycles are used.

Table 3.7: Eigenvalues and Std Dev in sensitivity study.

<table>
<thead>
<tr>
<th>Particles per cycle</th>
<th>$k_{eff}$</th>
<th>Std Dev in $k_{eff}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>100,000</td>
<td>1.17791</td>
<td>0.00022</td>
</tr>
<tr>
<td>1 million</td>
<td>1.17794</td>
<td>0.00008</td>
</tr>
<tr>
<td>2 million</td>
<td>1.17773</td>
<td>0.00006</td>
</tr>
<tr>
<td>5 million</td>
<td>1.17777</td>
<td>0.00004</td>
</tr>
<tr>
<td>10 million</td>
<td>1.17776</td>
<td>0.00002</td>
</tr>
</tbody>
</table>

As for the low-order problems, a uniform rectangle mesh, one cell for each pin, is used as no coarse mesh capability has been investigated yet. In terms of energy group structures, another sensitivity study is carried out for MC-FDSA as previous study [50] showed that MC-CMFD demonstrates no particular sensitivity towards the number of groups used in CMFD calculation. For MC-FDSA, we chose 1-group, 2-group from CASMO [51], 7-group, and 18-group [52] structures for the sensitivity study, in comparison against MC-CMFD with 7-group structure in CMFD. Fig. 3.17 shows the root mean square (RMS) of absolute error in fission source from cases with different energy groups in FDSA.

$$\sigma_\phi = \sqrt{\frac{1}{I} \sum_{i=1}^{I} (\phi_i - \phi_i^{Ref})^2}$$  \hspace{1cm} (3.1)

It could be seen that except the 1-group case, most cases could reduce the error in fission source faster than OpenMC, albeit at different rates. The 2-group case is slightly slower, converging at Cycle 8, while the 7-group and 18-group cases show a similar behavior to the
homogeneous slab case and converge almost immediately at Cycle 3. The 1-group case turns out to be quite troublesome in converging and due to the drastically changing group constants and eigenvalue at the beginning of the MC simulation, the 1-group FDSA feedback has to be delayed to Cycle 5 in order to achieve a stable convergence. Even so, it is still not converging faster than OpenMC.

![Figure 3.17: RMS of error in fission source in inactive cycles.](image)

The Shannon entropy from these cases, plotted in Fig. 3.18, showed the same behavior in these cases among which the 7-group and 18-group cases are almost identical in the first few cycles. The 2-group case takes a few more cycles to converge and stabilize. The 1-group case is difficult to converge and heads to the wrong direction at the beginning but eventually arrives at the correct solution albeit slower than OpenMC.
The eigenvalue in different cycles, plotted in Fig. 3.19 spans over the active cycles and shows that the differences in eigenvalues at the end of calculation are not as high as thought even though the 1-group case is not ideal at the beginning. For all cases, the error in eigenvalues ranges from 5 pcm to 50 pcm with the 18-group case being the closest to the reference solution. This is understandable due to the benefit of refined group structure. However, it is also observed that the 7-group case is surprisingly outperformed by the 2-group one.
The final eigenvalues and their standard deviations are gathered in Table 3.8. Again the end results are not severely biased by the use of MC-FDSA.
Table 3.8: Eigenvalues and standard deviations in C5G7 full-core cases.

<table>
<thead>
<tr>
<th>Solver</th>
<th>Eigenvalue</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ref</td>
<td>1.17776 ± 0.00002</td>
</tr>
<tr>
<td>MC-FDSA 1G</td>
<td>1.17730 ± 0.00009</td>
</tr>
<tr>
<td>MC-FDSA 2G</td>
<td>1.17754 ± 0.00004</td>
</tr>
<tr>
<td>MC-FDSA 7G</td>
<td>1.17820 ± 0.00005</td>
</tr>
<tr>
<td>MC-FDSA 18G</td>
<td>1.17786 ± 0.00004</td>
</tr>
<tr>
<td>MC-CMFD 7G</td>
<td>1.17785 ± 0.00004</td>
</tr>
</tbody>
</table>

It has been shown by the above results that MC-FDSA could be applied in full-core realistic MC simulations and achieve similar performance to MC-CMFD without impacting the high-order transport calculations. It has also been found that in order to achieve the intended acceleration in source convergence, one needs to use sufficient number of particles per cycle to ensure accurate evaluation of group constants, and to choose adequate energy group structure, i.e. avoiding 1-group structure for MC-FDSA.
3.4 Comparison of FDSA against other methods

Unlike DSA, the FDSA method is developed specifically for acceleration of power iterations for solving eigenvalue problems. The inclusion of transport eigenvalues makes the FDSA low-order problem nonlinear which does not defeat the convergence stability entirely.

Previous FDSA includes the step of preconditioning with adjoint and forward diffusion solutions. Because of the gap between diffusion and transport solutions, previous FDSA method requires damping, or lessening, of the correction in order for the solution to converge. This significantly limits the versatility of FDSA and attaches the convergence stability of it to the choice of damping factors, which could only be determined empirically.

The FDSA method introduced here avoids the preconditioning step. Skipping this step provides three benefits: a) greatly improves the convergence stability to suit different physical problems, b) removes the necessity of damping or the search of adequate damping factors, c) simplifies the algorithm. At this moment a theoretical proof of FDSA’s convergence stability is absent, yet the numerical experiments included in this chapter indicate that the method possesses a stable performance similar to other acceleration schemes in a wide range of applications.

In this work comparison is only made between FDSA and the popular CMFD. The completed tests demonstrate that FDSA behaves as intended as an acceleration scheme for power iterations. Its convergence behavior and structure are both similar to that of CMFD. However, because the low-order FDSA problem is not an eigenvalue problem, the reduction of transport calculations is less impressive than CMFD. This could be countered by the less solves of the low-order problem and the actual runtime of the two methods depends on the type of applications. Though the discretization for both methods is inconsistent with the transport equation’s, FDSA arrived at solutions in good agreements with the transport solver, while CMFD would have a small deviation that would require tighter convergence criteria to minimize.

In cases done with the hybrid solvers, MC-FDSA performs better in achieving the source
convergence acceleration and becomes more competitive to MC-CMFD. In both the homoge-
neous slab case and C5G7 full core case, MC-FDSA is able to immediately converge the source
distribution and provide stable low-order feedback without any manipulation. The converged
solutions of these cases have good agreement with both MC-CMFD and the reference MC
solutions without any obvious bias. Sensitivity study is carried out to examine the energy group
structure in the low-order FDSA problem and its impact on the source convergence process, the
converged solution’s accuracy and convergence stability, the results of which demonstrate the
effectiveness of MC-FDSA in acceleration of source convergence.
3.5 Summary

The numerical tests are conducted in the order of one-group and multigroup for both deterministic and stochastic methods with FDSA, and hybrid cases for homogeneous and full core calculations. To prove the concept of FDSA, simple one-group tests were conducted to ensure that the FDSA method possess stable convergence behavior with deterministic methods and is thus applicable to the construction of a hybrid MC-FDSA method. The one-group results indicate that FDSA, though not immediately comparable to CMFD, does function as intended. With its versatile algorithm regarding normalizations, the development of hybrid MC-FDSA method was fluid and the acceleration effect was present in the source convergence process in MC calculations. For the one-group heterogeneous problem in 1D tested here, FDSA could provide a speedup of about 15-20 in terms of number of transport calculations required for the deterministic methods, while the source convergence in hybrid solver could be accelerated by a factor of 15.

With the success of FDSA in one-group problems, the multigroup FDSA was then derived and implemented. The investigation of multigroup FDSA was conducted in the same manner as the one-group one, first in $S_N$ solver and then in the hybrid solver. A 7-group 2-assembly test was constructed for a physical problem closer to the practical reactor application. The numerical results of this test show that the behavior of FDSA, both in convergence stability and acceleration effect, is similar to that in the one-group problem. Because the multigroup problem is much easier to solve, the extent to which the number of iterations could be reduced is limited. With FDSA the $S_N$ solver could achieve convergence 60% faster, about 10% more transport iterations than CMFD. However, FDSA requires 40 times less iterations in the low-order problems for the problem, which brings the actual computational costs of the two methods to the same level for the 7-group problem. For the hybrid solver, FDSA is even more efficient and the source convergence is achieved almost instantly after the FDSA feedback is first applied.
The acceleration in the hybrid solver is about 10 times.

With the hybrid MC-FDSA solver, a homogeneous slab case with continuous energy cross section was first completed to demonstrate the feasibility of applying FDSA in a hybrid method. Later a C5G7 full core case was built with the goal of extending the method to more realistic applications. Both cases show good agreement between MC-FDSA, MC-CMFD and MC reference, with the conclusion that in various continuous energy MC simulations MC-FDSA’s performance is as good as MC-CMFD for source convergence acceleration.

A comparison of FDSA against DSA, previous work on FDSA and CMFD explained the main differences, both theoretical and numerical ones, among these methods. FDSA, with its simplification and improved implementation approach, could reach the same level of acceleration and convergence stability required for the applications considered in this work.
In extension to the hybrid solver’s development, MC-FDSA is also applied to the active cycles in order to achieve variance reduction. This is in general done by applying the low-order feedback to MC fission source distribution with the same algorithm as shown in Chapter 2, with some adjustment in the algorithm. As introduced in Chapter 2, the apparent and real variances or their square roots are regarded as crucial estimators of the statistical error and should be compared between the hybrid and MC solvers. To accomplish this, we further investigate the three hybrid cases presented in Chapter 3 and evaluate the variances accordingly. In order to do so, each
one of these cases are repeated 20 times to obtain the independent results which lead to the computation of apparent and real variances, and also the real-to-apparent ratio.

4.1 Multigroup 2-assembly slab case

Due to the lack of a MC-CMFD solver for multigroup cases, only MC and MC-FDSA are compared here. The apparent and real standard deviations (SD) of the flux in 1st group are computed and plotted in Fig. 4.1.

![Graph showing real and apparent standard deviations of normalized flux in 1st group.]

Figure 4.1: Real and apparent Std Dev of normalized flux in 1st group.

The apparent SD in MC-FDSA is uniformly 15-20% smaller than that in MC, while the real SD in MC-FDSA does not display this behavior, but instead shows a more significant reduction in the middle of the geometry. This could be attributed to the direct treatment of boundary condition in the multigroup solver instead of an albedo boundary condition evaluated with MC.
tally. Overall the real SD in MC-CMFD is even smaller than that in MC. To illustrate how much reduction is achieved from apparent SD to real SD, the real-to-apparent ratio is shown in Fig. 4.2.

![Figure 4.2: Real to apparent ratio of normalized flux in 1st group.](image)

In general the real-to-apparent ratio in MC-FDSA is lower than that in MC, indicating that the variance reduction is achieved. Comparing this to the previous work on MC-CMFD [32, 53], it could be found that the real-to-apparent ratio in MC-FDSA is not as high and the real SD does not equal or land close to the apparent SD like it does for MC-CMFD. These results of course depend on the physical problems and should not be considered universal. With results from MC-CMFD in the continuous energy cases, we should have a better understanding on this.
4.2 Continuous energy homogeneous slab case

For the continuous energy cases, the computation of cross sections depends on the MC tallies which in active cycles are accumulated and averaged, hence the tallies are not reset at each cycle. This leads to the necessity of a damping factor $d$ as mentioned in Chapter 2 on the FDSA correction terms to avoid negative fluxes, which often occur at a few cycles after the accumulation of tallies starts. The benefit of accumulated tallies is that the cross sections used in FDSA and CMFD are more “stable” and thus one should expect less convergence instability. The apparent and real SDs from MC, MC-CMFD and MC-FDSA are computed at the end of the 150 active cycles and shown in Fig. 4.3.

Figure 4.3: Real and apparent Std Dev of normalized flux.

For the continuous energy case, the behaviors of both apparent and real SDs are different from those in the multigroup case. The real SD is much higher than the apparent SD for all
three solvers and the MC-CMFD and MC-FDSA ones are smaller than the MC one overall. The apparent SD in MC-FDSA is on the contrary larger than that in MC although not by a large margin. On the other hand, the MC-CMFD SDs are both smaller than MC SDs respectively. Since real SD is closer to the true variances in MC methods, MC-FDSA and MC-CMFD could be both regarded as successful in reducing the variances at a rate similar to what was found in continuous energy cases in previous work on MC-CMFD [53]. The real-to-apparent ratio can be computed with these SDs and plotted in Fig. 4.4. Because of the smaller values of $\sigma_A$ in MC-FDSA, $r_{R/A}$ is the largest for MC-CMFD while the one for MC-FDSA is the smallest.

![Figure 4.4: Real to apparent ratio of normalized flux.](image)

Figure 4.4: Real to apparent ratio of normalized flux.
4.3 Continuous energy C5G7 full core case

For the variance reduction in active cycles, the real and apparent SDs of pin-by-pin fission source are computed at the end of Cycle 200 and plotted in Fig. 4.5. Overall it shows no obvious differences in either real or apparent SD among all 3 solvers. To evaluate the distribution of variances in terms of magnitude, the SDs are cast into histograms shown in Fig. 4.5.
Figure 4.5: Apparent (1st column) and real (2nd column) SDs of fission source from OpenMC, MC-CMFD and MC-FDSA (from top to bottom respectively).

Excluding the guide tube cells where fission source is zero, most of the MC tallies on fission
source include some levels of statistical error as shown in Fig. 4.6a. Compared to the apparent SD, the real SD is reduced by all 3 solvers at almost identical rates. Compared to what is observed in the homogeneous slab test and work by Park et al [41], these results suggest that for systems with smaller physical dimensions, i.e., smaller dominance ratio, the effect of variance reduction is limited for this type of hybrid neutronics method.

Figure 4.6: Histograms of real and apparent SDs.
4.4 Summary

In this chapter, we compared the real and apparent variances in three cases completed with the hybrid solvers, aiming to evaluate the variance reduction capability in MC-FDSA. For the multigroup heterogeneous slab case, a 15-20% reduction in real variance could be seen with MC-FDSA against MC, and because there is no result from MC-CMFD available, no baseline is established for our method.

In the continuous energy cases MC, MC-CMFD and MC-FDSA were directly compared against each other. In the homogeneous slab case, although MC-FDSA is able to reduce the real variance at a rate close to that in MC-CMFD, the apparent variance in MC-FDSA is on the contrary higher than the MC one. The MC-CMFD results in this case are close to previous work on MC-CMFD and while not entirely satisfying, we found MC-FDSA to be able to reduce at least the real variance in MC.

The same conclusion cannot be made with the C5G7 full core calculation, as the real and apparent variances in both MC-CMFD and MC-FDSA do not display any significant diminution from the MC ones. For systems with a small dominance ratio like this, the hybrid methods’ effectiveness in variance reduction is limited and thus we could not properly evaluate MC-FDSA in this case.
CHAPTER 5

CONCLUSIONS AND FUTURE WORK

5.1 Conclusions

This PhD research project aims at developing a novel FDSA scheme for $k$-eigenvalue problems suitable for both deterministic and stochastic neutronics methods, with a focus on hybrid neutronics method for source convergence acceleration and variance reduction. The scope of this work covers the theoretical, numerically experimental and algorithmic development of FDSA.

The novel FDSA was created to address issues in previous work that originates from the preconditioning with adjoint and forward diffusion solutions. In physical problems that includes drastic transport effect of neutrons, previous FDSA method would provide corrections that
deviate from the transport solution towards the diffusion one, which led to the undesired convergence instability. Solution to this instability was to apply a damping factor, which displays no physical pattern and is determined empirically, onto the corrections. The novel FDSA circumvents the preconditioning step and fixates the eigenfunction and eigenvalue of neutron fluxes directly with the transport solutions. The mathematical proof of such a concept is absent, yet the benefits of it prodded the author to develop numerically a new acceleration method for $k$-eigenvalue problem.

The proof of concept was firstly accomplished by the derivation of one-group one-dimensional FDSA which was later implemented in a $S_N$ solver and tested with referenced cases from previous work. The novel FDSA method was shown to be able to achieve stable convergence and to provide the desired acceleration for deterministic calculations. This laid foundation for the development of a hybrid MC-FDSA solver and the implementation of FDSA as an external module of OpenMC accomplished this task. The MC-FDSA solver, in the same tests on $S_N$ solver, demonstrated similar convergence behavior and accelerates the source convergence process in MC calculation, significantly lowering the number of inactive cycles required. The success of FDSA in one-group problem led to the multigroup generalization, the investigation of which yielded similar results with a test modified from the C5G7-TD benchmark[49]. This test was designed with the purpose to imitate realistic reactor criticality calculations. As expected, both the deterministic and hybrid FDSA solvers were able to accelerate the transport calculations without impacting the convergence stability or accuracy. Moreover, the comparison with CMFD in the multigroup case showed that the novel FDSA is comparable to contemporary acceleration methods.

Later the hybrid MC-FDSA is implemented for continuous energy MC simulations as well and several tests were constructed to complete validation and verification, and to demonstrate MC-FDSA’s capabilities in handling continuous energy cross sections. The algorithm and implementation strategy of MC-FDSA in continuous energy range was similar to MC-CMFD
and these two methods were compared side by side in two cases, a homogeneous slab with artificial material composition and C5G7 full core case. The acceleration of source convergence in these cases could be instantly achieved with MC-FDSA which is on par with MC-CMFD, and the convergence process was stable without further manipulation as in the multigroup case. On the issue of variance reduction, only mixed results were obtained. The multigroup case showed that the variance reduction could be achieved with MC-FDSA by a factor of 2, which is not as drastic as previous work on MC-CMFD in multigroup range. As for the continuous energy cases, MC-FDSA can reduce the real variance by about 20% like MC-CMFD in the same case. However, such performance could not be observed in the C5G7 full core case for both MC-FDSA and MC-CMFD, which indicated that the hybrid neutronics method might not be effective in variance reduction for systems with low dominance ratio.
5.2 Future work

What is covered in this thesis is in no way exhaustive of the MC-FDSA method itself or related work on hybrid neutronics method. On optimizing and extending MC-FDSA to a wider range of applications, further investigation is needed in different MC tally averaging scheme in both inactive and active cycles and their impacts on the hybrid neutronics method, as we have seen the sensitivity of MC-FDSA and MC-CMFD to the group constants computed with these MC tallies in terms of convergence stability and accuracy of feedback. Taking into the account the effects of low-order feedback on the variances in the active cycles, two different strategies should be taken for inactive and active cycles and adjust the algorithm of the hybrid solvers accordingly.

Since the C5G7 full core case is not physically difficult enough in order to demonstrate the effectiveness of MC-FDSA in variance reduction, a larger PWR model is needed. To complete the set of MC and MC-FDSA simulations, one would be faced with an exceedingly large system of equations in the low-order FDSA problem if the pin mesh is used. Thus the investigation of coarse mesh capability in MC-FDSA is also crucial to applying the method in realistic scenarios.

Another crucial component of this study is the investigation of biases brought by the spatial and energy discretization in the low-order FDSA problem on the MC solution. A mesh refinement study in the low-order problem with the same geometry in MC modeling would be sufficient to quantify the biases on both the local variables such as fission source and the eigenvalue.

A mathematical proof of the convergence in FDSA to the transport solution is also missing which to some might be crucial in the applicability of such a method. Further, a stability analysis on FDSA in deterministic method and MC-FDSA with linearization and Fourier analysis for further investigation on their respective application ranges.

Lastly, although not pursued in this project due to the focus on hybrid neutronics method,
the FDSA method might be used in conjunction with other methods such as DSA and CMFD to construct multilevel iterative schemes that could prove to be more advantageous towards the method itself. And further applications could be developed in hybrid neutronics methods in the same way FDSA was developed first in deterministic method and then in hybrid methods.
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The derivation of the one-group FDSA equation is included in this section. This formulation was the first attempt of devising such a method in the proof of concept with an $S_N$ solver. The self-adjoint fission and scattering sources in the one-group equations make the discretization of FDSA equation consistent to the high-order problem easier and the implementation of the formulation here led to the one-group deterministic results in Chapter 3.
A.1 Formulation of one-speed FDSA

Starting from the standard one-group transport equation in slab geometry, we have:

\[
\mu \frac{\partial \psi(x, \mu)}{\partial x} + \Sigma_t(x) \psi(x, \mu) = \frac{1}{2} \Sigma_s(x) \phi(x) + \frac{\nu \Sigma_f(x)}{2k} \phi(x) ,
\]  

(A.1)

where \( \phi = \int_{-1}^{1} \psi d\mu \). Omit the dependencies and add indices for iterations:

\[
\mu \frac{\partial \psi^{(l+1/2)}}{\partial x} + \Sigma_t \psi^{(l+1/2)} = \frac{1}{2} \Sigma_s \phi^{(l)} + \frac{\nu \Sigma_f}{2k^{(l)}} \phi^{(l)} ,
\]  

(A.2)

where \( l \) denotes the previous iteration and \( l + 1/2 \) denotes the next iteration.

For transport calculation we equate \( \psi^{(l+1)} = \psi^{(l+1/2)} \) and move to the next iteration. In the acceleration scheme we define the correction term as

\[
g^{(l+1)} = \psi - \psi^{(l+1/2)} ,
\]  

(A.3)

where \( \psi \) is the true solution to the transport equation, and the intermediate step is completed with

\[
\psi^{(l+1)} = \psi^{(l+1/2)} + g^{(l+1)} .
\]  

(A.4)

Replace the true solution \( \psi \) and \( \phi \) in Eq. (A.1) with Eq. (A.3)

\[
\mu \frac{\partial \left( \psi^{(l+1/2)} + g^{(l+1)} \right)}{\partial x} + \Sigma_t \left( \psi^{(l+1/2)} + g^{(l+1)} \right) =
\]

\[
\frac{1}{2} \Sigma_s \phi^{(l)} + \frac{\nu \Sigma_f}{2k^{(l)}} \left( \phi^{(l+1/2)} + \int_{-1}^{1} g^{(l+1)} d\mu \right) .
\]  

(A.5)
Subtract Eq. (A.2) from Eq. (A.5) and rearrange

\[ \mu \frac{\partial g^{(l+1)}}{\partial x} + \Sigma t g^{(l+1)} - \frac{1}{2} \Sigma s \int_{-1}^{1} g^{(l+1)} d\mu - \frac{\nu \Sigma f}{2k} \int_{-1}^{1} g^{(l+1)} d\mu = \frac{\nu \Sigma f}{2k} \phi^{(l+1/2)} - \frac{\nu \Sigma f}{2k} \phi^{(l)} . \] (A.6)

Define the correction terms on scalar flux and current

\[ f_0^{(l+1)} = \int_{-1}^{1} g^{(l+1)} d\mu , \] (A.7)
\[ f_1^{(l+1)} = \int_{-1}^{1} \mu g^{(l+1)} d\mu , \] (A.8)

and substitute \( \int_{-1}^{1} g^{(l+1)} d\mu \) in the previous equation:

\[ \mu \frac{\partial g^{(l+1)}}{\partial x} + \Sigma t g^{(l+1)} - \frac{1}{2} \Sigma s f_0^{(l+1)} - \frac{\nu \Sigma f}{2k} f_0^{(l+1)} = \frac{\nu \Sigma f}{2k} \phi^{(l+1/2)} - \frac{\nu \Sigma f}{2k} \phi^{(l)} . \] (A.9)

Apply operator \( f_1^{(l+1)} \cdot d\mu \) on Eq. (A.9):

\[ \frac{\partial f_1^{(l+1)}}{\partial x} + \Sigma f_0^{(l+1)} - \Sigma f_0^{(l+1)} = \frac{\nu \Sigma f}{k} \phi^{(l+1/2)} - \frac{\nu \Sigma f}{k} \phi^{(l)} . \] (A.10)

Apply operator \( f_1^{(l+1)} \cdot d\mu \) on Eq. (A.9):

\[ \frac{\partial}{\partial x} \int_{-1}^{1} \mu^2 g^{(l+1)} d\mu + \Sigma f_1^{(l+1)} = 0 . \] (A.11)

Apply the P1 approximation on the correction term \( g^{(l+1/2)} \)

\[ g^{(l+1)} \approx \frac{1}{2} \left( f_0^{(l+1)} + 3\mu f_1^{(l+1)} \right) , \] (A.12)
and substitute in Eq. (A.11):

\[ f_1^{(l+1)} = -\frac{1}{3\Sigma_t} \frac{\partial}{\partial x} f_0^{(l+1)}. \]  

(A.13)

Substitute Eq. (A.13) into Eq. (A.10), and we have:

\[-\frac{\partial}{\partial x} \frac{1}{3\Sigma_t} \frac{\partial}{\partial x} f_0^{(l+1)} + \Sigma_f f_0^{(l+1)} - \Sigma_s f_0^{(l+1)} = \frac{v\Sigma_f}{k^{(l+1/2)}} f_0^{(l+1)} - \frac{v\Sigma_f}{k^{(l)}} \phi^{(l+1/2)} \]

\[ - \frac{\partial}{\partial x} \frac{1}{3\Sigma_t} \frac{\partial}{\partial x} f_0^{(l+1)} + \Sigma_f f_0^{(l+1)} - \Sigma_s f_0^{(l+1)} = \frac{v\Sigma_f}{k^{(l+1/2)}} f_0^{(l+1)} - \frac{v\Sigma_f}{k^{(l)}} \phi^{(l)}. \]  

(A.14)

The correction term \( f_0^{(l+1/2)} \) is applied to scalar flux by

\[ \phi^{(l+1)} = \phi^{(l+1/2)} + f_0^{(l+1)}, \]  

(A.15)

and the new eigenvalue is evaluated with

\[ k^{(l+1)} = k^{(l+1/2)} \frac{\int v\Sigma_f \phi^{(l+1)} dx}{\int v\Sigma_f \phi^{(l+1/2)} dx}. \]  

(A.16)

The low-order FDSA problem consists of Eq. (A.14),(A.15) and (A.16).
B.1 MC-DSA tests

In the study of hybrid MC-DSA method [42], we used a one-group homogeneous eigenvalue problem in slab geometry for testing.

The homogeneous slab has reflective boundary condition on the left side and vacuum boundary condition on the right side. It has width of 30 cm, with artificial cross section $\Sigma_t = 1.0 \text{ cm}^{-1}$, $\Sigma_s = 0.7 \text{ cm}^{-1}$, and $v\Sigma_f = 0.3071 \text{ cm}^{-1}$ from the benchmark[54]. A uniform
mesh of 30 cells, each 1 cm thick is used for modeling the geometry in OpenMC and DSA
discretization. The reference $k_{\text{eff}}$ is $1.02076 \pm 0.00006$, calculated by OpenMC with 50,000
particles per cycle and 5,000 cycles (1,000 inactive cycles), while an $S_N$ solution with $S_{32}$
quadrature set and same spatial mesh is 1.02082. All the following results will regard the
OpenMC case as reference. For the rest of the testing results, the OpenMC case will be regarded
as the reference.

The OpenMC calculation, starting with a uniform source distribution, uses 50,000 particles
per cycle and the source distribution converges around 1,400th cycle.

The DSA feedback is turned on at the second cycle since two consecutive cycles are needed
to generate the inputs for the DSA module. This is not to say that DSA has to be started at the
beginning of the calculation, but the effect of starting DSA at some point later is not investigated.
To check whether the accelerated OpenMC solution is improved by the DSA feedback towards
an incorrect source distribution, this case is run for 1,000 cycles and the flux distribution is
checked at different cycles, shown in Fig. B.1. The reference solution and the unaccelerated
OpenMC solutions at different cycles are also included in the same figure. The flux distribution
with the DSA feedback, shown in solid lines converges much faster than the unaccelerated flux
shown in dotted lines.
The flux distribution of the accelerated OpenMC agrees the reference fluxes well at 1,000th cycle and demonstrates that the OpenMC calculation converges correctly with the DSA feedback turned on. However, a closer look at how the flux distribution changes as the iterations advance show that the DSA feedback introduces an “overshoot” in flux distribution towards a higher multiplication, i.e., the flux is more concentrated towards the center of the slab. Although this overshoot dies away with the iterations, and is barely present at 500th cycle, it still slows down the source convergence in the hybrid method.

In order to better illustrate process of source convergence, the Shannon entropy of the corrected flux distribution is calculated using the same spatial mesh at each cycle, shown in Fig. B.2. Starting from a uniform distribution, the DSA corrected fluxes first transform quickly towards convergence in shape, overshoots and then come back to the correct shape around Cycle 350-400. This is consistent with the flux shape in Fig. B.1. If we consider the source convergence is achieved at the 400th cycle, the speedup is approximately 3.5.
To avoid the overshoot, the DSA feedback has to be turned off at certain point. As shown in Fig. B.2, the hybrid method first reaches convergence around Cycle 50-60. In the next case the DSA feedback is turned off at 55th cycle and the flux shape is checked at different cycles, shown in Fig. B.3. In this case the source distribution convergences around 200th cycle and the Shannon entropy shown in Fig. B.4 confirms this. With the DSA feedback turned off at earlier stage, the convergence has been accelerated by a factor of 7.
Figure B.3: Normalized flux at different cycles with DSA turned off at 55th cycle.

Figure B.4: Shannon entropy of corrected flux versus iteration with DSA turned off at 55th cycle.

The performance of MC-DSA is unsatisfying in two aspects:
• The convergence stability is not optimal even for simple case like this homogeneous slab. In comparison, DSA in $S_N$ calculations was proven to be unconditionally stable if consistently discretized. Though the consistency between Monte Carlo calculation and DSA is unclear and not established, the impact on its convergence stability is rather disappointing.

• Acceleration in source convergence process relies on manual manipulation. This behavior is similar to that of FDSA, and when to turn off the DSA feedback is also entirely empirical. For the purpose of hybrid method, an automatic global acceleration is what the method should aim for.

These results led us to believe that linear DSA is not an adequate candidate for the development of hybrid method and the inclusion of nonlinear fission synthetic operator would be a better approach to design a low-order problem for the acceleration of power iteration method.
B.2 Mesh-refinement study on $S_N$ solver

In the development of one-group FDSA method in $S_N$ solver, we conducted a mesh refinement study to test the convergence rate and more importantly the validation of the method.

While we were trying to determine the proper formulation of FDSA, two schemes were investigated. The FDSA-I is as presented in Chapter 2, while low-order FDSA-II problem is slightly different on the right hand side

$$
-\frac{\partial}{\partial x} \frac{1}{3\Sigma t} \frac{\partial}{\partial x} f_{0,g}^{(l+1)} + \Sigma_{l,g'} f_{0,g}^{(l+1)} - \sum_{g'=1}^{G} \Sigma_{s,g'\rightarrow g} f_{0,g'}^{(l+1)} - \frac{\chi_g}{k^{(l+1)/2}} \sum_{g'=1}^{G} \nu_{f,g'} \Sigma_{f,g'} f_{0,g'}^{(l+1)} = \\
\frac{\chi_g}{k^{(l+1/2)}} \sum_{g'=1}^{G} \nu_{f,g'} \Sigma_{f,g'} \phi_{g'}^{(l+1/2)} - \frac{\chi_g}{k^{(l)}} \sum_{g'=1}^{G} \nu_{f,g'} \Sigma_{f,g'} \phi_{g'}^{(l)} \\
+ \sum_{g'=1}^{G} \Sigma_{s,g'\rightarrow g} \phi_{g'}^{(l+1)} - \sum_{g'=1}^{G} \Sigma_{s,g'\rightarrow g} \phi_{g'}^{(l)}, \quad (B.1)
$$

to include the difference of scattering sources from the transport solution.

With the combination of DSA and FDSA, we had a few acceleration modes for comparison purposes, and these modes were:

1. Mode 0: $S_N$ transport sweep, no acceleration
2. Mode 1: $S_N$+DSA
3. Mode 2: $S_N$+FDSA-I
4. Mode 3: $S_N$+DSA+FDSA-I
5. Mode 4: $S_N$+FDSA-II
6. Mode 5: $S_N$+DSA+FDSA-II
7. Mode 6: $S_N$+CMFD

The difference of which is whether to include the scattering synthetic operator on the right hand side of FDSA equation A.14. Later it was found out that if the scattering synthetic operator is included, FDSA-II would provide over-correction that severely impacts the convergence stability in cases where the inner iteration converges the scattering source relatively fast. Hence, the FDSA-II scheme was disgarded. In the hindsight of the success on FDSA, it might be meaningful to investigate this.

Moreover, we found that the FDSA method, which functions between power iterations, can be used in conjunction with DSA, or intuitively perhaps any acceleration method applied in inner iteration, and achieve even better convergence rate. This is another point of interest that could be followed up in future development.

B.2.1 Mesh refinement with homogeneous slab

The eigenvalue calculated in the homogeneous case is gathered and compared for all cases, shown in Table B.1. Here the cross section data is $\Sigma_t = 1.0, \Sigma_s = 0.5, \nu\Sigma_f = 0.375$. 
Table B.1: Eigenvalues in mesh refinement study on homogeneous slab

<table>
<thead>
<tr>
<th>Mode</th>
<th>1</th>
<th>2</th>
<th>4</th>
<th>8</th>
<th>16</th>
<th>32</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.428151071</td>
<td>1.428708281</td>
<td>1.428848223</td>
<td>1.42888315</td>
<td>1.428891877</td>
<td>1.428894059</td>
</tr>
<tr>
<td>1</td>
<td>1.428151071</td>
<td>1.428708281</td>
<td>1.428848223</td>
<td>1.428883149</td>
<td>1.428891877</td>
<td>1.428894059</td>
</tr>
<tr>
<td>2</td>
<td>1.428151079</td>
<td>1.428708281</td>
<td>1.428848222</td>
<td>1.428883149</td>
<td>1.428891877</td>
<td>1.428894059</td>
</tr>
<tr>
<td>3</td>
<td>1.428151074</td>
<td>1.428708291</td>
<td>1.428848233</td>
<td>1.428883151</td>
<td>1.428891879</td>
<td>1.428894061</td>
</tr>
<tr>
<td>4</td>
<td>1.428151078</td>
<td>1.428708289</td>
<td>1.428848224</td>
<td>1.428883151</td>
<td>1.428891879</td>
<td>1.428894061</td>
</tr>
<tr>
<td>5</td>
<td>1.428151061</td>
<td>1.428708292</td>
<td>1.428848234</td>
<td>1.428883161</td>
<td>1.428891889</td>
<td>1.42889407</td>
</tr>
<tr>
<td>6</td>
<td>1.42815108</td>
<td>1.428708291</td>
<td>1.428848232</td>
<td>1.428883159</td>
<td>1.428891887</td>
<td>1.428894068</td>
</tr>
</tbody>
</table>

If the $S_N$ solution with the finest mesh in red is regarded as reference solution and used to calculate the error, the mesh refinement results are shown in Fig. B.5. Judging from this, the solvers implemented so far are rather consistent in convergence behavior, at least for this specific case. The rate of convergence in these schemes are second order. For cases with different scattering ratios the DSA+FDSA-II solver do not converge correctly hence we chose FDSA-I as the final form of low-order FDSA problem.
Figure B.5: Error in eigenvalue versus mesh size for different solvers

The number of iterations consumed by each solver for the above mesh refinement study is shown in Table B.2. This is what we expected for Mode 0-5. Since the CMFD solver, Mode 6, is not converging to the correct solution, we are not sure how the FDSA schemes are compared to CMFD performance wise.
Table B.2: Number of transport sweep for all modes in mesh refinement study on homogeneous slab

<table>
<thead>
<tr>
<th>Mode</th>
<th>1</th>
<th>2</th>
<th>4</th>
<th>8</th>
<th>16</th>
<th>32</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>88</td>
<td>94</td>
<td>96</td>
<td>96</td>
<td>96</td>
<td>96</td>
</tr>
<tr>
<td>1</td>
<td>49</td>
<td>52</td>
<td>53</td>
<td>53</td>
<td>53</td>
<td>53</td>
</tr>
<tr>
<td>2</td>
<td>50</td>
<td>47</td>
<td>47</td>
<td>47</td>
<td>47</td>
<td>47</td>
</tr>
<tr>
<td>3</td>
<td>26</td>
<td>29</td>
<td>29</td>
<td>26</td>
<td>26</td>
<td>26</td>
</tr>
<tr>
<td>4</td>
<td>49</td>
<td>55</td>
<td>52</td>
<td>52</td>
<td>52</td>
<td>52</td>
</tr>
<tr>
<td>5</td>
<td>20</td>
<td>24</td>
<td>24</td>
<td>24</td>
<td>24</td>
<td>24</td>
</tr>
<tr>
<td>6</td>
<td>48</td>
<td>52</td>
<td>53</td>
<td>53</td>
<td>53</td>
<td>53</td>
</tr>
</tbody>
</table>

B.2.2 Mesh refinement with heterogeneous slab

We also have the mesh refinement results on the heterogeneous case, with the eigenvalues in Table B.3 and the number of iterations in Table B.4.
Table B.3: Eigenvalues in mesh refinement study on heterogeneous slab

<table>
<thead>
<tr>
<th>Mode</th>
<th>1</th>
<th>2</th>
<th>4</th>
<th>8</th>
<th>16</th>
<th>32</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.543601</td>
<td>0.590257</td>
<td>0.596694</td>
<td>0.598525</td>
<td>0.598998</td>
<td>0.599115</td>
</tr>
<tr>
<td>1</td>
<td>0.543601</td>
<td>0.590257</td>
<td>0.596694</td>
<td>0.598525</td>
<td>0.598998</td>
<td>0.599115</td>
</tr>
<tr>
<td>2</td>
<td>0.543601</td>
<td>0.590257</td>
<td>0.596694</td>
<td>0.598525</td>
<td>0.598998</td>
<td>0.599115</td>
</tr>
<tr>
<td>3</td>
<td>0.543601</td>
<td>0.590257</td>
<td>0.596694</td>
<td>0.598525</td>
<td>0.598998</td>
<td>0.599115</td>
</tr>
<tr>
<td>4</td>
<td>0.543601</td>
<td>0.590257</td>
<td>0.596694</td>
<td>0.598525</td>
<td>0.598998</td>
<td>0.599115</td>
</tr>
<tr>
<td>5</td>
<td>0.543601</td>
<td>0.590257</td>
<td>0.596694</td>
<td>0.598525</td>
<td>0.598998</td>
<td>0.599115</td>
</tr>
<tr>
<td>6</td>
<td>0.543601</td>
<td>0.590257</td>
<td>0.596694</td>
<td>0.598525</td>
<td>0.598998</td>
<td>0.599115</td>
</tr>
</tbody>
</table>

Table B.4: Number of transport sweep for all modes in mesh refinement study on heterogeneous slab

<table>
<thead>
<tr>
<th>Mode</th>
<th>1</th>
<th>2</th>
<th>4</th>
<th>8</th>
<th>16</th>
<th>32</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>3395</td>
<td>2367</td>
<td>2341</td>
<td>2335</td>
<td>2334</td>
<td>2333</td>
</tr>
<tr>
<td>1</td>
<td>1654</td>
<td>1094</td>
<td>1071</td>
<td>1066</td>
<td>1064</td>
<td>1064</td>
</tr>
<tr>
<td>2</td>
<td>553</td>
<td>348</td>
<td>310</td>
<td>304</td>
<td>304</td>
<td>303</td>
</tr>
<tr>
<td>3</td>
<td>268</td>
<td>160</td>
<td>141</td>
<td>138</td>
<td>137</td>
<td>137</td>
</tr>
<tr>
<td>4</td>
<td>268</td>
<td>159</td>
<td>141</td>
<td>139</td>
<td>138</td>
<td>138</td>
</tr>
<tr>
<td>5</td>
<td>128</td>
<td>72</td>
<td>62</td>
<td>61</td>
<td>61</td>
<td>61</td>
</tr>
<tr>
<td>6</td>
<td>1587</td>
<td>1036</td>
<td>995</td>
<td>990</td>
<td>988</td>
<td>989</td>
</tr>
</tbody>
</table>
And we have the error in eigenvalue versus the mesh size plot in Fig. B.6. These results indicate that all the solvers have been implemented correctly. In the aspect of performance, FDSA-II outperforms CMFD in both tests, however, keep in mind that the low-order problem needs to be eigenvalue themselves to achieve the best performance.

The mesh refinement study on FDSA confirms that the novel FDSA method performs well on convergence stability numerically. All calculation modes satisfy a first-order accuracy as expected. The success of this part of study helps us advance the development process to the multigroup FDSA method.
B.3 $S_N$ tests on FDSA

B.3.1 One-group heterogeneous slab with hot fuel

This is one of the tests in which FDSA by Urbastch failed to converge without damping. Its geometry is exactly the same as the uniform lattice case featured in Chapter-3, Section 3.1.1, except that the fuel cell next to the reflective boundary is replaced with a hot fuel cell with larger fission cross section. The cross section of the three materials are:

1. Cross section of Fuel: $\Sigma_t = 1.0, \Sigma_s = 0.7, v\Sigma_f = 0.3071$

2. Cross section of Hot fuel: $\Sigma_t = 1.0, \Sigma_s = 0.7, v\Sigma_f = 0.4071$

3. Cross section of Absorber: $\Sigma_t = 1.0, \Sigma_s = 0.001, v\Sigma_f = 0.0$

This makes the test more difficult as the gradient of flux near the hot fuel is extremely high, and thus the solution is very un-diffusion-like. The eigenvalues and number of iterations consumed by FDSA and CMFD are gathered in Table B.5.

Table B.5: Eigenvalues and number of transport sweeps in heterogeneous slab with hot fuel test

<table>
<thead>
<tr>
<th></th>
<th>Eigenvalue</th>
<th>No. of transport sweeps</th>
</tr>
</thead>
<tbody>
<tr>
<td>SN</td>
<td>0.723997533</td>
<td>227</td>
</tr>
<tr>
<td>SN+FDSA</td>
<td>0.723997535</td>
<td>50</td>
</tr>
<tr>
<td>SN+DSA+FDSA</td>
<td>0.723997551</td>
<td>23</td>
</tr>
<tr>
<td>SN+CMFD</td>
<td>0.723997538</td>
<td>12</td>
</tr>
</tbody>
</table>

Though other metrics might be used to illustrate the convergence process, the novel FDSA method has good convergence stability compared to the original FDSA method. The convergence
process in FDSA does not require damping and would converge to correct solution for extreme cases like this.