ABSTRACT

CHEN, KEN. Studies of Enhanced Instructional Modalities and Biosignals on User Performance in Virtual Reality Systems. (Under the direction of Dr. Karen Boru Chen)

Virtual reality (VR) is a computer-generated environment that can provide simulated experience of the real world through varied channels of sensory feedback. Visual feedback is the most deployed display in VR systems, which focuses on delivering information and stimuli to the visual sensory channel. In specific, current VR technology can display 3-D instructors and agents to guide users to perform various tasks. While conventional studies on 2-D instructors in desktop applications revealed that users tended to trust the instructors that exhibited similarities with them on appearances and personality, studies on 3-D instructors in VR applications were lacking. For haptic feedback, the interaction with VR objects is usually achieved through controllers and joysticks, which does not require forceful exertions that are necessary in the real world. Therefore, users may perceive less physical fidelity when interacting with the VR objects, which can impede the skill transfer from VR training to the real world. Previous study on pseudo-haptic brought up the concept of “virtual exertions” and used electromyography (EMG) as the haptic cue for VR interactions in a simple virtual dumbbell lifting task. It is worth investigating the idea of virtual exertions in more complicated movements that involved muscles across the full body.

The research purpose of this dissertation included: (1) studying the utility of 3-D virtual instructors in VR systems where different ways of designing 3-D humanoid instructors were examined and compared; (2) examining the concept of virtual exertions in a simulated patient transfer task using multi-binary criteria; and (3) applying the methods of virtual exertions in manual material handling (MMH) tasks and exploring new approaches for establishing virtual exertions threshold.
Two humanoid instructors were designed and examined in two extended reality (XR) applications. A 3-D humanoid model was developed and implemented in a virtual reality exercise program to guide participants to perform pick and place movements; A point-cloud generated humanoid instructor was built in an augmented reality (AR) posture training platform to demonstrate common manual material handling postures. Both humanoid instructors achieved their instructional functions as expected while demonstrated different characteristics: 3-D model based virtual instructor was more flexible and could be easily animated to convey dynamic movement information to the participants; point cloud generated virtual instructor shared more similarities with real humans on appearances but was difficult to be edited and animated.

A simulated patient transfer task was studied in a laboratory setting with EMG sensors attached to participants’ muscles across the whole body. Principal component analysis was utilized to select the major contributing muscles of the task. A virtual patient transfer task was conducted targeting the selected major muscles, participants needed to contract all muscles to reach the respective calibration threshold obtained during the physical transfer tasks. The results showed that participants could only finish the tasks with adjusting factors that scaled down the lifting thresholds, which suggested that the multi-binary criterion was difficult to achieve.

The third study used psychophysical methods to evaluate MMH tasks, examined the potential of classifying MMH movements using EMG signal, and finally designed a virtual squat lifting task using regression-based criterion. The results showed that the program could evoke comparable sense of perceived exertions in the virtual lifting task against the physical lifting task.
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Chapter 1 Introduction

Virtual reality (VR) is a computer-generated environment that can provide highly interactive, simulated, stereoscopic experience of the real world. VR systems afford adaptable environment, provides highly motivational interactions and offers easily accessible communication channels (Burdea, 2003). Because of these benefits, a variety of VR applications have been developed in the area of education (Freina & Ott, 2015), rehabilitation (Schultheis & Rizzo, 2001), and training (Chua et al., 2003), which show promising potential for future success. Particularly in training and instructional applications, VR provides a safe and controllable platform for trainees to perform the training tasks.

VR systems provide enhanced feedback through varied channels of sensory output. Visual feedback is the most deployed sensory output in VR systems. In specific, current technology makes it possible to create 3-D instructors/agents to guide participants through various tasks. Past studies revealed that people tended to trust the instructors that are similar to them (Behrend & Thompson, 2011; Brewer, 1979), and these similarities arise from surface attributes like age, gender or race and deep attributes like behavior and personality (Behrend & Thompson, 2011). However, these studies focused on real instructors or instructors in 2-D videos. Therefore, there is a need to study the use of 3-D humanoid instructors in VR applications. For haptic feedback, the interactions with virtual objects are usually achieved by input devices like controllers in VR systems, which do not require forceful efforts and intense muscle contractions (Chen, Ponto, Tredinnick, & Radwin, 2015; Radwin, Chen, Ponto, & Tredinnick, 2013), therefore users may perceive less physical fidelity and immersion, which could impede the skill transfer from VR training to the real world (Howard, 2017). Therefore, it is worth investigating novel methods of haptic feedback.
To study the use of 3-D instructors, this dissertation evaluated the functionalities of humanoid instructor in two extended reality (XR) applications, which covers all real-virtual combined environments (Chuah, 2019). Two experiments were conducted to study the function of a graphically rendered 3-D model instructor in a virtual reality exercise (VRE) program and a point cloud based 3-D instructor in an augmented reality (AR) posture training system. To accommodate the lack of forceful feedback in VR training program, previous research has examined the concept of “virtual exertions” (K. B. Chen et al., 2015), which incorporated electromyography (EMG) signal into their novel VR program. EMG signals evaluate electrical activity produced by muscle contractions (Reaz et al., 2006). Post-processed EMG amplitude may demonstrate qualitative relation with force generated by the respective muscle groups (Perry & Bekey, 1981). Two experiments were conducted to generalize the concept of “virtual exertions” to gross movements and common physical tasks.

The manuscript is organized as follows. Background and related works are presented in Chapter 2, which cover literature review of studies in VR and EMG. Chapter 3 consists of two experiments that investigated the use of 3-D humanoid instructors in XR applications, in which the first experiment studied the role of graphically rendered 3-D model instructor on a virtual pick-and-place task; the second experiment studied the use of point cloud based 3-D instructor in a posture training scenario achieved through an AR interface. Chapter 4 discusses the use of EMG to simulate haptic feedback in a virtual patient transfer task. Firstly, one experiment was conducted in the physical world to extract major contributing muscles during the simulated transfer task. Next, the same set of transfer task was conducted in a virtual scenario and haptic feedback was implemented through EMG feedback of the major contributing muscles. Chapter 5 comprises three experiments, the first one studied psychophysical measure of box lifting task in standing condition
and walking condition. The second experiment explored the possibility of classifying whole-body manual material handling movements via multi-EMG. The final experiment implemented the multi-EMG regression methods into the new VR interface and evaluated the validity of the new VR interface.
Chapter 2  Background and literature review

2.1 Virtual reality

Virtual reality (VR) is a computer-generated environment that provides simulated experience of the real world. Depending on the degree of overlap between the real environment and the virtual environment, concepts like augmented reality (AR), mixed reality (MR) were also brought up. As illustrated in Figure 2-1, MR is the merging of real world elements and virtual elements; AR shares more similarities with the real world, and enables users to visualize physical world superimposed with computer generated virtual objects (Blade & Padgett, 2002). Overall, these all terms can be referred to as extended reality (XR), which covers all real-virtual combined environments (Chuah, 2019).

Figure 2-1 The Reality-Virtuality (RV) Continuum, which consists of the real environment (RE) and the virtual environment (VE) on both ends, and augmented reality (AR) and augmented virtuality (AV) in between. Both AR and AV make up mixed reality (MR). (Milgram & Colquhoun, 1999).

A VR system consists of a processing unit, such as a computer, and user interfaces that include a VR display and a control unit (e.g., controllers). In addition to the software and hardware, some researchers argue the human user is also a component of a VR system (Grady, 2003). A VR display is not limited to visual modality achieved through projectors or monitors, it also includes auditory display and haptic display (Sigrist et al., 2013). Visual effects are created by computers and form the most important sensory feedback in VR system, and they are presented to users
through visual displays that vary in size, cost, and levels of immersion. Table 2-1 and Figure 2-2 below summarize some representative examples of these visual display devices and their characteristics.

**Table 2-1** Different types of VR visual display devices.

<table>
<thead>
<tr>
<th>Device</th>
<th>Size</th>
<th>Type</th>
<th>Cost</th>
<th>Immersion</th>
</tr>
</thead>
<tbody>
<tr>
<td>TV screen, computer monitor</td>
<td>Medium</td>
<td>Non-immersive</td>
<td>Low</td>
<td>Low</td>
</tr>
<tr>
<td>Head-mounter display (HMD)</td>
<td>Small</td>
<td>Fully immersive</td>
<td>Medium</td>
<td>High</td>
</tr>
<tr>
<td>CAVE</td>
<td>Large</td>
<td>Fully immersive</td>
<td>High</td>
<td>High</td>
</tr>
</tbody>
</table>

**Figure 2-2** Different VR display systems. A) TV monitor; B) Head-mounter display (HMD); C) Cave automatic virtual environment (CAVE).

Apart from visual effects, VR can also provide auditory feedback and haptic feedback through devices like headphone and tactile gloves. Compared to conventional interactive platforms, VR has abundant advantages. For instance, VR can provide controllable scenarios that allow the users to experience environments and activities that are dangerous in real world (F. D. Rose et al., 2005). The interactions in VR are highly motivational and they facilitate game-like experience (Burdea, 2003; Lohse et al., 2016). In addition, VR is programmable and can be easily adjusted.
for different users or needs (Burdea, 2003). For these reasons, VR has various applications and are implemented in the areas of entertainment, education, training, and therapeutic rehabilitation (Burdea, 2003; Naranjo et al., 2020; Parekh et al., 2020; Uppot et al., 2019).

2.1.1 Human experiences in Virtual reality

To study human perception and experience in a virtual environment, there are two concepts that commonly compared: presence and immersion.

2.1.1.1 Presence

Presence is a subjective feeling of being in an environment (Slater, 2018). For VR systems, it refers to the sense of being present at the location that is displayed to the user in the virtual environment. This psychological feeling can be affected by factors that include VR hardware, sensory feedback, human-computer interactions, etc. (Slater & Usoh, 1993). A “perfect” VR system should convince the users that the virtual world is real and they are truly present at the virtual world (Bates, 1992). Previous studies have shown the feeling of presence had significant effects on users’ performance in VR. For instance, Slater et al. (1996) found that people behaved more naturally in VR when they felt higher degree of presence. However, the sense of presence is highly subjective, thus it has been challenging for researchers to develop a widely accepted way of directly measuring presence (Grassini & Laumann, 2020).

The major methods of measuring presence include: questionnaires and interviews, physiological measures, and user behavior analysis (Grassini & Laumann, 2020; Hein et al., 2018). Questionnaires are the most frequently used methods of measuring presence (Hein et al., 2018) as they are cheap and easy to administer. Various questionnaires have been designed and implemented which include Igroup Presence Questionnaire (IPQ), Slater-Usoh-Steed
Questionnaire (SUS) and Witmer and Singer's Presence Questionnaire (PQ) (Grassini & Laumann, 2020; Slater, 1999; Witmer & Singer, 1998). Among these questionnaires, PQ is the most prevalent tool that is adopted by most of the researchers (Grassini & Laumann, 2020). However, the results from different questionnaires are difficult to compare and are prone to bias (Kober & Neuper, 2013; Szczurowski & Smith, 2018). For the physiological measure, electroencephalography (EEG) that captures human brain activity is the most prevalent measure of presence (Grassini & Laumann, 2020; Terkildsen & Makransky, 2019). Apart from EEG, heart rate (HR) can also be a possible measure of presence (Grassini & Laumann, 2020). While the physiological measures are more objective compared to questionnaires, there is no consensus which one is the best (Grassini & Laumann, 2020). The third method of measuring presence is user behavior analysis. In general, it is achieved through evaluating whether people’s performance (e.g. movement pattern like postural sway) in VR is natural as that of real world (Grassini & Laumann, 2020). This method is not easy to control and requires additional feedback in VR.

2.1.1.2 Immersion

Immersion is a metric of VR system that can be mistakenly used for the term presence. While presence depicts the human’s subjective experience, immersion is an objective measure of a VR system. Immersive systems are defined as “extensive, surrounding, inclusive, vivid and matching” (Slater et al., 1995). Immersion is a key feature of VR systems and can influence users’ subjective presence (T. Rose et al., 2018). Immersion of a VR system depend on the various factors that include VR hardware, sensory feedback and human-computer interactions, etc (Zyda, 2005). For instance, given two systems with all other conditions being the same, a system with a larger field of view is considered more immersive than the one with a smaller field of view; one that generates real-time shadow is more immersive if the other one does not; one allows users to turn
head and still receive visual feedback is more immersive if the other one does not (Slater, 1999). As for the influence of immersion, some researchers argue that human performance improvement in searching task in VR is through increased immersion (Pausch et al., 1997), while some other researchers found no significant relationship between immersion and improvement in VR rehabilitation (T. Rose et al., 2018).

2.1.2 Augmented feedback in Virtual reality

Augmented feedback, also termed as extrinsic feedback, is defined as the information that cannot be present without an external source (Sigrist et al., 2013). For a VR system, various augmented feedback can be manipulated to make the system more immersive.

Visual feedback is the most common augmented feedback in VR systems which is achieved through display devices like TV monitor, HMD and CAVE. These VR displays put up one or two screens in front of the users’ eyes and render images in real-time according to the users’ activities (Strickland, 2007). Consequently, the position of user’s eyes and head need to be tracked. To simulate real life experiences, factors like frame rate and field of view (FOV) need to be properly adjusted (Raaen, 2015; Ragan et al., 2015).

Auditory feedback is another sensory output of the VR system which is usually achieved through headphones. To create realistic experience, the sound in VR needs to be 3-D and its’ orientation should shift in a natural way as of the real-world sound (Strickland, 2007). Various studies have been conducted to study the implementation of auditory feedback in VR systems. For instance, Wellner et al. (2008) evaluated visual feedback and auditory feedback in virtual obstacle walking tasks and found that continuous auditory feedback leads to a significantly higher gait speed than visual feedback. Y. Zhang et al. (2005) proposed that integrated feedback (visual and auditory) can lead to increased human performance compared to either feedback alone; for people
with visual impairments, researchers used auditory feedback combined with haptic feedback to navigate them through different virtual scenarios (Zhao et al., 2018).

Haptic feedback is also a key factor in VR systems. In the physical environment, humans interact with objects through body contact by voluntarily contracting the muscles to lift, place, and manipulate physical objects. While in VR, the interactions with virtual objects are usually achieved by input devices like controllers, which do not require natural forceful efforts and intense muscle contractions (K. B. Chen et al., 2015; Radwin et al., 2013), therefore users may perceive less effort and lower workload. To evoke haptic perception, researchers have explored a variety of haptic devices to deliver physical tactile (feedback to sensory receptors in the skin) and kinesthetic (feedback to the sensory receptors in the muscles and joints) experiences in VR. Vibrotactile actuators were integrated with gloves to provide tactile feedback and convey stiffness to users’ hands (Bullion & Gurocak, 2009; Perret & Poorten, 2018), but users were not required to exert opposing forces to actively interact with the system. Alternatively, exoskeletons or similar devices were integrated to deliver kinesthetic feedback to users (Chakarov et al., 2017; Frisoli et al., 2009).

Other than sensory feedback, some researchers have utilized bio-signals, such as electromyography (EMG) to create higher immersive VR systems. For instance, Chen et al. (2015) proposed and demonstrated the concept of “virtual exertions” to encode EMG signals and track hand movements for interacting with virtual objects. The experimental task was to reach, grasp, then hold a virtual dumbbell for five seconds, and then return the virtual dumbbell to a virtual table. Specifically, the grasping of virtual objects was achieved in two steps: (1) a user’s tracked hand position collided with virtual objects and (2) the user contracted the prime mover muscle group (i.e., biceps brachii) and reached a calibrated EMG threshold. When the two steps were accomplished, the virtual object was considered “grasped” and “moved” with the user’s hand.
2.1.3 Limitations of VR systems

Despite of all the advantages and benefits, VR systems also have limitations and challenges. Firstly, from the perspective of hardware, the weight of HMD, interpupillary distance, field of view still need further study and adjustment as they can contribute to users’ comfort when wearing the HMD (Mehrfard et al., 2019). Besides, some participants might feel claustrophobic as they feel the pressure on nose when wearing a HMD (Appel et al., 2020). For people wear glasses, HMD can pose additional burdens in terms of fitting HMD to the glasses and focusing on the VR content (Appel et al., 2020).

Secondly, sickness might occur for some VR users and lead to discomfort and symptoms such as headache, stomach awareness, nausea, etc., which are similar to motion sickness (Kolasinski, 1995; J. J. LaViola Jr, 2000). Previous studies have shown that various factors can contribute to VR sickness (Chang et al., 2020). Several studies have even concluded that although HMD can enable more realistic stereoscopic contents, it may also induced more severe VR sickness symptoms (Dennison et al., 2016; K. Kim et al., 2014). This may be due to the discrepancy between expected vestibular inputs induced by stereoscopic contents and actual perceived sensory information (Chang et al., 2020). Some researchers found that latency was closely related with VR sickness (DiZio & Lackner, 1997; Rebenitsch & Owen, 2016). Specifically, the lag time between users’ activity and the VR systems’ feedback, or latency, needs to be minimized to reduce VR sickness (Chang et al., 2020). Some studies investigated the effects of duration on VR sickness and concluded that longer exposure time could lead to increased VR sickness (So et al., 2001; So & Lo, 1999; Stanney et al., 2003). The severity of VR sickness differs by person, and the factors that can influence VR sickness include age, gender and prior VR experience (Chang et al., 2020). To measure VR sickness, subjective self-reported questionnaires (Kennedy et al., 1993) and
objective physiological measures such as EEG (Y. Y. Kim et al., 2005), postural sway (Lubeck et al., 2015; Palmisano et al., 2018), blood pressure (Farmer et al., 2015) were examined.

Finally, VR is still limited in real applications. For instance, in the area of virtual rehabilitation, despite of the encouraging results from pilot studies, universal clinical acceptance is still underway (Burdea, 2003). In addition, current standard commercial VR equipment cannot accommodate “special needs”, which constrained its’ use for different patients.

### 2.2 Electromyography (EMG)

Electromyography (EMG) is a diagnostic signal that records and evaluates muscle activity (Robertson et al., 2014). EMG can be viewed as a function of time with the unit of voltage (Figure 2-3).

![Sample plot of EMG signal.](image)
2.2.1 Normalization of EMG

Raw EMG signals can be affected by various factors, including electrode configuration and placement (Halaki & Gi, 2012), skin preparation (Cram & Rommen, 1989), and perspiration and temperature (Winkel & Jørgensen, 1991). The effect of these factors may vary among individuals, time, and laboratories, which makes direct comparison of EMG signals collected at different instances challenging. To address this challenge, raw EMG signals can be normalized against a reference value. Quantitatively speaking, this means to divide the raw EMG signal by a reference value and the resultant will then be reported as the percentage of the reference. By doing this, normalized EMG (nEMG) values may be used to compare across different experiments as the effects of those influential factors were eliminated (Konard, 2012). Currently there are no standard or unique methods to select the best reference to normalize the raw EMG, but a “good” reference should be reliable, repeatable and meaningful (Halaki & Gi, 2012). Although different tasks and muscles may have preferred methods to choose the normalization reference, the most common normalization methods include the maximum voluntary isometric contractions (MVIC), mean dynamic methods (MDM) and peak dynamic methods (PDM).

2.2.2.1 Maximum voluntary isometric contractions (MVIC)

Maximum voluntary isometric contraction (MVIC) is a widely used method to normalize raw EMG values. The MVIC is obtained by instructing a participant to perform a series of isometric movements to overcome the opposing static resistance applied on the target muscles. The participants are verbally encouraged to exert maximally to generate maximum muscle contractions for recording. The EMG collected during the MVIC tests are then processed with common signal processing methods (filtering, rectification and smoothing), finally the maximum
value calculated from the processed MVIC EMG can function as the reference to normalize the EMG of the same muscle for the task of interest.

There are many guidelines for obtaining accurate and reliable MVIC results. For instance, each MVIC test needs to be repeated at least three times with reasonable rest provided between each trial (Mathiassen et al., 1995). To be certain of inducing participants’ maximum contractions, stabilization and support of the target joints and body segments are also vital (Konard, 2012). For some muscles, there may exist several candidate MVIC tests that can induce maximum contractions. In this case, all the candidate tests need to be performed to determine the one that can truly induce the maximum reference values.

Even though MVIC is the most widely employed method of EMG normalization, it also has many limitations. Firstly, the MVIC method only estimates a muscle’s maximum static contractions (Sousa & Tavares, 2012), which makes it unreasonable to normalize a muscle’s EMG during dynamic tasks with static MVIC values. Secondly, an ideal MVIC needs to capture an individual’s true maximum contractions, but currently there are not universally accepted MVIC tests that can induce maximum contractions. Even for the same muscle, different studies demonstrate varied procedures and MVIC tests (Halaki & Gi, 2012). Thirdly, the MVIC tests are only limited to healthy and young people who are able to exert maximally in the tests, while for patients with physical disabilities or injuries, it is difficult and unsafe to perform MVIC tests on them (Hsu et al., 2006). Finally, the MVIC technique can be time consuming and energy consuming when there are more desired muscles and more MVIC tests are required (Hsu et al., 2006; Korak et al., 2020).
2.2.2.2 Peak dynamic methods (PDM) and mean dynamic methods (MDM)

To avoid obtaining normalized EMG greater than 100%, which may suggest that the MVC tests did not acquire the true maximum activations, some researchers used peak EMG value obtained during the task as the normalization reference (Halaki & Gi, 2012), which is termed as peak dynamic methods (PDM). The advantage of using PDM is that it can be guaranteed that the nEMG is between 0 and 100%, this method has already been used in various studies (Allison et al., 1993; Burden, 2010; Yang & Winter, 1984). Similarly, the mean amplitude during a task can be chosen as the reference to normalize the EMG data, and this is called the mean dynamic methods (MDM). The MDM has been utilized in several studies to be compared with MVIC methods in terms of reliability (Bolgla & Uhl, 2007; Morris et al., 1998). The advantage of MDM and PDM is that they can decrease the variabilities among the individuals compared to the MVIC method (Allison et al., 1993; Winter & Yack, 1987). However, since the MDM and PDM are more related to the specific tasks and do not consider the capacity of different muscles for different individuals, the comparison of muscular activations between tasks or muscles are difficult (Halaki & Gi, 2012).

2.2.2 EMG feature extractions

A feature of an EMG signal quantitively depicts the EMG signal’s specific property in a finite time interval (also called a window) (Toledo-Pérez et al., 2019). An EMG feature can be in the time domain, the frequency domain, and also analyzed using time-frequency analysis.

2.2.2.1 Time domain features

Common time domain features include integrated EMG (IEMG), mean absolute value (MAV), root mean square (RMS), variance of EMG (VAR), waveform length (WL), simple square integral (SSI), slope sign changes (SSC), zero crossings (ZC), average amplitude change (AAC), and auto-regressive coefficients (AR).
<table>
<thead>
<tr>
<th>Features</th>
<th>Formula</th>
<th>Descriptions</th>
</tr>
</thead>
<tbody>
<tr>
<td>IEMG</td>
<td>$I_{EMG} = \sum_{n=1}^{N}</td>
<td>x_n</td>
</tr>
<tr>
<td>MAV</td>
<td>$MAV = \frac{1}{N} \sum_{n=1}^{N}</td>
<td>x_n</td>
</tr>
<tr>
<td>RMS</td>
<td>$RMS = \sqrt{\frac{1}{N} \sum_{n=1}^{N} x_n^2}$</td>
<td>Root Mean of the squared EMG amplitude</td>
</tr>
<tr>
<td>VAR</td>
<td>$VAR = \frac{1}{N-1} \sum_{n=1}^{N} x_n^2$</td>
<td>Mean of the squared deviations of the EMG amplitude</td>
</tr>
<tr>
<td>WL</td>
<td>$WL = \sum_{n=1}^{N-1}</td>
<td>x_{n+1} - x_n</td>
</tr>
<tr>
<td>SSI</td>
<td>$SSI = \sum_{n=1}^{N} x_n^2$</td>
<td>Sum of the squared EMG amplitude</td>
</tr>
<tr>
<td>SSC</td>
<td>$SSC = \sum_{n=2}^{N-1} f_{SSC} (x_n)$</td>
<td>Sum of the number of times that EMG signal’s slope sign changes</td>
</tr>
</tbody>
</table>
| f_{SSC} (x_n) | $\begin{cases} 
1, & \text{if } x_n < x_{n-1} \text{ and } x_n < x_{n+1} \\
0, & \text{otherwise} \end{cases}$ |                                                                 |
| ZC       | $ZC = \sum_{n=1}^{N-1} f_{ZC} (x_n)$                                    | Sum of the number of times that EMG signal crosses zero, a lower bound threshold $L$ is introduced to reduce noise effects (Hudgins et al., 1993; Toledo-Pérez et al., 2019) |
| f_{ZC} (x_n) | $\begin{cases} 
1, & \text{if } x_n x_{n+1} < 0 \text{ and } |x_{n+1} - x_n| \geq L \\
0, & \text{otherwise} \end{cases}$ |                                                                 |
| AAC      | $AAC = \frac{1}{N-1} \sum_{n=1}^{N-1} |x_{n+1} - x_n|$                                                          | Mean of the accumulated waveform length                                      |
| AR       | $x_n = \sum_{p=1}^{P} A_p x_{n-p} + \omega_n$                          | EMG signal is modeled as an autoregressive model, $P$ denotes the number of orders |
2.2.2.2 Frequency domain features

An EMG signal can be converted into representation of frequency domain through fast Fourier transform (FFT) and analyzed in the frequency domain. Common frequency domain features include mean frequency (MNF), median frequency (MDF), peak frequency (PKF), mean power (MNP), and total power (TTP). In particular, MNF and MDF are commonly utilized as the indicators of muscle fatigue as abundant research has shown muscle fatigue will result in the downward shift EMG frequency spectrum (Phinyomark et al., 2012). The formula and detailed explanations of the time domain features are listed below in Table 2-3.

<table>
<thead>
<tr>
<th>Features</th>
<th>Formula</th>
<th>Descriptions</th>
</tr>
</thead>
<tbody>
<tr>
<td>MNF</td>
<td>$MNF = \frac{\sum_{i=1}^{M} f_i P_i}{\sum_{i=1}^{M} P_i}$</td>
<td>Mean power frequency of the EMG signal</td>
</tr>
<tr>
<td>MDF</td>
<td>$\sum_{i=1}^{MDF} P_i = \frac{1}{2} M \sum_{i=1}^{M} P_i$</td>
<td>Frequency at which EMG power spectrum is divided into two regions with equal power</td>
</tr>
<tr>
<td>PKF</td>
<td>$PKF = \max(P_i)$</td>
<td>Frequency at which maximum EMG power occurs</td>
</tr>
<tr>
<td>MNP</td>
<td>$MNP = \frac{\sum_{i=1}^{M} P_i}{M}$</td>
<td>Mean power of the EMG power spectrum</td>
</tr>
<tr>
<td>TTP</td>
<td>$TTP = \sum_{i=1}^{M} P_i$</td>
<td>Aggregate of EMG power spectrum</td>
</tr>
</tbody>
</table>

2.2.2.3 Time-frequency analysis

FFT converts the whole EMG signal in time domain into representations in the frequency domain. However, for the non-stationary signals that are more common in real applications, people are interested in at what times the specific frequency components occur, which leads to the
development of time-frequency analysis. Common time-frequency analysis methods include short time Fourier transform (STFT) and wavelet transform (WT), which comprises of continuous wavelet transform (CWT) and discrete wavelet transform (DWT). EMG features in time-frequency can be extracted after these methods. Compared to time-domain features and frequency-domain features, time-frequency domain features are more computationally complicated (Toledo-Pérez et al., 2019).

2.2.3 EMG based movement classification

In recent years, EMG has received increasing attention to build novel human-machine interface (HMI), which develops as a new way of system control (Nazmi et al., 2016; Toledo-Pérez et al., 2019). One of these controls is achieved through EMG based movement/posture classification, which include signal acquisition, signal preprocessing, feature extraction, and classification illustrated in the following flowchart Figure 2-4 (Toledo-Pérez et al., 2019).

![Flowchart of the EMG based movement.](image)

Signal acquisition denotes the early configuration of the EMG system, the type of EMG sensors (invasive or non-invasive), target muscles and type of movements are all confirmed in this early stage. In essence, signal preprocessing is the cleaning of raw EMG data, which includes
segmentation of signal and removal of noise. The purpose of EMG segmentation is to extract the active pattern from the continuous EMG signal, which can be achieved through a threshold technique (Figure 2-5) where the EMG signals below the RMS threshold were discarded (Ahmad & Kim, 2018). To remove noise, EMG signals are usually filtered with a bandpass filter at cutoff frequency of 10-500 Hz (Ahmad & Kim, 2018; Chopp et al., 2010) as the noise produced by skin is normally below 10 Hz and above 500 Hz (Toledo-Pérez et al., 2019). After preprocessing, a windowing technique (Figure 2-6) is applied to the signal and a set of EMG features is calculated on the window, which are then fed into the classifier (Nazmi et al., 2016). The length of window and overlapped window can have an effect on the classification error (Englehart & Hudgins, 2003) and studies have shown the optimal length was between 150 and 250 ms to make a balance between control delay and classification error (Smith et al., 2011).

Figure 2-5  Extract actual EMG pattern through threshold technique. Blue plots denote the raw EMG; black curves denote the RMS plot of the raw EMG; orange arrows denote the extraction threshold (e.g. 0.1*peak RMS).
Feature extractions through overlap windowing technique with window length (WL) and step length (SL). In this figure, WL = 2000 samples, and SL = 500 samples.

EMG feature extractions is a critical step in EMG-based movement classification (Shin et al., 2014) as there are quantities of EMG features that lie in the time domain, frequency domain, and time-frequency domain (Toledo-Pérez et al., 2019) which are discussed in the section 2.2.2. Currently, there is no consensus how many EMG features and what EMG features shall be selected for EMG based classification (Toledo-Pérez et al., 2019). Table 2-4 lists some of studies on EMG based classification and their choices of EMG features. Details of these features can be found in Section 2.2.2.
<table>
<thead>
<tr>
<th>References</th>
<th>Channels</th>
<th>EMG features</th>
<th>Classifier</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Lucas et al., 2008)</td>
<td>16</td>
<td>MAV, ZC, WFL, SSC, RMS, AR</td>
<td>SVM</td>
<td>95%</td>
</tr>
<tr>
<td>(She et al., 2010)</td>
<td>4</td>
<td>MAV, WL, ZC, and SSC</td>
<td>SVM</td>
<td>90%</td>
</tr>
<tr>
<td>(Al-Timemy et al., 2013)</td>
<td>11</td>
<td>TD-AR</td>
<td>LDA, SVM</td>
<td>98%</td>
</tr>
<tr>
<td>(Miller et al., 2013)</td>
<td>8</td>
<td>MAV, VAR, WL, SSC, and ZC</td>
<td>SVM</td>
<td>95%</td>
</tr>
<tr>
<td>(Alomari &amp; Liu, 2015)</td>
<td>4</td>
<td>WL</td>
<td>SVM</td>
<td>99%</td>
</tr>
<tr>
<td>(Jarrasse et al., 2017)</td>
<td>24</td>
<td>RMS, AR, WL and SE</td>
<td>LDA</td>
<td>75%</td>
</tr>
<tr>
<td>(Paul et al., 2017)</td>
<td>2</td>
<td>MAV, RMS, SSI, WL, AAC, DASDV, LOG</td>
<td>KNN, SVM</td>
<td>60%</td>
</tr>
<tr>
<td>(Ishii et al., 2018)</td>
<td>4</td>
<td>IEMG</td>
<td>SVM</td>
<td>90%</td>
</tr>
</tbody>
</table>

To increase the classification efficiency and accuracy, some researchers used dimension reduction methods such as principal component analysis (PCA) on the feature sets prior to the final classification process (D. Zhang et al., 2014). In terms of human movement classifiers, common classifiers like support vector machines (SVM), linear discriminant analysis (LDA), K-nearest neighbor (KNN) are used and compared (Nazmi et al., 2016; Shin et al., 2014; Toledo-Pérez et al., 2019). Overall, these methods could achieve the classification accuracy of 90% to 95%.

### 2.2.4 EMG based force estimation

For EMG-based muscle force prediction, there are conventional physiological models and data-driven models. For physiological models, various studies proposed models that have incorporated physiological parameters, including muscle cross-sectional area, force-length relationship, and passive elasticity (McGill, 1992; Nussbaum & Chaffin, 1998). For instance, the following equation shows that force in the $i^{th}$ muscle was determined by: 1) muscle stress $S_i$; 2) force-nEMG relationship; 3) muscle cross-sectional area (CSA); 4) length-tension function $f_{len_i}$; 5) passive length-tension function $F_P$. This model has been used to estimate the trunk loadings and
lumbar muscle force (Nussbaum & Chaffin, 1998). While these studies showed promising modelling accuracy, they also have limitations as the physiological parameters (e.g., muscle cross-sectional area) in the model can be subject-variant and need to be tuned for each individual (Shao et al., 2009).

\[
F_i(t) = S_i \times e^{-k_1 \text{EMG}_i(t-k_2)} - e^{-k_1} - 1 \times CSA_i \times f_{\text{len}} + k_2 Fp_i
\] (2-1)

Another approach to predict muscle force production is through data-driven methods, which included regression and artificial neural network to directly estimate muscle force production from EMG signals (Hoozemans & Van Dieën, 2005; Kamavuako et al., 2012; Martinez et al., 2020; J. L. G. Nielsen et al., 2011). These studies focused on the general output force such as grasping force and lifting force rather than single muscle’s exerting force. Table 2-5 summarizes some of these data-driven force prediction studies. EMG-based muscle force prediction can be applied in ergonomics evaluation (S. Chan, 2007), tool design (Hoozemans & Van Dieën, 2005), and myoelectric prostheses control (Martinez et al., 2020). Similar to EMG-based movement classification, most of these data-driven EMG-force models focused on force applied on finger or grasp force and studied forearm and hand muscles (Hoozemans & Van Dieën, 2005; Li et al., 2015; Martinez et al., 2020), while exertions (lifting, pushing, pulling, etc) that involved whole-body muscles were lacking.
<table>
<thead>
<tr>
<th>References</th>
<th>muscles</th>
<th>Algorithm</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Hoozemans &amp; Van Dieën, 2005)</td>
<td>6 forearm muscles</td>
<td>Linear regression</td>
<td>0.54-0.86</td>
</tr>
<tr>
<td>(J. L. G. Nielsen et al., 2011)</td>
<td>Arm muscles</td>
<td>ANN</td>
<td>0.72-0.93</td>
</tr>
<tr>
<td>(P. Liu et al., 2014)</td>
<td>Forearm muscles</td>
<td>Filtering and regression</td>
<td>4.2-10.2%</td>
</tr>
<tr>
<td>(Hashemi et al., 2015)</td>
<td>Arm muscles</td>
<td>Parallel cascade identification</td>
<td>8.3-33.3%</td>
</tr>
<tr>
<td>(Cao et al., 2017)</td>
<td>Arm muscles</td>
<td>ANN</td>
<td>1.5-2%</td>
</tr>
<tr>
<td>(Baldacchino et al., 2018)</td>
<td>12 arm muscles</td>
<td>Bayesian Mixture of Experts</td>
<td>2.6-9.6%</td>
</tr>
<tr>
<td>(Martinez et al., 2020)</td>
<td>3 forearm muscles</td>
<td>Regularized regression</td>
<td>2.5%</td>
</tr>
</tbody>
</table>
Chapter 3 The study of instructional modalities in XR applications

This chapter is adapted from two co-authored papers (K. Chen, Perera, et al., 2020; K. Chen & Chen, 2021b).

3.1 Motivation

Modern technology makes the virtual training and virtual education accessible (Halabi, 2020; Pantelidis, 2010). In specific, the use of humanoid character/agent can function as a virtual teacher and provide instructional guidance (Behrend & Thompson, 2011). Previous research has shown the virtual agent can be utilized in a lot of educational and training settings, and they can serve in various activities from hosts, to advisors, to teachers, and to companions (Mohammed & Angell, 2004; Roselyn Lee et al., 2007; Sidner, 2008). In addition, it is common for users to personify the virtual agents and develop emotional bond with them (Nass et al., 1995). Figure 3-1 below depicts the scenario of communication with a 2-D virtual agent.

Figure 3-1 Example of a conventional humanoid agent (Oertel et al., 2020).
Past studies indicated that people tended to trust the instructors that are similar to them (Behrend & Thompson, 2011; Brewer, 1979). These similarities arise from surface attributes like age, gender or race and deep attributes like behavior and personality (Behrend & Thompson, 2011). For instance, previous studies demonstrated that learners tend to trust advice from agent whose ethnicity is similar to them (Pratt et al., 2007). Thus, it is expected that a more human-like instructor can evoke improved trainee trust and adherence.

Using modern RGB-D cameras, the surface of a human can be captured in the form of point cloud and reconstructed as a complete human model (Z. Liu et al., 2015; Mao et al., 2017). The advantage of point cloud based human model is that it is more similar to a real human compared to 3-D human models. However, since the scan of human is a static posture, it is relatively hard to animate the human point cloud. On the other hand, 3-D human model can be easily animated as they are hierarchically constructed, but they are more like cartoon characters and share fewer similarities with real humans on appearance. Figure 3-2 below presents the use of a 3-D graphic rendered humanoid model and a point cloud scanned humanoid model.
In this chapter, the usage of humanoid virtual instructors in two XR systems were evaluated, two experiments were conducted: experiment 1 studied the effect of 3-D humanoid instructor in a VR exercise (VRE) program, experiment 2 studied the implementation of point cloud generated humanoid l instructor in an AR posture training platform. The details of these two experiments were presented in Sections 3.2 and 3.3.

3.2 Evaluation of an instructor-guided virtual reality exercise (VRE) program

3.2.1 Introduction

Virtual reality (VR) delivers 3-D spatial-temporal visual information used for virtual reality exercise (VRE) programs in supporting spatial movement learning, such as learning dance moves by imitating a virtual teacher (J. C. P. Chan et al., 2011) and playing immersive VR “exergames”
(exercise games) for full-body exercise (Finkelstein et al., 2011). In the clinical domain, VRE programs have been used for balance training (Duque et al., 2013; J. H. Kim et al., 2009), muscle strength improvement (C.-L. Chen et al., 2012; J. Kim et al., 2013), and fall prevention (Lim et al., 2017). Many VRE programs have shown promising outcomes (Farrow et al., 2019; Mazzone et al., 2013) that led to the increased interest in VR-based exercise and movement learning.

The success of VREs has been reported in studies that primarily compared the outcomes of those who have received VRE intervention to those who received usual care. The positive outcomes of VREs were associated with the hardware and software of virtual environments, including customizable design, multimodal information, and various augmented feedback (Burdea, 2003). Yet, the underlying mechanism and attributes that facilitate VRE outcomes are often overlooked and not specifically examined (Howard, 2017). In other words, aside from the inherent differences between a VRE (e.g., 3-D, “cool factor”) and conventional exercise, it is indispensable to examine contributors to successful VRE design and exercise goal in immersive VR, and thereby support the design of future VRE with appropriate VR features.

To study the constituents of successful VREs, the first step is to understand the positive factors in physical exercises and trainings. Engagement is a key contributing factor in physical exercise and rehabilitation (Schmidt et al., 2019) which is the affective quality or experience of a person when drawn into an activity (Lohse et al., 2016). Interactivity, background sound, and reward are environmental properties of games that contribute to the experience of engagement (Lohse et al., 2016). On the other hand, the motivation is a psychological property that promotes actions toward a goal (Lohse et al., 2016), and attributes such as challenges, sensation, and curiosity can contribute to an individual’s motivation (Pirovano et al., 2016). While engagement and motivation are different, they are in fact related constructs (Lohse et al., 2016).
In a typical physical rehabilitation program, individuals often perceive their experiences as boring and time-consuming, which may lead to decreased effort and engagement (Burdea, 2003; Schuler et al., 2011) and thus compromise rehabilitation outcomes. Promoting motivation is key to ensure continued physical activity and increased muscular activity (Rahman & Rahman, 2010; Schuler et al., 2011). Compared to traditional physical exercise program, VRE provides an enriched and interactive environment that promotes user engagement (Sveistrup, 2004). Even performing similar movements, users naturally consider interactions in VR to be novel and enjoyable (G. N. Lewis & Rosie, 2012). The addition of competition and game feature design (e.g., scoring system, interaction, and feedback) help engage users to exert physical effort during practice (Deutsch et al., 2008). Lohse et al. (2016) studied participants’ motor learning outcomes via a goal-oriented computer game, and it was found participants in the engaging condition (game group, abundant game features) demonstrated improved skill retention and transfer when compared to the less engaging condition (sterile group, identical task but fewer game features). Despite of the benefits of game feature design in VRE, few studies explicitly examined increased engagement in VR and overall outcomes (Howard, 2017). Thus, there is a need to study the effect of levels of game features in VR on human physical performance and engagement facilitation.

Practice is also an important factor in successful exercise programs. The amount, intensity, and type of practice are fundamental for therapeutic success (Dobkin, 2004; Kleim & Jones, 2008). There are two modes of practice: imitation-oriented and task-oriented. Imitation-oriented practice (observational learning) is delivered when an instructor demonstrates movements and the learners learn by observing and mimicking (Ferrari, 1996). Pre-recorded videos of an instructor performing the movements can also function as substitutes (Anderson et al., 2013). For instance, a virtual “teacher hand” animation was displayed and users needed to synchronize with the virtual teacher
hand as accurately as possible (Holden & Todorov, 2002). On the other hand, task-oriented practice (task-specific training, goal-directed training) enables participants to practice movements with a goal. Some argued that the outcome of training is optimized when the practice is meaningful and similar to the expected motor skill in physical world (Barnett et al., 1973; Kleim & Jones, 2008). Performing specific task-oriented practices recreate conditions of the physical world and thus increasing physical fidelity of the exercise (Howard, 2017). In conventional gait training, individuals are often guided to perform abstract knee or ankle movements instead of walking (Howard, 2017), which may impede the transfer of skills gained from training. Both engagement and practice mode are important factors for learning in the physical environment, examining these two factors will help glean further insights in VRE and contribute to the understanding of the design of successful VRE.

In this exploratory work, the effects of game features and practice type of a VRE system on human performance were examined, specifically the muscle activity and kinesthetics of the shoulder complex in able-bodied individuals. Three levels of game feature (low, medium, high) and two types of practice (task-oriented, imitated-oriented) in a full factorial experimental design was implemented. A common daily activity of pick-and-place books was implemented in a home-like virtual environment. Thus, enhanced performance was operationalized as greater flexion angle and electromyography (EMG) since rehabilitation exercises aim to increase joint range of motion and muscular activity (Moradi et al., 2020). It was hypothesized that greater shoulder flexion angle and greater muscular efforts are expected in the task-oriented practice compared to the imitation-oriented practice because task-oriented practice has physical meaning and is associated with a real-world task to which people relate. It was also hypothesized that the higher level of game features in VR would produce greater shoulder flexion angle and more intensive muscle activity because
higher game features could promote greater engagement, which may encourage more intensively movements greater muscular efforts (Schuler et al., 2011). In the long-term, the outcomes will be extended to enhance the performance of individuals with different goals, including home-based workout and virtual rehabilitation, and illuminate the design of future VRE.

3.2.2 Methods

3.2.2.1 Participants

Thirteen participants free of upper extremity disorders (9 males, 4 females) were recruited from North Carolina State University (NCSU) with informed consent. This research complied with the tenets of the Declaration of Helsinki and was approved by the Institutional Review Board at NCSU. The mean age was 25.3 years (SD=3.0, range=11) and all participants were right-handed. Among the participants, three had no experience of using VR through a head-mounted display (HMD) and ten had used HMD before but rarely (0-1 per month). The recruitment criteria were adapted from previous work (K. B. Chen et al., 2015, 2016): participants who self-reported upper-limb injuries in the last 3 months were excluded. Safety related VR exclusion criteria were: individuals who had a history of seizure, motion sickness, and sensitivity to flashing lights. The experiments were conducted in the Biomechanics Laboratory at NCSU and lasted approximated one hour per participant, and each participant was compensated ($10/hour).

3.2.2.2 Equipment

The VRE system consisted of virtual scenarios and hardware. Virtual scenarios were rendered by a game engine (Unity, https://unity3d.com/) and presented to participants via an HMD (Vive, HTC and Valve Corporation). A controller was used interact with virtual objects in the scenarios. The participants embodied inside an avatar, in which they were able to see their virtual
arms and legs through the HMD. The upper body movements of the avatar were driven by the participants’ real-time movements tracked by the HMD and controller positions.

For data collection, participants’ whole-body movements were monitored by a set of 14 optical motion tracking cameras (Raptor 4S, Motion Analysis). Twenty motion tracking markers were placed on the participant’s major upper body landmarks to collect joint coordinate data (Figure 3-3b). EMG electrodes (Trigno, Delsys) were placed on the muscle belly of the deltoid, supraspinatus, and infraspinatus on the dominant side to monitor shoulder muscle activity (Figure 3-3(a)). The muscles were selected based on the pick-and-place task movements, where the supraspinatus and the deltoid raised the arm and the infraspinatus assists in moving the arm backward (Gray, 2000).

To control for the movements performed in the imitation-oriented practice, an animated virtual instructor was created to deliver a set of standardized movements. The animation of virtual instructor was pre-recorded and generated by mapping upper body joint data of the researcher (179 cm, 78 kg, 26 year old male) to the model of virtual instructor (Jauregui et al., 2014). To create the animation, the researcher picked up a book from the table and placed it on a bookshelf, and the 3-D coordinate was recorded by motion capture system to reconstruct the positions of instructor.
3.2.2.3 Experimental design and protocol

A 2×3 (practice types × game feature levels) full factorial design experiment was conducted, which yielded six scenarios (2 × 3). Within-subjects variables were game feature level (low, medium, high) and practice type (task-oriented, imitation-oriented). The order of the experiment condition was randomized during the experiment: each of the six experimental conditions was numbered and a random sequence of experiment condition was generated for each participant. The experiment ended when participants completed all repetitions in all six scenarios.
Participants were donned with EMG sensors and completed the shoulder muscle maximum voluntary contraction (MVC) test (Boettcher et al., 2008), which was performed by participants maximally exerting against an opposing force. Verbal encouragements were provided to arouse the maximum muscle activation. The EMG measured during the MVC test would be used to normalize participants’ shoulder EMG data.

After the MVC test, the motion capture markers were placed on the bony landmarks of participants by following the International Society of Biomechanics recommendations (Wu et al., 2005). Participants wore the HMD and assumed a standing ready position, and they performed a set of practice tasks to become familiar with VR and the use of controller. The practice task was to pick up three virtual boxes using the controller and place them at a specified location in VR, and more practice was provided if needed. The experimental task was to perform a series of shoulder joint flexion movements where the participants would produce a reaching posture involving their dominant hand in two types of guidance conditions: (1) the imitation-oriented practice and (2) the task-oriented practice conditions.

In the imitation-oriented practice condition, the animated virtual instructor demonstrated eight repeated shoulder flexion movements (Figure 3-4a) and the participants were instructed to mimic and follow the instructor’s and performed the same pick-and-place movements. The number of repetitions is adopted from a meta-analysis on motor skills training (Behringer et al., 2011), which suggested 8-12 repetitions. 0° orientation (instructor and participants’ avatar faced the same direction) was applied to reduce more spatial transformation (Lafortune et al., 2018).

In the task-oriented practice condition (Figure 3-4b), participants were asked to pick up a virtual book from a virtual table using the controller, one at a time, and then place it on the highest level of a virtual bookshelf. The pick-and-place task prompted shoulder flexion and thus produced an
overhead reaching movement that was similar to the movement performed by the virtual instructor. There were eight virtual books and each trial ended when all eight books were picked up and placed.

**Figure 3-4** Exercise scenarios from the virtual environment, where the white camera icon depicts the location of the participant and thus “camera view”. (a) The imitation-oriented practice condition had a virtual instructor standing in front of the participant’s avatar, where the participant controlled the avatar’s movement to mimic the movement of the virtual instructor. (b) The task-oriented practice condition was to perform a pick-and-place task, where the participant controlled an avatar to pick up books and placed them on the shelf.

Both practice conditions had three different levels of game feature (Figure 3-5), which aimed to make the task more interesting by showing varying levels of background richness and reward (Lohse et al., 2016) to elicit greater participant interest and engagement. Game features were based on various visuals and lighting rendering, and a scoring panel that counted the number of books that have been placed on the bookshelf. The VR scene of the lowest game feature had limited environment settings (no grass background), no light rendering and no furniture. The VR scene of the middle game feature had environment settings, no light rendering, and several furniture. The highest game feature scene presented vivid lighting rendering, abundant furniture and a scoring panel that counted the number of books that have been picked up.
Three levels of game like feature for task-oriented practice condition: (a) low level, (b) middle level, (c) high level. The white camera icon depicts the location of the participant and thus “camera view”. The white circles depict the sophisticated lighting elements in the high game like feature level.

3.2.2.4 Variables and analysis

To study the effect of practice types and game feature levels on participant performance, this study examined objective measures: EMG and shoulder joint flexion angle. EMG signals convey valuable information about muscle activity and EMG amplitude can function as an index of muscle strength and muscular effort (Reaz et al., 2006). All EMG signals were filtered with a fourth order band-pass (20 Hz – 350 Hz) Butterworth filter, rectified and smoothed by a time window of 200ms (Schuler et al., 2011). The maximum amplitude in each condition was normalized with respect to the MVC tests, which yielded the normalized EMG (nEMG) values reported in the results. Shoulder joint flexion is a common activity performed during over-head reaching movements. The angle at which shoulder joint flexion reached its maximum was analyzed in this study as an indicator of the extent of shoulder joint flexion. The flexion angles were calculated based on the 3-D coordinates of the motion capture markers that were attached to the upper-body bony landmarks (Lee et al., 2015).

A two-way repeated measure analysis of variance (ANOVA) was used to analyze the effects of game feature level and practice type on participants’ shoulder muscle activity and shoulder joint flexion angle. Statistical significance was set to be $\alpha=0.05$. 
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3.2.3 Results

3.2.3.1 Maximum shoulder joint flexion angle

A two-way repeated measure ANOVA indicated a statistically significant main effect of practice type \((F(1,11) = 9.53, p = 0.01)\) on maximum shoulder flexion angle, but no statistically significant main effect of game feature level \((F(2,22) = 1.67, p = 0.21)\). No statistically significant interaction was found between practice type and game-like feature level \((F(2,66) = 0.22, p = 0.81)\).

Model residuals’ normality is validated as Shapiro-Wilk test showed \(W = 0.975, p\)-value = 0.16. Data variance homogeneity is validated with Levene’s test \((F(5,66) = 0.83, p = 0.53)\). Effect size (Olejnik & Algina, 2003) for practice type is \(\eta^2 = 0.16\) and game feature \(\eta^2 = 0.02\). Table 3-1 presents the overall mean maximum shoulder flexion angles in different VR scenarios.

<table>
<thead>
<tr>
<th>Measure [degrees]</th>
<th>Imitation-oriented</th>
<th>Task-oriented</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low game features</td>
<td>112.33 (8.52)</td>
<td>119.13 (10.79)</td>
</tr>
<tr>
<td>Middle game features</td>
<td>110.97 (6.79)</td>
<td>117.28 (9.93)</td>
</tr>
<tr>
<td>High game features</td>
<td>112.85 (6.70)</td>
<td>121.38 (8.74)</td>
</tr>
</tbody>
</table>

3.2.3.2 Shoulder muscle activity

The mean nEMG of the deltoid was 26.5% of its MVC (Figure 3-6). A two-way repeated measure ANOVA did not indicate a statistically significant main effect of practice type \((F(1,9) = 2.90, p = 0.12)\) nor game feature level \((F(2,18) = 0.91, p = 0.42)\) on deltoid nEMG. There was no statistically significant interaction between game feature level and practice type \((F(2,22) = 0.47, p = 0.64)\) for deltoid nEMG. Model residuals’ normality via Shapiro-Wilk test showed \(W = 0.988\).
p-value = 0.80. Data variance homogeneity is validated with Levene’s test ($F(5,54) = 0.41, p = 0.84$). Effect size for practice type is $\eta^2 = 0.06$ and game feature $\eta^2 = 0.005$.
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**Figure 3-6** Activity of the deltoid across different game feature levels ($\pm$1S.E.). The muscle activities were not statistically significantly across different scenarios.

The mean nEMG of supraspinatus was 28.8% of its MVC (Figure 3-7). There was a statistically significant main effect of practice type on supraspinatus nEMG ($F(1,9) = 12.61, p = 0.006$), with the mean nEMG of the task-oriented scenario being 11.2% greater than the nEMG in the imitation-oriented scenario. There was not statistically significant main effect of game feature level ($F(2,18) = 0.42, p = 0.66$) nor a statistically significant interaction between game feature level and practice type ($F(2,18) = 0.45, p = 0.65$). Model residuals’ normality via Shapiro-Wilk test showed $W = 0.983$, p-value = 0.56. Data variance homogeneity is validated with Levene’s test ($F(5, 54) = 0.22, p = 0.95$). Effect size for practice type is $\eta^2 = 0.2$ and game feature $\eta^2 = 0.004$. 
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Figure 3-7 Activity of the supraspinatus across different VR scenarios (±1S.E.). The muscle activities are statistically different between task-oriented and imitation-oriented scenarios. **p<0.001.

The nEMG of infraspinatus was 24.6% of its MVC (Figure 3-8). There was a statistically significant main effect of practice type \( (F(1,9) = 12.71, p = 0.006) \) on nEMG of infraspinatus, with the mean nEMG of the task-oriented scenario being 7.3% higher than the nEMG in the imitation-oriented scenario. There was not statistically significant main effect of game feature level \( (F(2,18) = 0.68, p = 0.52) \) nor a statistically significant interaction between game feature level and practice type \( (F(2,18) = 0.67, p = 0.52) \). Model residuals’ normality via Shapiro-Wilk test showed \( W = 0.993, p\text{-values} = 0.99 \). Data variance homogeneity is validated with Levene’s test \( (F(5, 54) = 0.32, p = 0.90) \). Effect size for practice type is \( \eta^2 = 0.06 \) and game feature \( \eta^2 = 0.002 \).
3.2.4 Discussion

Understanding the features of VRE that encourage increased user performance is crucial to help advance the designs of VR-based training and exercise. While the long-term goal is to devise VR-based rehabilitation and therapeutic exercises, the purpose of this exploratory study was to investigate the effects of practice types and game feature levels on shoulder muscle activity and kinesthetic performance during VRE. Instructional information was delivered in an immersive VR through an HMD. The nEMG of three shoulder muscles (the deltoid, supraspinatus, and infraspinatus) and the maximum shoulder flexion angle were examined.

3.2.4.1 Effects of guided practice type

The participants performed two types of guided practices in VR: (1) imitation-oriented movements by mimicking the actions of a virtual instructor and (2) task-oriented movements that required them to pick up and place books onto a bookshelf. Since task-oriented movements have physical meaning and end goals (Howard, 2017; Kleim & Jones, 2008), it was anticipated that
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participants would demonstrate greater shoulder flexion angle and muscle activity in the task-oriented practice because they aimed to place a book on a bookshelf to accomplish the movement goal. The results revealed confirmed the assumption as it showed a statistically significant main effect \( (F(1,11) = 9.53, p = 0.01) \) of guided practice type on maximum shoulder flexion angle, in which participants exhibited greater shoulder flexion angles during the task-oriented practice. While the task-oriented practice was designed to be repeated pick-and-place movements, this type of movement can be applied to other tasks such as reaching for a mug in a cupboard or restocking an empty grocery shelf. The physical meaning inherent to the movement could have promoted more engagement and exertions (Howard, 2017; Kleim & Jones, 2008). On the other hand, it was observed that participants did not consistently flex their shoulder joint to the extent that was demonstrated by the virtual instructor when performing the imitation-oriented movements despite the instruction was to copy the exact movement of the virtual instructor. It was also possible that participants became familiar with the shoulder flexion movement and did not adhere to the exact movement demonstrated by the virtual instructor. These observations have implications for designing therapeutic exercises: it may be advantageous to package intended, monotonous exercises within task-oriented movements to encourage individuals who may need continued practices.

The contractile activity of the deltoid, supraspinatus, and infraspinatus were studied because these muscles are related to the raising movements of the shoulder (Gray, 2000). The nEMG of the supraspinatus had the greatest mean nEMG value (28.8% of MVC) and it was statistically significant different between the two types of guided exercise \( (p = 0.006) \). Specifically, the mean nEMG of the supraspinatus during the task-oriented practice was 11.2% greater than the nEMG during imitation-oriented practice, which may be explained by the characteristic of the
pick-and-place task. The pick-and-place task can be decomposed into shoulder flexion (primary) and slight abduction movements. Both the deltoid and the supraspinatus can contribute to shoulder abduction, but the deltoid primarily supported abduction to the side of the body (Hughes et al., 1997), thus the supraspinatus was more involved for this experimental task. For the infraspinatus, guided practice type had a significant effect on its’ nEMG ($p = 0.006$), which was plausible. Compared to imitating the virtual instructor, practice-oriented condition required more external rotation action to place the virtual books in order, thus infraspinatus was more involved.

The primary goal of each exercise can have different measures, including amplitude, accuracy, and speed of the motions (Pirovano et al., 2016). The participants exhibited greater shoulder flexion angle and higher nEMG of the supraspinatus in the task-oriented practice, which could be associated with higher exercise intensity/amplitude. Exercises and tasks that helped increase engagement are important for attaining positive outcomes in therapeutic exercises and rehabilitation (Schuler et al., 2011). On the other hand, the maximum shoulder flexion angle in the imitation-oriented practices had lower variance relative to task-oriented practices (Table 3-1), which indicated that the participants’ movements were more consistent when following an instructor. Thus, imitation-oriented practices can be more useful when consistent, accurate movements are required, such as learning martial arts and dancing in VR (Anderson et al., 2013; Chua et al., 2003).

3.2.4.2 Effects of game feature levels

Three levels (low, middle, and high) of game feature design were examined, and it was hypothesized that having more game features would encourage higher shoulder flexion angles and nEMG. Specifically, this study embodied the participants inside an avatar, and levels of game feature were differentiated by environment enrichment, lighting, and a scoring system. However,
the analysis revealed no significant effect of game feature on shoulder flexion angle nor nEMG. This result may be attributed to the small differences between consecutive levels of game-like feature, which may be insufficient to elicit different magnitudes of participant movement and exertions. Nine participants verbally described in post-experiment debrief that they focused on the tasks and did not notice the variations of game features, and they considered all conditions to be engaging. As observed by Lohse et al. (2016) study, where they examined motor skill learning outcomes in an engaging game condition and a sterile condition, participants perceived both conditions to be challenging and remained involved in the learning tasks and had positive learning outcomes. While some VREs lack game features, they could still promote engagement as most of the participants were relatively novel to interactions in VR. To differentiate game feature levels in VR scenarios design, future studies on motivation effects should implement more game elements and interactions and amplify the gap between each level. Currently, researchers developed their VREs based on existing commercial platform (e.g., Wii) or developed their own exergames to implement exclusive game features, but few research explicitly explained their design guidelines and principles to increase motivational affordances (Matallaoui et al., 2017).

In addition to game features, studies have shown that practice quantity could influence human’s motor learning outcomes (Lohse et al., 2016). The present work intended to control the amount of practice and focus on the effects of game features and practice type on participants’ performance, thus there were eight repetitions per experimental conditions by adopting the number of repetitions in the literature (Behringer et al., 2011). If the number of repetitions were changed, it would be reasonable to anticipate changes in participant performance in terms of shoulder flexion angle and muscle activity. Moreover, if the number of repetitions were to increase, signs of muscle fatigue embedded in EMG signal could be expected, which was not revealed in the current data.
3.2.4.3 The use of a standardized virtual instructor

For this study, the aim was to present a set of standardized movements to each participant. Thus, to control for potential effects of varying a virtual instructor, one animated virtual instructor was created using a fixed set of movements captured using a laboratory-grade motion capture system. However, it may be advantageous to create a personalized virtual instructor for each participant to match their anthropometry and stature, and this may be achieved in a shorter period of time using a marker-less camera such as the Kinect (Shingade & Ghotkar, 2014). Yet, motions created by participants may vary and it would be challenging to deliver standardized movements. Given this study employed a standardized virtual instructor, which did not share the same anthropometry as the individual participants, additional analysis was performed to examine potential effects of participant anthropometry (height) on their performance, and the results did not reveal a statistically significant effect of height on performance when the participants imitated the movements of the virtual instructor \((p=0.55)\). This suggested that participants of similar height to the animated instructor (within ±1 standard deviation in height) did not exhibit enhanced performance compared to those who were taller or shorter. The adoption of a standardized or a personalized virtual instructor should be driven by the goal of the VRE. If the goal of a VRE was to encourage users to perform a set of standard movements, such as training workers to perform standard lifting movements, a standardized instructor generated from an expert could be more helpful.

3.2.4.4 Limitations and future work

There were some limitations in this study. This was an exploratory study that involved 13 participants, which was a smaller group of sample size. However, the supplementary analysis indicated that the assumptions of ANOVA were valid. While this study had an end-of-experiment
debriefing with each participant, during which the participants verbally described their perception of the study, game features, and engagement, this study did not administer an empirically validated engagement survey or quantitative engagement measure. Therefore, direct comparison across perceived engagement was unavailable. If this had been available, it can be used to quantify the differences between perceived the game feature levels, which may help explain the insignificant effect of game features on exercise performance found in the current study. As for designing different levels of game feature scenario, the disparity across different levels was not phenomenal as expected as three participants verbally recalled that they did not notice the change of environments. For future direction, the VRE system can be improved by implementing adjustable environment design (customized virtual object size, lighting and challenges). Finally, the use of standard instructor can be extended to more customized instructor, such as building more realistic humanoid instructor via scanning a real human.

3.2.5 Conclusions

Compared to imitation-oriented practice, task-oriented practice elicited more intensive shoulder movements and muscular efforts during VRE but also induced greater movement variations. It is expected that the imitation-oriented practice could be applied in movement learning where users could perform consistent movements. It is also possible to use combined design for customized goals and investigate the final effect of combined design (Bovonsunthonchait, 2020). While game feature levels did not affect participant performance, it was reported by the participants that they were mostly attending to the task rather than the surrounding, which suggests substantial differences across game features levels that stand out from different levels should be further investigated.
3.3 Design of an augmented reality (AR) based posture training tool

3.3.1 Introduction

There are different ways to create humanoid instructors and make them look like VR users. Thus, in this experiment, a systematic process to create point cloud reconstructed humanoid instructors for work safety purposes was proposed and examined, and the usage of new instructors in an AR interface was evaluated.

Work safety is of critical importance for all occupations. Yet, there has been over 3.5 million employer-reported cases of non-fatal injuries and illnesses in both public and private goods producing (manufacturing, construction) and service producing (transportation, nursing homes) industries in the U.S. (U.S. Bureau of Labor Statistics, 2019). Overexertion and musculoskeletal disorders (e.g., herniated disc, sprains, strains, and tears) accounted for the majority of these cases (U.S. Bureau of Labor Statistics, 2019). The conventional approach to prepare workers with work safety knowledge is through training using pamphlets, one-time training orientation, and/or videos. Posture training reduced risks of musculoskeletal disorders in various occupations (Jaromi et al., 2012; Melhorn, 1996; Westgaard & Winkel, 1997). However, it was also reported that workers only minimally change after postural training and the incident rate of MSDs did not lower substantially (Amick III et al., 2003; Hignett, 2003; Lavender et al., 2007; Nelson & Baptiste, 2004; Trinkoff et al., 2003). To foster safer work practice in the future workforce, work safety should be beyond uniform and pamphlet-based training. It is expected that training can be better supported in an interactive environment where workers can use their body acquire safety knowledge and minimize safety risks.
Motivated by the need to create more human-like humanoids for an interactive posture training tool, the point cloud technology that could capture the surface features of a real human using Red Green Blue-Depth (RGB-D) cameras was utilized (Mao et al., 2017). The RGB-D data were stored in the form of point clouds, which contained the coordinates (x,y,z) and color information (RGB). This 3D reconstruction approach helped retain some human life-like features, as well as joint movement subtleties that were not easily articulated in cartoon-like graphics.

Modern technology such as augmented reality (AR) has become an attractive medium to deliver posture training material and thereby promote work safety. Augmented reality enables users to visualize objects from the physical world and computer-generated virtual entities in the same environment through spatial and temporal registration (Azuma, 1997). Augmented reality has been widely explored for its potential applications in education and training (Klatzky et al., 2008; Vilkoniene, 2009; Yim & Seong, 2010). Moreover, learning using AR has improved learners’ motivation and efficiency (Dunleavy et al., 2009; Huang et al., 2010; Yim & Seong, 2010). Augmented reality is also gaining popularity in the logistics industry for the purpose of job training (Ong & Nee, 2013). However, most of these AR training applications only overlaid simple textual information in the users’ field of view (Tatić & Tešić, 2017). Displaying posture training information through holistic view of virtual instructors, along with factual information on risks for body joint stresses and strain, is the novelty of this work.

The purpose of this study is to describe and provide developmental information of a user-centered AR posture training tool to promote safety of physical tasks (e.g., lifting, reaching), and to draw implications and identify recommendations for AR posture training tool based on the findings from the user interface (UI) usability evaluation. The AR posture training tool consists of both hardware (AR smart glasses) and UI (virtual instructor and information panel). The usability
evaluation aimed to acquire user feedback regarding three interactive functions on the UI, which are associated with demonstrating safe work postures. Feedback from the usability evaluation will inform the design of the next iteration of the AR posture training tool prior to formative evaluation with actual workers from the industry.

3.3.2 Methods

Three research tasks comprise the methods section: (1) create a humanoid instructor by reconstructing surface features of a live human, (2) build an AR user interface and integrate the virtual instructor into AR, and (3) conduct usability evaluation.

3.3.2.1 Create point cloud humanoid instructor

The interactive posture training tool includes a vivid, human-like virtual instructor who demonstrates how to lift or bend safely. The general steps include point cloud capture, denoising, registration and stitching.

*Point cloud capture.* Four RGB-D cameras (Intel RealSense D415, Intel, Santa Clara, CA) were oriented 90° relative to each other and then calibrated. An individual assumed ready position (standing upright) at the center of the four cameras and faced one of the four cameras (Figure 3-9). The individual performed a lifting task by lifting a box from the floor using a stoop lifting posture (Occupational Safety & Health Administration, retrieved 2020). The four cameras captured unique views of the individual who demonstrated the listing task (Figure 3-9). Each camera generated one set of point cloud data, which was stored as a pcd (“point cloud data”) file.
Noise removal. The next step was to remove environmental information (floor, wall, lab furniture) and noise (unclear regions of the human) using MATLAB (MathWorks, Natick, MA). A native MATLAB filter function, `pcdenoise`, was applied to improve the quality of virtual
instructor (Figure 3-11). There were two critical parameters in the `pcdenoise` function: (1) the number of neighboring points $n$, and (2) the cut-off threshold $t$. In other words, a point is considered noise if the average distance to its $n$ nearest points is above threshold $t$. By adjusting these two parameters, a balance between accuracy and computation time could be achieved.
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*Figure 3-11*  Point cloud before noise removal (left) and after noise removal (middle), and the pink/purple regions depict the noise removed (right).

*Registration and stitching.* The four separate pcd files (Figure 3-10) needed to be reconstructed (“merged”) into a single pcd file to produce a complete, 3D virtual instructor (Sinko et al., 2018). The pcd files shared common overlapping points, which enabled the four pcd files to be reconstructed. Prior to reconstruction, a downsampling process (function `pcdownsample` in MATLAB) was applied to support computational efficiency. Next, all point clouds were verified (or “registered”) to be in the same coordinate system. The quality of registration depends on the quality (e.g., resolution) of point clouds and the quantity of overlapping sections. Point cloud registration algorithm was *iterative closest point* (ICP) algorithm, which is commonly employed in point cloud registration (Besl & McKay, 1992; Y. Chen & Medioni, 1992). The goal of ICP is to minimize the difference or distance between two matching point clouds. As an example for
registering point cloud data, the side view pcd file was selected and a transformation matrix was applied to convert it into the same coordinate system as the front view pcd file, and then they were merged into a new pcd file using function \textit{GridAverage}. This process was repeated until all four pcd files were merged into one, which was then denoised (Figure 3-12).

\textbf{Figure 3-12}  The registered and reconstructed point cloud human from a different view to depict the merged point clouds.

\textbf{3.3.2.2 Build AR user interface to visualize work posture}

\textit{UI design specifications}. The essential content of posture training material includes virtual instructors (stationary and animated) and an information panel that presents factual information on risks for unsafe postures. In addition, a user should be able to switch to a different virtual instructor who demonstrates another posture (e.g., from a lifting to a bending task). A user should have the freedom to practice the tasks by following the movements of the virtual instructor, and therefore it is important to free up the hands of the user so he/she could practice lifting a real box.
simultaneously. A mixed reality smart-glasses (Microsoft HoloLens 1st generation, Microsoft, Redmond, WA) was selected as the hardware for the AR posture training tool because it could be worn over the head. It has approximately 30×17° field of view.

**UI design framework.** A user-centered approach was employed by first considering the target user population, which are workers performing manual material handling tasks, who may not have had sufficient opportunity to practice the lifting task. Technical and scientific jargon were eliminated from the UI so that workers could better understand the information about risks in unsafe postures.

Leveraging a proposed model of AR design consideration and evaluation (Perez et al., 2019), the users should have the flexibility and adjustable settings. Additional UI designs were based on established and 3D UI development guidelines (J. LaViola Jr. et al., 2017). Specifically, the UI elements were simplified (include only essential text) to promote learnability, minimizing the number of complex interactions and screens for memorability (avoid deep links), while providing an efficient learning environment for understanding how to work safely (includes learnability, memorability, efficiency, errors, and satisfaction) (J. Nielsen, 1993; Perez et al., 2019).

**UI functionality.** The UI information panel was built using a rendering engine (Unity 3D ver. 2018.2, Unity Technologies, San Francisco, CA), and the point cloud virtual instructor was imported into Unity as part of the UI. The safety posture contents are incorporated with three interactive functions on the UI. (1) A dropdown menu that allows users to switch from viewing one posture to another. (2) A series of play/pause icons to suggest the possibility of animating the virtual instructor. (3) A block of checkboxes to toggle factual information on/off (e.g., show stress/strain at the lower back).
One specific UI design challenge stems from the head-gaze cursor of Microsoft HoloLens 1st generation, which is controlling the cursor through the user’s head movement. The information panel was designed to remain in the user’s field of view at all times unless the user selects the power button (Figure 3-13). Locking the information panel with the user’s field of view was not a practical design; it would be locked into the local coordinate system as the head-gaze cursor. In other words, a user would not be able to move the head-gaze cursor independent of the information panel. To overcome this challenge, a “floating information panel” was implemented to enable the users to move the head-gaze cursor to select items on the information panel. In case a user turns the head completely away (i.e., turn to the right 90°), the floating panel would gradually catch up and appear in the user’s field of view. Parameters of the floating information panel, such as the catch-up speed, were explicitly examined during usability evaluation.

Figure 3-13 (A) The UI (virtual instructor at the center and information panel). The top center area has the dropdown menu and the series of play/pause icons, as well as date and time elements. The upper right section shows factual information and the description of the task being performed. The lower right has toggle checkboxes to hide/unhide task description. (B) Participant using HoloLens.
3.3.2.3 Conduct usability evaluation of the user interface

Participants. Ten users (6 males, 4 females) of mean age 28.6 years (range=23-38) were recruited from local community with approval by the Institutional Review Board. Participants were at least 18 years of age and had normal or corrected-to-normal vision. Individuals were excluded from participation if they had tendency of motion sickness or inability to use hand gesture to control UI elements. Four users have had experiences using some type of AR technology (ranged from 0.5 to 5 years since their first use of AR), and all reported the current usage frequency as rarely (from rarely, occasionally, or frequently).

Usability evaluation procedure. Upon informed consent, general demographic information was obtained from the participants and then they received simple training on how to use gesture control in AR. Next, they were primed with the description of a persona, which described an average individual that represented our target audience. “You are a 45-year old warehouse worker. The work you do on a daily basis involves putting the boxes onto shelves. You perform a lot of bending, lifting, and reaching tasks, and sometimes your back is sore. You want to know how to safely perform your daily tasks.”

The facilitator assisted the participants to put on HoloLens, and then briefly described the UI elements presented in HoloLens (Figure 3-13). The participants were instructed to think aloud, and their verbalized content written in notes by the facilitator. Each participant was given three task scenarios, which corresponded to the three interactive functions of the posture training tool. The task scenarios were: (1) You want the virtual instructor to move and demonstrate the complete motion of a safe lifting posture; (2) You want to see how much stress level in the lower back when performing a lifting task; and (3) You want to see the safe work posture for a reaching task.
After all task scenarios, participants were prompted with four open-ended questions related to the virtual instructor, the general UI, and the interactive functions. It was followed by a comparison task during which the participants compared the catch-up speed of the floating information panel. Participants then completed Post-Study System Usability Questionnaire (PSSUQ) (J. R. Lewis, 2002) to evaluate the system’s usefulness, information quality, and interface quality on a 7-point Likert-like scale (1=strongly agree, 7=strongly disagree).

_Outcome variables and analysis._ Quantitative data were collected from PSSUQ. Qualitative data were collected from think aloud and open-ended response, which were grouped into recurring themes.

### 3.3.3 Results

#### 3.3.3.1 Post-study system usability questionnaire

Six items from the PSSUQ received a rating greater than 4 (1=strongly agree, 7=strongly disagree) from more than two participants (Table 3-2), which indicated usability problems. All other items from the PSSUQ received ratings below 4 or N/A.

<table>
<thead>
<tr>
<th>Item description summary</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Has all functions and capabilities expected.</td>
<td>4</td>
</tr>
<tr>
<td>Overall satisfied with the system.</td>
<td>5</td>
</tr>
<tr>
<td>Satisfied with how easy to use the system.</td>
<td>4</td>
</tr>
<tr>
<td>Able to efficiently complete task scenarios.</td>
<td>4</td>
</tr>
<tr>
<td>Felt comfortable using the system.</td>
<td>4</td>
</tr>
<tr>
<td>Liked using the UI of the system.</td>
<td>4</td>
</tr>
</tbody>
</table>
3.3.3.2 Think aloud

Usability comments and recurring themes (Table 3-3) from participants’ verbalized thought process were identified.

Table 3-3 Post-task responses related to four general open-ended questions (count of recurring comments listed as frequency.

<table>
<thead>
<tr>
<th>Themes from UI usability comments</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Not sure what to expect from checkboxes.</td>
<td>2</td>
</tr>
<tr>
<td>Problems with appearance of virtual instructor (did not seem to be scaled properly / was floating)</td>
<td>4</td>
</tr>
<tr>
<td>Text, button, and dropdown menus were small (hard to read and hover over).</td>
<td>10</td>
</tr>
<tr>
<td>UI blocked the virtual instructor, did not know how to hide/unhide UI elements.</td>
<td>3</td>
</tr>
<tr>
<td>UI drifted while navigating / walking around.</td>
<td>2</td>
</tr>
<tr>
<td>Unclear about the meaning of factual information.</td>
<td>1</td>
</tr>
<tr>
<td>Unclear about the meaning of force/stress vectors.</td>
<td>4</td>
</tr>
</tbody>
</table>

3.3.3.2 Open-ended responses

General feedback and its recurring themes were identified from the post-task open-ended responses. Comments from open-ended responses that were not mentioned during think aloud are identified in Table 3-4.
Table 3-4  Post-task responses related to four general open-ended questions (count of recurring comments listed as frequency.

<table>
<thead>
<tr>
<th>General feedback</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>AR smart glasses too heavy / interfered with glasses.</td>
<td>5</td>
</tr>
<tr>
<td>Small field of view.</td>
<td>2</td>
</tr>
<tr>
<td>Felt eye strain / sickness.</td>
<td>1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Virtual instructor feedback</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Would like to see more motions / examples of incorrect postures from virtual instructor.</td>
<td>6</td>
</tr>
<tr>
<td>Prefer to see mesh as opposed to 3D point cloud.</td>
<td>1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Interactive function feedback</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Would like additional input methods (complex gestures, voice control).</td>
<td>2</td>
</tr>
<tr>
<td>Would like additional, sophisticated functions.</td>
<td>2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Display / UI feedback</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Would like different colors for different functions.</td>
<td>1</td>
</tr>
<tr>
<td>Would like customizable job / information for user.</td>
<td>1</td>
</tr>
<tr>
<td>Prefer faster catch-up speed of the floating panel.</td>
<td>4</td>
</tr>
</tbody>
</table>

### 3.3.4 Discussion

This work followed DMAIC (Define, Measure, Analyze, Improve and Control) process during which the design specifications were first defined. The team established the essential postural training material and content that were translated into the AR environment for usability evaluation (measure and analyze), which generated results for the next step: iterative refinement (improve and control) of the AR posture training tool.

The virtual instructor reconstruction process demonstrated the feasibility of creating posture training material using 3D point cloud reconstruction, which was initially applied in computer science or medical research (Mao et al., 2017; Sinko et al., 2018). Three main takeaways will feed into the next iteration. First, there were some missing areas on the virtual instructor that
may be due to camera configuration and occlusion, which will be the immediate subject of improve
in the next iteration. Next, the ICP method employed for registration is the most basic and the
simplest ICP algorithm, which may have contributed to slight misalignment between two pcd files.
More sophisticated ICP algorithm that leverages color and geometric features can be employed.
Finally, the noise removal parameter was preliminarily tested for this iteration of the virtual
instructor, but the optimal smoothness-accuracy tradeoff will be examined.

The UI building process uncovered a consideration in display compatibility, which refers
to the UI elements that appeared to be visually acceptable (complied with general heuristics) in
developer mode on a computer monitor may not necessarily be acceptable for users in AR. While
the research team has verified and tested the UI elements in the AR environment, the team has
become accustomed to the sizes and interactive functions throughout the development process,
hence the size issue was not immediately apparent until it was evaluated by the participants who
have not seen the UI previously. Usability findings suggested that the size of text and interactive
functions (checkbox, dropdown menu) should be designed larger than they needed to be, not only
accommodate the potential size difference in AR but also to support new AR users who may have
jittery controls of the head-gaze cursor.

Usability evaluation procedure adopted from the conventional interface usability
evaluation (e.g., webpage) helped identify six usability problems (Table 3-2). This suggested that
the usability framework for conventional interfaces was a practical method to assess usability of
AR interface / system. Moreover, comments obtained from think aloud (Table 3-3) were consistent
across multiple participants, which suggested that issues identified by participants were not by
chance (systematic issues) and highlighted the effectiveness of the adoption of usability evaluation
from conventional interfaces.
Quantitative and qualitative data revealed source of usability issues. The PSSUQ revealed two primary types of usability problems: interface quality and system usefulness. For interface quality, four of ten participants indicated that the systems did not have all functions and capabilities as expected, and they did not like using the interface of the system (Table 3-2). More specifically, verbalized responses revealed that the participants were unclear about the meaning of factual information and force/stress vectors, and the UI drifted while navigating which resulted in occlusion of the virtual instructor (Table 3-3). For system usefulness, some participants did not know what to expect from the checkbox toggle functions (Table 3-3). Digging into verbalized responses helped identify UI and system usability problems that were reported by participants during their actual usage, which explained the data from the PSSUQ.

Feedback from the open-ended responses offered insightful features that are valuable for the next iteration of the UI. While some comments may not be addressed directly, particularly with AR hardware being unfriendly to users with eyeglasses (Table 3-4), the opportunity to leverage built-in hardware such as motion sensor and microphone to support additional input methods such as complex gestures and voice activation can be expected (Table 3-4). Feedback specific to the floating information panel helped us to conclude that a faster catch-up speed seemed preferable as users may not want to lose UI information for too long. Finally, it was important for the team to separate comments associated “usefulness” from “user preference” because a participant had preference for a graphic virtual instructor (as opposed to point cloud) but it may be a specific future usability evaluation question as opposed to immediate implementation.

The limitations of this study included: The usability evaluation results did not include time to task completion, which may have been an indicator of system ease of use. However, given the
floating panel on the UI interface, it was difficult to determine an objective starting time because some users did not have the user interface at the center of the screen.

### 3.3.5 Conclusions

Using surface features and point cloud data to reconstruct a holistic, 3D virtual instructor enabled users to visualize safer work postures of a whole body in AR. Furthermore, by first establishing design specifications made the implementation of interactive functions clearer. Leveraging user-centered framework and 3D UI design provided the heuristics for UI design. Usability evaluation method for conventional interfaces could be adopted to the evaluation of UI in AR. Finally, performing cross-validation by comparing quantitative data against qualitative data helped pinpoint the source of usability issue since numerical ratings from questionnaires provided minimal clues to the specific issue of the UI feature. The AR posture training tool provided great promise in establishing a novel training tool in which a virtual instructor can deliver holistic work movement information to workers.

### 3.4 Summary

Two humanoid instructors were examined in two XR systems. In specific, a 3-D humanoid model was developed and implemented in a virtual reality exercise (VRE) program to guide participants to perform pick and place movements, and a point-cloud reconstructed humanoid model was built in an AR posture training platform to demonstrate different postures that were commonly seen in manual material handling tasks.

Compared to point cloud reconstructed virtual instructor, 3-D model based virtual instructor was more flexible and could be easily animated to convey movement information to the
participants by altering the joint location of the virtual instructor. While for the point cloud generated virtual instructor, it shared more similarities with real humans on appearances, but it was difficult to edit and animate the point cloud as it was a complete mesh. For future XR ergonomics training platform, 3-D model based virtual instructor might be a better option as it is easier to manipulate and control, and more biomechanics related information could be mapped onto the 3-D virtual instructor, such as EMG signals and joint torque.
Chapter 4 Effects of EMG feedback for simulated patient transfer task in VR system

This chapter is adapted from one co-authored paper (K. Chen, Widmayer, et al., 2020).

4.1 Motivation

As reviewed in Chapter 2, an ideal VR system would include five types sensory feedback to promote real life experiences. Apart from visual feedback in the form of humanoid instructors, other types of feedback can be implemented into the VR system. In specific, haptic interactions are lacking in the VR system as the most interactions with virtual objects are achieved through controllers: people can pick up, touch and throw virtual objects by clicking the respective buttons on the controllers, which doesn’t require forceful exertions. To evoke forceful exertions in the VR system, some researchers proposed and demonstrated the concept of “virtual exertions” to encode electromyography (EMG) signals and track hand movements for interacting with virtual objects (K. B. Chen et al., 2015; Radwin et al., 2013). This novel concept proposed that the grasping of virtual objects was achieved in two steps: (1) a user’s tracked hand position collided with virtual objects and (2) the user contracted the prime mover muscle group (i.e., biceps brachii) and reached a calibrated EMG threshold. However, these studies only evaluated simple tasks (i.e., lifting a dumbbell) which involved few muscles, thus it is worth investigation when more complicated movements are involved and multi-EMG signals from more muscles are related.

This chapter discusses a specific physical task (patient transfer task) that involved muscles across the whole body. To select appropriate muscles for virtual exertions, the first step is to conduct the simulated task in the physical environment and extract the major contributing muscles through statistical analysis on the EMG, the second step is to set up EMG criteria or models for
selected major muscles to implement the virtual exertions, and finally, the same patient transfer task was repeated examined in a virtual environment through the established virtual exertions criteria. Section 4.2 studied the process of extracting major contributing muscles using principal component analysis (PCA), Section 4.3 examined the concept of virtual exertions for muscles extracted in 4.2 using binary threshold technique.

4.2 Identify major contributing muscles in a simulated patient transfer task

4.2.1 Introduction

Work-related musculoskeletal disorders (WMSDs) are common threats among healthcare personnel (Callison & Nussbaum, 2012; Goswami et al., 2017). In particular, healthcare personnel constantly suffer from back pain, neck pain, and shoulder pain as a result of nursing activities (Yasobant & Rajkumar, 2014). Patient handling, including patient lifting and transferring, accounted for most reported sources of WMSDs among nursing activities, and previous studies showed that patient handling accounted for 33-72% of musculoskeletal disorder injuries and 53% of compensation costs among patient care staff in a hospital setting (H. Kim et al., 2012; Lipscomb et al., 2018; Pompeii et al., 2009). Therefore, considerable efforts have been invested in enhancing the safety and improve patient handling techniques and strategies (Makhoul et al., 2017; Nelson & Baptiste, 2004; Pompeii et al., 2009).

Electromyography (EMG) is an electrodiagnostic signal that commonly used to reveal muscle dysfunction and fatigue during lifting tasks (Andersson et al., 1977; Ekholm et al., 1982; Granata & Marras, 1995; Yates & Karwowski, 1992). The analysis EMG signals can help reveal muscle activity information and fatigue in patient handling tasks (Makhoul et al., 2017;
While patient handling is a whole-body movement that involves muscles across the body, current studies focused on separate body sections. For instance, some studies that examined muscle activities during patient transfer predominantly focused on the low back muscles, particularly the shear/compression forces exerted against the lumbar joint were evaluated and quantified (Andersson et al., 1977; Ekholm et al., 1982; Kang et al., 2013; Nagavarapu et al., 2017). Some researchers considered the shoulder muscular activity and proposed a load transfer strategy from the lumbar to the shoulder region, which helped to lighten the burden on back region (Gagnon et al., 1987; Keir & MacDonell, 2004). Since patient transfer is a complex task that involves multiple actions and steps to complete the transfer (i.e., transfer a patient from ground to a backboard, lift the backboard onto a stretch, and load the into an ambulance), it is clear that muscle groups other than the shoulders and the lumbar are involved in a patient transfer task (Makhoul et al., 2017). The involvement of muscles in the extremities, such as the biceps and the triceps, have been overlooked (Hwang et al., 2019, 2020). It is important to understand which muscles are most extensively engaged during different lifting actions and thereby address the WMSDs specific to different regions of the body.

Principal component analysis (PCA) is an established dimension reduction method and it has been applied in surface EMG analysis for different purposes (Naik et al., 2016). Using time domain features of EMG, PCA has been utilized to differentiate major recruiting muscles between ordinary persons and professional volleyball players when performing a vertical jump, and the results demonstrated that PCA was more sensitive to detect these differences compared to the “area under curve” method (Charoenpanich et al., 2013). With frequency domain features, some researchers used mean power frequency components of muscle EMG as the PCA input and identified the major body sections that led to whole body fatigue during a box lifting task (Ahmad
Moreover, the power spectra of EMG have been used as the input of PCA and the results revealed new parameters for muscle fatigue assessment during cycle ergometer task (Jesus et al., 2016). The utility of PCA has value in discerning activities and contributions of different muscle groups, which renders it a valuable technique in identifying major contributors to a patient transfer task. However, few of these studies clarified the rationales to select their specific EMG features. This work will help contribute to the identification of EMG signal features that are present during a simulated patient transfer task to expand the understanding of In other words, it’s worth investigating what EMG signals features may be more appropriate for PCA of a patient transfer task to produce higher explained variances.

The purpose of this study was to objectively quantify and identify the major contributors in a patient transfer task, which involved muscles located in the low back, the shoulder region, the upper extremities, and the lower extremities. Specifically, PCA was applied to identify the major contributing muscles through the analysis of EMG signal features, including RMS in the time domain and MDF in the frequency domain. A mock-up patient lifting task was established in a laboratory setting to simulate the two-step patient lifting task. Muscle activity of participants were monitored using surface EMG sensors. The major contributing muscles are operationally defined as the principal variables in the PCA. The selected major contributing muscles could facilitate further EMG based movement classification or exoskeleton control without losing too much information (Dhindsa et al., 2017) and give insights on muscular training for manual patient transfer tasks.
4.2.2 Methods

4.2.2.1 Participants

Fifteen participants (8 females and 7 males) between the ages 18-35 years (mean = 22.7, SD = 4.9) participated in the study. Informed consent was obtained from all participants with approval from North Carolina State University Institutional Review Board. The inclusion criteria were absence of physical disabilities, no musculoskeletal injuries in the past three months, and willingness to lift/move heavy objects at the time of experiment participation. Each participant was compensated at a rate of $10 per hour. The experiment lasted approximately two hours for each participant.

4.2.2.2 Equipment

The following equipment were employed during the experiment. A set of 16-channel wireless EMG sensors (Trigno, Delesys Inc, Natick, MA) was used to monitor and record muscle activity during the transfer tasks. A body-length backboard loaded with distributed weights was to simulate a “patient” on the backboard, which was approximately 150 lbs.

4.2.2.3 Experimental procedures

Upon informed consent, participants completed a basic demographic questionnaire that included questions on their age, gender, weight, height, and musculoskeletal injuries in the past three months. To avoid prolonged experiment time and fatigue (e.g., performed maximum voluntary contraction for all muscles of interest, and then performed the simulated patient transfer tasks), the participants were evenly and randomly allocated into three groups. Each group had an emphasis on specific body regions, of which were the shoulders, the lower back, or the extremities
(Table 5). The group assignment was randomized and counterbalanced and each group included five participants.

Next, the experimenter placed the surface EMG sensors bilaterally (i.e., on both the left and right sides) on the muscles and the sensors were secured using medical or athletic tape if necessary. The list and locations of all 19 muscle pairs are shown in Table 4-1 and Figure 4-1. Participants performed maximum voluntary contraction (MVC) against a whole body dynamometer following standard MVC procedures (Gatti et al., 2008; Vera-Garcia et al., 2010)

<table>
<thead>
<tr>
<th>Extremities Region</th>
<th>Shoulder Region</th>
<th>Back Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>Extensor Carpi Radialis (ECR)</td>
<td>Anterior Deltoid (AD)</td>
<td>Rectus Abdominus (RA)</td>
</tr>
<tr>
<td>Flexor Carpi Radialis (FCR)</td>
<td>Middle Deltoid (MD)</td>
<td>External Oblique (EO)</td>
</tr>
<tr>
<td>Triceps (TRI)</td>
<td>Posterior Deltoid (PD)</td>
<td>Internal Oblique (IO)</td>
</tr>
<tr>
<td>Biceps Brachium (BI)</td>
<td>Upper Trapezius (UT)</td>
<td>Latissimus Dorsi (LD)</td>
</tr>
<tr>
<td>Hamstring (HAM)</td>
<td>Middle Trapezius (MT)</td>
<td>Thoracic Erector Spinae (TES)</td>
</tr>
<tr>
<td>Vastus Lateralis (VL)</td>
<td>Lower Trapezius (LT)</td>
<td>Lumbar Erector Spinae (LES)</td>
</tr>
<tr>
<td>Biceps Femoris (BF)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
After surface EMG sensor placement, participants were instructed to warm up by stretching their legs and arms prior to the experiment. For each experiment session, the participant completed a two-step, two-person lift with the researcher. The participant completed a discomfort survey (ErgoSystems Consulting, Waconia, MN) after the completion of the simulated patient transfer task. The survey used a 0-10 scale to acquire participants’ perceived discomforts on different body sections, as “0” referred to no discomfort and “10” corresponded to maximum discomfort.

4.2.2.4 Experimental task

The experimental task involves a two-step transport lift task, which was adapted from a lifting task performed by emergency medical technicians during patient transport, as used by
These lifts are often identified as the most demanding lifts (Coffey et al., 2016). The transfer task had two defined steps. Step 1 was to transfer the weighted backboard from the ground laterally to an adjacent location. Step 2 was to lift the weighted to a higher surface similar to an ambulance loading height.

The participant was reminded that he/she should immediately notify the experimenter and stop performing the lift if he/she feels unable to continue the task at any time of the study. In each trial, the participant lifted a weighted backboard (to simulate a stretcher with a patient) in two motions as illustrated in the Figure 4-2. First, the participant transported the weighted backboard from the ground laterally and then lifted the weighted backboard to standing height (a → b → c → d), as if loading a “patient” laterally onto a backboard. Next, the participant lifted the weighted backboard onto a higher surface similar to an ambulance loading height (d → e). After the participant completed the practice trials with lighter loads, the patient transport task was performed by the participant three times with the same weight (150 lb), with two-minute breaks between each trial.
Figure 4.2 Participants performed the two-step patient transfer task with the researcher. (a) Begin to lift patient. (b) Lift Patient to backboard height. (c) Move patient laterally. (d) Place patient on the backboard. (e) Lift the weighed backboard to ambulance loading height.

4.2.2.5 Variables and data analysis

The independent variables were the steps of lifting (two steps) and the muscles (19 muscles in total). The dependent variables were EMG signals of the muscles and body discomfort survey. For each muscle, the EMG signals were filtered with a 4\textsuperscript{th} order Butterworth filter, a 200ms moving window with no overlap was employed. EMG amplitude was normalized to the peak value captured during the MVC tests for each muscle, normalized EMG (nEMG) was then averaged across all experiment trials. Two common EMG features (Chowdhury et al., 2013; Nazmi et al., 2016) were selected as the input of PCA analysis: root mean square (RMS) of EMG amplitude over time in the time domain, and median frequency (MDF) in the frequency domain. RMS and MDF were calculated for each window, and RMS was normalized by dividing the peak RMS value during the tasks (Halaki & Gi, 2012). Principal components analysis was performed for each
muscle group at each trial at Step 1 and Step 2 separately, which enabled the further identification of major contributing muscles during different steps of a task. For each participant, an input data matrix of PCA was created for every single trial. The matrix was organized into \( m \) rows, where \( m \) was equal to the number of muscles for his/her muscle set, and \( n \) columns where \( n \) was equal to the number of time windows. The output of PCA analysis consisted of several principal components (PCs) that were linear combinations of the EMG features, at each component the major contributing muscles were considered to have highest absolute coefficients between zero and one (Ahmad & Kim, 2018; Charoenpanich et al., 2013). The number of PCs from each analysis was the number of muscles. In this study, only the principal component (PC1) and the second principal component (PC2), which covered most of the variances, were reported. A paired t-test was conducted to compare cumulative variances (PC1 + PC2) between the two signal features, which were the RMS and the MDF. The selection of major contributing muscles was based on the EMG signal feature that produced higher explained variances.

The major contributing muscles was selected by proportion of variances (PRV), which considered both the variances of major components \( \lambda_i \) and each muscle’s loading coefficients \( R_i \) (Dhindsa et al., 2017). Finally, the calculated PRVs were averaged for the bilaterally muscle pairs (e.g., the left and right upper trapezius). For each trial, the first two muscle pairs that showed highest PRV values were counted as the major contributing muscles in that single trial.

\[
PRV = \sum_{i=1}^{k} \lambda_i R_i^2
\]  

(4-1)
4.2.3 Results

4.2.3.1 Cumulative variances of PC1 and PC2

Mean and standard deviation of the cumulative variances (i.e., sum of PC1 and PC2) of the three main muscle regions are presented in Figure 4-4. For the extremities muscle region, the PCA that used RMS as the input had a cumulative variance of 70.2%, which was statistically significant greater ($t(29) = 16.3, p<0.001$) than the cumulative variance explained using MDF (43.7%). For the shoulder muscle region, the PCA analysis that used RMS as the input had a cumulative variance of 71.9%, which was statistically significant greater ($t(29) = 15.3, p<0.001$) than the cumulative variance explained using MDF (40.8%). For the back muscle region, the PCA analysis that used RMS as the input had a cumulative variance of 63.2%, which was statistically significant greater ($t(29) = 14.9, p<0.001$) than the cumulative variance explained using MDF 42.5%. For all muscle regions, the abovementioned results revealed that using RMS as the input helped explained more variance for this specific patient lifting task than with MDF, and therefore the subsequent analyses were conducted using RMS as the input for PCA.
Cumulative variances of PC1 and PC2. PCA with RMS input demonstrated significant higher cumulative variances compared to PCA with MDF input.

4.2.3.2 Selection of major contributing muscles

Figures 4-4, 4-5, and 4-6 present the total frequency of major contributing muscles for the three muscle regions after counting the first two muscle pairs that have highest PRV in each trial.

In the extremity muscle group, the biceps brachium, extensor carpi radialis, flexor carpi radialis and vastus lateralis stood out as major contributing muscles. In specific, PCA revealed differences in major muscles between Step 1 and Step 2, where the extensor carpi radialis showed greater contributions in Step 2 and the vastus lateralis showed greater contributions in Step 1. In the shoulder muscle region, the lower trapezius and upper trapezius showed higher contributions. The middle deltoid showed higher importance in Step 2 while middle trapezius showed higher importance in Step 1. In the back muscle region, latissimus dorsi, thoracic erector spinae and lumbar erector spinae stood out as major contributing muscles.
Figure 4-4  Muscles in the extremities muscle region that were tested and analyzed. The y-axis (count) is the total count of major muscles across all trials. Muscles in this group were: Biceps Femoris (BF), Biceps Brachium (BI), Extensor Carpi Radialis (ECR), Flexor Carpi Radialis (FCR), Hamstring (HAM), Triceps (TRI), Vastus Lateralis (VL).

Figure 4-5  Muscles in the shoulder muscle region that were tested and analyzed. Muscles in the group were: Anterior Deltoid (AD), Middle Deltoid (MD), Posterior Deltoid (PD), Upper Trapezius (UT), Middle Trapezius (MT) and Lower Trapezius (LT).
Muscles in the back muscle region that were tested and analyzed. Muscles in the group were: Rectus Abdominus (RA), External Oblique (EO), Internal Oblique (IO), Latissimus Dorsi (LD), Thoracic Erector Spinae (TES) and Lumbar Erector Spinae (LES).

4.2.3.3 Body discomfort survey

Shapiro-Wilk normality test indicated that body discomfort score was not normally distributed for the ten body sections. Therefore, Friedman test was used instead of one-way repeated measure ANOVA to assess if there are any statistically significant differences between the discomfort score of each body section. Friedman test indicated that there was statistically significant across the discomfort scores \( \chi^2(9) = 19.2, p = 0.02 \). The mean and standard deviation of discomfort score was presented below in Table 4-2.
<table>
<thead>
<tr>
<th>Body section</th>
<th>Discomfort Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Head/ Neck/Eyes</td>
<td>0.07 (0.26)</td>
</tr>
<tr>
<td>Upper/ Mid Back</td>
<td>0.8 (1.32)</td>
</tr>
<tr>
<td>Low Back/ Pelvis</td>
<td>0.73 (1.28)</td>
</tr>
<tr>
<td>Shoulder/ Upper Arm</td>
<td>1.13 (1.68)</td>
</tr>
<tr>
<td>Elbow/ Mid Arm</td>
<td>0.8 (1.47)</td>
</tr>
<tr>
<td>Forearm/ Wrist</td>
<td>1 (1.41)</td>
</tr>
<tr>
<td>Hand</td>
<td>0.73 (1.53)</td>
</tr>
<tr>
<td>Upper Leg/ Hip</td>
<td>0.6 (1.35)</td>
</tr>
<tr>
<td>Mid Leg/ Knee</td>
<td>1.2 (1.70)</td>
</tr>
<tr>
<td>Lower Leg/ Foot</td>
<td>0.27 (0.70)</td>
</tr>
</tbody>
</table>

### 4.2.4 Discussion

Since load transfer utilizes various muscles throughout the entire body, this study aimed to contribute to the field by quantitatively identifying the major contributing muscles in a patient transfer task by considering muscles groups across the body. Muscle activity in terms of EMG was analyzed using PCA, which quantitatively identified the major contributing muscles during the different steps of simulated patient transfer task. First, the implications of selecting RMS of nEMG as the input metric for PCA is discussed, followed by the discussion on the selection of major contributing muscles via PCA, and finally the applicability of subjective body discomfort survey in supporting PCA results.
4.2.4.1 Selection of EMG feature and principal components

In this study, the RMS and the MDF were initially selected as input metrics for PCA as they are commonly analyzed EMG features in the time domain and frequency domain (Chowdhury et al., 2013; Nazmi et al., 2016). The results of PCA produced the cumulative variances explained (e.g., sum of PC1 and PC2) by the RMS and the MDF inputs, which enabled the comparison of cumulative variance explain by the two inputs using a paired t-test. The result of the paired t-test revealed that the RMS input for PCA explained greater cumulative variances when considering the first two principal components, which provided the basis of for selecting the input metric for identification of the major contributing muscles. The selection of the RMS, which is a feature in the time domain, is aligned with other studies. For instance, EMG amplitude, which is a time domain feature, was used extract major contributing muscles during the movement of vertical jump (Charoenpanich et al., 2013), which was a short burst of muscle activity that happened over the course of less than 2 seconds. Frequency domain features can be utilized to identify major muscles that contribute to fatigue and exertions (Ahmad & Kim, 2018). Frequency domain features, such as median frequency is a good indicator of muscle fatigue as research has shown median frequency decrease as muscle fatigue appears (Phinyomark et al., 2012). While the studies adopted frequency domain features involved tasks that were associated with prolonged repetitive movements, which could lead to fatigue. Yet, each single trial in the present study lasted approximately 15 seconds and participants reported low body discomfort score, thus it was plausible to infer that the participants did not experience enough muscle fatigue and RMS could induce higher explained variances. It was expected MDF would be a suitable input for PCA analysis for tasks that are prolonged and repetitive that induce greater fatigue.
With the RMS input metric for PCA, the present study considered the first two principal components (PC1 and PC2), which explained approximately 70% variance. The number of principal components included was dictated by the percent of variance explained rather than based on a fixed rule. In fact, some proposed to retain the components that have eigenvalues greater than 1 (Kaiser, 1961), and some proposed to plot the explained variances in descending order as a scree plot and major components were extracted where abrupt transition appears, which was highly subjective (Naik et al., 2016). Some studies using PCA for EMG analysis only considered the first principal component (Ahmad & Kim, 2018; Charoenpanich et al., 2013), which covered 55% variance and the authors extracted major contributing muscles via each muscle’s loadings on the first major component. The PCA results achieved higher explained variances by selecting the first two major components, and thereby identified the major contributing muscles via PRV calculation that considered both principal component’s variances and each muscle’s loading coefficients on the principal components.

4.2.4.2 Selection of major muscles or variables

The results from PCA revealed that the biceps, extensor carpi radialis, flexor carpi radialis, and vastus lateralis were the muscles that had the greatest counts and contributed the most among those in the extremities muscle region. During the simulated lifting task, the biceps brachium flexed the forearm at elbow joint and work together with the forearm muscles (extensor carpi radialis and flexor carpi radialis) to produce the hand/wrist movements. Given that the vastus lateralis was the largest and most powerful muscle among the quadriceps (Bordoni & Varacallo, 2018), it promoted stability and strength of knee and hip during the lifts (Bohm et al., 2018). In particular, the extensor carpi radialis had greater contribution in Step 2, and it was involved in lifting the simulated patient to the height of an ambulance. In general, increasing the height of
lifting destination could result in higher muscular activity (Habes et al., 1985; P. K. Nielsen et al., 1998). One direct influence of height on lifting activity is the joint angle (Oliveira et al., 2011), as can be seen in Figure 4-2e, where lifting to ambulance height increased elbow flexion angle and decreased shoulder flexion angle compared to lifting to the standing posture (Figure 4-2(b)). The PCA result suggested extensor carpi radialis bore increasing loadings with such alteration.

In the shoulder muscle group, trapezius (lower trapezius, middle trapezius and upper trapezius) stood out as major muscles. Trapezius contributed to movement and stability of scapula during the lift task (Johnson et al., 1994). Similar to the extensor carpi radialis, the middle deltoid also showed increasing contribution in the Step 2, which could be associated with its’ function. Previous box-lifting study indicated that the most significant effect of height was shoulder abduction angle (Oliveira et al., 2011), lifting to ambulance height resulted in increasing shoulder abduction angle, and the middle deltoid assisted in the abduction of the shoulder joint (Lam & Bordoni, 2019).

In the low back muscle group, the lumbar erector spinae, thoracic erector spinae, and latissimus dorsi demonstrated higher count frequencies, and the findings are quite plausible. The lumbar erector spinae and the thoracic erector spinae are part of erector spinae muscles that were exposed to high compressive force during the lifting task (Dolan & Adams, 1998; Makhoul et al., 2017). Some researchers studied the lifting activity on trained paramedics and found that they generated more work from the lower body rather than trunk to avoid high L4 and L5 spine moments (Makhoul et al., 2017). As can be seen in Figure 4-7, the latissimus dorsi showed increasing contributions in Step 2, and it is one of the largest muscle in the back that contribute to shoulder and trunk movements (Bogduk et al., 1998; Hall et al., 1999). The PCA results revealed
that the participants shifted load from the erector spine to latissimus dorsi to overcome the increasing task difficulty in Step 2.

The PCA revealed that the biceps brachium, extensor carpi radialis, flexor carpi radialis, and vastus lateralis from extremity muscle group, the lower trapezius and upper trapezius from shoulder muscle group, the latissimus dorsi, thoracic erector spinae and lumbar erector spinae from back muscle group stood out as major contributing muscles in the simulated patient transfer task. It could be inferred that muscle pairs with greater EMG amplitude contained more information, which can be extracted via PCA. Using PCA to extract major muscles could facilitate further EMG based movement classification and prothesis control as it removed some irrelevant muscles and EMG features and achieved higher efficiency (Caesarendra et al., 2017; Zhai et al., 2016).

4.2.4.3 Body discomfort survey

The body discomfort survey had the whole body into ten body sections, which was not a direct one-to-one mapping with the 19 muscle groups. Broadly speaking, the shoulder/upper arm sections included the major contributions in the deltoid and biceps, the forearm/wrist sections included the major contributions in extensor carpi radialis and flexor carpi radialis, and the mid leg/knee sections included the major contributions in the vastus lateralis. While the 19 muscle groups could be broadly categorized into each of the ten body sections, the mean of body discomfort scores reported by the participant was relatively small (mostly 0 and 1 on a scale of 10). This was likely since experimental lifting task is a one-time lifting action that did not require repetitive, prolonged lifting. The Friedman test indicated that the mean of discomfort score was different for these body parts. Considering the shoulder/upper arm, forearm/wrist, and mid leg/knee sections, they demonstrated higher discomfort scores (greater than 1) and it may suggest some relationship between major contributors identified by PCA and muscle discomfort. It was
worth investigation why discomfort score in low back (0.73) was relatively small as nEMG and PCA revealed high exertions on the back muscles.

4.2.4.4 Limitations

The limited number of EMG sensors made it impossible to study all muscles in a single person, so grouping was necessary. As a result, the extract major muscles were dominant in the respective muscle group, the relationship between muscles in different group remained unclear. Another limitation was the body discomfort survey, the average score was relatively small in a tenth scale, which might be due to lack of instructions and training before the participants took the survey. In the future study, more common movements/ tasks would be investigated and other subject surveys such as Borg scale on rated perceived exertions shall be adopted (Dawes et al., 2005).

4.2.5 Conclusions

Principal component analysis (PCA) can be utilized to extract major contributing muscles in simulated patient transfer tasks. In short-term movement like one-time lifting, time-domain feature such as RMS showed higher explained variance compared to frequency-domain feature such as MDF as the PCA input. In different step of the simulated transfer task, major contributing muscles might shift as participants demonstrated varying joint angles. The biceps brachium, extensor carpi radialis, flexor carpi radialis and vastus lateralis from extremity muscle group, the lower trapezius and upper trapezius from shoulder muscle group, the latissimus dorsi, thoracic erector spinae and lumbar erector spinae from back muscle group stood out as major contributing muscles in the simulated patient transfer task. In specific, extensor carpi radialis, middle deltidoid and latissimus dorsi showed increasing contributions in action that induced increasing lifting height.
4.3 Simulate forceful exertions during virtual patient transfer tasks

4.3.1 Introduction

Virtual reality has shown promising potential for in training and instructional applications as it provides a controllable platform for trainees to perform the training tasks. However, previous research suggested some variability in human behaviors between virtual and physical environments (Hoareau et al., 2017; Riccio, 1995). Specifically, in the physical environment, humans interact with objects with body contact, and they voluntarily contract their muscles to lift, place, and manipulate physical objects. While in VR, the interactions with virtual objects are usually achieved by input devices like controllers, which do not require forceful efforts and intense muscle contractions (K. B. Chen et al., 2015; Radwin et al., 2013), therefore users may perceive less effort and lower workload.

Chen et al. (2015) proposed and demonstrated the concept of virtual exertions to encode electromyography (EMG) signals and track hand movements for interacting with virtual objects. The experimental task was to reach, grasp, then hold a virtual dumbbell for five seconds, and then return the virtual dumbbell to a virtual table. Specifically, the grasping of virtual objects was achieved in two steps: (1) a user’s controller (wand) collided with virtual objects and (2) the user contracted the prime mover muscle group (i.e., biceps brachii) and reached a calibrated EMG threshold. When the two steps were accomplished, the virtual object was considered “grasped” and “moved” with the user’s hand. While the research evoked the sense of exerting force in virtual environments, it was a relatively simple biceps curl task that involved only one muscle group in the upper arm. When simulating more complex tasks like lifting, which involve whole body movement, more EMG signals from multiple muscle groups are needed and encoding EMG can get more complicated.
In this work, the concept of virtual exertions to monitor and encourage muscle activation in a whole-body virtual lifting task was explored and extended. The complete experiment consisted of two tasks. The first task was conducted in the physical environment to examine and quantify the activity of 12 muscle groups (EMG signals) during a three-step patient lifting task. The second task was conducted in a virtual environment, during which participants performed the same three-step patient lifting task and the same muscles’ activations were quantified.

4.3.2 Methods

4.3.2.1 Participants

Nine participants with ages 18-32 (mean = 23.4, SD = 4.0) were recruited for the exploratory study with informed consent and IRB approval. This sample represented a younger and relatively active population because the simulated patient transfer task was physical demanding. Upon applying the exclusion criteria, all participants had no physical disabilities, no musculoskeletal injuries in the past 3 months, no history of epileptic seizure or blackout, no self-reported tendency for motion sickness, no sensitivity to flashing lights, and no history of Lasik or similar eye surgery. They were eligible if indicated willingness to lift/move heavy objects at the time of experiment participation. Each session lasted approximately 2.5 hours.

4.3.2.2 Equipment

The virtual environment scenario was developed in a game engine (Unity 3D ver. 2018.2, Unity Technologies, San Francisco, CA). The VR experience was delivered via a Cave Automatic Virtual Environment (CAVE), which was a 4-sided 10×9×12 ft space with one projector for each wall (VisCube C4, Visbox, Inc., St. Joseph, IL). Each projector had a maximum brightness of 4,500 lumens with a total of 1,920×1,200 pixels. User head position tracking was accomplished
using a 4-camera optical tracking system (TRACKPACK 4, Advanced Realtime Tracking, Weilheim i.OB, Germany). Position trackers were mounted on the top rim of the active shutter glasses. A wand was utilized for hand position tracking.

Muscle activity was tracked using wireless surface EMG sensors with a sampling rate of 1926 Hz (Trigno, Delsys Inc, Natick, MA). These sensors measured and wirelessly transmitted surface EMG signals to the Delsys EMGworks software (Delsys Incorporated, Natick, MA). A dynamometer (System 4 MVPTM, Biodex Medical Systems, Shirley, NY) was used to isolate specific muscle exertion directions using anatomy-specific attachments, and thereby collect maximum voluntary contraction (MVC) of specific muscle groups.

4.3.2.3 Experimental Design

The experimental session consisted of a MVC test, a physical lifting task (also the calibration task), and a virtual lifting task. The EMG sensors were affixed to 12 muscle groups prior to the MVC task. The MVC values were necessary for EMG signal normalization and inter-subject comparisons.

The 12 muscles were selected based on the preliminary study that aimed to identify the muscle groups, throughout the entire body, that are major contributors to a lifting task. The results from the preliminary study suggested the following muscle groups (six on the right and six on the left): in the shoulders (upper trapezius), the low back (thoracic erector spinae and lumbar erector spinae), and the extremities (extensor carpi radialis, biceps brachii, and vastus lateralis).

The purpose of the physical lifting task was to determine the muscle activity signals (EMG) during a three-step lifting task in the physical environment. Twelve muscle groups were monitored. The EMG signals of the 12 muscle groups from the physical lifting task also served as threshold values of which the participants needed to reach and maintain in order to “move” the virtual patient.
during the virtual lifting task. The virtual lifting task was the same three-step lifting task but performed in the CAVE against a virtual patient, which represented a standard three-part emergency lift performed during patient transport (Makhoul et al., 2017).

### 4.3.2.4 Procedure

**MVC test.** Participants warmed up by stretching their legs and arms, similar to the movements performed before physical exercises. After donned with EMG sensors, participants were guided to complete the MVC test for all 12 muscles. For each of the 12 muscles, participants performed muscle contractions maximally by exerting against an opposing force produced by the dynamometer that constrained the exertion movements and thereby isolated the MVC to the specific muscle group. Verbal encouragements such as “keep going, go, go, go” were consistently provided to arouse the maximum muscle activation. Each MVC test was performed for three seconds, three times per muscle, with a one-minute rest between each MVC test.

**Physical lifting task (Calibration task).** After MVC tests were completed, the experimenter demonstrated the appropriate, two-person lifting method for the patient which can be referred to section 4.2.2.4. For this experiment, there were three phases in a standard patient lifting task (Figure 4-2). (1) Transport the weighted backboard from the ground laterally to where a stretcher would be at \( a \rightarrow b \rightarrow c \rightarrow d \). (2) Lift the weighted backboard to standing height \( d \rightarrow c \). (3) Lift the weighted backboard onto a higher surface similar to an ambulance loading height \( c \rightarrow e \). These were exactly the same set of movements that were employed in the previous experiment. But the whole experiments were further decomposed into three steps. There were three different weights of simulated patients, which were 100, 150, and 200 lb. The loads were spread out across and secured to the backboard that corresponded to the relative distribution of a human body.
Participants practiced lifting the backboard of the three different weights with the research experimenter. With the actual calibration trials, participants performed the three-step lift three times for each of the three weighted backboards. They were provided with one-minute breaks between each trial per weight, and three-minute rest periods between each weight. Subjective discomfort ratings were verbally asked to determine whether the participants should be provided a longer break to prevent potential injury. This resulted in a total of nine lifting trials (3 repetitions per weight). After the nine lifts, participants completed the NASA Task Load Index (Hart & Staveland, 1988) to assess the workload of physical lifts.

The recorded EMG signals from all 12 muscle groups during the physical lifting task were processed to be used as the lifting threshold of the virtual lifting task. For each muscle group, the EMG signals were filtered with a 4th order Butterworth filter, and then a root mean square (RMS) value was calculated from each phase of the three-step lift. Since there were three repetitions, the final threshold value for each phase of the lift was the average RMS across the three repetitions.

**Virtual lifting task.** Participants wore the tracked, active shutter glasses and held a wand for the virtual lifting task. The VR scenario (Figure 4-7) had a patient lying on a backboard in a cityscape scene next to an ambulance, which depicted a typical scenario where an emergency medical technician may be required to perform a patient lift and transport task.
The participants were instructed to position themselves at one end of the backboard and attempt to perform the patient lift the same way they did for the physical lifts. The virtual lift consisted of the same phases in the three-step lift: (1) Transport the patient on the backboard laterally onto a stretcher, (2) Lift the stretcher to standing height, and (3) Lift the stretcher higher to ambulance loading height.

The virtual patient would not move unless two requirements were met: (1) The participant’s all 12 muscles reached the lifting thresholds, which were the RMS of EMG from the physical task (calibration task), and (2) The wand’s position intersected with the handles on the virtual backboard or stretcher, depending on the phase of the lift.

To check whether a participant’s EMG has reached the lifting threshold, the RMS of a 200ms moving window was computed in real time. This checking loop output a binary check; for each of the 12 muscle groups, it either reached the lifting threshold (true) or did not reach the lifting threshold (false). The virtual patient would only move when all 12 muscle groups reached the threshold. The research experimenter was able to visualize on the data collection workstation which muscle group did not reach the threshold and provided verbal feedback to the participant.
There was also the option for the research experimenter to scale down the threshold using an adjustment factor (AF), which was written in the data collection program in case the participant was unable to reach the lifting threshold by voluntarily contracting and stiffening the muscle groups (i.e., no physical counterweight). The AF was applied after ten unsuccessful attempts, which started at 0.95 for the 11th attempt and decreased in increments of 0.05 for the subsequent attempts. For example, if the AF was changed to 0.5, the participant’s EMG signal output would only need to be 50% of the calibration threshold for the virtual patient to be movable. There were nine trials of the virtual lifting task (3 repetitions per weight). After the experiment, the participant completed another NASA-TLX to assess their workload based on the virtual lifts.

4.3.2.5 Variable and analysis

The independent variables for the experiment were task type (physical lift against virtual lift) and object weight (100 lb, 150 lb, and 200 lb). This was a 2×3 (task type × weight) experiment design. The dependent variables for both the physical and virtual lifts were the muscle exertion normalized EMG (nEMG) values and NASA-TLX questionnaire responses. All raw EMG signals were filtered with a fourth order band-pass (20–350 Hz) Butterworth filter, rectified and smoothed by a time window of 200ms. This included EMG signals from the MVC test and EMG from the physical and virtual lifting tasks.

4.3.3 Results

4.3.3.1 Adjusting factors

No participants could reach the threshold for virtual lifting without adjusting the threshold, Figure 4-8 shows the average of AF under different virtual lifting scenarios (weight × action).
The average AF decreased as the virtual weight increased (Figure 4-8). In other words, as the virtual lifting weight increased, the EMG threshold for a successful virtual lift also increased, which was likely more difficult for participants to complete a successful lift and therefore the thresholds were scaled down with a smaller AF value.

![Graph showing adjusting factors at each phase of lifting.](image)

**Figure 4-8**  Mean of adjusting factors at each of the three phases of lifting.

### 4.3.3.2 Mean of Normalized EMG (nEMG)

The maximum amplitude (peak value) in each trial was normalized with respect to the MVC tests, which yielded the normalized EMG (nEMG) values reported in the results. Figure 4-9 shows the nEMG of the left upper trapezius in different scenarios. A nEMG value greater than...
1 indicated that the muscle activity acquired during the lifting tasks were greater than those collected during the MVC test.

Since AFs were applied to enable successful virtual lifts, conducting a $2 \times 3$ ANOVA on nEMG would be comparing a scaled-down nEMG in VR to the original nEMG in the physical environment. Thus, objective comparisons were performed instead: (1) In a physical lift, nEMG increased as weight increased, while in virtual lift, there was no such trend; (2) in most cases, nEMG in physical lift was greater than the respective virtual lift.

**Figure 4-9** Mean nEMG of left upper trapezius by weight and environment.
4.3.3.3 NASA-TLX

A one-way repeated ANOVA was conducted to compare the workload between virtual and physical lifting tasks. The mental demand \((F(1,8)=24.33, p=0.001)\) was significant and the physical demand \((F(1,8)=4.30, p=0.07)\) was marginally significant (Figure 4-10). All other domains were not significantly different.

![Figure 4-10](image) Mean NASA-TLX response for physical lift and virtual lift.

4.3.4 Discussion and conclusions

The aim of this study was to assess human muscle activity in terms of EMG in physical and virtual whole-body lifting tasks when virtual exertion method was applied. Participant muscle activity (nEMG) and workload in physical and virtual simulated patient lifting tasks were measured.
Compared to common VR applications where users interact with virtual objects with input
device like tactile gloves and controllers, this study used forceful exertion as a requirement for
interacting with virtual objects to encourage users to actively contract their muscles, which is
required in the physical environment.

The threshold for lifting was scaled down via AF for all participants in the CAVE. The AF
was introduced to modify the virtual weights because (1) the weights in the physical calibration
were very high (100 lb to 200 lb) and (2) the passive contractile element in the muscles might not
be recruited and thus the level of exertion in the virtual environment may be lower than the physical
environment. Comparing to Chen et al., they examined weights at or below 10 lb and did not use
AF to facilitate participants to “lift” the virtual dumbbell (K. B. Chen et al., 2015). As suggested
in Figure 4-8, the mean of AF decreased as the virtual weights increased (ultimately lowering the
lifting threshold), which explained the need for AF to accommodate the higher EMG threshold
and thereby enable participants to ‘lift’ heavier virtual patients.

In physical lifting task, nEMG increased as the weight of load increased, which was
consistent with the literature (K. B. Chen et al., 2015; Radwin et al., 2013). As the load increased,
participants needed to exhibit greater muscle contraction to yield higher EMG values. However,
in the virtual lifting task, nEMG stayed nearly constant. A plausible explanation was due to the
levels of the weight that were employed in this experiment being very high. In the physical
environment, a person contracts several muscle groups to overcome a resistive load in the hand.
This physical resistive load not only stabilizes a joint by balancing the agonist-antagonist muscle
pair (e.g., biceps and triceps work together to flex and extend the arm), the resistive load also
works as a counterweight to yield more passive contraction in the muscles. Thus, to lift an object
that was more than 100 lb, participants’ muscles needed to produce greater passive contractile
forces. However, in a virtual scenario it was difficult for the participants to contract their muscles to reach the same EMG level through passive contraction (participants only actively contracted as the passive contractile elements were not as involved since there were no resistive loads). In addition, the use of AF lowered the EMG threshold and participants did not contract muscles to the same level as in the physical lift.

The MVC test employed in this study was a possible source of limitation. The mean nEMG of the left upper trapezius during all lifts was greater than 1, which suggested that participants experienced greater muscle contraction during the lifts than the MVC test. Since the MVC test was performed statically on the dynamometer, it may be more appropriate to consider dynamic lifting tasks to obtain the MVC or identify other approach to normalize EMG values.

The NASA-TLX revealed that participants perceived the physical lifts to be more physical demanding. This was expected because lifting a heavy object of 100 lb (co-lifted with the experimenter for calibration) was physical demanding. As of the virtual lifting task, the introduction of AF lowered the virtual lifting EMG threshold and therefore participants were not required to exert the same physical efforts. While in the virtual lift, participants perceived it to be more mentally demanding because they needed to see and carefully maneuver the virtual patient, and at the same time they were consciously exerting to intentionally increase EMG.

This research utilized the method of virtual exertions to successfully guide participants to perform a whole-body physical task in VR as they performed in physical world. It was found that after scaling down the EMG threshold, participants successfully lifted the virtual patients. While participants felt more physical demand for the physical lift, they experienced more mental demand during the virtual lift. Currently, the lifting EMG threshold checking algorithm was simple: all muscles need to reach the threshold, which did not accurately reflect the muscles’ contributions
and coordination in the whole-body lifting task. The proposed future effort is to build a model that can estimate the exertion output (object weight or force) based on muscle EMG values. Some researchers used linear regression to predict the hand grip force based on forearm muscles (Hoozemans & Van Dieën, 2005), it was based on a static grip and limited to forearm muscles’ contributions. It would be more complex to predict whole-body movement and exertion solely with EMG. In addition, the weight of the physical lift is too high, and AFs are needed for all trials, which may affect the comparisons between physical lift and virtual lift.

4.4 Summary

This study extended the concept of virtual exertions to a more complex task that involved muscles across the whole body. Principal component analysis (PCA) was firstly used to extract major contributing muscles during the task, the selected muscles were then studied in the virtual task. For this study, the criteria of virtual exertions for multi-EMG were relatively simple: all muscles need to reach their respective calibration threshold, the controller needs to collide with the virtual objects. The multi-binary criterion extends the single-binary criterion to more complicated muscles that integrate more muscles.

However, there were several limitations for this study: 1) multi-binary criterion did not reflect the real relationship between each muscle and did not consider the coordination between muscles, more accurate multi-EMG-force modelling is required to set up new criterion; 2) The weight/load for this task is too high, and it is hard for the participants to virtually contract their muscles to the calibration threshold, common physical tasks that involve less weight need to be further studied; 3) There lacked evidence to verify that the movements in VR are the same as that of physical world and participants experience the same level of exertions; 4) From the perspective
of psychophysics, there should be a tolerable interval for the new proposed multi-EMG-force model, as there is a threshold for people to perceive the different of weights or force. For instance, people might perceive the load of 5 N and 4.9 N to be same exertions, so if the predicted force from multi-EMG-force modelling is 4.9 N while the real force is 5 N, it is in the range of tolerable interval. To address these limitations, the methods of EMG based movement classification and force prediction to set up new criteria for virtual exertions is explored in Chapter 5.
Chapter 5 Effects of EMG feedback for generalized gross movements in VR system

5.1 Motivation

To accommodate the limitations summarized in the previous study, this chapter discusses several extended experiments to improve the concept of virtual exertions. Firstly, one experiment was conducted to examine human’s just noticeable difference (JND) for weight perception, which provided psychophysical measure to evaluate EMG-force modelling. Secondly, four common manual material handling (MMH) movements (pulling, pushing, and squat lifting and stoop lifting) that involved muscles across the whole body were studied in a physical environment, the EMG data could be utilized to classify the MMH movements. Finally, a virtual lifting task was designed in VR, and the concept of virtual exertions were further evaluated and examined with new criteria.

5.2 Examine human’s just noticeable differences (JND) for weight perception

This section is adapted from one co-authored paper (K. Chen & Chen, 2021a).

5.2.1 Introduction

Manual material handling (MMH) of loads and carrying of loads is common in the workplace and even in everyday life (Ramadan et al., 2018). While objective measures, such as trunk load, muscle electromyography (EMG) have been analyzed to evaluate the risks of MMH, some studies utilized subjective methods such as rated perceived exertions, perceived weight to evaluate the workload and fatigue (Ahmad & Kim, 2018). However, human’s perception of weight is not always accurate, which can influence people’s decisions on lifting heavy objects and lead to potential risks (Amazeen, 2014). On the other hand, this inaccuracy can also have positive
prospects, as the therapists can increase the load and effort needed for therapeutic exercises and rehabilitation tasks without being noticed by the patients (Allin et al., 2002).

There are two general types of errors when estimating the weight of an object. The first one arises when an object is perceived to be heavier or lighter than an object of the same weight, which is termed “weight illusion” (Buckingham, 2014a). The most commonly studied factor associated with weight illusion is the object size: smaller objects are perceived to be heavier than larger objects of the same weight (Flanagan & Beltzner, 2000; Plaisier & Smeets, 2012). This size weight illusion phenomenon can be generalized for studying other related factors, such as material weight illusion (Buckingham et al., 2011; Flanagan & Beltzner, 2000) and temperature weight illusion (Kuhtz-Buschbeck & Hagenkamp, 2020). Material weight illusion is induced by the surface material of the objects, objects that demonstrate heavy material appearances, such as metal, will feel lighter than objects having light material appearances even though they are actually the same (Buckingham et al., 2009). Temperature weight illusion happens when the temperature of the objects affect people’s perception of the object weights, where people perceived the same item to be heavier at cold temperature than room temperature (Buckingham, 2014b). Another type of perceptual error occurs when two objects of different weights are perceived to be the same weight as there is a threshold, or just noticeable difference (JND), for people to discriminate two weights (Brodie & Ross, 1984; Jones, 1986). In this case, the appearances of the objects are identical while the weights are different. Weber proposed that the JND was proportional to the original weight, (e.g., JND is 0.1 g for weight of 10 g, then JND is 0.5 g for weight of 50 g) while Fechner assumed the JND was fixed across all weights and a logarithmic relationship was proposed (Ekman, 1959). Both of these two assumptions were later questioned and new models were proposed (Masin et al., 2009).
While many studies have been conducted to investigate weight illusions and JND for hand haptic perceptions, most of them restrained the participants to a fixed position, either by instructing the participants to lift weighted boxes in situ (Amazeen, 2014) or tied the forearm of participants to a dynamometer (Allin et al., 2002). There has been little literature in studying weight perceptions during dynamic daily movements, which may have greater practical meaning.

Walking while holding weighted objects is a common daily task that can be seen in activities like moving boxes, carrying shopping bags (Ramadan et al., 2018). Some studies found that daily walking with hand held loads could pose increasing load on low back and cause spinal disorders (Fowler et al., 2006; Park et al., 2014). Other studies investigated the influence of carrying shopping bag on walking and proposed techniques including bags’ holder or two-hands carrying (Ramadan et al., 2018). While these studies analyzed trunk loadings and subjective discomfort ratings, few of them evaluated the influence of walking on perception of weighted objects. As weight perception is a subjective measure that is influenced by many factors (size, material, temperature, etc.), it was hypothesized that being in motion can affect the perception of object weight.

The purpose of this study was to investigate the influence of standing and walking on weight perception. In addition to the traditional stationary weight perception task, a task of walking while carrying a box was introduced. In specific, this study focused on the second type of perceptual errors, so the appearances of all boxes were controlled to be the same. The JND for weight perception between standing position and walking condition was compared. Weber-Fechner law for weight perception was evaluated.
5.2.2 Methods

5.2.2.1 Participants

A total of ten participants (8 males, 2 females) with ages 24 - 38 years (mean = 27.7, SD = 3.9) were recruited for the study with informed consent approved by North Carolina State University’s Institutional Review Board approval. All participants reported no physical injuries or surgeries within last three months.

5.2.2.2 Apparatus

A total of 24 identical cardboard boxes were employed to deliver the weight stimuli to the participants. All boxes were of the same size (length = 15 inches, width = 10 inches, height = 12 inches) with three weight groups: 4 lb, 8 lb, and 12 lb. An earlier pilot experimental session revealed that 20 lb load would result in participant fatigue, and therefore the three weights groups were selected to prevent fatigue. Each group had one reference box and seven experimental boxes. Weight ratio (calculated by dividing each box’s weight by the reference box weight) was set from 0.85 to 1.15 with incremental = 0.05. The range of weight ratio was also informed by the lab’s earlier pilot session. Specifically, for the 4 lb weight group, seven boxes were used to create an array of weights that ranged from 3.4 lb to 4.6 lb in 0.2 lb increments. For the 8 lb group, seven boxes were used to create an array of weights that ranged from 6.8 lb to 9.2 lb in 0.4 lb increments. For the 12 lb group, seven boxes were used to create an array of weights that ranged from 10.2 lb to 13.8 lb in 0.6 lb increments. The boxes were placed on a table and had no identifying markers except for the three reference boxes (4lb, 8 lb, and 12 lb).
5.2.2.3 Procedure

Upon arrival at lab, participants were instructed with proper manual material handling techniques, including: maintain a good grip and keep the boxes close to body (Amazeen, 2014). Next, participants were given practice trials to walk and carry a box until they became confident about the experimental task. Afterwards, participants were familiarized with rated perceived exertion (RPE) survey in Borg-10 scale (Borg, 1998).

Firstly, the participants were instructed to stand in front of the table and lift the boxes to their waist height and place them back onto the table. Each trial comprised of two lifts, the participant first lifted the reference box and gave a RPE score for the reference lift. The participant randomly lifted the other box in the same weight group and place it back, and next the participant was asked whether these two boxes were of the same weight. A response of “yes” indicated that they perceived the weight difference and a response of “no” indicated that they did not perceive the weight difference, and finally the participant verbally gave a RPE score for the second lift. Each run consisted of 21 comparisons (3 weight groups × 7 comparisons per group) and 42 lifts. Short breaks were provided to ensure the participants did not feel fatigue and could be extended if required. Then the participants completed the NASA-TLX (NASA, 1986) and had a rest.

Secondly, the participant was instructed to carry a box from the table and walk along the metal plates of the lab. Participant was guided to walk to the end of the metal plates and turned back, walk towards the table, and place the box back onto the table. Afterwards, participants were verbally asked to perform the same weight discrimination task and gave RPE scores, respectively. The positions of boxes in each group were reset before the walk-carrying task. Longer breaks were provided between two consecutive comparison tasks. In the end, the participants completed the
NASA-TLX and had a rest. The total experiment tool about 1.5 hours. Figure 5-1 below depicts the experiment configuration.

![Figure 5-1](image)

**Figure 5-1** Experiment setup. (A) Eight boxes in one weight group, the reference box was marked with a black tape. (B) A participant carried the box back to the table.

### 5.2.2.4 Variables and Analysis

The independent variables in this experiment included task type (standing and walking), weight ratio (from 0.85 to 1.15), and box weight groups (4 lb, 8 lb, and 12 lb). The dependent variables were probability of detecting the difference, just noticeable differences (JND), RPE scores and NASA-TLX scores.

For this study, probability of detecting the difference was calculated by taking the number of yes responses divided by total number of responses. JND was calculated at 50% level as it is a common level used in psychophysics (Booth & Freeman, 1993), which means the weight ratio difference at which people had a 50% chance of detecting the weight differences. RPE score was normalized to the RPE score captured when lifting the reference weights, thus normalized RPE (nRPE) was calculated.
A polynomial logistic regression model was built to relate the probability of detection and weight ratio. A linear regression model was built to study the effects of weight ratio on nRPE. A two-sample t-test was used to evaluate participants’ workload under different conditions by NASA-TLX. Significance level was set at $\alpha = 0.05$ for all the analysis.

5.2.3 Results

5.2.3.1 Probability of detection

The polynomial logistics regression (Figure 5-2 and Figure 5-3) revealed there was a statistically significant effect of weight ratio on probability of perceiving the differences, quadratic coefficient $b_2 = 121.89$ ($\chi^2(1) = 67.28, p < 0.001$) and $b_1 = -0.83$ ($\chi^2(1) = 0.38, p = 0.54$). Weight group also showed a significant effect on probability of difference detection ($\chi^2(1) = 6.23, p = 0.013$). Task type did not induce a statistically significant effect on probability of detection ($\chi^2(1) = 2.23, p = 0.14$).
Figure 5-2  Polynomial logistics regression models depict the relationship between probability of detection and weight ratio at three different weight levels. The error bars are also ±1S.E at the experimental weight ratios. The gray lines represent the ±1S.E. of the respective logistics regression model.

Figure 5-3  Polynomial logistics regression models depict the relationship between probability of detection and weight ratio at two different task conditions. The error bars are also ±1S.E at the experimental weight ratios. The gray lines represent the ±1S.E. of the respective logistics regression model.
5.2.3.2 Just Noticeable differences

Polynomial logistics regression revealed that 50% JND for 4 lb weight group was at weight ratio = 0.873 and weight ratio = 1.154; 50% JND for 8 lb weight group was at weight ratio = 0.905 and weight ratio = 1.094; 50% JND for 12 lb group is at weight ratio = 0.931 and weight ratio = 1.073. The model also revealed that 50% JND for standing condition was at weight ratio = 0.872 and weight ratio = 1.106; 50% JND for walking condition is at weight ratio = 0.929 and weight ratio = 1.109.

Accordingly, 50% JND by weight was at 3.49 lb and 4.62 lb for 4 lb group; 50% JND was at 7.24 lb and 8.75 lb for 8 lb group; 50% JND was at 11.17 lb and 12.88 lb for 12 lb group.

5.2.3.3 nRPE

The linear regression model (Figure 5-4) revealed that weight ratio is a significant indicator of nRPE \( F(1,418) = 357.8, p < 0.001 \).
Linear regression model on nRPE across different weight ratios. The error bars are also ±1S.E at the experimental weight ratios. The gray lines represent the ±1S.E. of the respective logistics regression model.

5.2.3.4 NASA-TLX

Two-sample t-test indicated that participants’ physical demand \((t(18) = 3.67, p = 0.001)\) and efforts \((t(18) = 3.34, p = 0.002)\) were significantly higher during walking condition as illustrated in Figure 5-5.
5.2.4 Discussion

This study evaluated human weight perceptions during different conditions. Earlier studies have examined the perception of weight in stationary postures, yet various jobs actually require moving and carrying of loads. In specific, effects of weight ratio, weight level and walking were studied on human probability of detecting weight differences. The results demonstrated that weight ratio and weight level had significant influences on probability of detection, normalized rated perceived exertion was significantly related with weight ratio, participants’ physical demand and efforts were significantly higher during walking condition.

Weight ratio had a statistically significant effect on probability of detection, which is plausible, as the weight ratio deviates more from the unity weight ratio = 1, the difference between reference box weight and task box weight increased, and it was easier for participants to perceive
the discrepancy (K. B. Chen et al., 2016). Given that participants showed lower detection probability at weight ratio near to the unity weight ratio, it was possible that the therapist could increase the loads of rehabilitation task slightly while without being noticed by the patients (Allin et al., 2002).

Weight group indicated a statistically significant effect on participants’ probability of weight differences detection ($\chi^2(1) = 6.23, p = 0.013$), with 12 lb weight group showed highest detection probability and 4 lb weight group showed lowest detection probability. Weber’s law stated that JND is proportional to the initial stimuli and relative discrimination sensitivity is constant across different stimuli intensity (Ekman, 1959), such that JND is 1 g for 100 g object and 2 g for 200 g object. According to Weber’s law, at the same weight ratio, participants should have the same probability of detecting a difference across three weight levels, which did not hold for this study, as participants had higher detection probability at higher weight levels. JND by weight was at 3.49 lb and 4.62 lb for 4 lb group; JND was at 7.24 lb and 8.75 lb for 8 lb group; JND was at 11.17 lb and 12.88 lb for 12 lb group, which revealed that JND is approximately between 0.6 lb and 0.8 lb across three weight levels, and thus this finding was more aligned with Fechner’s assumptions that all JNDS were equal (“Weber-Fechner Law,” 2005).

Walking did not induce a significant higher detection probability compared to standing and lifting ($\chi^2(1) = 2.23, p = 0.14$). However, it can be seen from Figure 5-3 that walking and carrying showed higher detection probability when weight ratio < 1, which could be due to the fact that walking and carrying a box is a physically demanding task (can be seen from the NASA-TLX results), thus it was easier for participants to detect the alleviated differences when the second boxes were lighter compared to the reference box.
To accommodate perception discrepancies of different participants, the term nRPE was utilized, which showed relative exertions compared to the exertions caused by lifting the reference box, the results showed that nRPE was linearly related with weight ratio, in addition, using nRPE centered the RPE scores and lowered original RPE variances. NASA-TLX revealed that participants experienced significant higher physical demand and exerted more efforts during walking and carrying task, and more attention need to be paid to walking and carrying tasks.

One limitation of this study is the number of participants was relatively small \((n = 10)\) due to recruitment challenges. The study can be further expanded with other postures and weight ranges to validate the JND in weight perception. Another limitation was the weight ratio gap between boxes, to avoid participants getting fatigue during the experiment, the design of weight ratio incremental = 0.05 was adopted, more closely compacted weight incremental shall be used to accurately depict the detection probability – weight ratio curve.

This experiment showed that RPE was a good indicator of lifting load, and it could be a proper criterion to evaluate participants’ perceived exertions from the perspective of psychophysics. When informing participants to perform virtual tasks, RPE can be utilized to determine whether the participants underwent same level of exertions.

5.3 Examine EMG based classification for manual material handling tasks

5.3.1 Introduction

EMG has been widely utilized in human movement classification and force prediction, which can facilitate prosthesis control and ergonomics evaluation (Hoozemans & Van Dieën, 2005; Sapsanis et al., 2013). By attaching EMG sensors to the skin of individuals, researchers
acquire abundant muscular activation information from the EMG signal to which various machining learning methods could be applied for gesture recognition (Khokhar et al., 2010; Martinez et al., 2020).

The details of EMG based movement classification and regression have been summarized in Chapter 2. Previous studies on EMG classification focused on hand gesture recognition using different classifiers where the target muscles were usually forearm muscles. However, little attention was paid to the classification of full-body, gross motor movements that involves muscles across the whole body, which is a generalization of conventional localized hand gesture classification. Manual material handling (MMH) tasks involve muscles from upper limb, trunk and lower body, which make them suitable for this study. Besides, conventional research on EMG-based hand gesture classification usually studied static hand posture with no external loads on hand or constant loads (Atzori et al., 2015), while classifiers’ performance under varied conditions (load, position) has not been commonly studied.

The purpose of this study was to explore the potential of classifying MMH movements using EMG signal from muscles across the entire body. In specific, four common MMH posture/movements were selected: squat lifting, stoop lifting, push and pull. Two experiments were conducted in the lab: Experiment I focused on classification of static MMH posture and Experiment II focused on classification of dynamic MMH movements with varied load and position. This study had practical meanings: (1) MMH professionals and novices can be differentiated via EMG classification, which could give insights on training program for MMH practitioners, even if the two groups of population performed the same MMH movement visually, their muscle activation patterns might be different; (2) Full-body movement classification can be
integrated into EMG-driven human-machine interface, which may be implemented in virtual reality guided MMH training program.

5.3.2 Methods

5.3.2.1 Participants

Female was less involved in the MMH tasks and only 21.6% of material moving jobs were occupied by women in 2021 (Firouzabadi et al., 2021; U.S. Bureau of Labor Statistics, 2021), thus only male participants were recruited for this study. Three participants (26 - 31 years old, mean = 28) were recruited for Experiment I and 12 participants (20 – 31 years old, mean = 25.3) were recruited for Experiment II. Informed consent, approved by North Carolina State University’s Institutional Review Board, was obtained from each participant. All participants reported no physical injuries or surgeries within last three months.

5.3.2.2 Apparatus

Nine cardboard boxes of identical appearance were used to deliver different loads to the participants. All boxes were of the same size (length = 15 inches, width = 10 inches, height = 12 inches) with three weight groups: Group A included three boxes that weighed 7 lb., 8lb., and 9 lb.; Group B included three boxes that weighed 11lb., 12lb., and 13 lb.; Group C included boxes that weighed 15 lb, 16 lb, and 17lb. A steel shelf consisting of three heights (20 inches, 35 inches, and 50 inches above the floor) was used to produce different lifting weights, which corresponded to knee height, waist height and shoulder height, respectively. A handcart (handle bar at 35 inches above the floor) was used for pushing and pulling tasks. A set of 14-channel wireless EMG sensors (Trigno, Delesys Inc, Natick, MA) were used to record participants’ muscle activity during the MMH tasks.
5.3.2.3 Procedures

Upon arrival at lab, participants were instructed with proper manual material handling techniques, which included: get a secure grip; avoid jerking by performing smooth, even motions, keep the loads close to the body, etc. (NIOSH & CDC, 2007). Next, participants were given two practice trials to do squat lifting and stoop lifting, pull, and push the loaded handcart to make them familiar with the experimental task, the number of practice trials were increased if the participants did not perform the movements correctly.

Next, the participants were prepped for attaching EMG sensors. A set of 14 EMG sensors (Trigno, Delsys Inc, Natick, MA) were placed on the bilateral muscles across the body (Figure 5-7), which included middle deltoid (MD), biceps (BI), flexor carpi radialis (FCR), latissimus dorsi (LD), lumbar erector spinae (LES), biceps femoris (BF), and gastrocnemius (GA).
For Experiment I, the three participants were guided to perform eight rounds of MMH tasks. In each round, the participant would first push the handcart loaded with boxes from the Group A (7 lb, 8 lb, and 9 lb) and walk 15 ft, which aimed to acquire abundant EMG data for pushing and pulling. The participant then squat-lifted the 8 lb box slightly above the floor (about 2 inches) and maintained the squat posture for 5 s, afterwards he was informed by the experimenter to relax. Next, the participant stoop-lifted the 8 lb. box slightly above the floor and maintained the stoop posture for 5 s. Finally, the participant would pull the handcart (loaded with all boxes from the Group A) backwards and returned to the starting location. A 30-second rest was provided between each posture and a 2-minute break was provided between each round. The rest time could be extended upon request of the participants. The whole experiment took about one hour.

While Experiment I consisted of static lifting postures and constant loads, Experiment II involved dynamic lifting movements with varied loads and lifting heights. Experiment II consisted of six rounds, which were two lifting movements × three box groups. In each round, the twelve participants were instructed to use only one lifting technique (either squat or stoop). The participant would first push the handcart (loaded with boxes from one group) for 15 ft and then completed
nine (three heights × three boxes) lifting movements (squat or stoop, from floor to the shelf) and nine lowering movements (squat or stoop, from the shelf to the floor). Finally, the participants would pull the handcart (loaded with boxes from the same group) back to the start position. The participants were instructed to keep a constant speed when performing the tasks. The protocol for resting was the same with Experiment I. The whole experiment took about two hours.

To avoid inducing muscle fatigue to the participants, the experimenter helped place the boxes and handcart in the ready positions and kept asking the participants about their status throughout the experiments.

![Figure 5-8](image.png)

Figure 5-8 Participant performed a series of MMH movements: 1. Push the loaded handcart; 2. Pull the loaded handcart; 3. Squat lift the box; 4. Stoop lift the box. To note, the number/label of the movements were not the actual sequence of the tasks. The participants performed the tasks in the following sequence: 1 - 3 - 4 - 2.

### 5.3.2.4 Data Processing and Analysis

Raw EMG data were collected in the EMGworks software (Delsys Incorporated, Natick, MA) and exported into MATLAB (MATLAB 2021a, MathWorks, Natick, MA) for analysis. For each EMG recording, only the middle 80% of the data were extracted: (1) The early stage and final stage were less informative limited to system delay and participant’s reaction time (Saeed et al., 2021; Too et al., 2019); (2) The data at the initial and final stages were in a transition stage as the
participants switched between MMH movements and resting status, which posed increasing risks of classification errors. For each muscle, the EMG signal was filtered with a 4th order Butterworth filter at cutoff frequencies 10-500 Hz (Chopp et al., 2010). An overlapping window technique (Sapsanis et al., 2013) was applied on the filtered EMG with time window of 200ms and incremental length of 100 ms (Smith et al., 2011; Spiewak, 2018), and the EMG features were calculated for the sliding windows. Currently there are no golden rules as how many EMG features and what EMG features could facilitate best classification performance, this study selected five common EMG features that had been frequently used in previous studies: Mean Absolute Value (MAV), Waveform Length (WL), Zero Crossings (ZC), Mean Frequency (MNF) and Median Frequency (MDF) (Toledo-Pérez et al., 2019). As such, a seventy-dimensional (14 muscles × 5 features) feature matrix was built for each movement/posture. In contrast to the raw EMG feature sets, normalized EMG feature sets were built with time domain features (MAV, WL and ZC) normalized to the respective peak value during the task and frequency features (MNF and MDF) normalized to the sampling frequency. The movement/posture was then labeled for each EMG recording as can be seen in Table 5-1.

<table>
<thead>
<tr>
<th>Movement/Posture</th>
<th>Label number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Push</td>
<td>1</td>
</tr>
<tr>
<td>Pull</td>
<td>2</td>
</tr>
<tr>
<td>Squat</td>
<td>3</td>
</tr>
<tr>
<td>Stoop</td>
<td>4</td>
</tr>
</tbody>
</table>
For movement classification, three common classifiers were selected: Support Vector Machines (SVM), linear discriminant analysis (LDA) and k-Nearest Neighbor (kNN). A polynomial kernel was chosen for the SVM as it showed higher accuracies in the preliminary study. Classification accuracy (CA) is a widely used metric in EMG classification studies (Gu et al., 2018; Krasoulis et al., 2017), and CA is adopted to evaluate classification performance in this study. The classification performance was evaluated in two ways. For intra-participant evaluation, the training data and testing data were from the same participant and a 10-fold cross-validation was applied for all participants. For inter-participant evaluation, the training data and the testing data were from different participants, and the leave-one-participant-out cross-validation was used to evaluate the classification performance.

\[
CA = \frac{\text{Number of correct predictions}}{\text{Number of all predictions}} \times 100\%
\]

### 5.3.3 Results

#### 5.3.3.1 Results from Experiment I

The results for intra-participant and inter-participant posture classifications are presented in Table 5-2 and Table 5-3, respectively.

<table>
<thead>
<tr>
<th>Participant</th>
<th>Classification accuracy</th>
<th>Raw feature sets</th>
<th>Normalized feature sets</th>
<th>SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>LDA</td>
<td>kNN</td>
<td>SVM</td>
</tr>
<tr>
<td>P1</td>
<td>0.884</td>
<td>0.947</td>
<td>0.873</td>
<td>0.967</td>
</tr>
<tr>
<td>P2</td>
<td>0.937</td>
<td>0.982</td>
<td>0.98</td>
<td>0.989</td>
</tr>
<tr>
<td>P3</td>
<td>0.949</td>
<td>0.966</td>
<td>0.974</td>
<td>0.993</td>
</tr>
<tr>
<td>Mean</td>
<td>0.923</td>
<td>0.965</td>
<td>0.942</td>
<td>0.983</td>
</tr>
</tbody>
</table>
Table 5-3  Results of inter-participant classification from Experiment I (static lifting postures). LDA = linear discriminant analysis; kNN = k-nearest neighbor; SVM = support vector machine.

<table>
<thead>
<tr>
<th>Participant</th>
<th>Raw feature sets</th>
<th>SVM</th>
<th>LDA</th>
<th>kNN</th>
<th>SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>0.603</td>
<td>0.566</td>
<td>0.485</td>
<td>0.356</td>
<td>0.564</td>
</tr>
<tr>
<td>P2</td>
<td>0.707</td>
<td>0.653</td>
<td>0.589</td>
<td>0.668</td>
<td>0.577</td>
</tr>
<tr>
<td>P3</td>
<td>0.4</td>
<td>0.318</td>
<td>0.562</td>
<td>0.498</td>
<td>0.535</td>
</tr>
<tr>
<td>Mean</td>
<td>0.57</td>
<td>0.512</td>
<td>0.545</td>
<td>0.507</td>
<td>0.559</td>
</tr>
</tbody>
</table>

5.3.3.2 Results from Experiment II

The results for intra-participant movement classification are presented in Table 5-4, it shows that SVM with normalized feature sets produces highest average classification accuracy. Thus, confusion matrix for SVM classifier with normalized feature sets is presented in Table 5-5. The results for inter-participant condition are presented in Table 5-6.

Table 5-4  Results of intra-participant classification for Experiment II (dynamic lifting movements).

<table>
<thead>
<tr>
<th>Participant</th>
<th>Raw feature sets</th>
<th>SVM</th>
<th>LDA</th>
<th>kNN</th>
<th>SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td>P4</td>
<td>0.745</td>
<td>0.821</td>
<td>0.84</td>
<td>0.885</td>
<td>0.901</td>
</tr>
<tr>
<td>P5</td>
<td>0.761</td>
<td>0.813</td>
<td>0.835</td>
<td>0.885</td>
<td>0.931</td>
</tr>
<tr>
<td>P6</td>
<td>0.762</td>
<td>0.854</td>
<td>0.848</td>
<td>0.92</td>
<td>0.926</td>
</tr>
<tr>
<td>P7</td>
<td>0.797</td>
<td>0.864</td>
<td>0.847</td>
<td>0.924</td>
<td>0.921</td>
</tr>
<tr>
<td>P8</td>
<td>0.809</td>
<td>0.87</td>
<td>0.867</td>
<td>0.898</td>
<td>0.923</td>
</tr>
<tr>
<td>P9</td>
<td>0.798</td>
<td>0.843</td>
<td>0.862</td>
<td>0.923</td>
<td>0.919</td>
</tr>
<tr>
<td>P10</td>
<td>0.838</td>
<td>0.902</td>
<td>0.936</td>
<td>0.853</td>
<td>0.791</td>
</tr>
<tr>
<td>P11</td>
<td>0.738</td>
<td>0.838</td>
<td>0.851</td>
<td>0.894</td>
<td>0.914</td>
</tr>
<tr>
<td>P12</td>
<td>0.774</td>
<td>0.834</td>
<td>0.802</td>
<td>0.883</td>
<td>0.901</td>
</tr>
<tr>
<td>P13</td>
<td>0.794</td>
<td>0.856</td>
<td>0.879</td>
<td>0.869</td>
<td>0.886</td>
</tr>
<tr>
<td>P14</td>
<td>0.84</td>
<td>0.94</td>
<td>0.95</td>
<td>0.877</td>
<td>0.835</td>
</tr>
<tr>
<td>P15</td>
<td>0.788</td>
<td>0.821</td>
<td>0.87</td>
<td>0.871</td>
<td>0.893</td>
</tr>
<tr>
<td>Mean</td>
<td>0.787</td>
<td>0.855</td>
<td>0.866</td>
<td>0.89</td>
<td>0.895</td>
</tr>
</tbody>
</table>
Table 5-5  Confusion matrix for SVM classifier with normalized feature sets.

<table>
<thead>
<tr>
<th>True motion</th>
<th>Predicted</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>99.6%</td>
</tr>
<tr>
<td>2</td>
<td>0.5%</td>
</tr>
<tr>
<td>3</td>
<td>1.0%</td>
</tr>
<tr>
<td>4</td>
<td>4.3%</td>
</tr>
</tbody>
</table>

Table 5-6  Results of inter-participant classification for Experiment II (dynamic lifting movements).

<table>
<thead>
<tr>
<th>Participant</th>
<th>Classification accuracy</th>
<th>LDA</th>
<th>kNN</th>
<th>SVM</th>
<th>LDA</th>
<th>kNN</th>
<th>SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Raw feature sets</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P4</td>
<td>0.551</td>
<td>0.501</td>
<td>0.499</td>
<td>0.556</td>
<td>0.531</td>
<td>0.565</td>
<td></td>
</tr>
<tr>
<td>P5</td>
<td>0.511</td>
<td>0.506</td>
<td>0.554</td>
<td>0.674</td>
<td>0.55</td>
<td>0.617</td>
<td></td>
</tr>
<tr>
<td>P6</td>
<td>0.502</td>
<td>0.479</td>
<td>0.485</td>
<td>0.556</td>
<td>0.499</td>
<td>0.545</td>
<td></td>
</tr>
<tr>
<td>P7</td>
<td>0.639</td>
<td>0.524</td>
<td>0.561</td>
<td>0.56</td>
<td>0.505</td>
<td>0.543</td>
<td></td>
</tr>
<tr>
<td>P8</td>
<td>0.637</td>
<td>0.529</td>
<td>0.578</td>
<td>0.667</td>
<td>0.538</td>
<td>0.622</td>
<td></td>
</tr>
<tr>
<td>P9</td>
<td>0.546</td>
<td>0.467</td>
<td>0.495</td>
<td>0.637</td>
<td>0.547</td>
<td>0.632</td>
<td></td>
</tr>
<tr>
<td>P10</td>
<td>0.579</td>
<td>0.489</td>
<td>0.442</td>
<td>0.493</td>
<td>0.321</td>
<td>0.367</td>
<td></td>
</tr>
<tr>
<td>P11</td>
<td>0.526</td>
<td>0.473</td>
<td>0.467</td>
<td>0.553</td>
<td>0.447</td>
<td>0.518</td>
<td></td>
</tr>
<tr>
<td>P12</td>
<td>0.595</td>
<td>0.41</td>
<td>0.469</td>
<td>0.618</td>
<td>0.551</td>
<td>0.635</td>
<td></td>
</tr>
<tr>
<td>P13</td>
<td>0.456</td>
<td>0.494</td>
<td>0.433</td>
<td>0.493</td>
<td>0.512</td>
<td>0.573</td>
<td></td>
</tr>
<tr>
<td>P14</td>
<td>0.68</td>
<td>0.559</td>
<td>0.472</td>
<td>0.346</td>
<td>0.303</td>
<td>0.374</td>
<td></td>
</tr>
<tr>
<td>P15</td>
<td>0.568</td>
<td>0.446</td>
<td>0.384</td>
<td>0.48</td>
<td>0.49</td>
<td>0.482</td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>0.566</td>
<td>0.49</td>
<td>0.487</td>
<td>0.553</td>
<td>0.483</td>
<td>0.541</td>
<td></td>
</tr>
</tbody>
</table>

5.3.4 Discussion

This study aimed to investigate the potential of classifying MMH posture/movement using EMG signal acquired from the muscles across the whole body. Two experiments were conducted in a laboratory setting, with Experiment I focusing on static posture and Experiment II focusing on dynamic movements. EMG features were extracted on sliding windows of the EMG and normalized to the peak value or the sampling frequency, respectively. Three common machine learning methods were selected as the classifiers. The data sets were split in two ways: for intra-
participant condition, classification performance was evaluated using 10-fold cross-validation; for inter-participant condition, leave-one-participant-out cross-validation was used.

For experiment I, the participants kept a static squat lifting posture and a static stoop posture. The intra-participant condition, the mean accuracies of all classifiers were above 90% (Table 5-2). In specific, normalized EMG feature sets achieved comparatively higher classification accuracy compared to the raw EMG feature sets, this might be that some machine learning methods (e.g. SVM) were sensitive to scaling of the data, thus normalizing the raw feature sets induced higher accuracy. Notably, SVM achieved the highest average accuracy of 99.5% with the normalized feature sets. While for the inter-participant condition, the results from the Table 5-3 showed that mean accuracies were slightly above 50%. This was expected as EMG was highly participant-dependent, which made it increasingly difficult to predict the posture or movement of a new participant from the classifiers that trained with other participants (Totah et al., 2018). Other studies combined all participants' EMG data and then split data into training and testing, which were neither intra-participant nor inter-participant (Adewuyi et al., 2016). Another possible explanation for the low accuracy could be the number of participants. In Experiment I, three participants were recruited, thus the inter-participant modelling split the data in the following format: two participants’ EMG data formed training data, and the remaining participant’s EMG data served as the testing dataset. Thus, it was likely that the trained model from two participants had relatively low generalizability to the third participant. Consequently, Experiment II recruited 12 participants, which could construct trained models from eleven participants that could have more generalizability.

For Experiment II, the participants performed dynamic squat movements and stoop movements to transfer the loaded box from the floor to the shelf. In specific, the loads of boxes
and lifting height varied while still labeled as “3-squat” and “4-stoop”. The results from the Table 5-4 suggested that for the intra-participant condition, mean accuracies of all classifiers were about 80% to 90%, which was lower compared to that of Experiment I. While Experiment I involved static lifting postures, it was reasonable to assume that the participants’ muscle patterns were consistent during the tasks and could be labelled and classified; as for Experiment II, even though the participants were instructed to perform the tasks in a constant pace, it was possible that the participants’ muscle patterns changed during different phase of the movement, which could lead to decreased overall classification accuracy. Totah et al. (2018) found that EMG-driven load classification achieved highest accuracy occurred around load-onset moment. Similar to Experiment I, normalized EMG feature sets induced higher accuracy for the intra-participant condition, and the SVM classifier reached an average accuracy of 91.3%. The results from the confusion matrix (Table 5-5) suggested that most misclassification occurred between 1 and 2 (push and pull), 3 and 4 (squat and stoop), which was plausible due to the nature of these movements. For the inter-participant condition, the results from the Table 5-6 showed that mean accuracies were about 50%, which was comparable to the results from Experiment I. While the reasons explained for low accuracy in Experiment I also applied here, the increased number of participants did not help improve classification performance in Experiment II, which suggested that the training models from 11 participants had lower prediction ability on the remaining participant.

In summary, the analysis and results from this study suggested that full-body MMH posture and movements could be recognized with multi-EMG classification. In specific, for intra-participant condition, the classifiers could reach average accuracy above 90% for the static posture and about 80% - 90% for the dynamic movement. While for the inter-participant, the average classification accuracy was about 50% for both the static posture classification and dynamic
movement classification. Normalization of EMG features helped to increase classification performance for the intra-participant condition while did not work for the inter-participant condition. This study also gave insights on the future design of EMG-based human machine interface, to achieve better performance, a calibration stage was needed for each user to obtain customized EMG data and models, which could be implemented as customized trigger logic for the specific user.

5.4 Examine EMG guided virtual exertions for manual lifting task

5.4.1 Introduction

As revealed by the results in Section 5.3, EMG classification accuracy was high (approximately 90%) in the intra-participant condition while considerably lower (approximately 50%) in the inter-participant condition, which indicated that EMG signal is highly participant-dependent for the MMH tasks. Consequently, a calibration stage that acquired the actual user’s EMG data was necessary to build customized EMG-driven model and interface. The application of a calibration stage was reported in Section 4.3 which aimed to collect participants’ EMG data during the physical patient transfer task as reference values in the virtual tasks. However, participants still encountered difficulties in performing the patient transfer task in VR because they needed to voluntarily contract all 12 muscles to the threshold value captured during the calibration (physical) task, which was hard to achieve and did not reflect the contribution and coordination between the target muscles. Compared to the multi-binary model employed in Section 4.3, a regression-based EMG-force model might more accurately depict the relationship between output forces and muscle activities. Some researchers had used regression methods to predict finger force (Baldacchino et al., 2018) and hand grasping force (Hoozemans & Van Dieën, 2005; Hou et al.,
Among these studies, some used simple linear regression methods to predict the output force from EMG amplitude (Hoozemans & Van Dieën, 2005), while others used more complicated regularized regression methods (Martinez et al., 2020). The results from Section 5.3 suggested that different participants have different muscle activities and different regression parameters, thus a calibration stage was needed to obtain the customized parameters and build customized regression models.

The purpose of this study was to design a regression-based multi-EMG program for virtual lifting tasks and validate the practicality of the program through experiments with two healthy participants. The process of design and validation for EMG-assisted system followed a previous study (Meng et al., 2014) where one participant was recruited. This study focused on one common manual material handling task, squat lifting, and comparable squat lifting tasks were designed in the physical world and VR. It was expected that the regression-based multi-EMG interface could evoke similar perceived exertions between the physical lifting tasks and virtual lifting tasks. Findings from this study could give insight on future design of virtual exertion applications.

5.4.2 Methods

5.4.2.1 Participants

Two participants in the lab were recruited for the experiments with Informed consent obtained from the North Carolina State University’s Institutional Review Board. The participants reported no physical injuries or surgeries within last three months.

5.4.2.2 Apparatus

Three identical cardboard boxes employed in the previous study (section 5.3) was used to deliver different lifting weights, which weighed 6 lb, 10 lb, and 16 lb. The steel shelf in the
previous study was used to deliver three lifting weights, which were 20 inches, 35 inches and 50 inches that approximately corresponded to knee height, waist height and shoulder height. Ten wireless EMG sensors (Delesys Inc, Natick, MA) were used to record the participants’ muscle activity. Trigno Control Utility (Delesys Inc, Natick, MA) was used to acquire the EMG signal in real time, MATLAB (MATLAB 2021b, MathWorks) was used to process the EMG signal in real time. Virtual scenarios were rendered by a game engine (Unity, https://unity3d.com/) and presented to the participants via an HMD (Vive, HTC and Valve Corporation). A pair of controllers was used to track the position of virtual hands in VR and interact with virtual objects when participants’ muscle activity met the requirements.

5.4.2.3 Experiment design

The experimental session consisted of a physical lifting task (also the calibration task), and a virtual lifting task. The EMG sensors were affixed to 10 bilateral selected muscle pairs according to Figure 5-9 that covered upper extremity, trunk and lower body. The selected muscles were biceps (BI), flexor carpi radialis (FCR), lumbar erector spinae (LES), biceps femoris (BF), and gastrocnemius (GA).
The physical lifting task functions as a calibration stage that determines a customized regression model for each participant. The virtual lifting task was the same lifting task but performed in VR against a virtual box and a virtual shelf.
Figure 5-10  One participant performing a squat lifting task. 1) physical lifting tasks and 2) virtual lifting tasks; The participant saw a virtual box, shelf and text through the HMD, the virtual scene is presented in Figure 5-12.

5.4.2.4 Experiment procedure

Physical Lifting Task (calibration task). Participants performed nine squat lifting tasks (three boxes × three lifting heights) in the physical world and verbally indicated their rated perceived exertion (RPE) using the Borg-10 scale for each trial. The recorded EMG signal from the 10 muscles were processed to build a multi-EMG based regression model. The EMG processing protocol followed the steps described in Section 5.3, where the raw EMG signal was transformed to EMG features in the moving windows. In this study, only the RMS and the MAV were chosen as these metrics were related with EMG amplitude and muscle force (Jebelli & Lee, 2019). In addition, lifting height was incorporated into the feature matrix, which was an important biomechanical variable for manual lifting tasks (Elfeituri & Taboun, 2002), which formed a
twenty-one-dimensional (ten muscles × two EMG features + lifting height) feature matrix. The output of the feature matrix was lifting force, which could be approximately related with the weights of the boxes. For the regression model, lasso (least absolute shrinkage and selection operator) was chosen, which performed both regularization and variable selection to increase the prediction accuracy (Tibshirani, 1997). For simple linear regression, it looks for optimal parameters that minimize the cost function in Equation 5-1. While the cost function of lasso regression in Equation 5-2 adds a penalty term that is sum of the absolute value of the coefficients, which can shrink some coefficients to zero and reduces over-fitting (Ranstam & Cook, 2018). In specific, the parameter lambda denotes the degree of shrinkage and preferred lambda can be obtained through cross-validation.

\[
\sum_{i=1}^{n} (y_i - \sum_j x_{ij} \beta_j)^2 \quad (5-1)
\]

\[
\sum_{i=1}^{n} (y_i - \sum_j x_{ij} \beta_j)^2 + \lambda \sum_j |\beta_j| \quad (5-2)
\]

After the nine physical squat lifting trials, the participants were guided to have a rest while the researcher processed the participants’ EMG data to obtain a customized EMG-lifting weight lasso model. Figure 5-10 shows the process of obtaining optimal lambda for the lasso regression. In this study, lambda at the minimum MSE were chosen as the parameter of lasso regression model for later virtual lifting tasks.
Figure 5-11 The process of finding optimal lambada with lowest mean squared error (MSE). The green circle located the lambda at minimum cross-validation MSE, and the blue circle located the lambda with minimum cross-validation error plus one standard error. For this study, the lambda that contributed to minimum cross-validation MSE (the green circle) was employed.

**Virtual Lifting Task.** Participants wore the HMD and held two controllers for the virtual lifting task. The VR scenario (Figure 5-12) had a virtual box in front of a virtual shelf, which was comparable to the lifting tasks in physical world. A floating virtual text was placed in front of the user’s view, when the virtual tasks started, the text changed to “Not ready”, indicating that the participants did not reach the threshold to lift the virtual box yet. To reach the lifting threshold, the participants were verbally informed to voluntarily contract their muscles across the whole-body. They gradually increased the exertion and when the predicted exerting force from the lasso model reached the predefined virtual weights of the virtual box, the text changed to “OK to lift”, indicating that the box was ready to be lifted. After that, the participants could use the controllers to lift the virtual box and place it on the shelf. The participants also gave RPE scores for the virtual lifting trials.
Figure 5-12  Screenshot of the virtual lifting tasks from 1) a third-person view and 2) a first-person view.

The workflow of regression-based virtual lifting tasks included three steps: multi-EMG acquisition from the Trigno software; real-time EMG processing in the MATLAB; text feedback in the Unity. As can be seen from the flowchart (Figure 5-13), Trigno software acquired real-time EMG signal and sent it to MATLAB, MATLAB processed the real-time EMG signal following the protocols to obtain customized lasso regression model, and then the real-time raw EMG signal was transformed into feature matrix on moving windows. Finally, the lifting force was predicted using the regression model obtained during the physical lifting task. When the lifting force prediction reached or exceeded the predefined virtual weight of the box, MATLAB sent the text of “OK to lift” to the Unity’s virtual interface.
For each virtual height, the participant was asked to lift a virtual box of 1 lb. 5 lb. 10 lb. and 20 lb. For each weight, if the participant failed to contract their muscles to reach the lifting force, they were given a second chance to try to reach that lifting force. In addition, participants’ virtual lifting limit was obtained with the baseline of 20 lb. If the participant could not lift a virtual box of 20 lb, the researcher would decrease the box’s virtual weight in increments of 1 lb until the participant could lift the virtual box. Similarly, if the participant could lift the virtual box of 20 lb, the researcher would increase the box’s virtual weight in an increment of 1 lb until the participant could not lift the virtual weight. For each virtual lifting task, they were asked to give a RPE score based on their exertion.
5.4.2.5 Data analysis

Participants’ RPE scores across all the physical lifting trials and virtual lifting tasks were obtained. Participants’ trial results were summarized (failure or success). In addition, participants’ virtual lifting limit was obtained.

5.4.3 Results & Discussion

5.4.3.1 Perceived exertion for the physical lifting task

Table 5-7: Rated perceived exertion (RPE) scores for the physical lifting task. There were three lifting weights and three lifting heights.

<table>
<thead>
<tr>
<th>Lifting index</th>
<th>Participant 1</th>
<th>Participant 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>6 lb. 20 inches</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>6 lb. 35 inches</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>6 lb. 50 inches</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>10 lb. 20 inches</td>
<td>6</td>
<td>3</td>
</tr>
<tr>
<td>10 lb. 35 inches</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>10 lb. 50 inches</td>
<td>7</td>
<td>4</td>
</tr>
<tr>
<td>16 lb. 20 inches</td>
<td>7</td>
<td>5</td>
</tr>
<tr>
<td>16 lb. 35 inches</td>
<td>7</td>
<td>4</td>
</tr>
<tr>
<td>16 lb. 50 inches</td>
<td>9</td>
<td>6</td>
</tr>
</tbody>
</table>

As shown in Table 5-7, participants’ RPE scores increased with the increase of lifting weight, which is reasonable. Participants needed to exert more to lift the heavier boxes. In addition, participants’ RPE scores were lower when lifting to 35 inches than lifting to 20 inches and 50 inches, which indicated that the participants felt less exertions when lifting from floor to waist height compared to lifting from floor to knee height or shoulder height. Notably, participant 1’s RPE scores ranged from 4 to 9 and the peak value of 9 occurred when lifting the 16lb. box from floor to the shoulder height; while for participant 2, the RPE scores ranged from 1 to 6 and the peak RPE value was much lower than that of participant 1, indicating that participant 2 had a higher acceptable lifting limit.
5.4.3.2 Perceived exertion and trial results for the virtual lifting task

Table 5-8  Rated perceived exertion (RPE) scores for the virtual lifting task. If the participants failed to reach the threshold in 5 seconds, they were given a second chance to try to exert their muscles to reach the threshold.

<table>
<thead>
<tr>
<th>Lifting index</th>
<th>Participant 1</th>
<th>Participant 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 lb. 20 inches</td>
<td>Success, 0</td>
<td>Success, 0.5</td>
</tr>
<tr>
<td>1 lb. 35 inches</td>
<td>Success, 0</td>
<td>Success, 0</td>
</tr>
<tr>
<td>6 lb. 20 inches</td>
<td>Success, 2</td>
<td>Success, 3</td>
</tr>
<tr>
<td>6 lb. 35 inches</td>
<td>Success, 2</td>
<td>Success, 2</td>
</tr>
<tr>
<td>6 lb. 50 inches</td>
<td>Success, 3</td>
<td>Success, 4</td>
</tr>
<tr>
<td>10 lb. 20 inches</td>
<td>Success, 4</td>
<td>Success, 6</td>
</tr>
<tr>
<td>10 lb. 35 inches</td>
<td>Success, 3</td>
<td>Success, 5</td>
</tr>
<tr>
<td>10 lb. 50 inches</td>
<td>Success, 3</td>
<td>Failure, 9</td>
</tr>
<tr>
<td>16 lb. 20 inches</td>
<td>Failure, 7</td>
<td>Success, 5</td>
</tr>
<tr>
<td>16 lb. 35 inches</td>
<td>Success, 5</td>
<td>Failure, 9</td>
</tr>
<tr>
<td>16 lb. 50 inches</td>
<td>Failure, 8</td>
<td>Failure, 7</td>
</tr>
<tr>
<td>20 lb. 20 inches</td>
<td>Success, 5</td>
<td>Failure, 9</td>
</tr>
<tr>
<td>20 lb. 35 inches</td>
<td>Failure, 8</td>
<td>Failure, 8</td>
</tr>
<tr>
<td>20 lb. 50 inches</td>
<td>Failure, 7</td>
<td>Failure, 8</td>
</tr>
</tbody>
</table>

As can be seen from the Table 5-8 above, the participants could successfully lift a virtual box that weighed from 1 lb to 10 lb. In particular, when the virtual box was assigned a weight of 1 lb the virtual text changed to “OK to lift” immediately after the researcher started the VR program, which indicated that the participants did not need to purposely contract their muscles to reach the lifting threshold, and both participants gave RPE scores of 0 for that condition. Consistent with the results in physical lifting tasks, participants’ RPE scores increased while the virtual lifting weights increased. When the lifting weight of the virtual box exceeded 16 lb, it was more difficult for the participants to contract their muscles to the target threshold and the participants failed to lift the virtual box. There existed no trend of lifting height on RPE scores. When comparing the RPE scores between the physical lifting and the virtual lifting (e.g., physically lifting a 6 lb box to 20 inches and virtually lifting a 6 lb box to 20 inches), participant 1 reported lower RPE scores in virtual lifting than physical lifting while participants 2 reported higher RPE scores in virtual lifting.
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That could be because the RPE scores were more subjective, and the two participants had different decision criteria when giving the scores. Participant 1 indicated that he did not feel much exertion on his back in the virtual lifting task that could be comparable to the physical lifting trials. While participant 2 verbally indicated that he contracted his biceps maximumly during the virtual lifting trials and felt high exertions, especially during the failed lifting trials. To note, in the two trials (P1, 16 lb 20 inches; P2, 10 lb 50 inches) that participants failed the first trial and succeeded in the second trial, the participants gave a lower RPE scores in the successful lifting trial, which was reasonable as the participants kept increasing muscle contractions during the failed trials.

### 5.4.3.3 Maximum lifting weight for the virtual lifting task

<table>
<thead>
<tr>
<th>Lifting height</th>
<th>Participant 1</th>
<th>Participant 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>20 inches</td>
<td>22 lb.</td>
<td>18 lb.</td>
</tr>
<tr>
<td>35 inches</td>
<td>19 lb.</td>
<td>15 lb.</td>
</tr>
<tr>
<td>50 inches</td>
<td>15 lb.</td>
<td>17 lb.</td>
</tr>
</tbody>
</table>

Participants’ virtual lifting limit was obtained, which ranged from 15 lb to 22 lb. This is plausible as some agonist muscles like biceps are easy to control and contract while some other antagonist muscles like lumbar erector spinae are not easy to voluntarily contract. Thus, it was likely that participants could not voluntarily contract the whole-body muscles to the activation levels obtained in physical lifting. In addition, it also led to over-exertions for the agonist muscles while antagonist muscles remained unactive. One possible solution is to only investigate agonist muscles in future virtual exertion program.
5.4.3.4 Comparison between different virtual exertions studies

<table>
<thead>
<tr>
<th>Studies</th>
<th>Muscles</th>
<th>Methods</th>
<th>VR medium</th>
<th>Functionality</th>
</tr>
</thead>
<tbody>
<tr>
<td>(K. B. Chen et al., 2015)</td>
<td>Biceps and triceps</td>
<td>Binary</td>
<td>CAVE</td>
<td>good</td>
</tr>
<tr>
<td>(K. Chen, Widmayer, et al., 2020)</td>
<td>Twelve muscles across the full body</td>
<td>Multi-Binary</td>
<td>CAVE</td>
<td>Low, needs to be adjusted to finish</td>
</tr>
<tr>
<td>This study</td>
<td>across the full body</td>
<td>Lasso regression</td>
<td>HMD</td>
<td>good</td>
</tr>
</tbody>
</table>

From the perspective of system practicality, the virtual lifting program could function as expected and evoked participants’ sense of forceful exertions when lifting the virtual box, and both participants agreed that the innovative program had potential functionality of manual material handling training program. Comparing to the two previous virtual exertion studies, this work extended the idea of EMG-driven virtual interface into a fully immersive virtual environment through an HMD, and the participants were able to finish the virtual lifting tasks without using adjusting factors (AFs) employed in the previous virtual patient transfer study. On the other hand, the program had significant delay because of signal transfer from different software and real-time data processing. Consequently, it could happen that participants’ current exertion level reached the lifting weight while the text changed to “OK to lift” after a while, which led to over-exertion. To solve the problem, the researcher asked the participants to increase their muscle exertion level in
a constant and smooth pace, which was difficult to manipulate. Future studies should try to
decrease the delay from the system level.

In conclusion, the regression based virtual exertion interface functioned as expected and
evoked participants’ sense of exertions during virtual lifting tasks. Two major limitations remain,
the first one is the uneven muscle contraction, as some muscles were over-exerted and while other
muscles were under-exerted; the second limitation was the system delay due to data transfer
between different software, which resulted in delayed visual text display as the participants
continued to contract their muscles. Future study should be conducted to overcome the limitations.

5.5 Summary

This chapter extended the method of binary-based virtual exertion to a broader regression-
based virtual exertion. Three experiments were conducted, the first experiment examined the usage
of psychophysical methods to evaluate manual material carrying tasks, which indicated that there
was a detection threshold for human to perceive a weight difference. The second experiment
explored the possibility of classifying common manual material handling posture and movements
using EMG signal across whole-body muscles. The results suggested that the classifiers could
achieve optimal accuracy for intra-participant condition where the training data and the testing
data were from the same participant. The third experiment designed a regression-based virtual
exertion program, which involved calibration step in physical world, regression parameters
acquisition step and validation step in VR. The results showed that despite of system delay, the
program could evoke comparable sense of forceful exertions in the virtual lifting tasks. Future
studies can focus on muscle contraction’s mechanism and program delay reduction.
Chapter 6 Conclusion

In this dissertation, two modalities of augmented feedback in VR system were examined: 1) instructional visual feedback using 3-D humanoid virtual instructor; 2) bio-signal based pseudo-haptic feedback through real-time EMG processing. To achieve the research goals, several studies and experiments were designed and conducted.

For the instructional feedback, two humanoid instructors were designed and examined in two XR applications. In particular, a 3-D humanoid model was developed and implemented in a VR exercise program to guide users to perform pick and place movements. The results indicated that the task-oriented practice elicited more intensive shoulder movements and muscular activities compared to the imitation-oriented practice during VRE, which also induced greater movement variations. A point cloud reconstructed humanoid model was built in an AR posture training platform to demonstrate common manual material handling postures, despite of some usability limitations revealed during the user study, the AR-based posture training system provided the users more intuitive perspective to visualize the manual lifting posture in 3-D space. Compared to the point cloud reconstructed virtual instructor, the 3-D model based virtual instructor was more flexible and could be easily animated to convey movement information to the participants by updating the joint position of the virtual instructor. While for the point cloud generated virtual instructor, it shared more similarities with real humans on appearances, but it was difficult to animate the point cloud that was a complete mesh.

For the bio-signal feedback, EMG was utilized as a medium to deliver senses of forceful feedback when interacting with VR objects. Two studies were conducted, both of which focused on physical tasks that involved muscles across the whole body. The first study investigated the task of emergency patient transfer task. A mock-up patient transfer task was set up in the laboratory
setting, EMG sensors were attached to muscles across the whole body. Principal component analysis was utilized to select the major contributing muscles during the task. Next, a virtual patient transfer task was conducted in a virtual environment targeting the selected major muscles, the criteria of virtual transfer were relatively simple: all muscles need to reach their respective calibration threshold obtained during the physical (calibration) tasks, the controller needs to collide with the virtual objects. The results suggested that participants could only finish the tasks with adjusting factors that scaled down the lifting thresholds, and participants reported higher physical workload during physical transfer tasks while higher mental workload during virtual transfer tasks.

There were several limitations in this study: 1) multi-binary criterion did not reflect the coordination and contributions between the muscles and more accurate multi-EMG-force modelling is required to set up new criterion for virtual exertion program; 2) The weight/load for this task was too high, which made it difficult for the participants to virtually contract their muscles to the calibration threshold. Thus, common physical tasks that involve less weight need to be further studied.

To solve the problems revealed in the simulated patient transfer task, a second study that investigated manual material handling tasks was conducted. Three sub-studies were conducted, the first sub-study examined the usage of psychophysical methods to evaluate manual material carrying tasks, the results indicated that there was a detection threshold for human to perceive a weight difference, which varied with the reference weight. In addition, Borg perceived exertion survey in CR-10 scale could be used to evaluate participants’ perceived exertions, which increased with the increment of weight ratio. The second sub-study explored the possibility of classifying common manual material handling posture and movements using EMG signal across whole-body muscles. The results suggested that the classifiers could achieve optimal accuracy for intra-
participant condition where the training data and the testing data were from the same participant, which indicated that a calibration task that obtained customized EMG data was necessary to build customized regression-based virtual exertion criteria. In the third sub-study, a virtual squat lifting task was designed, which involved calibration step in physical world, regression parameters acquisition step and validation step in VR. The results showed that the program could evoke comparable sense of perceived exertions in the virtual lifting tasks and the perceived exertion increased with the increase of virtual weights.

Some limitations remained for the virtual exertion study, participants often had difficulty contracting some muscles without a physical object on hand, which led to imbalanced exertions during the virtual lifting trials: some muscles were over exerted while others were under exerted. Secondly, system delay existed due to data transfer between different software, thus when the predicted lifting weight from the regression model reached predefined virtual weight, it could take a while for the participants to see the instructional text changed to “OK to lift”. Future studies on virtual exertion should focus on selecting appropriate muscles and reducing system delay.
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APPENDICES
## Appendix A

### Post-Study System Usability Questionnaire

<table>
<thead>
<tr>
<th>Description</th>
<th>Strongly Agree</th>
<th>Strongly Disagree</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Overall, I’m satisfied with the system.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. It was simple to use this system.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. I was able to complete the tasks and scenarios quickly using this system.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. I felt comfortable using this system.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5. It was easy to learn to use this system.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6. I believe I could become productive quickly using this system.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7. The system gave error messages that clearly told me how to fix problems.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8. Whenever I made a mistake using the system, I could recover easily and quickly.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9. The information (such as online help, on-screen messages, and other documentation) provided with this system was clear.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10. It was easy to find the information I needed.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11. The information was effective in helping me complete the tasks and scenarios.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12. The organization of information on the system screens was clear.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>13. The interface of this system was pleasant.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>14. I liked using the interface of this system.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15. This system has all the functions and capabilities I expect it to have.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>16. Overall, I am satisfied with this system.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Appendix B

NASA-TLX

MENTAL DEMAND: How much mental and perceptual activity was required?

Low    High

PHYSICAL DEMAND: How much physical activity was required?

Low    High

TEMPORAL DEMAND: How much time pressure did you feel due to the pace at which the tasks or task elements occurred?

Low    High

PERFORMANCE: How successful were you in performing the task?

Good    Poor

EFFORT: How hard did you have to work (mentally and physically) to accomplish your level of performance?

Low    High

FRUSTRATION: How irritated, stressed, and annoyed versus content, relaxed, and complacent did you feel during the task?

Low    High
## Appendix C

**Borg rating of perceived exertion (RPE) in category ratio scale (CR-10 scale)**

<table>
<thead>
<tr>
<th>Scoring</th>
<th>Level of exertion</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>No Exertion</td>
</tr>
<tr>
<td>0.5</td>
<td>Very very Slight</td>
</tr>
<tr>
<td>1</td>
<td>Very Slight</td>
</tr>
<tr>
<td>2</td>
<td>Slight</td>
</tr>
<tr>
<td>3</td>
<td>Moderate</td>
</tr>
<tr>
<td>4</td>
<td>Somewhat Severe</td>
</tr>
<tr>
<td>5</td>
<td>Severe</td>
</tr>
<tr>
<td>6</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>Very Severe</td>
</tr>
<tr>
<td>8</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>Very very Severe</td>
</tr>
<tr>
<td>10</td>
<td>Maximal</td>
</tr>
</tbody>
</table>