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Abstract

This paper addresses various aspects of motion-compensated interframe coding. The image sequence data is investigated in an attempt to develop a more thorough analysis of the convergence requirements and the convergence rate. A new motion prediction technique is presented which increases the validity of the assumptions made in proving convergence and which decreases the total prediction error. Simulation results are presented to indicate the improvement of the proposed motion prediction scheme and to indicate the results of the convergence analysis.
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I. Introduction

This paper will focus on the problem of detecting the motion contained in a sequence of images -- a major problem which has not been adequately solved.

In transmitting or storing image sequences, one seeks to minimize the amount of information that must be transmitted or stored. One approach is to use previously transmitted frames to predict the state of the current frame and then transmit only the difference between the actual frame and the predicted frame. Previous work [1-12] has shown that motion-estimation techniques can be used to improve these predictions of the intensity values in the images. In other words, predicting the motion and accessing the intensity values from the previous frame (or field) results in a better prediction of the intensity values than trying to predict the intensity values solely from previous intensity values.

There have been two approaches to motion estimation: block-matching and pel-recursion [6,9,10]. In block-matching a block of intensity values in a frame is compared with blocks of intensity values in the previous frame until a best-match is determined. From this an interframe displacement vector (how much the block has moved between frames) for the whole block can be estimated for the frame being transmitted. Poor estimations result
if all pixels in the block do not move the same way. Using the pel-recursive approach, a displacement is determined for each pel value. This technique allows for a more exact estimation of the intensity value and has the ability to handle scale changes (zooming, movement perpendicular to the image plane).

In both block-matching and pel-recursion the prediction can be backwards or forwards, i.e., the displacement can be determined from previously transmitted information only (backwards) or from past values and the current value (forwards). Forward prediction requires explicit transmission of information about the displacement value; backwards does not. The advantage of the forward technique is that a better estimate of the displacement vector reduces the error in the intensity prediction. However, the majority of the previous approaches have used backwards prediction, implying backwards prediction leads to: 1) reduced bit rates, 2) lower computational requirements, and/or 3) faster prediction/estimation techniques.

Although motion-estimation techniques have existed for over ten years [13], they have not exhibited superior motion (or intensity) prediction characteristics. In the following sections, a way to improve the motion prediction and thus the data compression will be developed. It will be shown that although convergence of the basic algorithm
has been proven, this proof of convergence and the resulting algorithms that have been implemented do not coincide. The major contribution of this work will be twofold: 1) the image sequence data will be investigated in an attempt to develop a more thorough analysis of the convergence requirements and the convergence rate, and 2) a new motion prediction technique will be presented which will increase the validity of the assumptions made in proving convergence and which will decrease the total prediction error.

The basic algorithm is presented in Section II. In Section III we present our image sequence model. In Section IV we derive the constraints on $\varepsilon$, the convergence coefficient, for convergence of the algorithm at each pel. In Section V, we present a new initial displacement estimation approach. Simulations verifying the proposed improvements are in Section VI. Conclusions are drawn and areas needing further research are noted in Section VII.
II. The Basic Algorithm

Netravali and Robbins [6] were one of the first to develop a pel-recursive technique to estimate the displacement for a moving object in a sequence. The development here will be very similar to theirs.

The intensity values within a frame are represented by \( I(\mathbf{z},t) \), where \( \mathbf{z} \) is a two-dimensional spatial vector and \( t \) is the frame at time \( t \). When no ambiguity occurs "frame \( t \)" is used in lieu of "the frame at time \( t \)". Although the \( I(\mathbf{z},t) \) function is a sampled discrete-valued function, we assume that by interpolating we can view \( \mathbf{z} \) and \( I(\mathbf{z},t) \) as continuous.

If an object moves with purely translational motion, then for some \( \mathbf{d} \), where \( \mathbf{d} \) is the two-dimensional spatial translation displacement vector of the object point during the time interval \([t-\tau,t]\),

\[
I(\mathbf{z},t) = I(\mathbf{z}-\mathbf{d},t-\tau) \tag{1}
\]

We define a function called the displaced frame difference:

\[
\text{DFD}(\mathbf{z},\hat{\mathbf{d}}^i) = I(\mathbf{z},t) - I(\mathbf{z}-\hat{\mathbf{d}}^i,t-\tau) \tag{2}
\]

where \( \hat{\mathbf{d}}^i \) is an estimate of the translation vector. The DFD converges to zero as \( \hat{\mathbf{d}}^i \) converges to the actual dis-
placement, \( \hat{d} \), of the object point. Thus what we seek is an iterative algorithm of the form

\[
\hat{d}_{i+1} = \hat{d}_i + \text{update-term},
\]

(3)

where for each step, the update-term seeks to improve the estimate of \( \hat{d} \). Our end goal is minimization of the magnitude of the prediction error, \( \text{DFD} \). If a pel at location \( z_a \) is predicted with \( \hat{d}_i \) to have intensity \( I(z-\hat{d}_i,t-\tau) \), resulting in a prediction error of \( \text{DFD}(z,\hat{d}_i) \), the predictor should attempt to create a new estimate, \( \hat{d}_{i+1} \) such that \( |\text{DFD}(z,\hat{d}_{i+1})| \leq |\text{DFD}(z,\hat{d}_i)| \). To apply minimization techniques, a function is needed which is minimized when the DFD is equal to zero. This can be accomplished by minimizing \( [\text{DFD}(z,\hat{d})]^2 \). The most common approach is a steepest descent or gradient method. Although other techniques may have a faster rate of convergence, they require more computation and are more likely to diverge [14].

The resulting iterative equation is:

\[
\hat{d}_{i+1} = \hat{d}_i - \frac{\varepsilon v_d}{2} [\text{DFD}(z_a,\hat{d}_i)]^2,
\]

(4)

where \( v_d \) is the two-dimensional gradient operator with respect to displacement \( \hat{d}_i \) and \( \varepsilon \) is a positive scalar constant called the convergence coefficient or coefficient on the update term. This can be seen to simplify to
\[ \hat{d}^{i+1} = \hat{d}^{i} - \varepsilon \text{DFD}(\hat{z}_a, \hat{d}^{i}) \nu_d \text{DFD}(\hat{z}_a, \hat{d}^{i}) \]  (5)

We can evaluate \( \nu_d \) by using the definition of DFD in eq. (2) and noting that

\[ \nu_d \text{DFD}(\hat{z}_a, \hat{d}^{i}) = \nu_z I(\hat{z}_a - \hat{d}^{i}, t - \tau) \]  (6)

where \( \nu_z \) is the two-dimensional spatial gradient operator with respect to \( z \).

This gives us

\[ \hat{d}^{i+1} = \hat{d}^{i} - \varepsilon \text{DFD}(\hat{z}_a, \hat{d}^{i}) \nu_z I(\hat{z}_a - \hat{d}^{i}, t - \tau) \]  (7)

Note that for nonintegral \( \hat{d}^{i} \), DFD and \( \nu_z I \) can be obtained by interpolation.
III. Image Sequence Model

Two consecutive frames of a sequence we call bobsjob are shown in figure 1. Each frame is 282 lines by 448 pels/line. Four blocks of data taken from moving edges in figure 1a are shown in figure 2. The change in the value of the spatial gradient as the edges are traversed in either the x or y direction can readily be seen to vary. It would be advantageous for the analysis to be done in Section IV if the edges could be modeled by either a linear or parabolic function. However an arctan function appears to be a much better model. In calculating $v_z I$ we actually calculate the components $v_x I$ and $v_y I$. Thus it is those values we want to model. The intensity function in one dimension and the derivatives are:

$$I = (A)\arctan(Bx+C)+D$$

$$\frac{dI}{dx} = \frac{AB}{1+(Bx+C)^2}$$

$$\frac{d^2 I}{dx^2} = \frac{-2AB^2(Bx+C)}{[1+(Bx+C)^2]^2}$$

$$\frac{d^3 I}{dx^3} = \frac{-2AB^3 \left[1-3(Bx+C)^2\right]}{[1+(Bx+C)^2]^3}$$

The x for which $Bx+C=0$ is the center of the edge. Table I shows the values of the derivatives and the ratio of derivatives for various values of $u$, where $u=Bx+C$ is a measure of how far we are from the center of the edge. Note that the magnitudes of the higher order derivatives
decrease faster than $dI/dX$ as $|u|$ increases for $B \approx 1$. However, the magnitudes of the higher order derivatives are significant for values of $u$ close to zero.
Figure 2
<table>
<thead>
<tr>
<th>u</th>
<th>$\frac{dI}{dx}$</th>
<th>$\frac{d^2I}{dx^2}$</th>
<th>$\frac{d^3I}{dx^3}$</th>
<th>$\frac{d^2I}{dx^2}/dI$</th>
<th>$\frac{d^3I}{dx^3}/dI$</th>
</tr>
</thead>
<tbody>
<tr>
<td>-4</td>
<td>0.06AB</td>
<td>0.03AB^2</td>
<td>0.02AB^3</td>
<td>0.47B</td>
<td>0.33B^2</td>
</tr>
<tr>
<td>-3</td>
<td>0.10AB</td>
<td>0.06AB^2</td>
<td>0.05AB^3</td>
<td>0.60B</td>
<td>0.52B^2</td>
</tr>
<tr>
<td>-2</td>
<td>0.20AB</td>
<td>0.16AB^2</td>
<td>0.18AB^3</td>
<td>0.80B</td>
<td>0.88B^2</td>
</tr>
<tr>
<td>-1</td>
<td>0.50AB</td>
<td>0.50AB^2</td>
<td>0.50AB^3</td>
<td>1.00B</td>
<td>1.00B^2</td>
</tr>
<tr>
<td>-0.50</td>
<td>0.80AB</td>
<td>0.64AB^2</td>
<td>-0.26AB^3</td>
<td>0.80B</td>
<td>-0.33B^2</td>
</tr>
<tr>
<td>-0.33</td>
<td>0.90AB</td>
<td>0.54AB^2</td>
<td>-0.97AB^3</td>
<td>0.60B</td>
<td>-1.08B^2</td>
</tr>
<tr>
<td>-0.25</td>
<td>0.94AB</td>
<td>0.44AB^2</td>
<td>-1.35AB^3</td>
<td>0.47B</td>
<td>-1.44B^2</td>
</tr>
<tr>
<td>0</td>
<td>1.00AB</td>
<td>0</td>
<td>-2.00AB^3</td>
<td>0</td>
<td>-2.00B^2</td>
</tr>
<tr>
<td>0.25</td>
<td>0.94AB</td>
<td>-0.44AB^2</td>
<td>-1.35AB^3</td>
<td>-0.47B</td>
<td>-1.44B^2</td>
</tr>
<tr>
<td>0.33</td>
<td>0.90AB</td>
<td>-0.54AB^2</td>
<td>-0.97AB^3</td>
<td>-0.60B</td>
<td>-1.08B^2</td>
</tr>
<tr>
<td>0.50</td>
<td>0.80AB</td>
<td>-0.64AB^2</td>
<td>-0.26AB^3</td>
<td>-0.80B</td>
<td>-0.33B^2</td>
</tr>
<tr>
<td>1</td>
<td>0.50AB</td>
<td>-0.50AB^2</td>
<td>0.50AB^3</td>
<td>-1.00B</td>
<td>1.00B^2</td>
</tr>
<tr>
<td>2</td>
<td>0.20AB</td>
<td>-0.16AB^2</td>
<td>0.18AB^3</td>
<td>-0.80B</td>
<td>0.88B^2</td>
</tr>
<tr>
<td>3</td>
<td>0.10AB</td>
<td>-0.06AB^2</td>
<td>0.05AB^3</td>
<td>-0.60B</td>
<td>0.52B^2</td>
</tr>
<tr>
<td>4</td>
<td>0.06AB</td>
<td>-0.03AB^2</td>
<td>0.02AB^3</td>
<td>-0.47B</td>
<td>0.33B^2</td>
</tr>
</tbody>
</table>
IV. Convergence Analysis

Two of the important issues of this type of algorithm are to guarantee convergence and to determine the rate of convergence. Almost all previously presented pel-recursive techniques have used only one iteration per pel and assumed convergence over time \([6-8,10-12]\). We are interested in convergence at each pel for which the \(|\text{DFD}| > T\). In other words, we want the algorithm to converge to the correct displacement at every moving pel, not just within the moving area.

We can prove that the gradient algorithm (eq. (7)) which attempts to minimize the DFD converges, under certain conditions, to the true displacement. The first requirement is that the area between \(\text{DFD}(z_a, \hat{d}^0)\) and \(\text{DFD}(z_a, \hat{d})\) must be a concave surface, a minimum point of which is \(\text{DFD}(z_a, \hat{d})\). (\(\hat{d}^0\) is the initial estimate of the displacement and \(\hat{d}\) is the actual displacement.) The proof procedure used is similar to one in [6]. The assumptions are that the motion is purely translational and that the uncovered background is neglected. Substitute equation (2) into (7) and obtain

\[
\hat{d}^{i+1} = \hat{d}^i - \varepsilon \{I(z_a, t) - I(z_a - \hat{d}^i, t - \tau)\} \nabla_z I(z_a - \hat{d}^i, t - \tau) \tag{8}
\]

Substituting from (1) for \(I(z_a, t)\),
Expanding the term in braces using a Taylor series expansion, we obtain

\[
\hat{\mathbf{d}}^{i+1} = \hat{\mathbf{d}}^i - \varepsilon \{ I(z_a - \hat{\mathbf{d}}, t-\tau) - I(z_a - \hat{\mathbf{d}}^i, t-\tau) \} \nabla_{\mathbf{z}} I(z_a - \hat{\mathbf{d}}^i, t-\tau) \tag{9}
\]

I(z_a - \hat{\mathbf{d}}, t-\tau) - I(z_a - \hat{\mathbf{d}}^i, t-\tau) =

\begin{align*}
& (\hat{\mathbf{d}}^i - \mathbf{d})^T \nabla_{\mathbf{z}} I(z_a - \hat{\mathbf{d}}^i, t-\tau) + \\
& \frac{1}{2} (\hat{\mathbf{d}}^i - \mathbf{d})^T \nabla_{\mathbf{z}}^2 I(z_a - \hat{\mathbf{d}}^i, t-\tau) (\hat{\mathbf{d}}^i - \mathbf{d}) + \\
& O((\hat{\mathbf{d}}^i - \mathbf{d})^3),
\end{align*}

(9a)

where \( \nabla_{\mathbf{z}} I() \) is the 2x2 matrix of the second partial derivatives of \( I() \) and \( O((\hat{\mathbf{d}}^i - \mathbf{d})^3) \) represents the higher order terms in \( (\hat{\mathbf{d}}^i - \mathbf{d}) \).

The \( O((\hat{\mathbf{d}}^i - \mathbf{d})^3) \) terms cannot be expressed in matrix notation; an open form must be used. Let

\[
(\hat{\mathbf{d}}^i - \mathbf{d}) = \begin{bmatrix} \Delta \mathbf{d}^i \end{bmatrix}
\]

(9b)

and

\[
\nabla_{\mathbf{z}} I() = \begin{bmatrix} \frac{\partial I}{\partial x} \\ \frac{\partial I}{\partial y} \\ \frac{\partial I}{\partial z} \end{bmatrix}.
\]

The Taylor series expansion of the difference in the two intensity values can now be rewritten as
\[ I(z_{a \hat{d}}, t) - I(z_{a \hat{d}}, t) = \]

\[ = \sum_{j=1}^{\infty} \frac{1}{j!} \{ \Delta d_x \frac{\partial}{\partial x} \Delta d_y \frac{\partial}{\partial y} \}^j \left( I(z_{a \hat{d}}, t) \right) \]

where \( \Delta d_x \) is the error in the \( x \) displacement estimate at the \( i \)th iteration, \( \Delta d_y \) is the error in the \( y \) displacement estimate at the \( i \)th iteration, and the quantity in braces is an operator on the intensity function.

The number of terms in the Taylor series that are required to obtain a good estimate of the difference in the two intensity values is dependent on two factors: 1) the error in the displacement estimation, and 2) the magnitude of the higher order derivatives of the intensity function. There is no reason to assume that a sufficient estimate is always obtained by retaining only the first term of the Taylor series expansion.

Substituting (10) into (9),

\[ \hat{d}_{i+1} = \hat{d}_i \]

\[ - \sum_{j=1}^{\infty} \frac{1}{j!} \{ \Delta d_x \frac{\partial}{\partial x} \Delta d_y \frac{\partial}{\partial y} \}^j \left( I(z_{a \hat{d}}, t) \right) \left( V_z I(z_{a \hat{d}}, t) \right) \]

where we choose to use mixed notation for compactness. After some intermediate algebra and regrouping of factors, we obtain
\begin{equation}
\hat{d}^{i+1} = \hat{d}^i - \varepsilon v_z I(z_a-\hat{d}^i, t-\tau) f (\hat{d}^i - d) \tag{12}
\end{equation}

where \( f \) is a \( 1 \times 2 \) matrix defined as

\begin{equation}
f = \sum_{j=1}^{\infty} \frac{1}{j!} \left( \frac{\partial}{\partial x} \frac{\partial}{\partial y} \right) \{ A d_i \frac{\partial}{\partial x} A d_i \frac{\partial}{\partial y} \}^{j-1} I(z_a-\hat{d}^i, t-\tau) \tag{12a}
\end{equation}

For example, the first two terms of \( f \) are:

\begin{align*}
j=1: \quad f_1 &= \left\{ \frac{\partial}{\partial x} \frac{\partial}{\partial y} \right\} I(z_a-\hat{d}^i, t-\tau) \\
&= \left\{ \frac{\partial}{\partial x} \frac{\partial}{\partial y} \right\} (z_a-\hat{d}^i, t-\tau) \\
&= v_z I(z_a-\hat{d}^i, t-\tau) \tag{12b}
\end{align*}

\begin{align*}
j=2: \quad f_2 &= \frac{1}{2} \left\{ \frac{\partial}{\partial x} \frac{\partial}{\partial y} \right\} \{ A d_i \frac{\partial}{\partial x} A d_i \frac{\partial}{\partial y} \} I(z_a-\hat{d}^i, t-\tau) \\
&= \frac{1}{2} \left\{ A d_i \frac{\partial^2}{\partial x \partial y} + A d_i \frac{\partial^2}{\partial y \partial x} + A d_i \frac{\partial^2}{\partial x \partial y} + A d_i \frac{\partial^2}{\partial y \partial x} \right\} (z_a-\hat{d}^i, t-\tau) \\
&= v_z (\hat{d}^i - d) \quad \tag{12b}
\end{align*}

Subtracting \( d \) from both sides of (12), we get

\begin{equation}
(\hat{d}^{i+1} - d) = (\hat{d}^i - d) - \varepsilon v_z I(z_a-\hat{d}^i, t-\tau) f (\hat{d}^i - d) \tag{13}
\end{equation}

or

\begin{equation}
(\hat{d}^{i+1} - d) = [J - \varepsilon v_z I(z_a-\hat{d}^i, t-\tau) f ] (\hat{d}^i - d) \tag{14}
\end{equation}

where \( J \) is the appropriate size identity matrix.

This equation is of the form \( e_{i+1} = A e_i \) where \( e \) is the 2x1 error vector which we desire to reduce as \( i \rightarrow \infty \) and
A is a 2x2 matrix. This can be rewritten as
\[ e_k = (\prod_{i=0}^{k} A_i) e_0. \]
If we can show that the \( \|e_k\| \) tends to zero as \( k \to \infty \), we have proved convergence. Assume \( B = \prod_{i=0}^{k} A_i \) as \( k \to \infty \). \( Be_0 = 0 \) if \( e_0 \in \text{N}(B) \), the null space of \( B \). Alternatively we can say that \( Be_0 = 0 \) if the spectral radius of \( B \) is less than 1. Unfortunately neither of these is necessarily the case.

Closer inspection of the matrix we have called \( A \) will reveal it can be rewritten as \( [J-\epsilon C] \), where \( C \) is rank deficient, independent of the number of terms retained in the Taylor series expansion. Thus the spectral radius of \( A \) is \( \geq 1 \) depending on \( \epsilon \). If the spectral radius of \( A \) is 1, the algorithm could converge.

Investigation of stochastic gradient algorithms shows that convergence properties are frequently determined by analyzing the behavior of the ensemble average \([15-18]\). Taking the expected value of both sides, assuming the two factors on the right-hand side are uncorrelated, and applying Schwartz inequality,

\[
\|\hat{\mu}^{i+1} - \mu_d\| \leq \|J - \epsilon \nabla z(I(z_a - d, t, \tau)f)\| \cdot \|\mu^{i} - \mu_d\|, \quad (15)
\]
where the overbar denotes expected value, \( \mu_d \) is the expected value of \( d \), and \( \hat{\mu} \) is the expected value of \( d \).
This can be rewritten as

$$\|\mu^i - \mu_d\| \leq (1 - \varepsilon \lambda_{\text{max}}) \cdot \|\mu^i - \mu_d\|,$$

where $\lambda_{\text{max}}$ is the maximum eigenvalue of the positive semidefinite symmetric matrix

$$v_z I(z - \hat{d}, t - \tau) f$$

For convergence of the algorithm, we need

$$|1 - \varepsilon \lambda_{\text{max}}| < 1,$$

which is equivalent to

$$\frac{2}{\lambda_{\text{max}}} > \varepsilon > 0$$

Note that since we only have two eigenvalues and the sum of the eigenvalues of any matrix equals the trace, $\lambda_{\text{max}}$ is upper bounded by the trace and lower bounded by one half of the trace. Thus for convergence the following condition is sufficient:

$$\frac{4}{\text{tr}[v_z I(z - \hat{d}, t - \tau)f]} > \varepsilon > 0$$

If $f_i \approx f$ (this assumption is most valid at the edges of an edge), then eq. (19) can be rewritten as

$$\frac{4M}{\sum_{i=1}^{M}[v_x I^2(z_a - \hat{d}', t - \tau) + v_y I^2(z_a - \hat{d}', t - \tau)]} > \varepsilon > 0$$

where $M$ iterations are performed at each pel in the moving
area. Note that M can vary from pel to pel. \( v_x I \) and \( v_y I \) are the orthogonal components of \( v_z I \), i.e., the gradient vector elements. The \( vI^2 \) notation indicates the square of the real-valued gradient component. Note the difference in \( vI^2 \) in eq. (20) and \( v^2 I \) in eq. (9a) and (12b).

Netravali and Robbins [6] derived an equation very similar to eq. (20) for a slightly altered problem. Their proof assumed convergence over time, i.e. within the moving area, with only one iteration per pel, whereas we are seeking convergence at each and every pel in the moving area. They made no attempt to verify that the \( \varepsilon \) they used (.0625) met their required condition. The major conflict between analytical requirements and real-time implementation is that making \( \varepsilon \) small enough to insure convergence forces the convergence rate to be slow. In Section VI we will show that for our sequences, \( \varepsilon \) should be somewhere in the neighborhood of .0040 for low interframe motion and .0200 for high interframe motion.
V. Initial Displacement Estimate

There have been two predominant methods of initial displacement estimation: spatial and temporal. Most researchers have used a spatially adjacent displacement vector as an initial estimate [6-8,11,12,19]. Others, mostly from Bell Northern Research [1,10], proposed predicting the displacement along the temporal axis. We propose a third approach: project the motion estimation forward along the motion trajectory. This would have four advantages and require a minimal increase in computation and memory over the temporal projection procedure. First let us note the problems with the present schemes.

By always using a spatially adjacent displacement vector as an initial estimate for the displacement vector under consideration, an implicit assumption is being made that the displacement vectors always have a high spatial correlation. This is not what the original assumed model implies. The original model assumed that an object is moving over a fixed stationary background. Although the displacement vectors are highly correlated within the moving object and in the stationary background, at the edges of that moving object the displacement vectors are very uncorrelated. It has been shown that the edges of an object may be what contribute most to the estimation of the displacement vectors [20]. Let us look at a one-
dimensional example.

In figure 3 an edge has moved three units to the left between frames. As we scan left to right, we first encounter a nonzero DFD at point \( x_a \). However \( \hat{d}^0 = 0 \) and the incorrect displacement estimate cannot be corrected since \( \nabla_x I |_{t-T} = 0 \). It is not until we reach point \( x_b \) that we can correct the motion estimation (i.e., \( \nabla_x I \) becomes nonzero). In other words no matter how many times we iterate at \( x_a \), the correct displacement value cannot be found for \( I(x_a, t) \). If the correct \( d \) has not been determined by the time we reach \( x_d \) in the scan line, it will not be corrected further until the spatial gradient becomes nonzero again, which may not occur until much later in the scan line.

Dubois et al. [1,10] suggested using the temporally adjacent displacement vector as an initial estimate. By projecting the displacement vector estimates over time rather than space, the displacement estimates at the edges can exhibit a sharp discontinuity and this discontinuity can be sharpened over time. However, this approach does not fully solve the problem. It assumes that the location of the moving objects remain the same frame-to-frame. A better approach would be to assume the motion remained the same. Instead of projecting the motion estimations forward parallel to the temporal axis, project them forward
Figure 3
along the motion trajectory.

As one example, look again at figure 3. We have the same problem as with spatially adjacent estimation: $\hat{\alpha}_0 = 0$ at $x_a$. There is no way to converge to $d$ at $x_a$. The improvement of temporal prediction occurs at $x_b$ where $\hat{\alpha}_0$ is not necessarily zero. This improvement in effect costs an extra frame buffer to store the $\hat{\alpha}_0$ from frame to frame.

As another example, consider an object moving to the left in the plane of view with a constant translational velocity. (See figure 4.) If the displacement vectors are projected forward parallel to the temporal axis, then there will be errors associated with both the leading and the trailing edge. The intensities along the leading edge (area $L$ in figure 4) will not be predicted correctly since in the previous frame (at time $t-\tau$), nothing was moving in those pixel locations into which the leading edge has now moved. The trailing edge (area $T$ in figure 4) on the other hand has left some pixel locations between time $t-\tau$ and $t$. The intensities at these pixel locations at time $t$ constitute newly uncovered background. The algorithm will try to predict the intensities for these pixels from displaced intensities in the previous frame. The goodness of this prediction will depend on the correlation between the intensity values in the displaced region in the previous
Figure 4

location at time t

location at time t-τ

direction of motion between time t and t-τ

Figure 4
frame and the intensity values in the newly uncovered background region in the present frame (at time t).

If the object has a constant velocity frame-to-frame, projecting the displacement vectors forward in the direction of motion will correctly predict the leading edge values. Also, those areas of the image which contain newly uncovered background can be detected easily.

By projecting the motion vectors forward in the direction of motion, we have solved a problem that has existed in the implementation of the algorithm. In proving convergence we noted that the uncovered background was neglected. Yet most algorithms \([1,5-8,10,11,19]\) attempt to determine the intensity values for the newly uncovered background at time t using intensities in the frame at time \(t - r\). The structure of the algorithm is at fault. By obtaining the initial estimates for the displacement vector from spatially or temporally adjacent pels there is no way to detect what regions are newly uncovered background. By predicting the motion vectors forward in the direction of motion, the uncovered background will have no displacement values predicted for it. The uncovered background is then easily detected, allowing a better predictor to be used for it and allowing the implementation to be a true implementation of the algorithm which was proved to converge.
To reiterate and summarize, by projecting the displacement estimates forward along the motion trajectory we obtain four improvements:

1) With respect to spatial prediction, sharp discontinuities can exist at the boundaries between moving objects and the background.

2) With respect to temporal prediction, the actual displacement of the object point can be found more often since the motion, not the location, of the moving area is assumed constant.

3) The number of iterations required for convergence at other points will be decreased due to a better initial estimate. Also a smaller displacement prediction error allows a larger $\epsilon$ which increases the convergence rate.

4) A substantial portion of the uncovered background is detectable and can be segmented out.

Computation requirements increase only slightly (mostly logical) and the memory requirements are only slightly greater than with temporal prediction. Either constant interframe velocity or constant interframe acceleration can be assumed.
A quantitative comparison of the three displacement prediction schemes (spatial, temporal, and "projection-long-the-motion-trajectory") is difficult. The number of pels for which the $d$ can be found using "projection-long-the-motion-trajectory", but which cannot be found using spatial prediction is simply the number of pels in frame $t$ with $|DFD| > T$ and $\forall I = [0]$, assuming that the motion is constant frame-to-frame. Using temporal prediction instead of spatial prediction the same holds true assuming the "correct" $d$ was found for all pels in the moving area in the previous frame. Note that these assumptions are rather stringent. The reduction in the number of iterations required is much more difficult to ascertain, as is the relative improvement in being able to identify the uncovered background portion of a frame.
VI. Simulations

We have obtained a set of image sequences exemplary of sequences which might be transmitted in a video-teleconferencing environment. The major objective in capturing these scenes was to capture a few short sequences (approximately 5 seconds or 150 frames) which would be the best representative of the scenes that might be transmitted in a video-teleconferencing environment; the major objective was not to find some sequences which would make the proposed algorithm look best. The following simulation runs were done on one 60-frame sequence (2 seconds) in which a seated speaker gestures with his arms. The percent motion in the sequence varied from 2% to 20%.

We have chosen to use a noise reduction pre-filtering procedure in all our simulations to improve both picture quality and motion estimation. The procedure is a point operation followed by a local operation involving 5 pel values from each of two consecutive frames. In hardware it could be easily implemented as a pipelined unit preceding the prediction circuit. Many other researchers in simulating their algorithm have utilized a similar type of pre-filter [6-8,19,21,22].

Since we are only able to obtain an estimate of the gradient due to sampling and since the noise reduction scheme does not remove any noise in the moving area, the
displacement updates need to be clipped to prevent noisy estimates and unnecessary iterations [6-8,10,11,19,23-25].

Transmission of the sequence was simulated using the following procedure:

1) Using an initial estimate of the displacement vector, \( \hat{d}^0 \), predict the intensity of the current pel by obtaining an intensity value from the previous frame at the offset \( \hat{d}^0 \) from the current pel location \( z \). If \( (z-\hat{d}^0) \) is not an integer multiple of both spatial sampling intervals, then bilinear interpolation is used to obtain the predicted intensity value.

2) Find \( \text{DFD}(z, \hat{d}^0) \) by taking the difference of the actual current pel value and its predicted value.

3) If \( |\text{DFD}(z, \hat{d}^0)| \geq T \), transmit a quantized value of the DFD to the receiver, preceded by the relative address from the previous point at which \( |\text{DFD}(z, \hat{d}^0)| \geq T \).

4) a. If \( |\text{DFD}(z, \hat{d}^0)| < T \), set \( \hat{d} = \hat{d}^0 \). (The displacement vector was predicted correctly.)

   b. Else if \( \sum \text{FD} \leq \sum \text{DFD} \), set \( \hat{d} = 0 \).

   c. Else use the reconstructed value of the
current pel to find a \( \hat{d}_{i-1} \), until a \( \hat{d} \) is obtained for which \( |DFD(z, \hat{d})| < T \) or until the maximum number of allowed iterations is exceeded.

5) Go to next pel.

The first pair of simulation runs was intended to show the advantage of projecting the initial displacement along the motion trajectory. Constant velocity between frames was assumed. A 35-level symmetric quantizer was used and the motion-update algorithm allowed to iterate at most one time. Since the update algorithm was only allowed to iterate once, the update was clipped at 1/16 of a sampling interval. This has been shown experimentally to be the best value for at least one set of sequences [6-8] and our preliminary experiments indicated it was nearly optimal for ours.

The two runs vary in only one point: how the initial estimate of the motion vector is obtained. Run I used the \( \hat{d} \) of the \((x-1, y-1)\) pel as an initial estimate of the displacement vector. In Run II the initial estimates are projected forward along the path of the motion trajectory from frame to frame.

Figure 5 is a plot of the entropy (bit rate) for both runs. Using Run I as a baseline, Run II shows a 36%
reduction in maximum bit rate for a frame and a 30% reduction in total bit rate. The maximum bit rate for a frame has great hardware-implementation implications since it determines the size of the transmission buffer which is required to maintain a constant bit rate.

With respect to signal-to-noise ratio (SNR) there was minimal difference in values between runs (Figure 6). The SNR for the predicted frame, however, was highly dependent on frame-to-frame motion. For 2% motion, the SNR for both runs was on the order of 58-62 dB; for 18% motion, the SNR for both runs was about 28 dB. For the 60 frames, using Run I as a baseline, the predicted frames using Run II were about 0.7 dB better.

The second set of runs was intended to show the improvement when the displacement estimation algorithm was allowed to converge at each and every pel. Preliminary runs using \( \epsilon = 0.0010 \) indicated that \( \sqrt{v_x^2 I + v_y^2 I} \) varied between 1000 for low interframe motion and 200 for high interframe motion. Substituting these values in eq. (20) indicates \( \epsilon \) must be less than 0.0040 for low interframe motion and less than 0.0200 for high interframe motion. Therefore with \( \epsilon = 0.0010 \) the displacement estimation algorithm should converge at every pel if it is allowed to iterate long enough.
Given the improvement of Run II over Run I, a run similar to Run II was chosen to be the baseline for this pair of runs. Run III is the same as Run II except a 33-level quantizer is used. Run IV is the same as Run III except $\epsilon$ is reduced from .0625 to .0010 and 30 iterations were allowed instead of just one.

Figure 7 is a plot of the entropy (bit-rate) for both runs. From previous simulation runs with the bobsjob sequence, it was determined that 30 frames (1 sec) were sufficient to compare the two approaches. Using Run III as a baseline, Run IV shows a 11% increase in both maximum bit rate for a frame and in total bit rate for the 30 frame sequence. This increase in bit-rate seems to indicate that 30 iterations were insufficient for the algorithm to converge when $\epsilon$ is reduced to .0010. The difference in SNR between the two runs was again minuscule.
Figure 7
VII. Conclusions and Further Research

It appears motion correction updates are being attempted based on noise as well as real motion. This seems the most plausible explanation for the noisy predicted images we have seen. There is also a disagreement in the theoretical and experimental "optimal" r's. One technique that might reduce the noise and the number of unnecessary iterations is to clip the maximum update pel-to-pel instead of (or as well as) at each iteration [10]. Another technique that could reduce the unnecessary iterations is a post-processing filter to smooth the displacements within the moving areas and within the background. Predicting field-to-field motion instead of frame-to-frame motion [6-8,10] also might help.

The improvement obtained by projecting the initial estimate of the motion vector forward along the motion trajectory is excellent even when performing only one iteration per pel.

A potential solution to the inability to correct the displacement vector could be averaging the spatial gradients in the two frames with a 2:1 weighting. (Less weight is given to the values obtained from the frame being transmitted since backwards differences must be used.) At least this would yield a nonzero spatial gradient in the correct direction without putting too much
weight on a noisy estimate. Alternatively one could first see if the $v_z |I|_{t-t} = 0$ when $|DFD| > T$ and then (and only then) use $v_z |I|_t$.

We realize the need to verify these preliminary results with more simulation runs and intend to simulate the algorithms on at least 2 more two second (60 frame) sequences.

Two questions remain about the analysis:

1) Can we assume that the mixed partial derivatives with respect to the intensity function are zero? If so the analysis of $\varepsilon$ for convergence is much easier.

2) Is our analysis of $\Pi_{i=0}^{k} A_i$ the best approach? It is the approach which has been used when only one iteration is performed at each sample point and convergence over time is sought.
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